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# K3 surfaces with Picard number one and infinitely many rational points 

Ronald van Luijk


#### Abstract

In general, not much is known about the arithmetic of K3 surfaces. Once the geometric Picard number, which is the rank of the Néron-Severi group over an algebraic closure of the base field, is high enough, more structure is known and more can be said. However, until recently not a single explicit K3 surface was known to have geometric Picard number one. We give explicit examples of such surfaces over the rational numbers. This solves an old problem that has been attributed to Mumford. The examples we give also contain infinitely many rational points, thereby answering a question of Swinnerton-Dyer and Poonen.


## 1. Introduction

K3 surfaces are two-dimensional analogues of elliptic curves in the sense that their canonical sheaf is trivial. However, as opposed to elliptic curves, little is known about the arithmetic of K3 surfaces in general. It is for instance an open question if there exists a K3 surface $X$ over a number field such that the set of rational points on $X$ is neither empty, nor dense (which throughout this paper will always refer to the Zariski topology). We will answer a longstanding question regarding the Picard group of a K3 surface. The Picard group of any variety is the group of line bundles on it, up to isomorphism. For a K3 surface $X$ over a field $k$ this is a finitely generated free abelian group, the rank of which is called the Picard number of $X$. The Picard number of $\bar{X}=X \times_{k} \bar{k}$, where $\bar{k}$ denotes an algebraic closure of $k$, is called the geometric Picard number of $X$. We will give the first known examples of explicit K3 surfaces shown to have geometric Picard number 1.

Bogomolov and Tschinkel [2000] showed an interesting relation between the geometric Picard number of a K3 surface $X$ over a number field $K$ and the arithmetic of $X$. They proved that if the geometric Picard number is at least 2 , then in most cases the rational points on $X$ are potentially dense, which means that there exists a finite field extension $L$ of $K$ such that the set $X(L)$ of $L$-rational points is Zariski dense in $X$. However, it is not yet known whether there exists

[^1]any K3 surface over a number field and with geometric Picard number 1 on which the rational points are potentially dense. Neither do we know if there exists a K3 surface over a number field and with geometric Picard number 1 on which the rational points are not potentially dense!

In December 2002, at the AIM workshop on rational and integral points on higher-dimensional varieties in Palo Alto, Swinnerton-Dyer and Poonen asked a related question. They asked whether there exists a K3 surface over a number field and with Picard number 1 that contains infinitely many rational points. In this article we will show that such K3 surfaces do indeed exist. It follows from our main theorem.

Theorem 1.1. In the moduli space of $K 3$ surfaces polarized by a very ample divisor of degree 4 , the set of points parametrizing surfaces defined over $\mathbb{Q}$ with geometric Picard number 1 and infinitely many rational points is Zariski dense.

As important as this result is the strategy of its proof. It contains a new way of finding sharp bounds for the geometric Picard number of a surface. This new method is widely applicable. It is based on the older idea that the Néron-Severi group of a surface $X$ defined over a number field injects into the Néron-Severi group of its reduction $X_{\mathfrak{p}}$ at a prime $\mathfrak{p}$ of good reduction. By the Tate conjecture (proven in many cases for K3 surfaces), the geometric Picard number of a K3 surface in positive characteristic is even, and therefore at least 2 . We will lower this upper bound for the geometric Picard number of $X$ by comparing the lattice structure on the geometric Néron-Severi group of the reduction of $X$ at two different primes of good reduction. If these both have rank 2 and their discriminants do not differ by a square factor, then there is no 2-dimensional lattice that injects into both, and we may conclude that the geometric Picard number of $X$ equals 1 .

Note that a polarization of a K3 surface is a choice of an ample divisor $H$. The degree of such a polarization is $H^{2}$. A K3 surface polarized by a very ample divisor of degree 4 is a smooth quartic surface in $\mathbb{P}^{3}$. We will prove the main theorem by exhibiting an explicit family of quartic surfaces in $\mathbb{P}_{\mathbb{Q}}^{3}$ with geometric Picard number 1 and infinitely many rational points. Proving that these surfaces contain infinitely many rational points is the easy part. It is much harder to prove that the geometric Picard number of these surfaces equals 1. It has been known since Max Noether that a general hypersurface in $\mathbb{P}_{\mathbb{C}}^{3}$ of degree at least 4 has geometric Picard number 1. A modern proof of this fact is given in [Deligne and Katz 1973, Theorem XIX.1.2]. Despite this fact, it has been an old challenge, attributed to Mumford and disposed of in this article, to find even one explicit quartic surface, defined over a number field, of which the geometric Picard number equals 1. Deligne's result does not actually imply that such surfaces exist, as "general" means "up to a countable union of closed subsets of the moduli space." A priori, this could
exclude all surfaces defined over $\overline{\mathbb{Q}}$. Although they do not give explicit surfaces with geometric Picard number 1 over number fields either, Terasoma and Ellenberg have proved that they do exist.

Theorem 1.2 [Terasoma 1985]. For any positive integers $\left(n ; a_{1}, \ldots, a_{d}\right)$ not equal to $(2 ; 3),(n ; 2)$, or $(n ; 2,2)$, and with $n$ even, there is a smooth complete intersection $X$ over $\mathbb{Q}$ of dimension $n$ defined by equations of degrees $a_{1}, \ldots, a_{d}$ such that the middle geometric Picard number of $X$ is 1 .

Theorem 1.3 [Ellenberg 2004]. For every even integer d there exists a number field $K$ and a polarized K3 surface X/K of degree d, with geometric Picard number 1.

The proofs of Terasoma and Ellenberg are ineffective in the sense that they do not give explicit examples. In principle it might be possible to extend their methods to test whether a given explicit K3 surface has geometric Picard number 1. In practice however, it is an understatement to say that the amount of work involved is not encouraging. The explicit examples we will give to prove the main theorem also prove the case $\left(n ; a_{1}, \ldots, a_{d}\right)=(2 ; 4)$ of Theorem 1.2 and the case $d=4$ of Theorem 1.3.

Shioda did find explicit examples of surfaces with geometric Picard number 1. In fact, he has shown [1981] that for every prime $m \geq 5$ the surface in $\mathbb{P}^{3}$ given by

$$
w^{m}+x y^{m-1}+y z^{m-1}+z x^{m-1}=0
$$

has geometric Picard number 1. However, for $m=4$ this equation determines a K3 surface with maximal geometric Picard number 20, i.e., a singular K3 surface.

Before we prove the main theorem in Section 3, we will recall some definitions and results in Section 2.

The author thanks the American Institute of Mathematics (Palo Alto) and the Institut Henri Poincaré (Paris) for inspiring working conditions. The author also thanks Bjorn Poonen, Arthur Ogus, Jasper Scholten, Bert van Geemen, and Hendrik Lenstra for very useful discussions, Brendan Hassett for pointing out a mistake in the first version of this article, and the referee for some useful comments.

## 2. Prerequisites

A lattice is a free $\mathbb{Z}$-module $L$ of finite rank, endowed with a symmetric, bilinear, nondegenerate map $\left\langle \_, \quad\right\rangle: L \times L \rightarrow \mathbb{Q}$, called the pairing of the lattice. An integral lattice is a lattice with a $\mathbb{Z}$-valued pairing. A lattice $L$ is called even if $\langle x, x\rangle \in 2 \mathbb{Z}$ for every $x \in L$. A sublattice of $L$ is a submodule $L^{\prime}$ of $L$, such that the induced bilinear pairing on $L^{\prime}$ is nondegenerate. The Gram matrix of a lattice $L$ with respect to a given basis $x=\left(x_{1}, \ldots, x_{n}\right)$ is $I_{x}=\left(\left\langle x_{i}, x_{j}\right\rangle\right)_{i, j}$. The discriminant
of $L$ is defined by $\operatorname{disc} L=\operatorname{det} I_{x}$ for any basis $x$ of $L$. For any sublattice $L^{\prime}$ of finite index in $L$ we have disc $L^{\prime}=\left[L: L^{\prime}\right]^{2} \operatorname{disc} L$. The image of disc $L$ and disc $L^{\prime}$ in $\mathbb{Q}^{*} / \mathbb{Q}^{* 2}$ is the discriminant of the inner product space $L_{\mathbb{Q}}$, where the inner product is induced by the pairing of $L$.

Let $X$ be a smooth, projective, geometrically integral surface over a field $k$ and set $\bar{X}=X \times_{k} \bar{k}$, where $\bar{k}$ denotes an algebraic closure of $k$. As mentioned in the introduction, the Picard group Pic $X$ of $X$ is the group of line bundles on $X$ up to isomorphism, or equivalently, the group of divisor classes modulo linear equivalence. The divisor classes that become algebraically equivalent to 0 over $\bar{k}$ (see [Hartshorne 1977, exercise V.1.7]) form a subgroup $\operatorname{Pic}^{0} X$ of $\operatorname{Pic} X$. The quotient is the Néron-Severi group $\mathrm{NS}(X)=\operatorname{Pic} X / \operatorname{Pic}^{0} X$, which is a finitely generated abelian group, see [Hartshorne 1977, exercise V.1.7-8], or [Milne 1980, Theorem V.3.25], for surfaces or [Grothendieck et al. 1971, exposé XIII, théorème 5.1] in general. The intersection pairing endows the group $\mathrm{NS}(X) / \mathrm{NS}(X)_{\text {tors }}$ with the structure of a lattice. Its rank is called the Picard number of $X$. The Picard number of $\bar{X}$ is called the geometric Picard number of $X$.

By definition a smooth, projective, geometrically integral surface $X$ is a $K 3$ surface if the canonical sheaf $\omega_{X}$ on $X$ is trivial and $H^{1}\left(\bar{X}, \mathcal{O}_{\bar{X}}\right)=0$. Examples of K3 surfaces are smooth quartic surfaces in $\mathbb{P}^{3}$. The Betti numbers of a K3 surface are $b_{0}=1, b_{1}=0, b_{2}=22, b_{3}=0$, and $b_{4}=1$.

Lemma 2.1. If $X$ is a $K 3$ surface, then $\mathrm{Pic}^{0} X$ is trivial, the Néron-Severi group $\mathrm{NS}(X) \cong \operatorname{Pic} X$ is torsion free, and the intersection pairing on $\mathrm{NS}(X)$ is even.

Proof. See [Barth et al. 1984, p. 21 and Proposition VIII.3.2] for characteristic 0 and [Bombieri and Mumford 1977, Theorem 5] for positive characteristic.

For any scheme $Z$ over $\mathbb{F}_{q}$, any prime $l \nmid q$, and any integer $m$, we will use the étale cohomological groups $H_{\text {ett }}^{i}\left(Z, \mathbb{Q}_{l}\right)$ and their Tate twists $H_{\text {ett }}^{i}\left(Z, \mathbb{Q}_{l}\right)(m)$ as defined in for instance [Tate 1965, p. 94], Proposition 2.2 describes the behavior of the Néron-Severi group under good reduction. Its corollary will be used to show that the geometric Picard number of a certain surface is equal to 1 .

Proposition 2.2 [van Luijk 2007, Proposition 6.2]. Let A be a discrete valuation ring of a number field $L$ with residue field $k \cong \mathbb{F}_{q}$. Let $S$ be an integral scheme with a morphism $S \rightarrow \operatorname{Spec} A$ that is projective and smooth of relative dimension 2. Assume that the surfaces $\bar{S}=S_{\bar{L}}$ and $\tilde{S}=S_{\bar{k}}$ are integral. Let $l \nmid q$ be a prime number. Then there are natural injective homomorphisms

$$
\begin{equation*}
\mathrm{NS}(\bar{S}) \otimes \mathbb{Q}_{l} \hookrightarrow \mathrm{NS}(\tilde{S}) \otimes \mathbb{Q}_{l} \hookrightarrow H_{\mathrm{et}}^{2}\left(\tilde{S}, \mathbb{Q}_{l}\right)(1) \tag{1}
\end{equation*}
$$

of finite dimensional inner product spaces over $\mathbb{Q}_{l}$. The first injection is induced by a natural injection $\mathrm{NS}(\bar{S}) \otimes \mathbb{Q} \hookrightarrow \mathrm{NS}(\tilde{S}) \otimes \mathbb{Q}$. The second injection respects the Galois action of $G(\bar{k} / k)$.

Recall that for any scheme $Z$ over $\mathbb{F}_{q}$ with $q=p^{r}$ and $p$ prime, the absolute Frobenius $F_{Z}: Z \rightarrow Z$ of $Z$ acts as the identity on points, and by $f \mapsto f^{p}$ on the structure sheaf. Set $\Phi_{Z}=F_{Z}^{r}$ and $\bar{Z}=Z \times \overline{\mathbb{F}}_{q}$. Let $\Phi_{Z}^{*}$ denote the automorphism on $H_{\mathrm{et}}^{2}\left(\bar{Z}, \mathbb{Q}_{l}\right)$ induced by $\Phi_{Z} \times 1$ acting on $Z \times \overline{\mathbb{F}}_{q}=\bar{Z}$.

Corollary 2.3. With the notation as in Proposition 2.2, the ranks of $\mathrm{NS}(\tilde{S})$ and $\mathrm{NS}(\bar{S})$ are bounded from above by the number of eigenvalues $\lambda$ of $\Phi_{S_{k}}^{*}$ for which $\lambda / q$ is a root of unity, counted with multiplicity.

Proof. By Proposition 2.2 any upper bound for the rank of $\operatorname{NS}(\tilde{S})$ is an upper bound for the rank of $\operatorname{NS}(\bar{S})$. Let $\sigma$ denote the $q$-th power Frobenius map, i.e., the canonical topological generator of $G(\bar{k} / k)$. For any positive integer $m$, let $\sigma^{*}$ and $\sigma^{*}(m)$ denote the automorphisms induced on $\operatorname{NS}(\tilde{S}) \otimes \mathbb{Q}_{l}$ and $H_{\mathrm{et}}^{2}\left(\tilde{S}, \mathbb{Q}_{l}\right)(m)$ respectively. As all divisor classes are defined over some finite extension of $k$, some power of Frobenius acts as the identity on $\operatorname{NS}(\tilde{S})$, so all eigenvalues of $\sigma^{*}$ acting on $\operatorname{NS}(\tilde{S})$ are roots of unity. It follows from Proposition 2.2 that the rank of $\mathrm{NS}(\tilde{S})$ is bounded from above by the number of roots of $\sigma^{*}(1)$ that are a root of unity. As the eigenvalues of $\sigma^{*}(0)$ differ from those of $\sigma^{*}(1)$ by a factor of $q$, this equals the number of roots $\lambda$ of $\sigma^{*}(0)$ for which $\lambda q$ is a root of unity. The Corollary follows from the fact that $\Phi_{S_{k}}^{*}$ acts on $H_{\mathrm{et}}^{2}\left(\bar{Z}, \mathbb{Q}_{l}\right)$ as the inverse of $\sigma^{*}(0)$. See also [van Luijk 2007, Corollary 6.3].

Remark 2.4. Tate's conjecture [1965] states that the upper bound mentioned is actually equal to the rank of $\mathrm{NS}(\tilde{S})$. Tate's conjecture has been proven for ordinary K3 surfaces over fields of characteristic $p \geq 5$; see [Nygaard and Ogus 1985, Theorem 0.2].

To find the characteristic polynomial of Frobenius as in Corollary 2.3, we will compute the traces of powers of Frobenius and use Newton's identities, which for convenience we state here (see [Borwein and Erdélyi 1995, p. 5]):

Lemma 2.5 (Newton's identities). Let $V$ be a vector space of dimension $n$ and $T$ a linear operator on $V$. Let $t_{i}$ denote the trace of $T^{i}$. Then the characteristic polynomial of $T$ is equal to

$$
f_{T}(x)=\operatorname{det}(x \cdot \operatorname{Id}-T)=x^{n}+c_{1} x^{n-1}+c_{2} x^{n-2}+\cdots+c_{n},
$$

with the $c_{i}$ given recursively by

$$
c_{1}=-t_{1} \quad \text { and } \quad-k c_{k}=t_{k}+\sum_{i=1}^{k-1} c_{i} t_{k-i}
$$

## 3. Proof of the main theorem

First we will give a family of smooth quartic surfaces in $\mathbb{P}^{3}$ with Picard number 1. Let $R=\mathbb{Z}[x, y, z, w]$ be the homogeneous coordinate ring of $\mathbb{P}_{\mathbb{Z}}^{3}$. Throughout the rest of this article, for any homogeneous polynomial $h \in R$ of degree 4 , let $\mathfrak{X}_{h}$ denote the scheme in $\mathbb{P}_{\mathbb{Z}}^{3}$ given by

$$
\begin{equation*}
w f_{1}+2 z f_{2}=3 g_{1} g_{2}+6 h \tag{2}
\end{equation*}
$$

with $f_{1}, f_{2}, g_{1}, g_{2} \in R$ equal to

$$
\begin{aligned}
& \begin{array}{l}
f_{1}=x^{3}-x^{2} y-x^{2} z+x^{2} w-x y^{2}-x y z+2 x y w+x z^{2}+2 x z w+y^{3} \\
\\
\quad+y^{2} z-y^{2} w+y z^{2}+y z w-y w^{2}+z^{2} w+z w^{2}+2 w^{3}, \\
f_{2}=
\end{array} \quad x y^{2}+x y z-x z^{2}-y z^{2}+z^{3} \\
& g_{1}= \\
& g_{2}= \\
& g^{2}+x y+y z
\end{aligned}
$$

Its base extensions to $\mathbb{Q}$ and $\overline{\mathbb{Q}}$ are denoted $X_{h}$ and $\bar{X}_{h}$ respectively.
Theorem 3.1. Let $h \in R$ be a homogeneous polynomial of degree 4. Then the quartic surface $X_{h}$ is smooth over $\mathbb{Q}$ and has geometric Picard number 1. The Picard group Pic $\bar{X}_{h}$ is generated by a hyperplane section.

Proof. For $p=2,3$, let $X_{p} / \mathbb{F}_{p}$ denote the fiber of $\mathfrak{X}_{h} \rightarrow \operatorname{Spec} \mathbb{Z}$ over $p$. As they are independent of $h$, one easily checks that $X_{p}$ is smooth over $\mathbb{F}_{p}$ for $p=2,3$. As the morphism $\mathfrak{X}_{h} \rightarrow$ Spec $\mathbb{Z}$ is flat and projective, it follows that the generic fiber $X_{h}$ of $\mathfrak{X}_{h} \rightarrow$ Spec $\mathbb{Z}$ is smooth over $\mathbb{Q}$ as well; compare [Hartshorne 1977, exercise III.10.2].

We will first show that $X_{2}$ and $X_{3}$ have geometric Picard number 2. For $p=2,3$, let $\Phi_{p}$ denote the absolute Frobenius of $X_{p}$. Set $\bar{X}_{p}=X_{p} \times \overline{\mathbb{F}}_{p}$ and let $\Phi_{p}^{*}(i)$ denote the automorphism on $H_{\text {êt }}^{i}\left(\bar{X}_{p}, \mathbb{Q}_{l}\right)$ induced by $\Phi_{p} \times 1$ acting on $\bar{X}_{p}=X_{p} \times{ }_{\mathbb{F}_{p}} \overline{\mathbb{F}}_{p}$. Then by Corollary 2.3 the geometric Picard number of $X_{p}$ is bounded from above by the number of eigenvalues $\lambda$ of $\Phi_{p}^{*}(2)$ for which $\lambda / p$ is a root of unity. We will find the characteristic polynomial of $\Phi_{p}^{*}(2)$ from the traces of its powers. These traces we will compute with the Lefschetz formula

$$
\begin{equation*}
\# X_{p}\left(\mathbb{F}_{p^{n}}\right)=\sum_{i=0}^{4}(-1)^{i} \operatorname{Tr}\left(\Phi_{p}^{*}(i)^{n}\right) \tag{3}
\end{equation*}
$$

for which see [Milne 1980, Theorem VI.12.3]. Since $X_{p}$ is a smooth hypersurface in $\mathbb{P}^{3}$ of degree 4 , it is a K3 surface and its Betti numbers are $b_{0}=1, b_{1}=0$, $b_{2}=22, b_{3}=0$, and $b_{4}=1$. It follows that $\operatorname{Tr}\left(\Phi_{p}^{*}(i)^{n}\right)=0$ for $i=1,3$, and for $i=0$ and $i=4$ the automorphism $\Phi_{p}^{*}(i)^{n}$ has only one eigenvalue, which by the

Weil conjectures equals 1 and $p^{2 n}$ respectively (see [Deligne 1974, théorème 1.6]). From the Lefschetz formula (3) we conclude $\operatorname{Tr}\left(\Phi_{p}^{*}(2)^{n}\right)=\# X_{p}\left(\mathbb{F}_{p^{n}}\right)-p^{2 n}-1$. After counting points on $X_{p}$ over $\mathbb{F}_{p^{n}}$ for $n=1, \ldots, 11$, this allows us to compute the traces of the first 11 powers of $\Phi_{p}^{*}(2)$. With Lemma 2.5 we can then compute the first coefficients of the characteristic polynomial $f_{p}$ of $\Phi_{p}^{*}(2)$, which has degree $b_{2}=22$. We write $f_{p}=x^{22}+c_{1} x^{21}+\cdots+c_{22}$, which by construction is independent of the choice of $h$, and find this table:

| $p$ | $c_{1}$ | $c_{2}$ | $c_{3}$ | $c_{4}$ | $c_{5}$ | $c_{6}$ | $c_{7}$ | $c_{8}$ | $c_{9}$ | $c_{10}$ | $c_{11}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | -3 | -2 | 12 | 0 | -32 | 64 | -128 | 128 | 256 | 0 | -2048 |
| 3 | -5 | -6 | 72 | 27 | -891 | 0 | 9477 | -4374 | -78732 | 19683 | 708588 |

The Weil conjectures give a functional equation $p^{22} f_{p}(x)= \pm x^{22} f_{p}\left(p^{2} / x\right)$. As in our case (both for $p=2$ and $p=3$ ) the middle coefficient $c_{11}$ of $f_{p}$ is nonzero, the sign of the functional equation is positive. This functional equation allows us to compute the remaining coefficients of $f_{p}$.

If $\lambda$ is a root of $f_{p}$ then $\lambda / p$ is a root of $\tilde{f}_{p}(x)=p^{-22} f_{p}(p x)$. Hence, the number of roots of $\tilde{f}_{p}(x)$ that are also a root of unity gives an upper bound for the geometric Picard number of $X_{p}$. After full factorization, we find

$$
\begin{aligned}
& \tilde{f}_{2}=\frac{1}{2}(x-1)^{2}\left(2 x^{20}+x^{19}-x^{18}+x^{16}+x^{14}+x^{11}+2 x^{10}+x^{9}+x^{6}+x^{4}-x^{2}+x+2\right), \\
& \tilde{f}_{3}=\frac{1}{3}(x-1)^{2}\left(3 x^{20}+x^{19}-3 x^{18}+x^{17}+6 x^{16}-6 x^{14}+x^{13}+6 x^{12}-x^{11}\right. \\
& \left.\quad-7 x^{10}-x^{9}+6 x^{8}+x^{7}-6 x^{6}+6 x^{4}+x^{3}-3 x^{2}+x+3\right) .
\end{aligned}
$$

When $p=2,3$, the roots of the irreducible factor of $\tilde{f}_{p}$ of degree 20 are not integral. Therefore these roots are not roots of unity and we conclude that $\tilde{f}_{p}$ has only two roots that are roots of unity, counted with multiplicities. By Corollary 2.3 this implies that the geometric Picard number of $X_{p}$ is at most 2 .

Note that besides the hyperplane section $H$, the surface $X_{2}$ also contains the conic $C$ given by $w=g_{2}=z^{2}+x y=0$. We have $H^{2}=\operatorname{deg} X_{2}=4$ and $H \cdot C=$ $\operatorname{deg} C=2$. As the genus $g(C)$ of $C$ equals 0 and the canonical divisor $K$ on $X_{2}$ is trivial, the adjunction formula $2 g(C)-2=C \cdot(C+K)$ yields $C^{2}=-2$. Thus $H$ and $C$ generate a sublattice of $\operatorname{NS}\left(\bar{X}_{2}\right)$ with Gram matrix

$$
\left(\begin{array}{rr}
4 & 2 \\
2 & -2
\end{array}\right) .
$$

We conclude that the inner product space $\operatorname{NS}\left(\bar{X}_{2}\right)_{\mathbb{Q}}$ has rank 2 and discriminant $-12 \in \mathbb{Q}^{*} / \mathbb{Q}^{* 2}$. Similarly, $X_{3}$ contains the line $L$ given by $w=z=0$, also with
genus 0 and thus $L^{2}=-2$. The hyperplane section on $X_{3}$ and $L$ generate a sublattice of $\operatorname{NS}\left(\bar{X}_{3}\right)$ of rank 2 with Gram matrix

$$
\left(\begin{array}{rr}
4 & 1 \\
1 & -2
\end{array}\right) .
$$

We conclude that the inner product space $\operatorname{NS}\left(\bar{X}_{3}\right)_{\mathbb{Q}}$ also has rank 2 , and discriminant $-9 \in \mathbb{Q}^{*} / \mathbb{Q}^{* 2}$.

Let $\rho$ denote the geometric Picard number $\rho=\operatorname{rkNS}\left(\bar{X}_{h}\right)$. It follows from Proposition 2.2 that there is an injection $\mathrm{NS}\left(\bar{X}_{h}\right)_{\mathbb{Q}} \hookrightarrow \mathrm{NS}\left(\bar{X}_{p}\right)_{\mathbb{Q}}$ of inner product spaces for $p=2,3$. Hence we get $\rho \leq 2$. If equality held, then both these injections would be isomorphisms and $\operatorname{NS}\left(\bar{X}_{2}\right)_{\mathbb{Q}}$ and $\operatorname{NS}\left(\bar{X}_{3}\right)_{\mathbb{Q}}$ would be isomorphic as inner product spaces. This is not the case because they have different discriminants. We conclude $\rho \leq 1$. As a hyperplane section $H$ on $X_{h}$ has self intersection $H^{2}=4 \neq 0$, we find $\rho=1$. Since $\operatorname{NS}\left(\bar{X}_{h}\right)$ is a 1-dimensional even lattice (see Lemma 2.1), the discriminant of $\operatorname{NS}\left(\bar{X}_{h}\right)$ is even. The sublattice of finite index in $\operatorname{NS}\left(\bar{X}_{h}\right)$ generated by $H$ gives

$$
4=\operatorname{disc}\langle H\rangle=\left[\operatorname{NS}\left(\bar{X}_{h}\right):\langle H\rangle\right]^{2} \cdot \operatorname{disc} \operatorname{NS}\left(\bar{X}_{h}\right) .
$$

Together with disc $\operatorname{NS}\left(\bar{X}_{h}\right)$ being even this implies $\left[\mathrm{NS}\left(\bar{X}_{h}\right):\langle H\rangle\right]=1$, so $H$ generates $\operatorname{NS}\left(\bar{X}_{h}\right)$, which is isomorphic to Pic $\bar{X}_{h}$ by Lemma 2.1.

Remark 3.2. Corollary 2.3 was pointed out to the author by Jasper Scholten and people have used it before to bound the geometric Picard number of a surface. However, since all nonreal roots of the characteristic polynomial of Frobenius come in conjugate pairs, the upper bound has the same parity as the second Betti number of the surface. For K3 surfaces this means that the upper bound is even, and therefore at least 2. Note that by Tate's conjecture (see Remark 2.4) the actual geometric Picard number of any K3 surface over a field of positive characteristic is at least 2 . It is a complete mystery where this second cycle should come from. The strategy of the proof of Theorem 3.1 allows us to sharpen the upper bound in characteristic zero. If the reductions modulo two different primes give the same upper bound $r$, but the corresponding Néron-Severi groups have discriminants that do not differ by a square factor, then in fact $r-1$ is an upper bound.

Kloosterman [2005] has used our method to construct an elliptic K3 surface with Mordell-Weil rank 15 over $\overline{\mathbb{Q}}$. In the proof of Theorem 3.1 we were able to compute the discriminant up to squares of the Néron-Severi lattice of $\bar{X}_{p}$ because we knew a priori a sublattice of finite index. Kloosterman realized that it is not always necessary to know such a sublattice. For an elliptic surface $Y$ over $\overline{\mathbb{F}}_{p}$, the image in $\mathbb{Q}^{*} / \mathbb{Q}^{* 2}$ of the discriminant of the Néron-Severi lattice can also be deduced from
the Artin-Tate conjecture, which has been proved for ordinary K3 surfaces in characteristic $p \geq 5$; see [Nygaard and Ogus 1985, Theorem 0.2] and [Milne 1975, Theorem 6.1]. It allows one to compute the ratio disc $\mathrm{NS}(Y) \cdot \# \operatorname{Br}(Y) /\left(\# \mathrm{NS}(Y)_{\text {tors }}\right)^{2}$ from the characteristic polynomial of Frobenius acting on $H_{\mathrm{et}}^{2}\left(Y, \mathbb{Q}_{l}\right)$. For an elliptic surface the Brauer group has square order, so this ratio determines the same element in $\mathbb{Q}^{*} / \mathbb{Q}^{* 2}$ as disc $\operatorname{NS}(Y)$. Of course this relies on heavy machinery, while our method is essentially elementary.

Remark 3.3. In the proof we counted points over $\mathbb{F}_{p^{n}}$ for $p=2,3$ and $n=1, \ldots, 11$ in order to find the traces of powers of Frobenius up to the 11 -th power. We could have got away with less counting. In both cases $p=2$ and $p=3$ we already know a 2-dimensional, Frobenius stable subspace $W$ of $\operatorname{NS}\left(\bar{X}_{p}\right)_{\mathbb{Q}_{l}} \subset H_{\mathrm{et}}^{2}\left(\bar{X}_{p}, \mathbb{Q}_{l}\right)(1)$, generated by the hyperplane section $H$ and another divisor class. Therefore it suffices to find out the characteristic polynomial of Frobenius acting on the quotient $V=H_{\mathrm{et}}^{2}\left(\bar{X}_{p}, \mathbb{Q}_{l}\right)(1) / W$. This implies it suffices to know the traces of powers of Frobenius acting on $V$ up to the 10 -th power.

An extra trick was used for $p=3$. The family of planes through the line $L$ given by $w=z=0$ cuts out a fibration of curves of genus 1 . We can give all nonsingular fibers the structure of an elliptic curve by quickly looking for a point on it. There are efficient algorithms available in for instance MAGMA to count the number of points on these elliptic curves.

Using these few speed-ups we let a computer run to compute the characteristic polynomial of several random surfaces given by an equation of the form $w f_{1}=z f_{2}$ over $\mathbb{F}_{3}$ or $w f_{1}=g_{1} g_{2}$ over $\mathbb{F}_{2}$, as in (2). If the middle coefficient of the characteristic polynomial was zero, no more effort was spent on trying to find the sign of the functional equation (see proof of Theorem 3.1) and the surface was discarded. After one night two examples over $\mathbb{F}_{3}$ were found with geometric Picard number 2 and one example over $\mathbb{F}_{2}$. With the Chinese Remainder Theorem this allows us to construct two families of surfaces with geometric Picard number 1. One of these families consists of the surfaces $X_{h}$. A program written in Magma that checks the characteristic polynomial of Frobenius on $X_{2}$ and $X_{3}$ is electronically available from the author upon request.

Remark 3.4. For $p=2,3$, let $A_{p} \subset \operatorname{NS}\left(\bar{X}_{p}\right)$ denote the lattice as described in the proof of Theorem 3.1, i.e., $A_{2}$ is generated by a hyperplane section and a conic, and $A_{3}$ is generated by a hyperplane section and a line. Then in fact $A_{p}$ equals $\mathrm{NS}\left(\bar{X}_{p}\right)$ for $p=2,3$. Indeed, we have

$$
\operatorname{disc} A_{p}=\left[\operatorname{NS}\left(\bar{X}_{p}\right): A_{p}\right]^{2} \cdot \operatorname{disc} \operatorname{NS}\left(\bar{X}_{p}\right) .
$$

For $p=2$ this implies $\operatorname{disc} \operatorname{NS}\left(\bar{X}_{2}\right)=-12$ or $\operatorname{disc} \operatorname{NS}\left(\bar{X}_{2}\right)=-3$. The latter is impossible because modulo 4 the discriminant of an even lattice of rank 2 is
congruent to 0 or -1 . We conclude disc $\operatorname{NS}\left(\bar{X}_{2}\right)=-12$, and therefore $\left[\operatorname{NS}\left(\bar{X}_{2}\right)\right.$ : $\left.A_{2}\right]=1$, so $A_{2}=\operatorname{NS}\left(\bar{X}_{2}\right)$.

For $p=3$ we find $\operatorname{disc} \operatorname{NS}\left(\bar{X}_{3}\right)=-9$ or $\operatorname{disc} \operatorname{NS}\left(\bar{X}_{3}\right)=-1$. Suppose the latter equation held. By the classification of even unimodular lattices we find that $\mathrm{NS}\left(\bar{X}_{3}\right)$ is isomorphic to the lattice with Gram matrix

$$
\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right) .
$$

By a theorem of Van Geemen [2005, 5.4], this is impossible. From this contradiction we conclude disc $\operatorname{NS}\left(\bar{X}_{3}\right)=-9$ and thus $\left[\operatorname{NS}\left(\bar{X}_{3}\right): A_{3}\right]=1$, so $A_{3}=\operatorname{NS}\left(\bar{X}_{3}\right)$.

Since there are $\binom{4+3}{3}=35$ monomials of degree 4 in $\mathbb{Q}[x, y, z, w]$, the quartic surfaces in $\mathbb{P}_{\mathbb{Q}}^{3}$ are parametrized by the space $\mathbb{P}_{\mathbb{Q}}^{34}$, which we will denote by $M$. More explicitly, with these 35 monomials as coordinates, the surface given by $F=0$ with $F$ a homogeneous quartic in $\mathbb{Q}[x, y, z, w]$ corresponds to the point in $M$ whose coordinates are the coefficients in $F$ of the corresponding monomials. Let $M^{\prime} \cong \mathbb{P}^{27} \subset M$ denote the subvariety of those surfaces $X$ for which the coefficients of the monomials $x^{4}, x^{3} y, x^{3} z, y^{4}, y^{3} x, y^{3} z$, and $x^{2} z^{2}$ in the defining polynomial of $X$ are all zero. Note that the vanishing of the coefficients of the first six of these monomials is equivalent to the tangency of the plane $H_{w}$ given by $w=0$ to the surface $X$ at the points $P=[1: 0: 0: 0]$ and $Q=[0: 1: 0: 0]$. Thus, the vanishing of these coefficients yields a singularity at $P$ and $Q$ in the plane curve $C_{X}=H_{w} \cap X$. If the singularity at $P$ in $C_{X}$ is not worse than a double point, then the vanishing of the coefficient of $x^{2} z^{2}$ is equivalent to the fact that the line given by $y=w=0$ is one of the limit-tangent lines to $C_{X}$ at $P$.

Proposition 3.5. There is a nonempty Zariski open subset $U \subset M^{\prime}$ such that every surface $X \in U$ defined over $\mathbb{Q}$ is smooth and has infinitely many rational points.
Proof. The singular surfaces in $M^{\prime}$ form a closed subset of $M^{\prime}$. So do the surfaces $X$ for which the intersection $H_{w} \cap X$ has worse singularities than just two double points at $P$ and $Q$. Leaving out these closed subsets we obtain an open subset $V$ of $M^{\prime}$. Let $X \in V$ be given. The plane quartic curve $C_{X}=X \cap H_{w}$ has two double points, so the geometric genus $g$ of the normalization $\tilde{C}_{X}$ of $C_{X}$ equals $p_{a}-2$, where $p_{a}$ is the arithmetic genus of $C_{X}$; see [Hartshorne 1977, exercise IV.1.8]. As we have $p_{a}=\frac{1}{2}(4-1)(4-2)=3$, we get $g=1$. Now assume $X$ is defined over $\mathbb{Q}$. One of the limit-tangents to $C_{X}$ at $P$ is given by $w=y=0$. Its slope, being rational, corresponds to a rational point $P^{\prime}$ on $\tilde{C}_{X}$ above $P$. Fixing this point as the unit element $\mathbb{O}=P^{\prime}$, the curve $\tilde{C}_{X}$ obtains the structure of an elliptic curve. Let $D \in \operatorname{Pic}^{0}\left(\tilde{C}_{X}\right)$ be the pull back under normalization of the divisor $P-Q \in \operatorname{Pic}^{0}\left(C_{X}\right)$. By the theory of elliptic curves there is a unique point $T$ on $\tilde{C}_{X}$ such that $D$ is linearly equivalent to $T-0$; see [Silverman 1986, Proposition
III.3.4]. As $D$ is defined over $\mathbb{Q}$, so is $T$. By Mazur's theorem (see [Silverman 1986, Theoremm III.7.5] for statement and [Mazur 1977, Theorem 8] for a proof), the point $T$ has finite order if and only if $m T=\mathbb{O}$ for some $m \in\{1,2, \ldots, 10,12\}$. Note that we have $\operatorname{lcm}(1,2, \ldots, 10,12)=2520$. Take for $U$ the complement in $V$ of the closed subset of those $X$ for which we have $2520 T=0$ for the corresponding point $T$ on $\tilde{C}_{X}$. Then each $X \in U$ contains an elliptic curve with infinitely many rational points. By choosing a Weierstrass equation, one verifies easily that if we take $X=X_{h}$ with $h=0$, then the corresponding point $T$ on $\tilde{C}_{X}$ satisfies $m T \neq 0$ for $m \in\{1,2, \ldots, 10,12\}$. Therefore, we find $X \in U$, so $U$ is nonempty.
Remark 3.6. If $\tilde{C}_{X}$ is the normalization of $C_{X}$ as in the proof of Proposition 3.5, then generically there is another rational point $P^{\prime \prime}$ on $\tilde{C}_{X}$ above $P$, besides $P^{\prime}$. Generically this point also has infinite order and the Mordell-Weil rank of $\tilde{C}_{X}$ is at least 2 with independent points $P^{\prime \prime}$ and $T$ as in the proof of Proposition 3.5. For $X=X_{h}$ with $h=0$ however, the curve $\tilde{C}_{X}$ is given by

$$
3 x^{2} y^{2}+x y^{2} z+4 x y z^{2}+2 x z^{3}+5 y z^{3}+z^{4}=0 .
$$

As the point $P=[1: 0: 0]$ is a cusp, there is only one point above $P$ on $\tilde{C}_{X}$ here. The conductor of this elliptic curve equals 686004 . Both points on $\tilde{C}_{X}$ above $Q=[0: 1: 0]$ are rational and we have an extra rational point $[1: 1:-1]$. These generate the full Mordell-Weil group of rank 3.
Remark 3.7. Besides the family $X_{h}$ (with $h \in U$ as in Proposition 3.5) of surfaces containing an elliptic curve with positive Mordell-Weil rank, we can also find surfaces with infinitely many points on some curve of genus 0 . By requiring other coefficients to vanish than is required for $M^{\prime}$, we can find quartic surfaces $Y$ for which the plane $H_{w}$ given by $w=0$ is tangent at $[1: 0: 0: 0],[0: 1: 0: 0]$, and $[0: 0: 1: 0]$. Then the intersection $H_{w} \cap Y$ has geometric genus 0 and if its normalization has a point defined over $\mathbb{Q}$, then this intersection is birational to $\mathbb{P}^{1}$. The quartic surface $Z$ given by

$$
\begin{equation*}
w\left(x^{3}+y^{3}+z^{3}+x^{2} z+x w^{2}\right)=3 x^{2} y^{2}-4 x^{2} y z+x^{2} z^{2}+x y^{2} z+x y z^{2}-y^{2} z^{2} \tag{4}
\end{equation*}
$$

is an example of such a surface. As in the proof of Theorem 3.1, modulo 3 the surface $Z$ contains the line $z=w=0$. Also, the reduction of $Z$ at $p=2$ contains a conic again, as the right-hand side of (4) factors over $\mathbb{F}_{4}$ as $(x y+x z+\zeta y z)(x y+$ $x z+\zeta^{2} y z$ ), with $\zeta^{2}+\zeta+1=0$. An argument very similar to the one in the proof of Theorem 3.1 then shows that $Z$ also has geometric Picard number 1 with the Picard group generated by a hyperplane section. The only difference is that Frobenius does not act trivially on the conic $w=x y+x z+\zeta y z=0$. The hyperplane section $H_{w} \cap Z$ is a curve of geometric genus 0 , parametrized by
$[x: y: z: w]=\left[-\left(t^{2}+t-1\right)\left(t^{2}-t-3\right): 2(t+2)\left(t^{2}+t-1\right): 2(t+2)\left(t^{2}-t-3\right): 0\right]$.

The Cremona transformation $[x: y: z: w] \mapsto[y z: x z: x y]$ gives a birational map from this curve to a nonsingular plane curve of degree 2. Coincidentally, it turns out that the curve on $Z$ given by $x=0$ has a triple point at $[0: 0: 0: 1]$, so it is birational to $\mathbb{P}^{1}$ as well. It can be parametrized by

$$
[x: y: z: w]=\left[0: 1+t^{3}: t\left(1+t^{3}\right):-t^{2}\right] .
$$

From the local and global Torelli theorem for K3 surfaces [Pyatetskii-Shapiro and Shafarevich 1971] one can find a very precise description of the moduli space of polarized K3 surfaces in general; see [Beauville 1985]. A polarization of a K3 surface $Z$ by a very ample divisor of degree 4 gives an embedding of $Z$ as a smooth quartic surface in $\mathbb{P}^{3}$ with the very ample divisor corresponding to a hyperplane section. An isomorphism between two smooth quartic surfaces in $\mathbb{P}^{3}$ that sends one hyperplane section to an other hyperplane section comes from an automorphism of $\mathbb{P}^{3}$. As any two hyperplane sections are linearly equivalent, we conclude that the moduli space of K3 surfaces polarized by a very ample divisor of degree 4 is isomorphic to the open subset in $M=\mathbb{P}^{34}$ of smooth quartic surfaces modulo the action of PGL(4) by linear transformations of $\mathbb{P}^{3}$. We are now ready to prove the main theorem of this article.

Proof Theorem 1.1. By the description of the moduli space of K3 surfaces polarized by a very ample divisor of degree 4 given above, it suffices to prove that the set $S \subset M(\mathbb{Q})$ of smooth surfaces with geometric Picard number 1 and infinitely many rational points is Zariski dense in $M$.

We will first show that $S \cap M^{\prime}$ is dense in $M^{\prime}$. Note that the coefficients of the monomials $x^{4}, x^{3} y, x^{3} z, y^{4}, y^{3} x, y^{3} z$, and $x^{2} z^{2}$ in $w f_{1}+2 z f_{2}-3 g_{1} g_{2}$ in (2) are zero, so if the coefficients of these monomials in a homogeneous polynomial $h \in R$ of degree 4 are all zero, then $X_{h}$ is contained in $M^{\prime}$. It follows that the set

$$
T=M^{\prime} \cap\left\{X_{h}: h \in R, h \text { homogeneous of degree } 4\right\}
$$

is dense in $M^{\prime}$. Let $U$ be as in Proposition 3.5. Then $U$ is a dense open subset of $M^{\prime}$, so $T \cap U$ is also dense in $M^{\prime}$. By Theorem 3.1 and Proposition 3.5 every surface in $T \cap U$ has geometric Picard number 1 and infinitely many rational points. Thus we have an inclusion $T \cap U \subset S \cap M^{\prime}$, so $S \cap M^{\prime}$ is dense in $M^{\prime}$ as well.

Let $W$ denote the vector space of $4 \times 4$-matrices over $\mathbb{Q}$ and let $T$ denote the dense open subset of $\mathbb{P}(W)$ corresponding to elements of PGL(4). Let $\varphi: T \times$ $M^{\prime} \rightarrow M$ be given by sending $(A, X)$ to $A(X)$. Note that $T(\mathbb{Q}) \times\left(S \cap M^{\prime}\right)$ is dense in $T \times M^{\prime}$ and $\varphi$ sends $T(\mathbb{Q}) \times\left(S \cap M^{\prime}\right)$ to $S$. Hence, in order to prove that $S$ is dense in $M$, it suffices to show that $\varphi$ is dominant, which can be checked after extending to the algebraic closure. A general quartic surface in $\mathbb{P}^{3}$ has a onedimensional family of bitangent planes, i.e., planes that are tangent at two different
points. This is closely related to the theorem of Bogomolov and Mumford; see the appendix to [Mori and Mukai 1983]. In fact, for a general quartic surface $Y \subset \mathbb{P}^{3}$, there is such a bitangent plane $H$, for which the two tangent points are ordinary double points in the intersection $H \cap Y$. Let $Y$ be such a quartic surface and $H$ such a plane, say tangent at $P$ and $Q$. Then there is a linear transformation that sends $H, P$, and $Q$ to the plane given by $w=0$, and the points $[1: 0: 0: 0]$ and [ $0: 1: 0: 0]$. Also, one of the limit-tangent lines to the curve $Y \cap H$ at the singular point $P$ can be sent to the line given by $y=w=0$. This means that there is a linear transformation $B$ that sends $Y$ to an element $X$ in $M^{\prime}$. Then $\varphi\left(B^{-1}, X\right)=Y$, so $\varphi$ is indeed dominant.

Remark 3.8. The explicit polynomials $f_{1}, f_{2}, g_{1}, g_{2}$ for $X_{h}$ in (2) were found by letting a computer pick random polynomials modulo $p=2$ and $p=3$ such that the surface $X_{h}$ with $h=0$ is contained in $M^{\prime}$ as in Proposition 3.5. The computer then computed the characteristic polynomial of Frobenius and tested if there were only 2 eigenvalues that were roots of unity, see Remark 3.3.

Remark 3.9. In finding the explicit surfaces $X_{h}$ not much computing power was needed, as we constructed the surface to have good reduction at small primes $p$ so that counting points over $\mathbb{F}_{p^{n}}$ was relatively easy. Based on ideas of for instance Alan Lauder, Daqing Wan, Kiran Kedlaya, and Bas Edixhoven, it should be possible to develop more efficient algorithms for finding characteristic polynomials of (K3) surfaces. Together with these algorithms, the method used in the proof of Theorem 3.1 becomes a strong tool in finding Picard numbers of K3 surfaces over number fields.

## 4. Open problems

We end with the remark that still very little is known about the arithmetic of K3 surfaces, especially those with geometric Picard number 1. We reiterate three questions that remain unsolved.

Question 1. Does there exist a K3 surface over a number field such that the set of rational points is neither empty nor dense?

Question 2. Does there exist a K3 surface over a number field with geometric Picard number 1 , such that the set of rational points is potentially dense?

Question 3. Does there exist a K3 surface over a number field with geometric Picard number 1, such that the set of rational points is not potentially dense?

The surfaces exhibited in this paper are candidates to yield affirmative answers to all of these questions, most notably Questions 2 and 3.
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# Realising fusion systems 

Ian J. Leary and Radu Stancu

We show that every fusion system on a $p$-group $S$ is equal to the fusion system associated to a discrete group $G$ with the property that every $p$-subgroup of $G$ is conjugate to a subgroup of $S$.

## 1. Introduction

Let $p$ be a prime number. By a $p$-group we shall mean a finite group whose order is a power of $p$. A fusion system on a $p$-group $S$ is a category $\mathscr{F}$ whose objects are the subgroups of $S$, and whose morphisms are injective group homomorphisms, subject to certain axioms. The notion of a fusion system is intended to axiomatize the $p$-local structure of a discrete group $G \geq S$ in which every $p$-subgroup is conjugate to a subgroup of $S$. Every such $G$ gives rise to a fusion system $\mathscr{F}_{S}(G)$ on $S$, and we say that $G$ realises $\mathscr{F}$ if $\mathscr{F}_{S}(G)=\mathscr{F}$.

The notion of a saturated fusion system is intended to axiomatize the $p$-local structure of a finite group in which $S$ is a Sylow $p$-subgroup. It is known that there are saturated fusion systems $\mathscr{F}$ which are not realised by any finite group $G$, although showing that this is the case is very delicate. In the case when $p=2$, the only known examples are certain systems discovered by Solomon [1974] (see also [Benson 1994; Levi and Oliver 2002]).

In contrast, we show that every fusion system on any $p$-group $S$ is realised by some discrete group $G \geq S$ in which every maximal $p$-subgroup is conjugate to $S$. The groups $G$ that are used in our proofs are constructed as graphs of finite groups. In particular each of our groups $G$ contains a free subgroup of finite index. In an appendix we give a brief account of those parts of the theory of graphs of groups that we use.

While preparing this paper, we learned that Robinson [2006] has proved a similar, but not identical result. Since his article was already submitted when we started to write this paper, we have taken it upon ourselves to compare and contrast the two results. Robinson's construction realises a large class of fusion systems, including all saturated fusion systems, but does not realise all fusion systems. The groups

[^2]that Robinson constructs are iterated free products with amalgamation, whereas the groups that we construct are iterated HNN extensions. In both cases the groups may be viewed as graphs of finite groups.

We state and outline the proof of a version of Robinson's theorem, along the lines of the proof of our main result. We also give examples of fusion systems that cannot be realised by Robinson's method, we give examples of nonsaturated fusion systems that are realised by Robinson's method, and we prove an analogue of Cayley's theorem for fusion systems.

## 2. Definitions and results

Let $p$ be a prime, and let $G$ be a discrete group. The $p$-Frobenius category $\Phi_{p}(G)$ of the group $G$ is a category whose objects are the $p$-subgroups of $G$. If $P$ and $Q$ are $p$-subgroups of $G$, or equivalently objects of $\Phi_{p}(G)$, the morphisms from $P$ to $Q$ are the group homomorphisms $f: P \rightarrow Q$ that are equal to conjugation by some element of $G$. Thus $f: P \rightarrow Q$ is in $\Phi_{p}(G)$ if and only if there exists $g \in G$ with $f(u)=g^{-1} u g$ for all $u \in P$. (Note that the element $g$ is not part of the morphism. If $g^{\prime}=z g$ for some element $z$ in the centralizer of $P$, then $g$ and $g^{\prime}$ define the same morphism.)

Now suppose that $S$ is a $p$-subgroup of $G$, and let $\mathscr{F}_{S}(G)$ denote the full subcategory of $\Phi_{p}(G)$ with objects the subgroups of $S$. Such categories as these are examples of fusion systems on $S$. According to Puig, a fusion system or 'Frobenius system' on $S$ is a category $\mathscr{F}$. The objects of $\mathscr{F}$ are the subgroups of $S$, and the morphisms from $P$ to $Q$ form a subset of the set $\operatorname{Inj}(P, Q)$ of injective group homomorphisms from $P$ to $Q$. These are subject to the following axioms:
(1) For any $s \in S$, and any $P, Q \leq S$ with $s^{-1} P s \leq Q$, the morphism $\phi: P \rightarrow Q$ defined by $\phi: u \mapsto s^{-1} u s$ is in $\mathscr{F}$. (Equivalently, $\mathscr{F}_{S}(S) \subseteq \mathscr{F}$.)
(2) If $f: P \rightarrow Q$ is in $\mathscr{F}$, with $R=f(P) \leq Q$, then so are $f: P \rightarrow R$ and $f^{-1}: R \rightarrow P$.
It is easily checked that these axioms are satisfied in the case when $\mathscr{F}=\mathscr{F}_{S}(G)$ as defined above.

Now consider the special case in which $S$ is a $p$-subgroup of $G$ that is maximal, and further suppose that every $p$-subgroup of $G$ is conjugate to a subgroup of $S$. In this case, every object of $\Phi_{p}(G)$ is isomorphic within the category $\Phi_{p}(G)$ to a subgroup of $S$. It follows that the full subcategory $\mathscr{F}_{S}(G)$ is equivalent to $\Phi_{p}(G)$. This was one of the main motivating examples for Puig's definition.

We say that the pair $(G, S)$ realises the fusion system $\mathscr{F}$ if $S$ is a $p$-subgroup of $G, \mathscr{F}$ is a fusion system on $S$, and $\mathscr{F}_{S}(G)=\mathscr{F}$. If $G$ is a group in which every $p$ subgroup is conjugate to a subgroup of some $p$-subgroup $S$, we say that $G$ realises $\mathscr{F}$ if the pair $(G, S)$ realises $\mathscr{F}$.

Remark 1. Another source of fusion systems on a $p$-group $S$ is the Brauer category of a $p$-block $b$ [Alperin and Broué 1979; Linckelmann 2006]. Here $H$ is a finite group, $S$ is the defect group of the $p$-block $b$, and the morphisms in the category are those conjugations by elements of $H$ that preserve some extra structure associated to $b$. In the case when $b$ is the principal block, $S$ is the Sylow $p$-subgroup of $H$ and this fusion system is just $\mathscr{F}_{S}(H)$. One corollary of our Theorem 2 is that every such fusion system is realised by some group $G$ in which every $p$-subgroup is conjugate to a subgroup of $S$.

Let $\mathscr{F}$ be a fusion system on $S$ and let $\mathscr{F}^{\prime}$ be a fusion system on $S^{\prime}$. A morphism $\alpha: \mathscr{F} \rightarrow \mathscr{F}^{\prime}$ consists of a group homomorphism $\alpha_{0}: S \rightarrow S^{\prime}$ and a functor $\alpha$ from $\mathscr{F}$ to $\mathscr{F}^{\prime}$ such that
(1) for all $P \leq S, \alpha_{0}(P)=\alpha(P)$;
(2) for each $P, Q \leq S$ and each $\phi \in \operatorname{Hom}_{\mathscr{F}}(P, Q), \alpha(\phi) \circ \alpha_{0}=\alpha_{0} \circ \phi$.

With this notion of morphism, the class of all fusion systems on $p$-groups becomes a category. If $S$ is a $p$-subgroup of $G$ and $S^{\prime}$ is a $p$-subgroup of $H$, then any group homomorphism $f: G \rightarrow H$ with the property that $f(S) \leq S^{\prime}$ gives rise to a morphism of fusion systems $f_{*}: \mathscr{F}_{S}(G) \rightarrow \mathscr{F}_{S^{\prime}}(H)$.

Define the category of pairs to have objects the pairs $(G, S)$, where $G$ is a group and $S$ is a $p$-subgroup, where the morphisms from the pair $(G, S)$ to the pair $\left(H, S^{\prime}\right)$ are the group homomorphisms $f: G \rightarrow H$ such that $f(S) \leq S^{\prime}$. With these definitions, there is a realisation functor from the category of pairs to the category of fusion systems, which takes the object $(G, S)$ to the fusion system $\mathscr{F}_{S}(G)$ on $S$, and takes the homomorphism $f$ to the morphism $f_{*}$.

There is a fusion system $\mathscr{F}_{S}^{\max }$ on $S$, in which the set of morphisms from $P$ to $Q$ consists of all injective group homomorphisms from $P$ to $Q$. Any fusion system on $S$ is a subcategory of $\mathscr{F}_{S}^{\max }$, and the intersection of a family of fusion systems on $S$ is itself a fusion system. If $\Phi=\left\{\phi_{1}, \ldots, \phi_{r}\right\}$ is a collection of morphisms in $\mathscr{F}_{S}^{\max }$, where $\phi_{i}: P_{i} \rightarrow Q_{i}$, the fusion system generated by $\Phi$ is defined to be the smallest fusion system that contains each $\phi_{i}$.

Theorem 2. Suppose $\mathscr{F}$ is the fusion system on $S$ generated by $\Phi=\left\{\phi_{1}, \ldots, \phi_{r}\right\}$. Let $T$ be a free group with free generators $t_{1}, \ldots, t_{r}$, and define $G$ as the quotient of the free product $S * T$ by the relations $t_{i}^{-1} u t_{i}=\phi_{i}(u)$ for all $i$ and for all $u \in P_{i}$. Then $S$ embeds as a subgroup of $G$, every $p$-subgroup of $G$ is conjugate to $a$ subgroup of $S$, and $\mathscr{F}_{S}(G)=\mathscr{F}$. Moreover, every finite subgroup of $G$ is conjugate to a subgroup of $S$, and $G$ has a free normal subgroup of index dividing $|S|$ !.

As was pointed out to us by the referee, the group constructed in Theorem 2 enjoys a universal property.

Corollary 3. Suppose that $H$ is a group containing $S$ as a subgroup, and that the fusion system $\mathscr{F}$ as in the statement of Theorem 2 is realised by the pair $(H, S)$. Let $h_{1}, \ldots, h_{r}$ be any elements of $H$ such that conjugation by $h_{i}$ induces the morphism $\phi_{i}: P_{i} \rightarrow Q_{i}$. For $G$ as defined in the statement of Theorem 2 there is a unique group homomorphism $f: G \rightarrow H$ such that $f(s)=s$ for all $s \in S$ and such that $f\left(t_{i}\right)=h_{i}$. Furthermore $f_{*}: \mathscr{F}_{S}(G) \rightarrow \mathscr{F}_{S}(H)$ is an isomorphism.
Corollary 4. The category of fusion systems is a retract of the category of pairs as defined above. In other words, there is a functor from the category of fusion systems to the category of pairs which is a preinverse to the realisation functor.

If $f: S^{\prime} \rightarrow S$ is an injective group homomorphism between $p$-groups, and $\mathscr{F}^{\prime}$ is a fusion system on $S^{\prime}$, then there is a functor $f_{!}$from $\mathscr{F}^{\prime}$ to $\mathscr{F}_{S}^{\max }$, which sends $P^{\prime} \leq S^{\prime}$ to $f\left(P^{\prime}\right)$ and $\phi^{\prime}: P^{\prime} \rightarrow Q^{\prime}$ to

$$
f \circ \phi^{\prime} \circ f^{-1}: f\left(P^{\prime}\right) \rightarrow f\left(Q^{\prime}\right) .
$$

Theorem 5. Suppose that $\mathscr{F}$ is the fusion system on $S$ generated by the images $\left(f_{i}\right)!\left(\mathscr{F}_{S_{i}}\left(G_{i}\right)\right)$ for injective group homomorphisms $f_{i}: S_{i}^{\prime} \rightarrow S$ for $1 \leq i \leq r$, where $G_{i}$ is a finite group with $S_{i}^{\prime}$ as a Sylow p-subgroup. Define $G$ as the quotient of the free product $S * G_{1} * \cdots * G_{r}$ by the relations $s=f_{i}(s)$ for all $i$ and for all $s \in S_{i}^{\prime}$. Then $S$ embeds as a subgroup of $G$, every $p$-subgroup of $G$ is conjugate to a subgroup of $S$, and $\mathscr{F}_{S}(G)=\mathscr{F}$. Moreover, every finite subgroup of $G$ is conjugate to a subgroup of one of the $G_{i}$, or to a subgroup of $S$, and $G$ has a free normal subgroup of index dividing $N$ !, where $N$ is the least common multiple of $|S|$ and the $\left|G_{i}\right|$.
Remark 6. The theorem can be obtained from Theorem 1 of [Robinson 2006] by induction. The main result of that paper is Theorem 2, which is similar to the statement above except that extra conditions are put on the $G_{i}$. These extra conditions allow Robinson to improve the bound on the index of a free normal subgroup, and to deduce some information about the finite quotient by such a subgroup. Another slight difference is that Robinson describes his group as a free product with amalgamation $G_{1} * \cdots * G_{r}$, where $G_{1}$ has $S$ as a Sylow $p$-subgroup. The groups that arise in this way are the same groups as those that arise from our statement, since if $S$ is a subgroup of $G_{1}$, then $S *_{S} G_{1}=G_{1}$.
Theorem 7. Let $\Sigma$ denote the group of all permutations of the elements of a pgroup $S$, and identify $S$ with a subgroup of $\Sigma$ via the Cayley embedding. Every fusion system on $S$ is equal to a subcategory of the Frobenius category $\Phi_{p}(\Sigma)$ of $\Sigma$.

## 3. Saturated fusion systems

In this section we present the definition of a saturated fusion system, due to Puig [2002], although we shall describe an equivalent definition due to Broto, Levi and

Oliver [Broto et al. 2003]. There are two additional axioms as well as the axioms for a fusion system. These axioms necessitate some preliminary definitions.

As usual, if $G$ is a group and $H$ is a subgroup of $G$, we write $C_{G}(H)$ for the centralizer of $H$ in $G$ and $N_{G}(H)$ for the normalizer of $H$ in $G$.

Suppose that $\mathscr{F}$ is a fusion system on $S$. Say that $P \leq S$ is fully $\mathscr{F}$-centralized if

$$
\left|C_{S}(P)\right| \geq\left|C_{S}\left(P^{\prime}\right)\right|
$$

for every $P^{\prime}$ which is isomorphic to $P$ as an object of $\mathscr{F}$. Suppose that $\mathscr{F}=\mathscr{F}_{S}(G)$ for some discrete group $G$ in which every $p$-subgroup is conjugate to a subgroup of $S$. In this case, if $P$ is fully $\mathscr{F}$-centralized, one sees that $C_{S}(P)$ is a $p$-subgroup of $C_{G}(P)$ of maximal order.

Similarly, say that $P$ is fully $\mathscr{F}$-normalized if

$$
\left|N_{S}(P)\right| \geq\left|N_{S}\left(P^{\prime}\right)\right|
$$

for every $P^{\prime}$ which is isomorphic to $P$ as an object of $\mathscr{F}$. If $\mathscr{F}=\mathscr{F}_{S}(G)$ as above and $P$ is fully $\mathscr{F}$-normalized, one sees that $N_{S}(P)$ is a $p$-subgroup of $N_{G}(P)$ of maximal order.

Now suppose that $\mathscr{F}=\mathscr{F}_{S}(G)$ for some finite group $G$, and that $P \leq S$ is fully $\mathscr{F}$-normalized. In this case, $N_{S}(P)$ must be a Sylow $p$-subgroup of the finite group $N_{G}(P)$. Moreover, $C_{G}(P) \cap N_{S}(P)=C_{S}(P)$ must be a Sylow $p$-subgroup of $C_{G}(P)$, and $\operatorname{Aut}_{S}(P)=N_{S}(P) / C_{S}(P)$ must be a Sylow $p$-subgroup of $\operatorname{Aut}_{\mathscr{F}}(P)=$ $N_{G}(P) / C_{G}(P)$. This gives the first of two extra axioms for a saturated fusion system:
(3) If $P$ is fully $\mathscr{F}$-normalized, then $P$ is also fully $\mathscr{F}$-centralized, and $\operatorname{Aut}_{S}(P)$ is a Sylow $p$-subgroup of $\operatorname{Aut}_{\mathscr{F}}(P)$.

Next, suppose that $\mathscr{F}=\mathscr{F}_{S}(G)$ for some finite group $G$ and that $f: P \rightarrow Q \leq S$ is an isomorphism in $\mathscr{F}$ such that $Q$ is fully $\mathscr{F}$-centralized. This implies that $C_{S}(Q)$ is a Sylow $p$-subgroup of $C_{G}(Q)$. Pick an element $h \in G$ so that $f$ is equal to conjugation by $h$, i.e., so that $f(u)=c_{h}(u)=h^{-1} u h$ for all $u \in P$. The image $c_{h}\left(C_{S}(P)\right)$ is a $p$-subgroup of $C_{G}\left(c_{h}(P)\right)=C_{G}(Q)$, and so there exists $h^{\prime} \in C_{G}(Q)$ so that $c_{h^{\prime}} \circ c_{h}\left(C_{S}(P)\right) \leq C_{S}(Q)$. Since $c_{h^{\prime}}$ acts as the identity on $Q$, if we define $k=h h^{\prime}$, we see that $c_{k}$ extends $f$ and $c_{k}\left(C_{S}(P)\right) \leq C_{S}(Q)$.

The map $c_{k}$ clearly extends to a map from $N_{f}=N_{S}(P) \cap c_{k}^{-1}\left(N_{S}(Q)\right)$ to $N_{S}(Q)$. But since $C_{S}(P)$ is a subgroup of $c_{k}^{-1}\left(N_{S}(Q)\right)$, we may rewrite this as
$N_{f}=\left\{g \in N_{S}(P): c_{k} \circ c_{g} \circ c_{k}^{-1} \in \operatorname{Aut}_{S}(Q)\right\}=\left\{g \in N_{S}(P): f \circ c_{g} \circ f^{-1} \in \operatorname{Aut}_{S}(Q)\right\}$,
which does not depend on choice of $k$. This leads to the second extra axiom:
(4) If $f: P \rightarrow Q$ is an isomorphism in $\mathscr{F}$ and $Q$ is fully $\mathscr{F}$-centralized, then $f$ extends in $\mathscr{F}$ to a map from $N_{f}$ to $N_{S}(Q)$, where

$$
N_{f}=\left\{g \in N_{S}(P): f \circ c_{g} \circ f^{-1} \in \operatorname{Aut}_{S}(Q)\right\} .
$$

Remark 8. It was shown in [Kessar and Stancu 2007] that the axioms for a saturated fusion system can be simplified to:
(3') $\operatorname{Aut}_{S}(S)$ is a Sylow $p$-subgroup of $\operatorname{Aut}_{\mathscr{F}}(S)$.
(4') If $f: P \rightarrow Q$ is an isomorphism in $\mathscr{F}$ and $Q$ is fully $\mathscr{F}$-normalized, then $f$ extends in $\mathscr{F}$ to a map from $N_{f}$ to $N_{S}(Q)$, where $N_{f}$ is as defined in axiom 4.
Remark 9. In the case when $S$ is abelian, axioms 3 and 4 simplify. In this case, every subgroup of $S$ is fully $\mathscr{F}$-centralized and fully $\mathscr{F}$-normalized for any fusion system $\mathscr{F}$, and for any $f \in \mathscr{F}, N_{f}=S$. Hence a fusion system $\mathscr{F}$ on an abelian $p$-subgroup $S$ is saturated if and only if $\operatorname{Aut}_{\mathscr{F}}(S)$ is a $p^{\prime}$-group and every morphism $f: P \rightarrow S$ in $\mathscr{F}$ extends to an automorphism of $S$.
Remark 10. As mentioned in the introduction, there are saturated fusion systems which are not realised by any finite group. One source of saturated fusion systems is the fusion systems associated to $p$-blocks of finite groups [Alperin and Broué 1979; Linckelmann 2006]. The question of whether every such fusion system can be realised by a finite group is a long-standing open problem.

## 4. Examples

Let $E$ be an elementary abelian $p$-group of rank at least three, i.e., a direct product of at least three copies of the cyclic group of order $p$. Let $A=\operatorname{Aut}(E)$ be the full group of automorphisms of $E$, which is of course isomorphic to a general linear group over the field of $p$ elements. Let $B$ be a subgroup of $A$ of order a power of $p$, and let $C$ be a nontrivial subgroup of $A$ of order coprime to $p$. Note that $A$ is generated by its subgroups of order coprime to $p$.

Each of $A, B$ and $C$ may be viewed as a collection of morphisms in the fusion system $\mathscr{F}_{E}^{\max }$. For $X=A, B$ or $C$, let $\mathscr{F}_{E}(X)$ denote the fusion system generated by all the morphisms in $X$.
Example 11. The fusion system $\mathscr{F}_{E}(C)$ is saturated, and is equal to the fusion system $\mathscr{F}_{E}(G)$, where $G$ is the semidirect product $G=E \rtimes C$.
Example 12. The fusion system $\mathscr{F}_{E}(A)$ is not saturated, since in $\mathscr{F}_{E}(A)$ the automorphism group of the object $E$ does not have $E / Z(E)$ as a Sylow $p$-subgroup. However, $\mathscr{F}_{E}(A)$ can be realised by the procedure of Theorem 5. Let $C_{1}, \ldots, C_{r}$ be $p^{\prime}$-subgroups of $A$ that together generate $A$. If we put $G_{i}=E \rtimes C_{i}$ with $f_{i}$ the identity map of $E$, then the fusion system generated by all of the $\left(f_{i}\right)!\left(\mathscr{F}_{E}\left(G_{i}\right)\right)$ is equal to $\mathscr{F}_{E}(A)$.

Example 13. The fusion system $\mathscr{F}_{E}(B)$ cannot be realised by the procedure used in Theorem 5. For suppose that $G_{1}, \ldots, G_{r}$ are finite groups with Sylow $p$-subgroups $E_{1}, \ldots, E_{r}$, each of which is isomorphic to a subgroup of $E$, and suppose that $\mathscr{F}_{E}(B)$ is generated by the fusion systems $\left(f_{i}\right)!\mathscr{F}_{E_{i}}\left(G_{i}\right)$. Those $G_{i}$ for which $f_{i}$ : $E_{i} \rightarrow E$ is not an isomorphism do not contribute any morphisms to Aut $(E)$. If $f_{i}: E_{i} \rightarrow E$ is an isomorphism, then either $\operatorname{Aut}_{G_{i}}\left(E_{i}\right)$ contains nonidentity elements of $p^{\prime}$ order, implying that $\mathscr{F} \neq \mathscr{F}_{E}(B)$, or $E_{i}$ is central in $G_{i}$ and $G_{i}$ does not contribute any morphisms to $\mathrm{Aut}_{\mathscr{F}}(E)$.

Next we consider some examples of fusion systems $\mathscr{F}$ on an abelian $p$-group $E$ in which $\operatorname{Aut}_{\mathscr{F}}(E)$ is a $p^{\prime}$-group, but for which some isomorphisms between proper subgroups of $E$ do not extend to elements of $\operatorname{Aut}_{\mathscr{F}}(E)$.
Example 14. Let $F$ and $F^{\prime}$ be distinct order $p$ subgroups of $E$, and let $\phi: F \rightarrow$ $F^{\prime}$ be an isomorphism. Let $\mathscr{F}_{E}(\phi)$ be the fusion system generated by $\phi$. Every morphism in $\mathscr{F}_{E}(\phi)$ is equal to either an inclusion map or the composite of either $\phi$ or $\phi^{-1}$ with an inclusion map. In particular, in $\mathscr{F}_{E}(\phi)$, the automorphism group of each object $E^{\prime} \leq E$ is trivial. The fusion system $\mathscr{F}_{E}(\phi)$ cannot be realised by the procedure of Theorem 5, as will be explained below.

In view of Remark 9, $\mathscr{F}_{E}(\phi)$ is not a saturated fusion system, since the morphism $\phi: F \rightarrow F^{\prime}$ does not extend to an automorphism in $\mathscr{F}_{E}(\phi)$ of the group $E$.

Now suppose $\mathscr{F}$ is a fusion system on $E$ generated by the images $\left(f_{i}\right)!\mathscr{F}_{E_{i}}\left(G_{i}\right)$ of some fusion systems for finite groups. If $\phi: F \rightarrow F^{\prime}$ is a morphism in $\mathscr{F}$, then there exists $i$ so that $F, F^{\prime} \leq f_{i}\left(E_{i}\right)$ and $\phi \in\left(f_{i}\right)!\mathscr{F}_{E_{i}}\left(G_{i}\right)$. But then (by the same argument as used above) there is a morphism $\tilde{\phi}: f_{i}\left(E_{i}\right) \rightarrow f_{i}\left(E_{i}\right)$ extending $\phi: F \rightarrow F^{\prime}$. Thus $\mathscr{F}$ cannot be equal to the fusion system $\mathscr{F}_{E}(\phi)$, since this fusion system contains no such $\tilde{\phi}$.
Example 15. Let $F$ be a proper subgroup of $E$, and suppose that $D$ is a nontrivial $p^{\prime}$-group of automorphisms of $F$. Let $F \rtimes D$ denote the semidirect product of $F$ and $D$, let $G$ be the free product with amalgamation $G=E *_{F}(F \rtimes D)$, and let $\mathscr{F}$ be the fusion system $\mathscr{F}_{E}(G)$. From this definition one sees that $\mathscr{F}$ can be obtained by the procedure of Theorem 5 . On the other hand, since $\operatorname{Aut}_{\mathscr{F}}(E)$ is trivial, one sees that the nontrivial automorphisms of $F$ do not extend to automorphisms of $E$, and hence $\mathscr{F}$ is not saturated.

As remarked earlier, Robinson does not consider all fusion systems that can be built by the procedure of Theorem 5, but only those that he calls Alperin fusion systems [Robinson 2006]. With the notation of Theorem 5 (and bearing in mind Remark 6), a fusion system is Alperin if the following conditions hold:
(1) Inside each $G_{i}$ there is a subgroup $E_{i}$ which is the largest normal $p$-subgroup of $G_{i}$, and the centralizer of this subgroup is as small as possible, in the sense that $C_{G_{i}}\left(E_{i}\right)=Z\left(E_{i}\right)$;
(2) The quotient $G_{i} / E_{i}$ is isomorphic to $\operatorname{Out}_{\mathscr{F}}\left(E_{i}\right):=\operatorname{Aut}_{\mathscr{F}}\left(E_{i}\right) / \operatorname{Aut}_{E_{i}}\left(E_{i}\right)$;
(3) Inside $S$, the image of the subgroup $S_{i}^{\prime}$ (the Sylow $p$-subgroup of $G_{i}$ which is to be identified with a subgroup of $S$ ) is equal to the normalizer of the image of $E_{i}$, i.e., $f_{i}\left(S_{i}^{\prime}\right)=N_{S}\left(f_{i}\left(E_{i}\right)\right)$.

In terms of this definition, the content of Alperin's fusion theorem [1967], with some later embellishments [Goldschmidt 1970], is that the fusion system for any finite group is Alperin. Robinson [2006] remarks that work of Broto, Castellana, Grodal, Levi and Oliver implies that every saturated fusion system is Alperin [Broto et al. 2005]. It is easy to see that a fusion system on an abelian $p$-group is Alperin if and only if it is saturated. We finish this section by giving an example of a fusion system that is Alperin but not saturated.

Example 16. Let $p$ be an odd prime, let $A=\left(C_{p}\right)^{3}$, and let $B$ be a subgroup of $\operatorname{Aut}(A)$ of order $p$ such that $A$ is indecomposable as a $B$-module. (Equivalently, the action of a generator for $B$ on $A$ should be a single Jordan block.) Let $S$ be the semidirect product $S=A \rtimes B$. The centre $Z$ of $S$ has order $p$. Let $E=$ $Z \times B \leq S$, a subgroup isomorphic to $C_{p} \times C_{p}$. It is readily seen that $C_{S}(E)=E$ and that $P=N_{S}(E)$ is isomorphic to a semidirect product $\left(C_{p}\right)^{2} \rtimes C_{p}$, the unique non-abelian group of order $p^{3}$ and exponent $p$. Let $G_{1}$ be the semidirect product $G_{1}=E \rtimes \operatorname{Aut}(E)$. Since the Sylow $p$-subgroups of $\operatorname{Aut}(E)$ are cyclic of order $p$, there is an isomorphism between $P$ and a Sylow $p$-subgroup of $G_{1}$ that extends the inclusion of $E$.

By construction, the fusion system $\mathscr{F}$ for the free product with amalgamation $S *_{P} G_{1}$ is Alperin in the sense of [Robinson 2006], but this fusion system is not saturated. For example, there are nonidentity self-maps of $Z$ inside $\mathscr{F}$, and if $\mathscr{F}$ were saturated, any self-map of $Z$ inside $\mathscr{F}$ would extend to a self-map of $S$. But in $\mathscr{F}, S$ has only inner automorphisms, and these restrict to $Z$ as the identity.

## 5. Proofs

Proof of Theorem 7. As in the statement, let $\Sigma$ be the group of all permutations of $S$, and identify $S$ with a subgroup of $\Sigma$. Let $P$ and $Q$ be subgroups of $S \leq \Sigma$, and let $\phi: P \rightarrow Q$ be any injective group homomorphism. It suffices to show that there is some $\sigma \in \Sigma$ such that for all $u \in P, \sigma^{-1} u \sigma=\phi(u)$. Let $\Omega$ denote the group $S$ viewed as a set with a left $S$-action. There are two ways to view $\Omega$ as a set with a left $P$-action, via $P \leq S$ and via $\phi: P \rightarrow Q \leq S$. Denote these two $P$-sets by $\Omega$ and ${ }^{\phi} \Omega$ respectively. Each of $\Omega$ and ${ }^{\phi} \Omega$ is isomorphic as a $P$-set to the disjoint union of $|S: P|$ copies of $P$. In particular, there is an isomorphism of $P$-sets $\sigma:{ }^{\phi} \Omega \rightarrow \Omega$. Viewing $\sigma$ as an element of $\Sigma$, one has that $\sigma \phi(u) \omega=u \sigma \omega$ for all $u \in P$ and $\omega \in \Omega$. Hence $\sigma^{-1} u \sigma=\phi(u)$ for all $u$ as required.

Remark 17. A version of Theorem 7 appeared in [Leary et al. 1997], although fusion systems were not mentioned there.

Before proving Theorem 2 we give a result concerning extending group homomorphisms, and two corollaries, one of which will be used in the proof.

Lemma 18. Let $S$ and $G$ be as in the statement of Theorem 2, let $j: S \rightarrow G$ be the natural map from $S$ to $G$, let $H$ be a group and let $f: S \rightarrow H$ be a group homomorphism. There is a group homomorphism $\tilde{f}: G \rightarrow H$ with $f=\tilde{f} \circ j$ if and only if for each $i$, the homomorphisms $f: P_{i} \rightarrow H$ and $f \circ \phi_{i}: P_{i} \rightarrow H$ differ by an inner automorphism of $H$.
Proof. Given a homomorphism $\tilde{f}$ as in the statement, one has that for each $i$ and for each $u \in P_{i}, f \phi_{i}(u)=h_{i}^{-1} f(u) h_{i}$, where $h_{i}=\tilde{f}\left(t_{i}\right)$. For the converse, suppose that there exists, for each $i$, an element $h_{i}$ satisfying the equation $f \phi_{i}(u)=h_{i}^{-1} f(u) h_{i}$ for all $u \in P_{i}$. In this case one may define $\tilde{f}$ on the generators of $G$ by $\tilde{f}(s)=f(s)$ for all $s \in S$ and $\tilde{f}\left(t_{i}\right)=h_{i}$.

Corollary 19. With notation as in the statement of Theorem 2, there is a homomorphism from $G$ to $\Sigma$, the group of all permutations of the set $S$, extending the Cayley representation of $S$.

Proof. The argument used in the proof of Theorem 7 shows that the conditions of Lemma 18 hold.

Remark 20. Corollary 19 gives an alternative way to prove Corollary 26, at least in the special case of a rose-shaped graph.

Corollary 21. With notation as in the statement of Theorem 2, a complex representation of $S$ with character $\chi$ extends to a complex representation of $G$ if and only if for each $i$ and for each $u \in P_{i}, \chi(u)=\chi\left(\phi_{i}(u)\right)$.

Remark 22. Of course, a representation of $S$ will extend to $G$ in many different ways if it extends at all.

Proof of Theorem 2. As in Appendix 6.2, one sees that the group $G$ presented in the statement is the fundamental group of a graph of groups with one vertex group, $S$, and one edge group $P_{i}$ for each $\phi_{i}, 1 \leq i \leq r$. From Corollary 26 it follows that $S$ is a subgroup of $G$. From Corollary 30, it follows that any finite subgroup of $G$, and in particular any $p$-subgroup of $G$, is conjugate to a subgroup of $S$. By Theorem 28, there is a cellular action of $G$ on a tree $T$, with one orbit of vertices and $r$ orbits of edges. By suitable choice of orbit representatives, we may choose a vertex $v$ whose stabilizer is $S$, and edges $e_{1}, \ldots, e_{r}$ so that the stabilizer of $e_{i}$ is $P_{i}$, and so that the initial vertex of $e_{i}$ is $v$ while the final vertex is $t_{i} \cdot v$.

Since every $p$-subgroup of $G$ is conjugate to a subgroup of $S$, there is a fusion system $\mathscr{F}_{S}(G)$ associated to $G$. By construction $\mathscr{F}_{S}(G)$ contains each $\phi_{i}$, which corresponds to conjugation by $t_{i}$.

Conversely, suppose that $g \in G$ has the property that $g^{-1} P g \leq Q$ for some subgroups $P, Q$ of $S$. It suffices to show that conjugation by $g$, as a map from $P$ to $Q$, is equal to a composite of (restrictions of) the maps $\phi_{j}$ and their inverses with conjugation maps by elements of $S$.

Consider the action of $P$ on the tree $T$. By hypothesis, the action of $P$ fixes both the vertex $v$ and the vertex $g \cdot v$. Since $T$ is a tree, $P$ must fix all the vertices and edges on the unique shortest path from $v$ to $g \cdot v$. Let this path have length $n$. Define $g_{0}=1_{G}, g_{n}=g$, and for $1 \leq i \leq n-1$, choose $g_{i} \in G$ so that $g_{0} \cdot v, g_{1} \cdot v, \ldots, g_{n} \cdot v$ is the shortest path in $T$ from $v$ to $g \cdot v$. For each $i, P$ is contained in the stabilizer of the vertex $g_{i} \cdot v$, and so $P \leq g_{i} S g_{i}^{-1}$, or equivalently $g_{i}^{-1} P g_{i} \leq S$.

The edge joining $g_{i} \cdot v$ and $g_{i+1} \cdot v$ is an edge of the form $g_{i} \cdot e_{j}$ or $g_{i+1} \cdot e_{j}$ for some $j$ depending on $i$. Consider the two cases separately, first supposing that the edge is of the form $g_{i} \cdot e_{j}$. In this case it follows that $P \leq g_{i} P_{i} g_{i}^{-1}$, since $P$ stabilizes the edge $g_{i} \cdot e_{j}$. Also one sees that $g_{i+1} \cdot v=g_{i} t_{j} \cdot v$, and hence $g_{i+1}^{-1} g_{i} t_{j} \in S$. Hence conjugation by $g_{i}^{-1} g_{i+1}$, viewed as a map from $g_{i}^{-1} P g_{i}$ to $g_{i+1}^{-1} P g_{i+1}$ is equal to the composite of the map $\phi_{j}$ (restricted to $g_{i}^{-1} P g_{i} \leq P_{i}$ ) followed by conjugation by an element of $S$.

The other case is similar. Here it follows that $P \leq g_{i+1} P_{i+1} g_{i+1}^{-1}$, and one has that $g_{i} \cdot v=g_{i+1} t_{j} \cdot v$, from which $g_{i}^{-1} g_{i+1} t_{j}=s \in S$. In this case conjugation by $g_{i}^{-1} g_{i+1}$, as a map from $g_{i}^{-1} P g_{i}$ to $g_{i+1}^{-1} P g_{i+1}$, is equal to the composite map given by conjugation by $s$ followed by the map $\phi_{j}^{-1}$ (restricted to $s^{-1} g_{i}^{-1} P g_{i} s \leq \phi_{j}\left(P_{i+1}\right)$ ).

Thus conjugation by $g=g_{n}$ as a map from $P$ to $Q$ can be expressed as a composite of maps inside the fusion system generated by the $\phi_{i}$, and so $\mathscr{F}_{S}(G)$ is equal to this fusion system.

It remains to show that the group $G$ contains a free normal subgroup of index at most $|S|!$. Let $\Sigma$ denote the symmetric group on the set $S$. By Corollary 19 , there is a homomorphism $G \rightarrow \Sigma$ which extends the natural injection $S \rightarrow \Sigma$. By Corollary 31, the kernel of this homomorphism is a free normal subgroup of $G$, and its index is a factor of $|\Sigma|=|S|$ !.

Proof of Corollary 3. Define a function $f$ on the union of $S$ and the generators of $T$ by $f(s)=s$ and $f\left(t_{i}\right)=h_{i}$. This extends uniquely to a group homomorphism $f$ from $G$ to $H$ by an argument similar to that used in the proof of Lemma 18. Since the pairs $(G, S)$ and $(H, S)$ both realise the same fusion system, it is immediate that $f_{*}$ is an isomorphism of fusion systems.
Proof of Corollary 4. For $\mathscr{F}$ a fusion system on a $p$-group $S$, let $\Phi(\mathscr{F})$ be the (finite) set of all morphisms in $\mathscr{F}$, and define $G_{m}(\mathscr{F})$ to be the group constructed as
in Theorem 2 using the set $\Phi(\mathscr{F})$ as the chosen generators for $\mathscr{F}$. Any morphism of fusion systems $\alpha: \mathscr{F} \rightarrow \mathscr{F}^{\prime}$ will give rise to a function from $\Phi(\mathscr{F})$ to $\Phi\left(\mathscr{F}^{\prime}\right)$ and hence a group homomorphism from $G_{m}(\mathscr{F})$ to $G_{m}\left(\mathscr{F}^{\prime}\right)$. Hence the map sending $\mathscr{F}$ to the pair $\left(G_{m}(\mathscr{F}), S\right)$ is a functor from fusion systems to pairs. It is easily checked that the fusion system on $S$ realised by $G_{m}(\mathscr{F})$ is equal to $\mathscr{F}$, which shows that this functor is a preinverse to the realisation functor.

Sketch of proof of Theorem 5. In this case, the group $G$ is the fundamental group of a star-shaped graph of groups, with one central vertex labelled $S$ and $r$ outer vertices labelled $G_{1}, \ldots, G_{r}$. The edge from $G_{i}$ to $S$ is labelled by the group $S_{i}^{\prime}$. By Theorem 28, there is a cellular action of $G$ on a tree $T$, with $r+1$ orbit of vertices and $r$ orbits of edges. We may choose orbit representatives $v_{0}, v_{1}, \ldots, v_{r}$ of vertices and $e_{1}, \ldots, e_{r}$ of edges so that the stabilizer of $v_{0}$ is $S$, and for $1 \leq i \leq r$, the stabilizer of $v_{i}$ is $G_{i}$ (resp. of $e_{i}$ is $S_{i}^{\prime}$ ). Moreover, we may assume that $e_{i}$ has initial vertex $v_{i}$ and terminal vertex $v_{0}$.

In this case, one sees that any finite subgroup of $G$ is conjugate to either a subgroup of $S$ or to a subgroup of $G_{i}$ for some $i$. Since $S_{i}^{\prime}$ is a Sylow $p$-subgroup of $G_{i}$, any $p$-subgroup of $G$ is conjugate to a subgroup of $S$ as required.

As in the previous proof, it is clear that the fusion system $\mathscr{F}_{S}(G)$ contains the image of each $\mathscr{F}_{S_{i}^{\prime}}\left(G_{i}\right)$, but an argument is needed to show that these images generate $\mathscr{F}_{S}(G)$. Given $g \in G$ and $P, Q \leq S$ so that $g^{-1} P g \leq Q$, one argues that the action of $P$ fixes the vertices $v_{0}$ and $g \cdot v_{0}$ in the tree $T$, and hence fixes the shortest path (necessarily of even length, say $2 n$ ) that joins these vertices.

Let $g_{0}=1_{G}, g_{2 n}=g$, and pick group elements so that the vertices on the shortest path from $v_{0}$ to $g \cdot v_{0}$ are

$$
g_{0} \cdot v_{0}, g_{1} \cdot v_{j(1)}, g_{2} \cdot v_{0}, g_{3} \cdot v_{j(2)}, \ldots, g_{2 n-1} \cdot v_{j(n)}, g_{2 n} \cdot v_{0}
$$

for some function $j:\{1, \ldots, n\} \rightarrow\{1, \ldots, r\}$. If $i$ is even, then $g_{i}^{-1} P g_{i} \leq S$, and if $i$ is odd then $g_{i}^{-1} P g_{i} \leq G_{j((i+1) / 2)}$. Since $P$ stabilizes each edge, one sees that $P \leq g_{i}^{-1} S_{k} g_{i}$, where $S_{k}$ denotes the image of $S_{k}^{\prime}$ inside $S$, and $k=j((i+1) / 2)$ if $i$ is odd and $k=j(i / 2)$ if $i$ is even. In particular, each $g_{i}^{-1} P g_{i}$ is a subgroup of $S$.

One may show that in the case when $i$ is odd, $g_{i}^{-1} g_{i+1} \in G_{j((i+1) / 2)}$ and that in the case when $i$ is even, $g_{i}^{-1} g_{i+1} \in S$. Thus the map from $g_{i}^{-1} P g_{i}$ to $g_{i+1}^{-1} P g_{i+1}$ given by conjugation by $g_{i}^{-1} g_{i+1}$ is a map inside the fusion system generated by the images of the $\mathscr{F}_{S_{i}^{\prime}}\left(G_{i}\right)$, and conjugation by $g=g_{2 n}$ as a map from $P$ to $Q \leq S$ is expressed as a composite of maps of the required form.

Finally, if $\Omega$ is a finite set so that $|\Omega|$ is divisible by $|S|$ and by each $\left|G_{i}\right|$, one may define free actions of $S$ and each $G_{i}$ on $\Omega$ which give rise to the same (free) action of $S_{i}=f_{i}\left(S_{i}^{\prime}\right)$. This gives rise to a group homomorphism from $G$ to $\Sigma$, the symmetric group on $\Omega$, whose kernel is free by Corollary 31 .

## 6. Appendix: graphs of groups

In this section we give proofs of those results about graphs of groups that we use. Our treatment of graphs of groups is topological and follows that of Scott and Wall [1979]; an alternative, more algebraic, treatment of this subject can be found in [Serre 1980]. There is no direct correspondence between the two treatments but we give references to the closest results following Serre's approach.

For the purposes of this paper, a graph $\Gamma$ consists of two sets, the vertices $V$ and the directed edges $E$, together with two functions $\iota, \tau: E \rightarrow V$. For $e \in E, \iota(e)$ is called the initial vertex of $e$ and $\tau(e)$ is the terminal vertex of $e$. Multiple edges and loops are allowed in this definition. $\Gamma$ is connected if the only equivalence relation on $V$ that contains all pairs $(\iota(e), \tau(e))$ is the relation with just one class.

A graph $\Gamma$ may be viewed as a category, with objects the disjoint union of $V$ and $E$ and two nonidentity morphisms with domain $e$ for each $e \in E$, one morphism $e \rightarrow \iota(e)$ and one morphism $e \rightarrow \tau(e)$.

A graph of groups is a connected graph $\Gamma$ together with groups $G_{v}, G_{e}$ for each vertex and edge, and injective group homomorphisms $f_{e, \iota}: G_{e} \rightarrow G_{l(e)}$ and $f_{e, \tau}: G_{e} \rightarrow G_{\tau(e)}$ for each edge $e$. If $\Gamma$ is viewed as a category, this is just a functor from $\Gamma$ to the category of groups and injective group homomorphisms. Without loss of generality, one may assume that each map $f_{e, l}: G_{e} \rightarrow G_{\iota(e)}$ is the inclusion of a subgroup.
6.1. The fundamental group of a graph of groups. For a topologist, and arguably for anybody, the easiest way to define the fundamental group of a graph of groups is via the notion of a graph of spaces.

A graph of spaces is a connected graph $\Gamma$ together with topological spaces $X_{v}, X_{e}$ for each vertex and edge, and continuous maps $f_{e, \iota}: X_{e} \rightarrow X_{\iota(e)}$ and $f_{e, \tau}: X_{e} \rightarrow X_{\tau(e)}$. A graph of spaces is just a functor from the category $\Gamma$ to the category of topological spaces and continuous functions. A graph of based spaces is defined similarly: each $X_{e}$ and $X_{v}$ is equipped with a base point, and the maps must preserve base points. Let $I$ denote the closed unit interval [0,1]. The total space of a graph of spaces is the space $X$ made from the disjoint union

$$
\coprod_{v \in V} X_{v} \sqcup \coprod_{e \in E} X_{e} \times I
$$

by identifying $(x, 0) \in X_{e} \times I$ with $f_{e, \iota}(x) \in X_{\iota(e)}$ and identifying $(x, 1) \in X_{e} \times$ $I$ with $f_{e, \tau}(x) \in X_{\tau(e)}$. As an example, consider the graph of spaces in which each $X_{e}$ and $X_{v}$ is a single point. For this graph of spaces the total space is the usual topological realization of the graph as a 1 -dimensional CW-complex. The reader who is familiar with the homotopy colimit construction will note that if one views a graph of spaces as a functor $X_{(-)}$on the category $\Gamma$, then the total space
$X$ is naturally homeomorphic to the homotopy colimit of the functor $X_{(-)}$, or in symbols, $X=$ hocolim $_{\Gamma} X_{(-)}$.

Given a graph of groups, one may define a graph of connected based spaces by taking classifying spaces as the spaces $X_{e}=B G_{e}=K\left(G_{e}, 1\right)$ and $X_{v} B G_{v}=$ $K\left(G_{v}, 1\right)$. For the continuous map $f_{e, \iota}: X_{e} \rightarrow X_{\iota(e)}$ (resp. $\left.f_{e, \tau}: X_{e} \rightarrow X_{\tau(e)}\right)$ one may take any continuous map that induces the given map $G_{e} \rightarrow G_{l(e)}$ (resp. $\left.G_{e} \rightarrow G_{\tau(e)}\right)$ on fundamental groups. Define a total space $X$ as the realization of this graph of spaces.

For discrete groups $K$ and $H$, the space $B K$ is unique up to based homotopy, and homotopy class of based maps from $B K$ to $B H$ are in bijective correspondence with group homomorphisms from $K$ to $H$. It follows that the homotopy type of the space $X$ defined above depends only on the graph of groups, rather than on the particular choices of classifying spaces and maps between them. The fundamental group $G$ of the graph of groups can now be defined as the fundamental group of $X$. This describes the fundamental group of the graph of groups up to isomorphism. The inclusion of each $X_{v}$ in $X$ defines a conjugacy class of homomorphism $G_{v} \rightarrow G$ (which will be shown to be injective, below). For many purposes one wants a more precise description of $G$, together with a single choice of homomorphism $G_{v} \rightarrow G$. This can be done by choosing a basepoint for the space $X$, and for each $v$, a path in $X$ from the basepoint for $X$ to the basepoint for $X_{v} \subseteq X$.
6.2. Presentations for graphs of groups. We shall only consider presentations for graphs of groups where the underlying graph is either a rose, meaning a graph with only one vertex (so every edge has the same initial and terminal vertices) or a star, which is a connected graph with $n+1$ vertices and $n$ edges, for some $n>0$, with one central vertex, such that all the edges have this vertex as their terminal vertex and every other vertex is the initial vertex of exactly one edge.

Suppose one is given a $p$-group $S$, subgroups $P_{i}, Q_{i} \leq S$, and injective group homomorphisms $\phi_{i}: P_{i} \rightarrow Q_{i}$ for $1 \leq i \leq r$, as in the statement of Theorem 2. Use this data to make a rose-shaped graph of groups with $r$ edges. Let $S$ be the vertex group, let $P_{i}$ be the $i$ th edge group, with the inclusion map $P_{i} \leq S$ (resp. the composite $\phi_{i}: P_{i} \rightarrow Q_{i} \leq S$ ) as the $i$ th initial (resp. terminal) homomorphism. There is a model for $B P_{i}$ having just one 0 -cell and one 1 -cell for each element of $P_{i}$. Take a model for $B S$ having just one 0 -cell and take this 0 -cell as the base point. To make a CW-complex of the homotopy type of the total space of the graph of groups, it suffices to add to $B S$ one 1-cell $t_{i}$ for each $i$ (with both ends at the unique 0 -cell), one 2-cell $D_{i, u}$ for $1 \leq i \leq r$ and for each $u \in P_{i}$, and higher dimensional cells (which will not affect the fundamental group). The attaching map for the 2-cell $D_{i, u}$ spells out the word $u t_{i} \phi_{i}(u) t_{i}^{-1}$, and so the presentation coming from this CW-structure is the presentation given in the statement of Theorem 2.

Next suppose that one is given a $p$-group $S$, groups $G_{i}$ for $1 \leq i \leq r$ with Sylow p-subgroups $S_{i}$, and injective group homomorphisms $f_{i}: S_{i} \rightarrow S$, i.e., the data found in the statement of Theorem 5. In this case, define a star of groups with central vertex group $P$, other vertex groups $G_{1}, \ldots, G_{r}$, and edge groups $S_{1}, \ldots, S_{r}$. The map of each edge group into its initial vertex group is the inclusion $S_{i} \rightarrow G_{i}$, and the map of each edge group into its terminal vertex group is $f_{i}$ : $S_{i} \rightarrow S$. An argument similar to that given in the previous paragraph shows that the fundamental group of this graph of groups has the presentation given in the statement of Theorem 5 . Note that here one can make a space homotopy equivalent to the total space of the graph of spaces by starting from the one-point union of $B S$ and the $B G_{i}$, without adding any extra 1-cells. This is reflected in the fact that the vertex groups generate the fundamental group of the graph of groups.

### 6.3. Properties of graphs of groups.

Proposition 23. Let $G$ be the fundamental group of a graph of groups based on a graph $\Gamma$. Every subgroup $H \leq G$ is itself the fundamental group of a graph of groups, indexed by a graph $\Delta$ equipped with a map $f: \Delta \rightarrow \Gamma$ which does not collapse any edges. For each $v$ and $e \in \Delta$, the group $H_{v}$ (resp. $H_{e}$ ) is a subgroup of $G_{f(v)}\left(r e s p . G_{f(e)}\right)$.

This proposition appears as [Scott and Wall 1979, Theorem 3.7] in the special case when the graph is either an interval or a loop, i.e., the case when the fundamental group of the graph of groups is either a free product with amalgamation or an HNN extension.

Proof. Use the bijection between connected covering spaces of a connected CWcomplex (with a choice of base point) and subgroups of its fundamental group. Let $X$ be the total space of the graph of spaces used in the definition of $G$, so that there is a covering space of $X$ whose fundamental group is $H$. Any connected covering space of $X$ can be expressed as the total space of a graph of spaces indexed by some $\Delta$ as in the statement. This gives an expression for the fundamental group of any connected covering space of $X$ as the fundamental group of a graph of groups as claimed.

Theorem 24. Let $X$ be the total space of the graph of spaces used in the definition of the fundamental group $G$ of a graph of groups. The universal covering space of $X$ is contractible, and hence $X$ is homotopy equivalent to $B G$.

Proof. We shall build a space $Y$ in such a way that it is clear that $Y$ is contractible and a covering space of $X$. For $v$ a vertex, define the subspace $X_{v}^{\prime}$ of $X$ by

$$
X_{v}^{\prime}=X_{v} \cup \bigcup_{l(e)=v} X_{e} \times[0,0.5) \cup \bigcup_{\tau(e)=v} X_{e} \times(0.5,1]
$$

Similarly, define for $e$ an edge, $X_{e}^{\prime}=X_{e} \times(0,1)$. The inclusions $X_{v} \rightarrow X_{v}^{\prime}$ and $X_{e} \cong X_{e} \times\{0.5\} \rightarrow X_{e}^{\prime}$ are homotopy equivalences, and it may be useful to think of $X_{v}^{\prime}$ as a nice open neighbourhood of $X_{v}$ in $X$. Let $Y_{v}, Y_{v}^{\prime}, Y_{e}$, and $Y_{e}^{\prime}$ be the universal covering spaces of $X_{v}, X_{v}^{\prime}, X_{e}$ and $X_{e}^{\prime}$ respectively. Each $Y_{v}^{\prime}\left(\right.$ resp. $Y_{e}^{\prime}$ ) is contractible since it is the universal covering space of the classifying space $B G_{v}$ (resp. $B G_{e}$ ).

The definition of the space $X_{v}^{\prime}$ lifts to a description of the space $Y_{v}^{\prime}$. The complement $Y_{v}^{\prime}-Y_{v}$ is identified with a collection of disjoint copies of $Y_{e} \times(0,0.5)$, and $Y_{e} \times(0.5,1)$, for different edges $e$. There are copies of $Y_{e} \times(0,0.5)$ if and only if $\iota(e)=v$. In this case the copies are in bijective correspondence with the cosets of $f_{e, t}\left(G_{e}\right)$ in $G_{v}$. Similarly, there are copies of $Y_{e} \times(0.5,1)$ for each $e$ with $\tau(e)=v$, and these copies are indexed by cosets of $f_{e, \tau}\left(G_{e}\right)$ in $G_{v}$.

By induction, we shall construct a sequence $Y_{0} \subseteq Y_{1} \subseteq Y_{2} \cdots$ of spaces so that: each $Y_{n}$ is contractible; there is a map $\pi: Y_{n} \rightarrow X$ which is locally a covering map except at some points of $X$; for any $x \in X$ and any $n \geq 0$, at least one of $\pi: Y_{n} \rightarrow X$ and $\pi: Y_{n+1} \rightarrow X$ is locally a covering map at $x$.

Pick a vertex $v$ of the graph $\Gamma$, and define $Y_{0}$ to be the space $Y_{v}^{\prime}$. Define a map $\pi: Y_{v}^{\prime} \rightarrow X$ as the composite of the map $Y_{v}^{\prime} \rightarrow X_{v}^{\prime}$ and the inclusion $X_{v}^{\prime} \subseteq X$. As remarked earlier, $Y_{v}^{\prime}-Y_{v}$ consists of lots of subspaces of the form $Y_{e} \times(0,0.5)$ for $\iota(e)=v$ and lots of subspaces of the form $Y_{e} \times(0.5,1)$ for $\tau(e)=v$. Define $Y_{1}$ by attaching to each such subspace a copy of $Y_{e}^{\prime}$. The map $\pi: Y_{0} \rightarrow X$ extends uniquely to $\pi: Y_{1} \rightarrow X$ by insisting that on each newly-added $Y_{e}^{\prime}$ subspace, $\pi$ is equal to the composite map $Y_{e}^{\prime} \rightarrow X_{e}^{\prime} \subseteq X$. From the construction of $Y_{1}$, it is apparent that $Y_{1}$ is contractible.

In constructing $Y_{1}$, one attached to $Y_{0}$ many spaces of the form $Y_{e}^{\prime}$, by identifying one end of $Y_{e}^{\prime}$ with part of $Y_{0}$. For each copy of $Y_{e}^{\prime}$ that was attached via its initial end, take a copy of $Y_{\tau(e)}^{\prime}$, and attach this at the other end of $Y_{e}^{\prime}$. Similarly, for each copy of $Y_{e}^{\prime}$ that was attached to $Y_{0}$ by its terminal end, take a copy of $Y_{\iota(e)}^{\prime}$ and attach this at the other end of $Y_{e}^{\prime}$. This defines a space $Y_{2}$, which is clearly contractible, and the map $\pi$ extends uniquely to a map $Y_{2} \rightarrow X$ which agrees with the covering map $Y_{e}^{\prime} \rightarrow X_{e}^{\prime}$ or $Y_{v}^{\prime} \rightarrow X_{v}^{\prime}$ on each such subspace.

Now suppose that $n$ is even, and that $Y_{n}$ has been constructed from $Y_{n-1}$ by attaching subspaces $Y_{v}^{\prime}$ in such a way that the intersection of $Y_{n-1}$ and each new $Y_{v}^{\prime}$ is equal to one of the components of $Y_{v}^{\prime}-Y_{v}$. Furthermore, suppose that the map $\pi$ on each new $Y_{v}^{\prime}$ is equal to the map $Y_{v}^{\prime} \rightarrow X_{v}^{\prime} \subseteq X$. Form $Y_{n+1}$ by attaching a copy of $Y_{e}^{\prime}$ to each other component of $Y_{v}^{\prime}-Y_{v}$ for each of the copies of $Y_{v}^{\prime}$. Extend the map $\pi$ as before.

In the case when $n$ is odd, suppose that $Y_{n}$ has been constructed from $Y_{n-1}$ by attaching subspaces $Y_{e}^{\prime}$ in such a way that the intersection of $Y_{n-1}$ and each new $Y_{e}^{\prime}$ is equal to one of the two components of $Y_{e}^{\prime}-Y_{e} \times\{0.5\}$. Suppose also that
the map $\pi$ on each of the new $Y_{e}^{\prime}$ is equal to the map $Y_{e}^{\prime} \rightarrow X_{e}^{\prime} \subseteq X$. Form $Y_{n+1}$ by attaching a copy of $Y_{v}^{\prime}$ to the other component of each $Y_{e}^{\prime}-Y_{e} \times\{0.5\}$, where $v$ is either $\iota(e)$ or $\tau(e)$ depending which component of $Y_{e}^{\prime}-Y_{e} \times\{0.5\}$ was used. Extend the map $\pi$ in the same way as before.

By construction, each $Y_{n}$ is contractible, and comes equipped with a map $\pi$ : $Y_{n} \rightarrow X$. If $n$ is even, this map is locally a covering except possibly at points of $X$ contained in the union of the images of the $X_{v}$. If $n$ is odd, this map is a covering except possibly at point of $X$ contained in the union of the images of the $X_{e} \times\{0.5\}$. Now define $Y$ by $Y=\bigcup_{n} Y_{n}$. This space $Y$ is contractible, and the map $\pi: Y \rightarrow X$ is a covering map, since it is locally a covering map at every point of $X$. It follows that $Y$ is the universal covering space of $X$. Since the universal covering space of $X$ has been shown to be contractible, it follows that $X$ is a model for $B G$.

Remark 25. This proof relies on the fact that the edge groups map injectively to the vertex groups. The theorem can be found in [Scott and Wall 1979, Proposition 3.2 (ii)]. There is no direct analogue in the more algebraic treatment of [Serre 1980]. The closest result to this theorem is arguably Serre's Theorem 12.

Corollary 26. Each vertex group $G_{v}$ maps injectively into the fundamental group of a graph of groups.

Proof. Given a vertex $v$, construct the universal covering space as in the proof of Theorem 24, with $Y_{0}=Y_{v}^{\prime}$. The group of all deck transformations of $Y$ is naturally isomorphic to $G$, the fundamental group of $X$. Under this isomorphism, the subgroup of those deck transformations that preserve $Y_{0}$ maps to $G_{v}$.

Remark 27. Corollary 26 is [Scott and Wall 1979, Proposition 3.2(i)]. There is also an algebraic proof that each $G_{v}$ embeds in $G$; see for instance [Serre 1980, Corollary 1 to Theorem 11]. In the case when the graph is a rose, this argument is given in Corollary 19.
6.4. The action on a tree. Say that an action of a group on a tree is cellular if no element of the group exchanges the ends of any edge. The following theorem is implicit in [Scott and Wall 1979, Section 4].

Theorem 28. Let $G$ be the fundamental group of a graph of groups indexed by the graph $\Gamma$. There is a tree $T$ with a cellular $G$-action and an isomorphism $f$ : $T / G \cong \Gamma$. If $\tilde{x}$ is either a vertex or edge of $T$, and $x=f(\tilde{x})$ is the image of $G \cdot \tilde{x}$ under $f$, then the stabilizer of $\tilde{x}$ is conjugate to $G_{x}$.

Proof. Let $X$ be the total space of the graph of spaces used in defining $G$. As remarked earlier, the underlying topological space of the graph $\Gamma$ can be identified with the total space of the constant graph of 1-point spaces indexed by $\Gamma$. The unique map from each $X_{v}$ and $X_{e}$ to a point induces a map from $X$ to $\Gamma$.

Now let $Y$ be the universal covering space of $X$, as constructed in the proof of Theorem 24. This $Y$ can be viewed as a graph of spaces over some graph $\Delta$, with vertex spaces copies of the spaces $Y_{v}$ and edges spaces copies of the spaces $Y_{e}$. The group $G$ acts on $Y$ in such a way that the setwise stabilizer of each copy of $Y_{v}$ is a conjugate of $G_{v}$, and similarly the setwise stabilizer of each copy of $Y_{e} \times(0,1)$ is a conjugate of $G_{e}$. Define $T$ to be the total space of the graph of 1-point spaces over the graph $\Delta$. By construction, $T$ is a graph equipped with a $G$-action, an equivariant map $\phi: Y \rightarrow T$, and an isomorphism $f: T / G \rightarrow \Gamma$. To check that $T$ is a tree, let $T_{n}=\phi\left(Y_{n}\right)$. As in the proof of Theorem 24, one shows inductively that $T_{n}$ is contractible, and $T=\bigcup_{n} T_{n}$.
Lemma 29. Any cellular action of a finite group $H$ on a tree $T$ fixes a vertex.
Proof. Take any vertex $t \in T$, and define a finite subtree $T^{\prime}$ to be the union of all the shortest paths between elements of the orbit $H \cdot t$. If $T^{\prime}$ is not itself fixed by $H$, remove an $H$-orbit of 'leaves' (i.e., vertices of valency one) from $T^{\prime}$, and continue this process until a subtree fixed by $H$ is all that remains.

As a consequence of the previous two results we get a very useful corollary, which is stated as [Serre 1980, Corollary to Theorem 8] in the special case of an interval of groups. (This is the case when the fundamental group of the graph of groups is a free product with amalgamation.)
Corollary 30. Every finite subgroup of the fundamental group of a graph of groups is conjugate to a subgroup of a vertex group.
Proof. Let $G$ be the fundamental group of the graph of groups and let $T$ be the corresponding tree. If $H$ is a finite subgroup of $G$ then $H$ fixes some vertex of $T$. The stabilizer of each vertex of $T$ is a conjugate of one of the vertex groups $G_{v}$. $\square$

The following corollary is stated as [Serre 1980, Proposition 18] in the special case of an interval of groups.
Corollary 31. Let $H$ be a subgroup of a graph of groups whose intersection with each conjugate of each vertex group is trivial. Then $H$ is a free group.
Proof. The hypotheses imply that $H$ acts freely on the tree $T$, and so the quotient space $T / H$ is a 1 -dimensional classifying space for $H$.
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# A topological quantum field theory of intersection numbers on moduli spaces of admissible covers 

Renzo Cavalieri


#### Abstract

We construct a two-level weighted topological quantum field theory whose structure coefficients are equivariant intersection numbers on moduli spaces of admissible covers. Such a structure is parallel (and strictly related) to the local Gromov-Witten theory of curves of Bryan and Pandharipande. We compute explicitly the theory using techniques of localization on moduli spaces of admissible covers of a parametrized $\mathbb{P}^{1}$. The Frobenius algebras we obtain are one-parameter deformations of the class algebra of the symmetric group $S_{d}$. In certain special cases we are able to produce explicit closed formulas for such deformations in terms of the representation theory of $S_{d}$.


## Introduction

We study a large class of (equivariant) intersection numbers on moduli spaces of admissible covers. For a smooth algebraic curve $X$, ramified covers of $X$ of a given degree by smooth curves of a given genus are parametrized by moduli spaces called Hurwitz schemes. A smooth compactification of a Hurwitz scheme can be obtained by allowing suitable degenerations, called admissible covers.

Moduli spaces of admissible covers were introduced in [Harris and Mumford 1982]. Intersection theory on these spaces was for a long time hard and mysterious, mostly because they are in general not normal, even if the normalization is always smooth. It was only recently that Abramovich, Corti and Vistoli [Abramovich et al. 2003] exhibited this normalization as the stack of balanced stable maps of degree 0 from twisted curves to the classifying stack $\mathscr{B} S_{d}$. This way they attained both the smoothness of the stack and a nice moduli-theoretic interpretation of it. We abuse terminology and refer to Abramovich-Corti-Vistoli spaces as admissible covers.

At about the same time, Ionel [2002] developed a parallel theory in the symplectic category and used push-pull techniques on admissible covers to produce new relations in the tautological ring of $M_{g, n}$. (See also [Ionel 2005].)

[^3]In [Graber and Vakil 2003b], admissible cover loci within the boundary of moduli spaces of stable maps play a key role in establishing the result that the degree $3 g-3$ part of the tautological ring of $\bar{M}_{g}$ has dimension 1, providing further evidence for a conjecture by Faber, stating that $R\left(\bar{M}_{g}\right)$ is a Gorenstein algebra with socle in degree $3 g-3$.

Bryan, Graber and Pandharipande have shown in [Bryan et al. 2005] that the orbifold Gromov-Witten potential of a Gorenstein orbifold can be computed in terms of intersection theory on moduli spaces of admissible covers. With a subtle use of WDVV techniques, they are able to explicitly compute the Gromov-Witten potential for the orbifold $\left[\mathbb{C}^{2} / \mathbb{Z}_{3}\right]$. Such a computation provides evidence for the crepant resolution conjecture [Bryan and Graber $\geq$ 2008].

We give a few basic definitions and a working description of moduli spaces of admissible covers in Section 1.

For all choices of:

- an $r$-pointed curve $\left(X, p_{1}, \ldots, p_{n}\right)$;
- a rank two vector bundle $N=L_{1} \oplus L_{2}$ on $X$, endowed with a natural $\mathbb{C}^{*} \times \mathbb{C}^{*}$ action (page 46);
- a vector of partitions $\underline{\eta}=\left(\eta_{1}, \ldots, \eta_{n}\right)$ of a fixed integer $d$,
we describe the invariants

$$
A_{d}^{h}(N):=\int_{\overline{\operatorname{Adm}}\left(h \xrightarrow{d} X,\left(\eta_{1} p_{1}, \ldots, \eta_{r} p_{r}\right)\right)} e^{\mathrm{eq}}\left(-R^{\bullet} \pi_{*} f^{*}\left(L_{1} \oplus L_{2}\right)\right)
$$

The motivation for studying these invariants is twofold. They are natural and interesting intersection numbers on their own, giving rise to a beautiful structure. Secondly, in the context of Gromov-Witten theory, invariants of this form are known as "local" invariants: roughly speaking, they represent the contribution to the Gromov-Witten invariants of a threefold given by rigid curves.
Theorem 3.1. (See page 48.) The invariants $A_{d}^{h}(N)$ can be organized to be the structure coefficients of a 2 -level, semisimple, weighted topological quantum field theory (TQFT).

Section 2 is dedicated to presenting these structures to the unfamiliar reader, while in Section 3 the specific TQFT $U$ is constructed.

The generators for the TQFT are explicitly computed in Section 4. The techniques involved are basic dimension counting, reduction to classical intersection theory on moduli spaces of curves, and Atiyah-Bott localization on moduli spaces of admissible covers of a parametrized $\mathbb{P}^{1}$.

An interesting feature of this theory is that the degree 0 part is constructed from Hurwitz numbers. The embedded (see page 44) Frobenius algebras induced on
the Hilbert space by $U$ are one-parameter deformations of the class algebra of the symmetric group, whose TQFT-theoretic description in terms of Hurwitz numbers was studied in the 1990s in [Dijkgraaf and Witten 1990] and [Freed and Quinn 1993]. An explicit description of such deformations is in general quite complicated. By specializing to the antidiagonal action of $\mathbb{C}^{*}$ inside $\mathbb{C}^{*} \times \mathbb{C}^{*}$, it is possible to diagonalize the theory: closed formulas for our invariants and for the deformation are described in Section 5 in terms of the representation theory of the symmetric group $S_{d}$ (Theorem 5.2).

This work is closely connected to and follows recent work of Jim Bryan and Rahul Pandharipande [2004; 2005], describing the local Gromov-Witten theory of curves.

There, analogous intersection numbers on moduli spaces of (relative) stable maps are organized in a TQFT that we denote by $\mathscr{B} \mathscr{P}$. Theorem 4.1 shows that the two theories coincide in level $(0,0)$. In all other levels, $U$ is a normalization of $\mathscr{B} \mathscr{P}$ via appropriate powers of a universal generating function factor, which should be understood as the contribution of maps containing contracting components to the Gromov-Witten invariants.

This result, the most technical in this paper, is established by computing the genus 0 , one-pointed invariants via localization, together with the use of some beautiful Hodge integral computations from [Faber and Pandharipande 2000; Ekedahl et al. 2001; Graber and Vakil 2003a]. The explicit statement is this:

Theorem 4.3 (See page 56.). The coefficients for the one-pointed invariants of $\mathfrak{U}$ in level $(0,-1)$ are given by the generating functions

$$
A_{d}(0 \mid 0,-1)_{\eta}=(-1)^{d-\ell(\eta)} \frac{\left(2 \sin \frac{u}{2}\right)^{d}}{s_{1}^{\ell(\eta)} \mathfrak{z}(\eta) \prod^{2} \sin \frac{\eta_{i} u}{2}},
$$

Notation. Here and throughout the paper $\ell(\eta)$ denotes the length $r$ of a partition $\eta=\left(\eta_{1}, \ldots, \eta_{r}\right)$.

A direct check in the one-pointed case, together with the semisimplicity of both theories, yields:

Corollary 0.1. The coefficients of the theories $\cup$ and $\mathscr{B} \mathscr{P}$ are related by

$$
A_{d}\left(g \mid k_{1}, k_{2}\right)_{\underline{\eta}}=(d!)^{k_{1}+k_{2}} s_{1}^{d k_{2}} s_{2}^{d k_{1}} \mathscr{B P}_{d}\left(g, \mid k_{1}, k_{2}\right)_{\underline{\eta}} \mathscr{P}_{d}(0 \mid 0,-1)_{(1, \ldots, 1)}^{k_{1}+k_{2}} .
$$

This close proximity to Gromov-Witten theory reinforces our interest in moduli spaces of admissible covers, as it anticipates the possibility of a fertile exchange of information between the two contexts. In particular, embedded in the theory $U^{\circ}$ (the circle superscript indicates we are restricting our attention to connected covers) we rediscover the classical result:

## Aspinwall-Morrison formula.

$$
\int_{\left[\bar{M}_{0,0}\left(\mathbb{P}^{1}, d\right)\right]} R^{1} \pi_{*} f^{*}(\mathbb{O}(-1) \oplus \mathscr{O}(-1))=\left(\frac{A_{d}^{\circ, 0}(0 \mid-1,-1)}{u^{2 d-2}}\right)_{\mid u=0}=\frac{1}{d^{3}}
$$

The technique of Atiyah-Bott localization suits very well the spaces of admissible covers of a parametrized $\mathbb{P}^{1}$; the fact that these spaces are smooth (as DM stacks) requires no need for a virtual fundamental class in order to do intersection theory on them. The modularity of the boundary-fixed loci naturally produces topological recursions that live completely within the realm of admissible covers.

## 1. Admissible covers

Moduli spaces of admissible covers are a "natural" compactification of the Hurwitz schemes, parametrizing ramified covers of smooth Riemann Surfaces. The fundamental idea is that, in order to understand limit covers, we allow the base curve to degenerate together with the cover. Branch points are not allowed to come together; as two or more branch points tend to collide, a new component of the base curve sprouts from the point of collision, and the points transfer onto it. Similarly, upstairs the cover splits into a nodal cover.

More formally: let $\left(X, p_{1}, \ldots, p_{r}\right)$ be an $r$-pointed nodal curve of genus $g$.
Definition 1.1. An admissible cover $\pi: E \rightarrow X$ of degree $d$ is a finite morphism satisfying the following:
(1) $E$ is a nodal curve.
(2) Every node of $E$ maps to a node of $X$.
(3) The restriction of $\pi: E \rightarrow X$ to $X \backslash\left(p_{1}, \ldots, p_{r}\right)$ is étale of constant degree $d$.
(4) Nodes can be smoothed. This means that given an admissible cover $\pi: E \rightarrow X$, and a node of $E$, we can find a family of admissible covers $\pi^{\prime}: E^{\prime} \rightarrow X^{\prime}$ such that $\pi: E \rightarrow X$ is the central fiber of the family, and there are local analytic coordinates and a positive integer $n \leq d$ such that $X^{\prime}, E^{\prime}$ and $\pi^{\prime}$ are described by

$$
E: e_{1} e_{2}=a, \quad X: x_{1} x_{2}=a^{n}, \quad \pi: x_{1}=e_{1}^{n}, x_{2}=e_{2}^{n}
$$

We recall here the notation we use in this paper, and refer the reader to [Cavalieri 2005] for a more extensive discussion.

Let $\left(X, p_{1}, \ldots, p_{r}\right)$ be as before, and let $\eta_{1}, \ldots, \eta_{r}$ be partitions of the fixed integer $d$. We denote by

$$
\overline{\operatorname{Adm}}\left(h \xrightarrow{d} X,\left(\mu_{1} p_{1}, \ldots, \mu_{r} p_{r}\right)\right)
$$

the stack of possibly disconnected, degree $d$ admissible covers of the curve $X$ by curves of genus $h$, such that

- the ramification profile over the base point $p_{i}$ is described by the partition $\eta_{i}$;
- all other ramification is simple (and is not marked).

The following variations are also used:
Connected admissible covers: We add the superscript $\circ$ to restrict our attention to admissible covers by connected curves. Admissible covers of a genus g curve: We denote by

$$
\overline{\operatorname{Adm}}(h \xrightarrow{d} g)
$$

the stack of admissible covers of a curve of genus $g$. This means that also the base curve is allowed to vary in families.

Admissible covers of a parametrized $\mathbb{P}^{1}$ : When we intend to fix a parametrization on the base $\mathbb{P}^{1}$, we write

$$
\overline{\operatorname{Adm}}\left(h \xrightarrow{d} \mathbb{P}^{1}\right) .
$$

Moduli spaces of admissible covers admit forgetful maps to (quotients of) configuration spaces of points on the base curve (or to $\bar{M}_{g, n}$ in the case of admissible covers of a genus $g$ curve), recording the information about branch points that are free to move. Tautological $\psi$ classes on admissible covers are defined by pulling back the $\psi$ classes downstairs via these maps.

There is also a natural map from a moduli space of admissible covers of genus $h$ to the corresponding moduli space of curves $\bar{M}_{h}$, obtained by forgetting the cover map and only remembering the source curve. Tautological $\lambda$ classes on admissible covers are defined by pulling back $\lambda$ classes (the Chern classes of the Hodge bundle on the moduli space of stable curves) via these maps.

Admissible covers of a nodal curve. Admissible covers of a nodal curve can be described combinatorially in terms of admissible covers of the irreducible components of the curve. This is extremely useful because it opens the way to the use of degeneration techniques and induction. Crucial to this work are the following identities [Li 2002] taking place in the Chow ring with rational coefficients.

Reducible nodal curve: Let

$$
X=X_{1} \bigcup_{x_{1}=x_{2}} X_{2}
$$

be a nodal curve of genus $g$, obtained by attaching at a point two irreducible curves of genus $g_{1}$ and $g_{2}$. Then

$$
[\overline{\operatorname{Adm}}(h \xrightarrow{d} X)]=\sum_{\eta, h_{1}, h_{2}} \mathfrak{z}(\eta)\left[\overline{\operatorname{Adm}}\left(h_{1} \xrightarrow{d} X_{1},(\eta)\right)\right] \times\left[\overline{\operatorname{Adm}}\left(h_{2} \xrightarrow{d} X_{2},(\eta)\right)\right],(1-1)
$$

where $\eta=\left(\left(\eta^{1}\right)^{m_{1}}, \ldots,\left(\eta^{k}\right)^{m_{k}}\right)$ runs over all partitions of $d$, the numbers $h_{1}$ and $h_{2}$ satisfy $h_{1}+h_{2}+\ell(\eta)-1=h$, and we have defined the combinatorial factor

$$
\begin{equation*}
\mathfrak{z}(\eta):=\prod m_{i}!\left(\eta^{i}\right)^{m_{i}} . \tag{1-2}
\end{equation*}
$$

In particular, $\mathfrak{z}(\eta)$ is the order of the centralizer in $S_{d}$ of any group element in the conjugacy class of $\eta$.
Note. If we are dealing with admissible cover spaces with also a prescribed vector of ramification conditions $\underline{\mu}$, analogous formulas hold; the $\mu_{i}$ need to be distributed on the two twigs $X_{1}$ and $\bar{X}_{2}$ in all possible ways.

Irreducible nodal curve: Let

$$
X=X^{\prime} /\left\{x_{1}=x_{2}\right\}
$$

be a nodal curve of genus $g$, obtained by gluing two distinct points of an irreducible curve $X^{\prime}$ of genus $g-1$. As an element in the Chow ring with rational coefficients, we can then express

$$
\begin{equation*}
[\overline{\operatorname{Adm}}(h \xrightarrow{d} X)]=\sum_{\eta} \mathfrak{z}(\eta)\left[\overline{\operatorname{Adm}}\left(h^{\prime} \xrightarrow{d} X^{\prime},(\eta, \eta)\right)\right], \tag{1-3}
\end{equation*}
$$

where the sum is over all partitions $\eta$ of $d$, and $h^{\prime}$ is determined by

$$
h^{\prime}+\ell(\eta)=h .
$$

## 2. Topological quantum field theories

As an excellent and elementary reference for two-dimensional topological quantum field theories in mathematics we mention [Kock 2004].
Definition 2.1. A $(1+1)$-dimensional topological quantum field theory is a functor of tensor categories:

$$
\mathscr{T}: 2 \text { Cob } \longrightarrow \text { Free Rmod. }
$$

On the right-hand side is the category of free modules over a commutative ring $R$, and on the left is the category 2 Cob described thus:

- The objects are one-dimensional oriented closed manifolds (finite disjoint unions of oriented circles).
- The morphisms are (equivalence classes of) oriented cobordisms between two objects. We can think of them as oriented topological surfaces with oriented boundary components.
- We compose two morphisms by concatenation; equivalently, we glue negatively oriented boundary components of one surface to positively oriented boundary components of the other.
- The tensor operation is the disjoint union.

The free module $H:=\mathscr{T}\left(S^{1}\right)$ is called the Hilbert space of the TQFT.
All topological surfaces can be decomposed into discs, annuli, and pairs of pants. Therefore, the structure of a TQFT is completely determined if it is described on these basic building blocks.

Tensor notation. It is convenient, for explicit computations, to use tensor notation for TQFTs. We choose a basis $e_{1}, \ldots, e_{r}$ for the Hilbert space $H$, and denote the dual basis by $e^{1}, \ldots, e^{r}$. Let $W_{m}^{n}(g)$ be a genus- $g$ cobordism from $m$ to $n$ circles. The map

$$
\mathscr{T}\left(W_{m}^{n}(g)\right): H^{\otimes m} \rightarrow H^{\otimes n}
$$

can be thought of as a vector in $\left(H^{*}\right)^{\otimes m} \otimes H^{\otimes n}$. We denote by

$$
\Gamma\left(W_{m}^{n}(g)\right)_{i_{1}, \ldots, i_{m}}^{j_{1}, \ldots, j_{n}}
$$

the coefficient of $\mathscr{T}\left(W_{m}^{n}(g)\right)$ in the direction of the basis element $e^{i_{1}} \otimes \cdots \otimes e^{i_{m}} \otimes$ $e_{j_{1}} \otimes \cdots \otimes e_{j_{n}}$ (see Figure 1):

$$
\mathscr{T}\left(W_{m}^{n}(g)\right)=\sum \Gamma\left(W_{m}^{n}(g)\right)_{i_{1}, \ldots, i_{m}}^{j_{1}, \ldots, j_{n}} e^{i_{1}} \otimes \cdots \otimes e^{i_{m}} \otimes e_{j_{1}} \otimes \cdots \otimes e_{j_{n}}
$$

Frobenius algebras. A TQFT gives the Hilbert space $H$ the structure of a commutative Frobenius algebra. This means it defines an associative and commutative multiplication • and an inner product (also called the metric of the TQFT) $\langle$,$\rangle on$ $H$ such that

$$
\begin{equation*}
\left\langle h_{1} \cdot h_{2}, h_{3}\right\rangle=\left\langle h_{1}, h_{2} \cdot h_{3}\right\rangle \tag{2-1}
\end{equation*}
$$

for all $h_{1}, h_{2}, h_{3}$ in the Hilbert space $H$. It is easy to see how the structure is induced: multiplication is the map associated to the $(-,-,+)$ pair of pants, the inner product is the scalar map associated to the $(-,-)$ annulus. As a consequence, we see immediately that the cap with positively oriented boundary corresponds


Figure 1. Gluing in tensor notation.
to the unit vector for the multiplication map just defined, whereas the ( - ) cap corresponds to the counit operator in the Frobenius algebra.

Definition 2.2. A TQFT $\mathscr{T}$ is semisimple if the Frobenius algebra induced on the Hilbert space $H$ is semisimple; equivalently, if there is an orthonormal basis $e_{1}, \ldots e_{r}$ for $H$ such that

$$
e_{i} \cdot e_{j}=\delta_{i j} e_{i} .
$$

Yet another equivalent condition is that $\mathscr{T}$ be a direct sum

$$
\mathscr{T}=\mathscr{T}_{1} \oplus \cdots \oplus \mathscr{T}_{r},
$$

where all $\mathscr{T}_{i}$ are TQFTs with Hilbert space equal to the ground ring.
Let $e_{1}, \ldots, e_{r}$ be a semisimple basis for $H$. We can think of each $e_{i}$ as the identity vector for the space $H_{i}$. Let $e^{1}, \ldots, e^{r}$ be the dual basis. Then semisimplicity is equivalent to asking all nondiagonal coefficients to vanish:

$$
\Gamma_{i_{1}, \ldots, i_{n}}^{j_{1}, \ldots, j_{m}}\left(W_{m}^{n}(g)\right)=0,
$$

unless $i_{1}=i_{2}=\cdots=i_{n}=j_{1}=\cdots=j_{m}$.
There are now $r$ universal constants $\lambda_{1}, \ldots, \lambda_{r}$ that govern the structure of the TQFT. They can be defined in many equivalent ways. Here are two equivalent descriptions that we will be using later on:
(1) $1 / \lambda_{i}$ is the image of the basis vector $e_{i}$ via the counit operator.
(2) $\lambda_{i}$ is the $i$-th eigenvalue of the genus adding operator (this is the linear map associated to the torus with a negative and a positive puncture, represented in Figure 3).

Structure Theorem 2.3. Let $\mathscr{T}$ be a semisimple TQFT, and all notation as above. Denote by $W_{m}^{n}(g)$ a genus $g$ surface with $m$ input and $n$ output holes. Then

$$
\mathscr{T}\left(W_{m}^{n}(g)\right)=\sum_{i=1}^{r} \lambda_{i}^{g+n-1} \underbrace{e^{i} \otimes \cdots \otimes e^{i}}_{m \text { times }} \otimes \underbrace{e_{i} \otimes \cdots \otimes e_{i}}_{n \text { times }} .
$$

In particular,

$$
\begin{equation*}
\mathscr{T}\left(W_{0}^{0}(g)\right)=\sum_{i=1}^{r} \lambda_{i}^{g-1} \tag{2-2}
\end{equation*}
$$

The TQFT of Hurwitz numbers. Dijkgraaf and Witten [1990] used the TQFT approach to give a beautiful and elegant solution to a classical mathematical problem: counting ramified and unramified covers of a topological surface, as follows.

Let ( $X, p_{1}, \ldots, p_{r}, q_{1}, \ldots, q_{s}$ ) be an ( $r+s$ )-marked smooth topological surface. Let $\underline{\eta}=\left(\eta_{1}, \ldots, \eta_{r}\right)$ be a vector of partitions of the integer $d$. We define the

Hurwitz number

$$
H_{d}^{h, X}(\underline{\eta})
$$

as the weighted number of degree $d$ covers $C \xrightarrow{\pi} X$ such that

- $C$ is a surface of genus $h$;
- $\pi$ is unramified over $X \backslash\left\{p_{1}, \ldots, p_{r}, q_{1}, \ldots, q_{s}\right\}$;
- $\pi$ ramifies with profile $\eta_{i}$ over $p_{i}$;
- $\pi$ has simple ramification over $q_{i}$.

The weight is the number of automorphisms of such covers.
For a Hurwitz number to be nonzero, $s, h$ and $\eta$ must satisfy the RiemannHurwitz formula. This is why we omit $s$ from the notation. In particular, if we require $s=0$, then (at most one value of) $h$ is determined by $\underline{\eta}$. We denote by $H_{d}^{X}(\underline{\eta})$ the corresponding Hurwitz number.

We define the TQFT $\mathscr{D}$ as follows:
(1) the ground field is $\mathbb{C}$;
(2) the Hilbert space is $H=\bigoplus_{\eta \vdash d} \mathbb{C} e_{\eta}$, where $\eta \vdash d$ means that $\eta$ is a partition of $d$;
(3) morphisms are assigned according to the prescription


$$
\stackrel{\mathscr{D}}{\longmapsto} \mathscr{D}(A)=\sum \mathfrak{z}(\eta) e_{\eta} \otimes e_{\eta} .
$$

Fact 2.4 (Dijkgraaf, Witten/Freed, Quinn). The assignment above defines a semisimple TQFT $\mathscr{D}$. Let $\eta$ be a partition of $d$, representing a conjugacy class of the symmetric group, and let $h$ be an element in this conjugacy class. Via the identification

$$
e_{\eta}=\frac{1}{d!} \sum_{g \in S_{d}} g^{-1} h g
$$

the Hilbert space is isomorphic, as a Frobenius algebra, to the class algebra of the symmetric group in $d$ letters, $\mathscr{L}\left(\mathbb{C}\left[S_{d}\right]\right)$.

A semisimple basis is indexed by irreducible representations $\rho$ of $S_{d}$. If $\rho$ is such a representation and $\mathscr{O}_{\rho}$ its character function, then

$$
\begin{equation*}
e_{\rho}=(\operatorname{dim} \rho) \sum_{\eta \vdash d} \mathscr{X}_{\rho}(\eta) e_{\eta} . \tag{2-3}
\end{equation*}
$$

This allows one to recover the classical Burnside formula expressing the number of unramified covers of a genus $g$ curve:

$$
\begin{equation*}
H_{d}^{g d-d+1, g}(\phi)=\sum_{\rho}\left(\frac{d!}{\operatorname{dim} \rho}\right)^{2 g-2} \tag{2-4}
\end{equation*}
$$

Weighted TQFTs. A weighted TQFT contains some extra structure with respect to an ordinary TQFT. Every cobordism comes equipped with a sequence of weights, or levels. When you concatenate two cobordisms, you add the levels componentwise. We are in particular interested in the theory with 2 levels.

Define the category $2 \mathrm{Cob}^{k_{1}, k_{2}}$ as follows:
(1) Objects and tensor structure are the same as in 2Cob.
(2) Morphisms are given by triples ( $W, k_{1}, k_{2}$ ), where $W$ is an oriented cobordism as in 2 Cob and $k_{1}, k_{2}$ are two integers called levels.
(3) Composition of morphisms consists in concatenating cobordisms and adding levels componentwise.
Definition 2.5. A weighted TQFT is a functor of tensor categories

$$
\text { WT : 2Cob }{ }^{\mathrm{k}_{1}, \mathrm{k}_{2}} \longrightarrow \text { FRMod. }
$$

Clearly, if we restrict our attention to cobordisms with weight ( 0,0 ), we obtain an ordinary TQFT. More generally, there exists a $\mathbb{Z} \times \mathbb{Z}$ worth of ordinary TQFTs embedded in a weighted TQFT. Denote by $\mathscr{X}$ the Euler characteristic of a cobordism $W$. For any $(a, b) \in \mathbb{Z} \times \mathbb{Z}$, restricting the weighted TQFT to cobordisms with level

$$
(a \mathscr{X}, b \mathscr{X})
$$

yields an ordinary TQFT.
Generation results. There are several possible ways to generate a weighted TQFT. A natural one consists in generating the level $(0,0)$ TQFT, and then giving natural operators that allow one to shift the levels. These elements can be chosen to be, for example, the cylinders with weight $( \pm 1,0)$ and $(0, \pm 1)$. These operators change the levels of the cobordisms without altering its topology. An equivalent, and equally natural choice, is given by the caps, as illustrated in Figure 2.


Figure 2. Level-changing objects.

In particular, $A$ is the inverse of $B$ and $C$ is the inverse of $D$ in the level $(0,0)$ Frobenius algebra. Hence the following generation result.

Fact 2.6 [Bryan and Pandharipande 2004, 4.1]. A weighted TQFT WFT is uniquely determined by a commutative Frobenius algebra over $k$ for the level $(0,0)$ theory and by two distinguished invertible elements in the Frobenius algebra:


Semisimple weighted TQFTs. A weighted TQFT of rank $r$ is semisimple if there is a basis for the Hilbert space such that all the nonzero tensors in the theory are diagonal. This is equivalent to requiring all embedded ordinary TQFTs to be semisimple (possibly with rescaled semisimple bases). Let $\lambda_{1}, \ldots, \lambda_{r}$ be the eigenvalues of the level $(0,0)$ genus adding operator. Let $\mu_{1}, \ldots, \mu_{r}$ be the eigenvalues of the level $(-1,0)$ annulus, and $\bar{\mu}_{1}, \ldots, \bar{\mu}_{r}$ be the eigenvalues for the level $(0,-1)$ annulus, as illustrated in Figure 3.

Fact 2.7 [Bryan and Pandharipande 2004, 5.2]. Let WT be a semisimple TQFT. Denote by $W_{m}^{n}\left(g \mid k_{1}, k_{2}\right)$ a cobordism of genus $g$ between $m$ input and $n$ output


Figure 3. The genus-adding and level-changing operators.
holes, of level $\left(k_{1}, k_{2}\right)$. Then

$$
\mathscr{T}\left(W_{m}^{n}\left(g \mid k_{1}, k_{2}\right)\right)=\sum_{i=1}^{r} \lambda_{i}^{g+n-1} \mu_{i}^{-k_{1}} \bar{\mu}_{i}^{-k_{2}} \underbrace{e^{i} \otimes \cdots \otimes e^{i}}_{m \text { times }} \otimes \underbrace{e_{i} \otimes \cdots \otimes e_{i}}_{n \text { times }} .
$$

In particular,

$$
\mathscr{T}\left(W_{0}^{0}\left(g \mid k_{1}, k_{2}\right)\right)=\sum_{i=1}^{r} \lambda_{i}^{g-1} \mu_{i}^{-k_{1}} \bar{\mu}_{i}^{-k_{2}} .
$$

Note. Equivalent definitions can be given for the quantities $\lambda_{i}, \mu_{i}$ and $\bar{\mu}_{i}$. Denote by $e_{1}, \ldots, e_{r}$ the vectors of a semisimple basis for the weighted TQFT $W$ WT:

- $\lambda_{i}^{-1}$ is the value of the level $(0,0)$ counit on $e_{i}$ :

$\mathscr{W T}\binom{-$| $(0,0)$ |
| :---: |}{$\vdots}\left(e_{i}\right)=\lambda_{i}^{-1}$.

- $\mu_{i}$ is the coefficient of $e_{i}$ in the level $(-1,0)+$ disc vector:
$\mathscr{W T}\left(\bigcup_{(-1,0)}^{\bigcup^{( }}\right)=\sum \mu_{i} e_{i}$.
- $\bar{\mu}_{i}$ is the coefficient of $e_{i}$ in the level $(0,-1)+$ disc vector:
$\mathscr{W T}\left(\bigcup_{(0,-1)}^{\bigcup}+\right)=\sum \bar{\mu}_{i} e_{i}$.


## 3. Construction of the theory

The admissible covers invariants. Let ( $X, p_{1}, \ldots, p_{r}$ ) be a smooth, irreducible, projective curve of genus $g$ with $r$ distinct marked points, and let $N=L_{1} \oplus L_{2}$ be a rank-2 vector bundle on $X$. The torus $T=\mathbb{C}^{*} \times \mathbb{C}^{*}$ acts naturally on $N$ : the first coordinate scales (with weight one) the fiber of $L_{1}$, the second coordinate scales the fiber of $L_{2}$.

The T-equivariant cohomology of a point is a polynomial ring in two indeterminates, which we denote by

$$
H_{T}^{*}(p t)=\mathbb{C}\left[s_{1}, s_{2}\right] .
$$

We are interested in the following class of intersection numbers:

$$
A_{d}^{h}(N):=\int_{\overline{\operatorname{Adm}}\left(h \xrightarrow{d} X,\left(\eta_{1} p_{1}, \ldots, \eta_{r} p_{r}\right)\right)} e^{\mathrm{eq}}\left(-R^{\bullet} \pi_{*} f^{*}\left(L_{1} \oplus L_{2}\right)\right),
$$

where

- $\overline{\operatorname{Adm}}\left(h \xrightarrow{d} X\left(\eta_{1} p_{1}, \ldots, \eta_{r} p_{r}\right)\right)$ is as defined on page 38 ;
- $e^{\mathrm{eq}}$ is the equivariant Euler class of the virtual bundle in question;
- $\pi$ is the universal family over the space of admissible covers;
- $f$ is the universal cover map followed by the canonical contraction map to $X$.

By [Bryan and Pandharipande 2001], this integral only depends on the genus $g$ of the curve $X$ and on the degrees $k_{1}$ and $k_{2}$ of the line bundles $L_{1}$ and $L_{2}$. In the TQFT formulation about to be given it will be useful to emphasize this fact, so we choose to denote these invariants by

$$
A_{d}^{h}(N)_{\underline{\eta}}=A_{d}^{h}\left(g \mid k_{1}, k_{2}\right)_{\underline{\eta}} .
$$

We consider these invariants for all genera $h$, and organize them in generating function form:

$$
\begin{equation*}
A_{d}\left(g \mid k_{1}, k_{2}\right)_{\underline{\eta}}:=\sum_{h \in \mathbb{Z}} u^{\star(h)} A_{d}^{h}\left(g \mid k_{1}, k_{2}\right)_{\underline{\eta}} \tag{3-1}
\end{equation*}
$$

where the exponent for the generating function is defined by
$\star(h)=\operatorname{dim}\left(\overline{\operatorname{Adm}}\left(h \xrightarrow{d} X,\left(\eta_{1} p_{1}, \ldots, \eta_{r} p_{r}\right)\right)\right)=2 h-2+d(2-2 g-r)+\sum_{i=1}^{r} \ell\left(\eta_{i}\right)$.
By expanding the equivariant Euler class in terms of ordinary Chern classes and equivariant parameters, we can express these invariants in terms of nonequivariant integrals. Let $h \in \mathbb{Z} \cup \phi$ be a function of $b_{1}, b_{2}$ determined by the equation
$b_{1}+b_{2}=\operatorname{dim}\left(\overline{\operatorname{Adm}}\left(h \xrightarrow{d} X,\left(\eta_{1} x_{1}, \ldots, \eta_{r} x_{r}\right)\right)\right)=2 h-2+d(2-2 g-r)+\sum_{i=1}^{r} \ell\left(\eta_{i}\right)$.
Define

$$
A_{d}^{b_{1}, b_{2}}\left(g \mid k_{1}, k_{2}\right)_{\underline{\eta}}:=\int_{\overline{\operatorname{Adm}}\left(h \xrightarrow{d} X,\left(\eta_{1} x_{1}, \ldots, \eta_{r} x_{r}\right)\right)} c_{b_{1}}\left(-R^{\bullet} \pi_{*} f^{*}\left(L_{1}\right)\right) c_{b_{2}}\left(-R^{\bullet} \pi_{*} f^{*}\left(L_{2}\right)\right)
$$

Then the relative invariants are

$$
\begin{equation*}
A_{d}\left(g \mid k_{1}, k_{2}\right)_{\underline{\eta}}:=\sum_{b_{1}+b_{2}=0}^{\infty} u^{b_{1}+b_{2}} i s_{1}^{r_{1}-b_{1}} s_{2}^{r_{2}-b_{2}} A_{d}^{b_{1}, b_{2}}\left(g \mid k_{1}, k_{2}\right)_{\underline{\eta}} \tag{3-2}
\end{equation*}
$$

This shows that the partition function for our invariants is a Taylor series in $u$, whose coefficients are rational functions in $s_{1}$ and $s_{2}$. The degree of these rational functions is independent of $h$. It is equal to

$$
r_{1}+r_{2}-b_{1}-b_{2}=d(2 g-2-r)-\sum_{i=1}^{r} \ell\left(\eta_{i}\right)
$$

The weighted TQFT U. We construct a weighted TQFT U, whose structure coefficients encode the invariants just presented.

The ground ring is defined to be $R=\mathbb{C} \llbracket u \rrbracket\left(s_{1}, s_{2}\right)$.
The Hilbert space of the theory is a free $R$-module of rank equal to the number of partitions of the integer $d$. A privileged basis is indexed by such partitions $\eta$ :

$$
\mathscr{H}=\bigoplus_{\eta \vdash d} R e_{\eta} .
$$

We denote the dual space by $\mathscr{H}^{*}$, and the dual basis vectors by $e^{\eta}$.
To construct our TQFT we reason topologically. We think of the marked points on a curve ( $X, x_{1}, \ldots, x_{r+s}$ ) as of punctures that we can enlarge into loops. We can assign positive or negative orientation to such loops, and arrange the negatively oriented loops $x_{1}, \ldots, x_{r}$ to the left, the positively oriented ones to the right (after relabelling $x_{r+i}=y_{i}$ ). We now have an oriented cobordism.

To completely determine the structure of the theory we define the scalar maps associated to arbitrary cobordisms into the empty set, and the coproduct, which allows us to move boundary components from left to right:



The combinatorial factor $\mathfrak{z}(\eta)$ is defined in (1-2).
Theorem 3.1. The structure $\because d e f i n e d ~ i n ~ t h e ~ p r e v i o u s ~ p a r a g r a p h ~ i s ~ a ~ t w o-l e v e l, ~$ weighted semisimple TQFT.

In practical terms, it is convenient to adopt the conventional tensor notation of riemannian geometry. If $X=\left(X, x_{1}, \ldots, x_{r}, y_{1}, \ldots, y_{s} \mid k_{1}, k_{2}\right)$ represents a cobordism of genus $g$ and level $k_{1}, k_{2}$ from $r$ circles to $s$ circles, then $\vartheta(X)$ is an element of $\left(\mathscr{H}^{*}\right)^{\otimes r} \otimes \mathscr{H}^{\otimes s}$. We denote by

$$
A_{d}\left(g \mid k_{1}, k_{2}\right)_{\eta_{1}, \ldots, \eta_{r}}^{\mu_{1}, \ldots, \mu_{s}}
$$

the coordinate of $\vartheta(X)$ in the direction of the basis element

$$
e^{\eta_{1}} \otimes \cdots \otimes e^{\eta_{r}} \otimes e_{\mu_{1}} \otimes \cdots \otimes e_{\mu_{s}}
$$

With this notation, the coproduct gives the following formula for raising and lowering indices:

$$
\begin{equation*}
A_{d}\left(g \mid k_{1}, k_{2}\right)_{\eta_{1}, \ldots, \eta_{r}}^{\mu_{1}, \ldots, \mu_{s}}=\left(\prod_{i=1}^{s} \mathfrak{z}\left(\mu_{i}\right)\left(s_{1} s_{2}\right)^{\ell\left(\mu_{i}\right)}\right) A_{d}\left(g \mid k_{1}, k_{2}\right)_{\eta_{1}, \ldots, \eta_{r}, \mu_{1}, \ldots, \mu_{s}} \tag{3-3}
\end{equation*}
$$

Proof of Theorem 3.1. Proving that $\mathscr{U}$ is indeed a weighted TQFT amounts to verifying three statements:
(Identity) The tensor associated to the level $(0,0)$ trivial cobordism from the circle to the circle is the identity morphism of the Hilbert space $\mathscr{H}$.
(Gluing two curves) For any two vectors $\underline{\eta}, \underline{\mu}$ of partitions of $d$, and integers satisfying $g=g^{\prime}+g^{\prime \prime}, k_{1}=k_{1}^{\prime}+k_{1}^{\prime \prime}, k_{2}=k_{2}^{\prime}+\bar{k}_{2}^{\prime \prime}$,

$$
\begin{equation*}
A_{d}\left(g \mid k_{1}, k_{2}\right)_{\eta_{1}, \ldots, \eta_{r}}^{\mu_{1}, \ldots, \mu_{s}}=\sum_{\nu \vdash d} A_{d}\left(g^{\prime} \mid k_{1}^{\prime}, k_{2}^{\prime}\right)_{\eta_{1}, \ldots, \eta_{r}}^{\nu} A_{d}\left(g^{\prime \prime} \mid k_{1}^{\prime \prime}, k_{2}^{\prime \prime}\right)_{v}^{\mu_{1}, \ldots, \mu_{s}} \tag{3-4}
\end{equation*}
$$

(Self-gluing) For any vector of partitions $\underline{\eta}$ and integers $g, k_{1}, k_{2}$,

$$
\begin{equation*}
A_{d}\left(g+1 \mid k_{1}, k_{2}\right)_{\eta_{1}, \ldots, \eta_{r}}=\sum_{\nu \vdash d} A_{d}\left(g \mid k_{1}, k_{2}\right)_{\eta_{1}, \ldots, \eta_{r}, v}^{\nu} \tag{3-5}
\end{equation*}
$$

Identity. This fact is easily proven. One very clever way to do it, pursued in [Bryan and Pandharipande 2005], is to notice that the degree-0 coefficients in our TQFT agree with the classical TQFT of Hurwitz numbers constructed in [Dijkgraaf and Witten 1990] and recalled on page 43. The vanishing of all higher-degree terms can be obtained as a straightforward consequence of the gluing laws, or simply by showing that the dimensions of the moduli spaces in question exceed the maximum degree of a nonequivariant class in the integrand.

Gluing two curves. To minimize bookkeeping, we prove the result when $r=s=0$ (that is, when the resulting glued curve is not marked). In the general case, the proof follows exactly the same steps, and all the extra indices are simply carried along for the ride.

Consider a one-parameter family of genus $g$ curves $W$, and the corresponding map to the moduli space,

such that all fibers are smooth curves of genus $g$, apart from the central fiber

$$
W_{0}=X_{1} \bigcup_{b_{1}=b_{2}} X_{2}
$$

which is a nodal curve obtained by attaching at a point two smooth curves of genus $g^{\prime}$ and $g^{\prime \prime}$ (with $g^{\prime}+g^{\prime \prime}=g$ ).

Consider the moduli space $\overline{\operatorname{Adm}}(h \xrightarrow{d} g$ ) of admissible covers of a genus $g$ curve by a genus $h$ curve, all ramification simple. By [Abramovich et al. 2003], there is a flat morphism

$$
\overline{\operatorname{Adm}}(h \xrightarrow{d} g) \rightarrow \bar{M}_{g},
$$

We can construct the cartesian diagram


The stack $\mathscr{A}$ must be thought of as the stack of relative admissible covers of the family $W$. For $s \neq 0$, we obtain admissible covers of a smooth genus $g$ curve; for $s=0$, we recover admissible covers of the nodal curve $W_{0}$.

It is possible to construct two line bundles $\mathscr{L}_{1}$ and $\mathscr{L}_{2}$ on $W$ with the following properties:
(1) $\mathscr{L}_{i}$ restricted to any fiber $W_{s}$ is a line bundle $L_{i, s}$ of degree $k_{i}$.
(2) Over the central fiber $W_{0}, \mathscr{L}_{i}$ restricts to a line bundle $L_{i, s}^{\prime}$ of degree $k_{i}^{\prime}$ on $X_{1}$, and restricts to a line bundle $L_{i, s}^{\prime \prime}$ of degree $k_{i}^{\prime \prime}$ on $X_{2}$.
(3) $\mathbb{C}^{*}$ acts naturally on $\mathscr{L}_{i}$ by scaling the fibers (with weight one).

Consider the diagram

where $U_{\mathscr{A}}$ is the universal family of the moduli space $\mathscr{A}, \mathscr{W}$ is the universal target and $f$ the universal admissible cover map.

The pull-push

$$
\mathscr{I}=-R^{\bullet} \pi_{*} f^{*}\left(\mathscr{L}_{1} \oplus \mathscr{L}_{2}\right)
$$

is a virtual bundle of virtual rank $r=2 g-2-d\left(k_{1}+k_{2}\right)$.
By the flatness of the family $\mathscr{A}$ over $\mathbb{A}^{1}$, the integral of the top Chern class $c_{r}(\mathscr{I})$ restricted to a fiber $\mathscr{A}_{s}$ is independent of the fiber. For $s \neq 0$, we obtain

$$
\int_{\overline{\operatorname{Adm}}\left(h \xrightarrow{d} W_{s}\right)} c_{r}\left(\left.\mathscr{I}\right|_{s}\right)=A_{d}^{h}\left(g \mid k_{1}, k_{2}\right) .
$$

We want to evaluate the same expression restricted to $s=0$, and show it equals the right-hand side of (3-4). We choose to show the equality at the generic genus
$h$ degree of the generating function, to emphasize the geometric nature of the construction. We hence need to establish the following claim, which consists of expanding the genus $h$ term in Equation (3-4), and lowering indices as in (3-3).

## Claim 3.2.

$$
\int_{\overline{\operatorname{Adm}}\left(h \xrightarrow{d} W_{0}\right)} c_{r}\left(\left.\mathscr{I}\right|_{0}\right)=\sum_{\nu \vdash d} \mathfrak{z}(v)\left(s_{1} s_{2}\right)^{\ell(v)} \sum_{h_{1}, h_{2}} A_{d}^{h_{1}}\left(g^{\prime} \mid k_{1}^{\prime}, k_{2}^{\prime}\right)_{v} A_{d}^{h_{2}}\left(g^{\prime \prime} \mid k_{1}^{\prime \prime}, k_{2}^{\prime \prime}\right)_{v}
$$

where the second sum is over pairs of indices such that $h_{1}+h_{2}+\ell(v)-1=h$.
Proof. Recall that, by (1-1),

$$
\left[\overline{\operatorname{Adm}}\left(h \xrightarrow{d} W_{0}\right)\right]=\sum_{\nu \vdash d} \mathfrak{z}(v) \sum_{h_{1}, h_{2}}\left[\overline{\operatorname{Adm}}\left(h_{1} \xrightarrow{d} X_{1},\left(v b_{1}\right)\right)\right] \times\left[\overline{\operatorname{Adm}}\left(h_{2} \xrightarrow{d} X_{2},\left(v b_{2}\right)\right)\right]
$$

where $h_{1}+h_{2}+\ell(v)-1=h$ and $\operatorname{dim}\left(\overline{\operatorname{Adm}}\left(h_{1} \xrightarrow{d} X_{1},\left(v b_{1}\right)\right)\right)+\operatorname{dim}\left(\overline{\operatorname{Adm}}\left(h_{2} \xrightarrow{d} X_{2},\left(v b_{2}\right)\right)\right)=\operatorname{dim}\left(\overline{\operatorname{Adm}}\left(h \xrightarrow{d} W_{0}\right)\right)$.

Consider the pullback of the normalization sequence associated to the restriction of $\mathscr{L}_{i}$ to $W_{0}$ :

$$
\left.0 \rightarrow f^{*}\left(L_{i, 0}\right) \rightarrow f^{*}\left(L_{i, 0}^{\prime}\right) \oplus f^{*}\left(L_{i, 0}^{\prime \prime}\right) \rightarrow f^{*}\left(L_{i, 0}\right)\right|_{X_{1} \cap X_{2}} \rightarrow 0
$$

This sequence yields a long exact sequence of higher direct image sheaves

$$
\begin{aligned}
0 \rightarrow R^{0} \pi_{*} f^{*}\left(L_{i, 0}\right) \rightarrow & \left.R^{0} \pi_{*} f^{*}\left(L_{i, 0}^{\prime}\right) \oplus R^{0} \pi_{*} f^{*}\left(L_{i, 0}^{\prime \prime}\right) \rightarrow R^{0} \pi_{*} f^{*}\left(L_{i, 0}\right)\right|_{X_{1} \cap X_{2}} \\
& \rightarrow R^{1} \pi_{*} f^{*}\left(L_{i, 0}\right) \rightarrow R^{1} \pi_{*} f^{*}\left(L_{i, 0}^{\prime}\right) \oplus R^{1} \pi_{*} f^{*}\left(L_{i, 0}^{\prime \prime}\right) \rightarrow 0
\end{aligned}
$$

Notice that $\left.\left(L_{i, 0}\right)\right|_{X_{1} \cap X_{2}}$ is a skyscraper sheaf $\mathbb{C}_{b}$, on which $\mathbb{C}^{*}$ acts with weight 1 .
We now restrict our attention to a connected component of $\mathscr{A}_{0}$ on which the covers split as two smooth covers of genus $h_{1}$ and $h_{2}$, with ramification profile $v$ over the shadows of the node. Here, $\left.f^{*}\left(L_{i, 0}\right)\right|_{X_{1} \cap X_{2}}$ is a trivial vector bundle of rank $\ell(v)$, endowed with a natural $\mathbb{C}^{*}$ action. The preceding exact sequence then leads to

$$
c_{r_{i}}\left(-R^{\bullet} \pi_{*} f^{*}\left(L_{i, 0}\right)\right)=s_{i}^{\ell(\nu)} c_{r_{i}^{\prime}}\left(-R^{\bullet} \pi_{*} f^{*}\left(L_{i, 0}^{\prime}\right)\right) c_{r_{i}^{\prime \prime}}\left(-R^{\bullet} \pi_{*} f^{*}\left(L_{i, 0}^{\prime \prime}\right)\right)
$$

and finally

$$
c_{r}\left(\left.\mathscr{I}\right|_{0}\right)=\left(s_{1} s_{2}\right)^{\ell(\nu)} c_{r^{\prime}}\left(\left.\mathscr{I}\right|_{0} ^{\prime}\right) c_{r^{\prime \prime}}\left(\left.\mathscr{I}\right|_{0} ^{\prime \prime}\right)
$$

Putting everything together yields the claim:

$$
\begin{aligned}
&\left.\left.\int \frac{c_{r}(\mathscr{I}}{\overline{\operatorname{Adm}} h}\right|_{0}\right) \\
&=\sum_{v} \mathfrak{z}(v) \sum_{h_{1}, h_{2}} \int \overline{\overline{\operatorname{Adm}}\left(h_{1} \xrightarrow{d} X_{1},\left(v b_{1}\right)\right) \times \overline{\operatorname{Adm}}\left(h_{2} \xrightarrow{d} X_{2},\left(v b_{2}\right)\right)} c_{r}\left(\left.\mathscr{I}\right|_{0}\right) \\
&=\sum_{v} \mathfrak{z}(v)\left(s_{1} s_{2}\right)^{\ell(v)} \sum_{h_{1}, h_{2}} \int_{\overline{\operatorname{Adm}}\left(h_{1} \xrightarrow{d} X_{1},\left(v b_{1}\right)\right)} c_{r^{\prime}}\left(\left.\mathscr{I}\right|_{0} ^{\prime}\right) \int_{\overline{\operatorname{Adm}\left(h_{2} \xrightarrow{d} X_{2},\left(v b_{2}\right)\right)} c_{r^{\prime \prime}}\left(\left.\mathscr{I}\right|_{0} ^{\prime \prime}\right)} \quad=\sum_{v} \mathfrak{z}(v)\left(s_{1} s_{2}\right)^{\ell(v)} \sum_{h_{1}, h_{2}} A_{d}^{h_{1}}\left(g^{\prime} \mid k_{1}^{\prime}, k_{2}^{\prime}\right)_{v} A_{d}^{h_{2}}\left(g^{\prime \prime} \mid k_{1}^{\prime \prime}, k_{2}^{\prime \prime}\right)_{v}
\end{aligned}
$$

Self-gluing. The structure of the proof is very similar to the previous case. Again, we simplify the notation by assuming $r=0$. Consider a one-parameter family of genus $g$ curves $W$, and the corresponding map into the moduli space,

such that all fibers are smooth curves of genus $g$, apart from the central fiber

$$
W_{0}=X /\left\{b_{1}=b_{2}\right\}
$$

which is a nodal curve obtained by identifying two distinct points on an irreducible smooth curve $X$ of genus $g-1$.

As before, we construct a cartesian diagram of the form (3-6) and two line bundles $\mathscr{L}_{1}$ and $\mathscr{L}_{2}$ on $W$ with properties (1) and (3) from page 50 , plus
(2) Over the central fiber $W_{0}, \mathscr{L}_{i}$ pulls back to a line bundle $L_{i, s}^{\prime}$ of degree $k_{i}$ on the normalization $X$.

We now consider the equivariant top Chern class of the pull-push

$$
\mathscr{I}=-R^{\bullet} \pi_{*} f^{*}\left(\mathscr{L}_{1} \oplus \mathscr{L}_{2}\right)
$$

For $s \neq 0$,

$$
\int_{\overline{\operatorname{Adm}\left(h \xrightarrow{d} W_{s}\right)}} c_{r}\left(\left.\mathscr{I}\right|_{s}\right)=A_{d}^{h}\left(g \mid k_{1}, k_{2}\right) .
$$

Again, we can show that the corresponding integral over the central fiber yields exactly the genus $h$ expansion of the right-hand side of Equation (3-5).

Claim 3.3. $\int_{\overline{\operatorname{Adm}\left(h \rightarrow W_{0},\right)}} c_{r}\left(\left.\mathscr{I}\right|_{0}\right)=\sum_{v} \mathfrak{z}(v)\left(s_{1} s_{2}\right)^{\ell(v)} A_{d}^{h^{\prime}}\left(g-1 \mid k_{1}, k_{2}\right)_{v, v}$, where $h^{\prime}+\ell(v)=h$.
 with $h^{\prime}+\ell(v)=h$.

As in the previous claim, after chasing the normalization sequence for the curve $W_{0}$ we obtain, over a connected component of $\mathscr{A}_{0}$ characterized by covers with ramification profile $v$ over the shadows of the node, the following decomposition:

$$
\begin{equation*}
c_{r}\left(\left.\mathscr{I}\right|_{0}\right)=\left(s_{1} s_{2}\right)^{\ell(\nu)} c_{r^{\prime}}\left(\left.\mathscr{I}\right|_{0} ^{\prime}\right) . \tag{3-7}
\end{equation*}
$$

With this in hand, it is easy to obtain the claim and so conclude the proof of Theorem 3.1:

$$
\begin{aligned}
\int_{\overline{\operatorname{Adm}\left(h \xrightarrow{d} W_{0}\right)}}^{c_{r}\left(\left.\mathscr{I}\right|_{0}\right)} & =\sum_{v} \mathfrak{z}(v) \int_{\overline{\operatorname{Adm}}\left(h^{\prime} \xrightarrow{d} X,\left(v b_{1}, v b_{2}\right)\right)} c_{r}\left(\left.\mathscr{I}\right|_{0}\right) \\
& =\sum_{v} \mathfrak{z}(v)\left(s_{1} s_{2}\right)^{\ell(v)} \int_{\overline{\operatorname{Adm}}\left(h^{\prime} \xrightarrow{d} X,\left(v b_{1}, v b_{2}\right)\right)} c_{r^{\prime}}\left(\left.\mathscr{I}\right|_{0} ^{\prime}\right) \\
& =\sum_{v} \mathfrak{z}(v)\left(s_{1} s_{2}\right)^{\ell(v)} A_{d}^{h^{\prime}}\left(g-1 \mid k_{1}^{\prime}, k_{2}^{\prime}\right)_{v, v} .
\end{aligned}
$$

## 4. Computing the theory

In order to determine the whole weighted TQFT it is sufficient to compute a small number of invariants, as seen in Fact 2.6. Among the many possible choices for a set of generators, we choose as the generators for the level $(0,0)$ TQFT
(1) the coefficients $A_{d}(0 \mid 0,0)_{\eta}$ of the open (-) disc,
(2) the coefficients $A_{d}(0 \mid 0,0)^{\eta, \mu}$ of the $(+,+)$ annulus, and
(3) the coefficients $A_{d}(0 \mid 0,0)_{\eta, \mu, \nu}$ associated to the $(-,-,-)$ pair of pants, and as the generators for level shifting
(4) the coefficients of the Calabi-Yau caps $A_{d}(0 \mid-1,0)_{\eta}$ and $A_{d}(0 \mid 0,-1)_{\eta}$.

Theorem 4.1. The level $(0,0)$ TQFT coincides with the level $(0,0)$ theory of [Bryan and Pandharipande 2004].

The significant difference in the theories lies in the Calabi-Yau caps, which we will compute (starting on page 55) by localization on the moduli spaces of admissible covers.

Proof of Theorem 4.1. It is simple to compute independently the coefficients for the cap. Dimension counts show they are degenerate, in the sense that only the constant term of the series is nonzero. The coefficients for the $(+,+)$ cylinder agree by definition. We will conclude the proof by showing that the coefficients for the pair of pants are the same.

The level $(\mathbf{0}, \mathbf{0})$ pair of pants. The invariants $A_{d}^{\circ}(0 \mid 0,0)_{\eta, v, \mu}$ of the level $(0,0)$ pair of pants are computed by the integrals:

$$
\int_{\overline{\operatorname{Adm}^{( }\left(h \xrightarrow{d} \mathbb{P}^{1},(\eta 0, \mu 1, v \infty)\right)}} c_{2 h-2}^{\mathrm{eq}}\left(-R^{\bullet} \pi_{*} f^{*}\left({O_{\mathbb{P}}} \oplus \mathscr{O}_{\mathbb{P}^{1}}\right)\right) .
$$

The dimension of the moduli space in question is

$$
2 h-d-2+\ell(\eta)+\ell(\mu)+\ell(\nu) .
$$

Hence, if $\ell(\eta)+\ell(\mu)+\ell(\nu)>d+2$, the relative connected integrals vanish. The disconnected integrals are then obtained inductively from invariants of lower degree $d$.

All other invariants have contributions from connected components, and hence need to be computed directly.

In [Bryan and Pandharipande 2004, Appendix] it is shown that all invariants can be recursively determined from $A_{d}(0 \mid 0,0)_{(d),(d),(2)}$, the invariant corresponding to full ramification over two points, and a simple transposition over the third point. Their proof uses only TQFT formalism; hence it suffices to prove the following statement.
Lemma 4.2. For $d \geq 2$,

$$
A_{d}(0 \mid 0,0)_{(d),(d),(2)}=\frac{s_{1}+s_{2}}{2 s_{1} s_{2}}\left(d \cot \frac{d u}{2}-\cot \frac{u}{2}\right) .
$$

(This result differs from the analogous one in [Bryan and Pandharipande 2004] by a factor of $-i$, reflecting a normalization in their generating function conventions that we have not adopted.)
Proof. The full ramification conditions force our covers to be connected. Hence the connected and disconnected invariants coincide.

According to (3-2), we have

$$
\begin{aligned}
& A_{d}(0 \mid 0,0)_{(d),(d),(2)}^{\infty} \\
& \quad=\sum_{b_{1}+b_{2}=0}^{\infty} u^{b_{1}+b_{2}} s_{1}^{h-1-b_{1}} s_{2}^{h-1-b_{2}} \int_{\overline{\operatorname{Adm}}\left(h \rightarrow \mathbb{P}^{1},((d) 0,(d) 1,(2) \infty)\right)} c_{b_{1}}\left(\mathbb{E}^{*}\right) c_{b_{2}}\left(\mathbb{E}^{*}\right),
\end{aligned}
$$

with $b_{1}+b_{2}$ equal to the dimension of the moduli space, which is

$$
\operatorname{dim}\left(\overline{\operatorname{Adm}}\left(h \xrightarrow{d} \mathbb{P}^{1},((d) 0,(d) 1,(2) \infty)\right)\right)=2 h-1 .
$$

For a given value of $h$, the only nonvanishing terms in the expression above are those where $\left(b_{1}, b_{2}\right)=(h, h-1)$ or $\left(b_{1}, b_{2}\right)=(h-1, h)$. Adding the two, we obtain

$$
A_{d}^{h}(0 \mid 0,0)_{(d),(d),(2)}=\frac{s_{1}+s_{2}}{s_{1} s_{2}} \int_{\overline{\operatorname{Adm}}\left(h \xrightarrow{d} \mathbb{P}^{1},((d) 0,(d) 1,(2) \infty)\right)}-\lambda_{h} \lambda_{h-1}
$$

and consequently, the generating function

$$
A_{d}(0 \mid 0,0)_{(d),(d),(2)}=\frac{s_{1}+s_{2}}{s_{1} s_{2}} \sum_{h=0}^{\infty} u^{2 h-1} \int_{\overline{\operatorname{Adm}}\left(h \rightarrow \mathbb{P}^{1},((d) 0,(d) 1,(2) \infty)\right)}-\lambda_{h} \lambda_{h-1},
$$

where $\lambda_{k}$ denotes the $k$-th Chern class of the (pullback of the) Hodge bundle $\mathbb{E}$.
Recall that we defined the $\lambda$ classes on moduli spaces of admissible covers simply by pulling them back from the appropriate moduli spaces of stable curves. In particular we have the diagram


The map $\rho$ is defined by marking on the admissible covers the unique preimages of the branch points 0 and 1. The Hodge bundle on $\bar{M}_{h}$ pulls back to the Hodge bundle on $\bar{M}_{h, 2}$, hence we can think of the $\lambda$ classes on the moduli space of admissible covers as pulled back from $\bar{M}_{h, 2}$.

Denote by $H_{d} \subset M_{h, 2}$ the locus of curves admitting a degree $d$ map to $\mathbb{P}^{1}$ which is totally ramified at the marked points. Let

$$
\bar{H}_{d} \subset \bar{M}_{h, 2}
$$

be the closure of $H_{d}$, consisting of possibly nodal curves admitting a degree $d$ map to a tree of rational curves, fully ramified over the two marked points. The image of the map

$$
\rho: \overline{\operatorname{Adm}}\left(h \xrightarrow{d} \mathbb{P}^{1},((d) 0,(d) 1,(2) \infty)\right) \longrightarrow \bar{M}_{h, 2}
$$

is precisely $\bar{H}_{d}$, and $\rho$ is a degree $2 h$ map onto its image.
From this we conclude that

$$
\int_{\overline{\operatorname{Adm}}\left(h \rightarrow \mathbb{P}^{1},((d) 0,(d) 1,(2) \infty)\right)}-\lambda_{h} \lambda_{h-1}=2 h \int_{\left[\bar{H}_{d}\right]}-\lambda_{h} \lambda_{h-1} .
$$

This is the integral computed in [Bryan and Pandharipande 2004, pages 28-29]; hence the result follows. This proves Lemma 4.2 and therefore Theorem 4.1.

The Calabi-Yau cap. We can obtain $A_{d}(0 \mid-1,0)_{\eta}$ from $A_{d}(0 \mid 0,-1)_{\eta}$ by simply interchanging the roles of $s_{1}$ and $s_{2}$. Further:

Theorem 4.3. Let $d$ be a positive integer, and $\eta=\left(\eta_{1}, \ldots, \eta_{\ell(\eta)}\right)$ a partition of $d$. The degree-d Calabi-Yau invariants are

$$
A_{d}(0 \mid 0,-1)_{\eta}=(-1)^{d-\ell(\eta)} \frac{\left(2 \sin \frac{u}{2}\right)^{d}}{\left(s_{1}\right)^{\ell(\eta)} \mathfrak{z}(\eta) \prod^{2} \sin \frac{\eta_{i} u}{2}}
$$

In [Cavalieri 2004], this formula is computed via localization on moduli spaces of (connected) admissible covers in degree $1,2,3$. The result is obtained by finding relations between the Calabi-Yau cap invariants and generating functions for simple Hurwitz numbers. Two types of obstructions arise in degrees beyond 3. First, fixed loci inside moduli spaces of connected admissible covers are in principle easily described as finite products and quotients of moduli spaces of connected admissible covers, but the combinatorial complexity grows fast. Second, generating functions for simple Hurwitz numbers are not readily available beyond degree 3 .

To circumvent the first problem we interpret the fixed loci in the localization as simpler products of disconnected admissible cover spaces. Then all possible Calabi-Yau invariants, not only the fully ramified ones, appear in the recursions. There is one subtlety to be aware of: Calabi-Yau cap invariants are defined as intersection numbers on moduli spaces of admissible covers of a parametrized $\mathbb{P}^{1}$, whereas the fixed loci are in terms of admissible covers of unparametrized projective lines. Another localization computation, with an appropriate choice of linearizations for the bundles, gives an expression for the invariants in terms of the unparametrized $\mathbb{P}^{1}$ admissible covers.

To deal with the lack of explicit generating functions for general simple Hurwitz numbers, we notice that the recursive relation that we need to prove is in fact determined by a virtual localization computation on moduli spaces of stable maps. This is yet more evidence of how intimately related this theory and Gromov-Witten theory are.

Proof of Theorem 4.3. We prove the following formula for the connected CalabiYau cap invariants:

$$
A_{d}^{\circ}(0 \mid 0,-1)_{\eta}=\left\{\begin{array}{cc}
\frac{(-1)^{d-1}}{s_{1}} \frac{1}{d} \frac{\left(2 \sin \frac{u}{2}\right)^{d}}{2 \sin \frac{d u}{2}} & \text { for } \eta=(d) \\
0 & \text { otherwise. }
\end{array}\right.
$$

Theorem 4.3 follows from this via exponentiation.

The vanishing of the connected invariants for all partitions but $(d)$ is a dimension count. By (3-1) and (3-2), the genus- $h$ contribution to the connected Calabi-Yau invariants is

$$
\begin{aligned}
A_{d}^{\circ h}(0 \mid 0,-1)_{\eta} & =\int_{\overline{\mathrm{Adm}^{\circ}}\left(h \xrightarrow{d} \mathbb{P}^{1},(\eta \infty)\right)} c_{2 h+d-1}^{\mathrm{eq}}\left(-R^{\bullet} \pi_{*} f^{*}\left(\mathbb{O}_{\mathbb{P}^{1}} \oplus \mathfrak{O}_{\mathbb{P}^{1}}(-1)\right)\right) \\
& =\sum_{b_{1}, b_{2}} s_{1}^{r_{1}-b_{1}} s_{2}^{r_{2}-b_{2}} \int_{\overline{\mathrm{Adm}^{\circ}}\left(h \xrightarrow{d} \mathbb{P}^{1},(\eta \infty)\right)} c_{b_{1}}\left(\mathbb{E}^{*}\right) c_{b_{2}}\left(R^{1} \pi_{*} f^{*}\left(\mathbb{O}_{\mathbb{P}^{1}}(-1)\right)\right),
\end{aligned}
$$

where

- $b_{1}+b_{2}=\operatorname{dim}\left(\overline{\operatorname{Adm}}\left(h \xrightarrow{d} \mathbb{P}^{1},(\eta \infty)\right)\right)=2 h+d+\ell(\eta)-2$;
- $r_{1}=h-1$ is the virtual rank of the virtual bundle $-R^{\bullet} \pi_{*} f^{*}\left(\mathrm{O}_{\mathbb{P} 1}\right)$;
- $r_{2}=h+d-1$ is the virtual rank of the virtual bundle $-R^{\bullet} \pi_{*} f^{*}\left(\mathbb{O}_{\mathbb{p l}}(-1)\right)$.

Since $-R^{\bullet} \pi_{*} f^{*}\left(\mathrm{O}_{\mathrm{Pl}}(-1)\right)=R^{1} \pi_{*} f^{*}\left(\mathrm{O}_{\mathrm{Pl}}(-1)\right)$ is in fact a vector bundle of rank $h+d-1$, we also have the constraint

$$
b_{1}+b_{2} \leq 2 h+d-1 .
$$

The only possibly nonvanishing integrals occur when $\ell(\eta)=1$, i.e. when $\eta=(d)$. The indices $b_{1}$ and $b_{2}$ are forced to be, respectively, $h$ and $h+d-1$.

Note. The full ramification condition forces all covers to be connected; the fully ramified connected and disconnected invariants coincide, thus allowing us to drop the superscript o .

Finally, our task is to prove:

$$
\begin{aligned}
& \frac{1}{s_{1}} \sum_{h=0}^{\infty} u^{2 h+d-1} \int_{\left.\overline{\operatorname{Adm}} h \xrightarrow{d} \mathbb{P}^{1},((d) \infty)\right)} c_{h}\left(\mathbb{E}^{*}\right) c_{h+d-1}\left(R^{1} \pi_{*} f^{*}\left(\mathcal{O}_{\mathbb{P}^{1}}(-1)\right)\right) \\
&=\frac{(-1)^{d-1}}{s_{1}} \frac{1}{d} \frac{\left(2 \sin \frac{u}{2}\right)^{d}}{2 \sin \frac{d u}{2}}
\end{aligned}
$$

Calabi-Yau cap invariants: parametrized to unparametrized. We evaluate via localization the Calabi-Yau cap invariant $A_{d}^{h}(0 \mid 0,-1)_{\eta}$, for a general partition $\eta$.

We linearize the ( $\mathbb{C}^{*}$ action on the) two bundles by assigning to $\mathbb{O}_{\mathbb{p} 1}$ weight 0 over both 0 and $\infty$, and assigning $\mathcal{O}_{\mathbb{P} 1}(-1)$ weight 0 over 0 and weight 1 over $\infty$ :

| weight |  | over 0 |
| :--- | :---: | :---: |
| over $\infty$ |  |  |
| $\widehat{O}_{\mathbb{P} 1}(-1)$ | 0 | 1 |
| $\widehat{O}_{\mathbb{P}^{1}}$ | 0 | 0 |

There are a priori many fixed loci in the localization computation. However it is possible to rule out a vast majority of them using either dimension counts
or linearization considerations (see [Cavalieri 2004] or [Bryan and Pandharipande 2005] for a discussion of these standard localization tricks).

Ultimately, the only possibly contributing fixed loci are those whose general element consists of $\ell(\eta)$ spheres $S_{i}$, mapping to the main $\mathbb{P}^{1}$ with degree $\eta_{i}$, all fully ramified over 0 and $\infty$. A genus 0 twig sprouts from the point $\infty$ on the main $\mathbb{P}^{1}$, covered by $\ell(\eta)$ curves $C_{i}$ of genus $h_{i}$. The curve $C_{i}$ is attached to $S_{i}$ at a fully ramified point. The $h_{i}$ are such that

$$
h_{1}+\ldots+h_{\ell(\eta)}=h+\ell(\eta)-1 .
$$

Finally, if we denote by $F_{\eta, h}$ the disjoint union of all such fixed loci as the $h_{i}$ vary, and by $N$ the normal bundle to such fixed loci, we obtain from localization:

$$
A_{d}^{h}(0 \mid 0,-1)_{\eta}=\int_{F_{n, h}} \frac{\left.e^{\mathrm{eq}}\left(-R^{\bullet} \pi_{*} f^{*}\left(\mathcal{O}_{\mathbb{P} 1} \oplus \mathcal{O}_{\mathbb{p} 1}(-1)\right)\right)\right|_{F_{h, \eta}}}{e^{\mathrm{eq}}(N)} .
$$

Recursion via localization on admissible covers. We now suppose $d>1$ and consider the auxiliary integral

$$
\begin{equation*}
I^{h}=\int_{\overline{\operatorname{Adm}^{\circ}\left(h \xrightarrow{d} \mathbb{P}^{1}\right)}} e^{\mathrm{eq}}\left(-R^{\bullet} \pi_{*} f^{*}\left(\mathbb{O}_{\mathbb{P}^{1}} \oplus \widehat{\mathbb{P}}_{\mathbb{P}^{1}}(-1)\right)\right) \tag{4-1}
\end{equation*}
$$

computed on the space of connected admissible covers. It vanishes for dimension reasons: we are integrating a class whose highest nonequivariant factor has codimension $(2 h+d-1)$ on a space of dimension $2 h+2 d-2$.

On the other hand, if we evaluate the integral via localization we get a relation among Calabi-Yau cap invariants. We let a one-dimensional torus act naturally on the moduli space and denote the equivariant parameter by $s$. We choose to linearize the two bundles with the following weights:

| weight |  | over 0 |
| :--- | :---: | :---: |
| over $\infty$ |  |  |
| $\widehat{O}_{\mathbb{P} 1}(-1)$ | -1 | 0 |
| $\widehat{O}_{\mathbb{P} 1}$ | 1 | 1 |

The possibly contributing fixed loci $E_{\eta, h_{0}, h_{\infty}}$ are represented by connected localization graphs such that any vertex over $\infty$ has valence 1 ; see [Cavalieri 2004]. They can be indexed by triples ( $\eta, h_{0}, h_{\infty}$ ), where

- $\eta=\left(d_{1}, \ldots, d_{\ell(\eta)}\right)$ is a partition of $d$ representing the configuration of the spheres over the main $\mathbb{P}^{1}$;
- $h_{0}$ is the genus of the curve lying over 0 ;
- $h_{\infty}$ is the genus of the curve lying over $\infty$ (considered as a disconnected curve);
- $h_{0}+h_{\infty}=h-\ell(\eta)+1$.

We recognize that a general element in the fixed locus $E_{\eta, h_{0}, h_{\infty}}$ is obtained by gluing together an element in the fixed locus $F_{\eta, h_{\infty}}$ with a connected admissible covers of a genus 0 curve, with a special point of ramification $\eta$. Keeping in account the stacky contribution from the gluing, our integral $I$ on $E_{\eta, h_{0}, h_{\infty}}$ reduces to

$$
\begin{aligned}
& I_{\eta, h_{0}, h_{\infty}}^{h} \\
& \quad=\mathfrak{z}(\eta) \int \frac{\left.e^{\mathrm{eq}}\left(-R^{\bullet} \pi_{*} f^{*}\left(\mathbb{O}_{\mathbb{P}^{1}} \oplus \mathbb{O}_{\mathbb{P}^{1}}(-1)\right)\right)\right|_{\left.\overline{\mathrm{Adm}^{\circ}}\left(h \xrightarrow{d}{ }^{d} \mathbb{P}^{1}, \eta\right) \times F_{\eta, h \infty}, \eta\right) \times F_{\eta, h_{\infty}}} ^{e^{\mathrm{eq}}(N)}}{\quad=\mathfrak{z}(\eta) s^{2 \ell(\eta)} A_{d}^{h_{\infty}}(0 \mid 0,-1)_{\eta} \int \overline{\operatorname{Adm}}^{\circ}\left(h_{0} \xrightarrow{d} \mathbb{P}^{1}, \eta\right)} \frac{c_{h_{0}}\left(\mathbb{E}^{*} \otimes \mathbb{C}_{1}\right) c_{h_{0}}\left(\mathbb{E}^{*} \otimes \mathbb{C}_{-1}\right)}{s\left(s-\psi_{\eta}\right)},
\end{aligned}
$$

where $\mathbb{C}_{a}$ is a trivial line bundle where the torus acts on the fibers with weight $a$.
After expanding and using Mumford's relation [1983] saying that $c(\mathbb{E}) c\left(\mathbb{E}^{*}\right)$ equals 1 , we obtain

$$
\begin{aligned}
I_{\eta, h_{0}, h_{\infty}}^{h} & =\mathfrak{z}(\eta) s^{\ell(\eta)+2-d} A_{d}^{h_{\infty}}(0 \mid 0,-1)_{\eta} \int \frac{\overline{\operatorname{Adm}}^{\circ}\left(h_{0} \xrightarrow{d} \mathbb{P}^{1}, \eta\right)}{}(-1)^{h_{0}} \psi_{\eta}^{2 h_{0}+d+\ell(\eta)-4} \\
& =\mathfrak{z}(\eta) s^{\ell(\eta)+2-d} A_{d}^{h_{\infty}}(0 \mid 0,-1)_{\eta} \frac{(-1)^{h_{0}} H_{d}^{h_{0}}(\eta)}{\left(2 h_{0}+d+\ell(\eta)-2\right)!}
\end{aligned}
$$

The quantity $H_{d}^{h_{0}}(\eta)$ is a simple Hurwitz number, as defined on page 43 .
The integral $I$ is evaluated by adding up the contributions from all fixed loci $E_{\eta, h_{0}, h_{\infty}}$ :

$$
\begin{equation*}
0=I^{h}=\sum_{\eta \vdash d} \sum_{h_{0}+h_{\infty}=h-\ell(\eta)+1} I_{\eta, h_{0}, h_{\infty}}^{h} \tag{4-2}
\end{equation*}
$$

This holds for all genera $h$, and can be expressed in a very compact form in the language of generating functions. Define

$$
\mathscr{H}_{d, \eta(u)}:=\sum \frac{(-1)^{h} H_{d}^{h}(\eta)}{(2 h+d+\ell(\eta)-2)!} u^{(2 h+d+\ell(\eta)-2)} .
$$

Then formulas (4-2), for all genera $h$, are encoded in the relation

$$
\begin{equation*}
0=\sum_{\eta \vdash d} \mathfrak{z}(\eta) s^{\ell(\eta)+2-d} A_{d}(0 \mid 0,-1)_{\eta}(u) \mathscr{H}_{d, \eta}(u) \tag{4-3}
\end{equation*}
$$

This relation determines $A_{d}(0 \mid 0,-1)_{(d)}$ in terms of generating functions for simple Hurwitz numbers and of the invariants $A_{d}(0 \mid 0,-1)_{\eta}$, for $\ell(\eta) \geq 2$, which can be inductively determined via exponentiation if we assume the theory up to degree $d-1$. The theory has been explicitly computed up to degree 3 in [Cavalieri 2004]; hence the induction can start.

To prove Theorem 4.3 it therefore suffices to show that (4-3) holds for the conjectured values of the Calabi-Yau invariants. After substituting and simplifying,
this amounts to proving that

$$
\begin{equation*}
0=\sum_{\eta \vdash d}(-1)^{\ell(\eta)} \frac{\mathscr{H}_{d, \eta}(u)}{\prod_{\eta_{i} \in \eta} 2 \sin \frac{\eta_{i} u}{2}} . \tag{4-4}
\end{equation*}
$$

Virtual localization on stable maps. Relation (4-4) is the result of explicitly evaluating via virtual localization the auxiliary integrals

$$
J^{h}=\int_{\bar{M}_{h}\left(\mathbb{P}^{1}, d\right)} e^{\mathrm{eq}}\left(-R^{\bullet} \pi_{*} f^{*}\left(\mathbb{O}_{\mathbb{P}^{1}} \oplus \widehat{\mathbb{P}}_{\mathbb{P}^{1}}(-1)\right)\right)
$$

Again dimension reasons grant us the vanishing of this integral. We proceed to linearize the bundles by assigning weights as follows:

| weight |  | over 0 |
| :--- | :---: | :---: |
| over $\infty$ |  |  |
| $\widehat{O}_{\mathbb{P l}}(-1)$ | -1 | 0 |
| $\widehat{O}_{\mathbb{P}^{1}}$ | 1 | 1 |

The analysis of the possibly contributing fixed loci is parallel to the previous section. The contribution by the fixed locus $E_{\eta, h_{0}, h_{\infty}}$ is

$$
\sum_{h_{1}+\ldots+h_{\ell(\eta)}=h_{\infty}+\ell(\eta)-1} J_{\eta, h_{0}, h_{1}, \ldots, h_{\ell(\eta)}},
$$

with

$$
\begin{aligned}
& J_{\eta, h_{0}, h_{1}, \ldots, h_{\ell(\eta)}}=\frac{1}{\mathfrak{z}(\eta)} \int_{\bar{M}_{h_{0}, \ell(\eta)}} \frac{c_{h_{0}}\left(\mathbb{E}^{*} \otimes \mathbb{C}_{1}\right) c_{h_{0}}\left(\mathbb{E}^{*} \otimes \mathbb{C}_{1}\right) c_{h_{0}}\left(\mathbb{E}^{*} \otimes \mathbb{C}_{-1}\right)}{\prod\left(\eta_{i}^{-1}-\psi_{i}\right)} \\
& \times \prod_{i=1}^{\ell(\eta)} \frac{\eta_{i}^{\eta_{i}}}{\eta_{i}!} \int_{\bar{M}_{h_{i}, 1}} \frac{c_{h_{i}}\left(\mathbb{E}^{*} \otimes \mathbb{C}_{1}\right) c_{h_{i}}\left(\mathbb{E}^{*} \otimes \mathbb{C}_{1}\right) c_{h_{i}}\left(\mathbb{E}^{*}\right)}{-\eta_{i}-1-\psi_{1}} .
\end{aligned}
$$

(See [Hori et al. 2003, Chapter 27] for a clear and detailed explanation of how to compute these terms, or [Bryan and Pandharipande 2004, proof of Theorem 5.1] for a very similar computation.)

After simplifying via Mumford's relation and rearranging things, the preceding formula becomes

$$
\begin{equation*}
\frac{(-1)^{h_{0}}}{\operatorname{Aut}(\eta)} \prod_{i=1}^{\ell(\eta)} \frac{\eta_{i}^{\eta_{i}}}{\eta_{i}!} \int_{\bar{M}_{h_{0}, \ell(\eta)}} \frac{1-\lambda_{1}+\ldots \pm \lambda_{h_{0}}}{\prod\left(1-\eta_{i} \psi_{i}\right)} \prod_{i=1}^{\ell(\eta)}-\eta_{i}^{2 h_{i}-1} \int_{\bar{M}_{h_{i}, 1}} \lambda_{h_{i}} \psi_{1}^{2 h_{i}-2} . \tag{4-5}
\end{equation*}
$$

We recognize in formula (4-5) two famous results in the field. The first is the ELSV formula, establishes the connection between Hurwitz numbers and Hodge
integrals [Ekedahl et al. 2001; Graber and Vakil 2003a]:

$$
H_{d}^{h}(\eta)=\frac{(2 h+d+\ell(\eta)-2)!}{\operatorname{Aut}(\eta)} \prod_{i=1}^{\ell(\eta)} \frac{\eta_{i}^{\eta_{i}}}{\eta_{i}!} \int_{\bar{M}_{h, \ell(\eta)}} \frac{1-\lambda_{1}+\ldots \pm \lambda_{h}}{\prod\left(1-\eta_{i} \psi_{i}\right)}
$$

The second is Faber and Pandharipande's formula [2000], expressing in generating function form the following class of integrals:

$$
\mathscr{L}(u):=\sum u^{2 h-1} \int_{\bar{M}_{h, 1}} \lambda_{h} \psi_{1}^{2 h-2}=\frac{1}{2 \sin \frac{u}{2}} .
$$

Now it is a matter of careful bookkeeping to translate all this information in the language of generating functions. Doing so concludes the proof of Theorem 4.3 by establishing that

$$
\begin{aligned}
0=\sum_{h \in \mathbb{Z}} J^{h} u^{2 h+2 d-2} & =\sum_{\eta \vdash d}(-1)^{\ell(\eta)} \mathscr{H}_{d, \eta}(u) \prod_{\eta_{i} \in \eta} \mathscr{L}\left(\eta_{i} u\right) \\
& =\sum_{\eta \vdash d}(-1)^{\ell(\eta)} \frac{\mathscr{H}_{d, \eta}(u)}{\prod_{\eta_{i} \in \eta} 2 \sin \frac{\eta_{i} u}{2}} .
\end{aligned}
$$

## 5. A specialization of the theory

We now discuss a specialization of the theory, obtained by embedding a onedimensional torus inside the two-dimensional torus $T$, and considering the theory as depending from one equivariant parameter instead of two.

We specialize to the antidiagonal action, and notice that the coefficients for the product simplify dramatically. It is possible to obtain nice closed formulas for our theory, and to view our TQFT as a one-parameter deformation of the classical TQFT of Hurwitz numbers studied in [Dijkgraaf and Witten 1990; Freed and Quinn 1993]. Our formulas show connections to the representation theory of the symmetric group $S_{d}$.

The antidiagonal action. Embed $\mathbb{C}^{*}$ in the two-dimensional torus $T$ via the map

$$
\alpha \mapsto\left(\alpha, \frac{1}{\alpha}\right) .
$$

$\mathbb{C}^{*}$ acts on $N$ by composing this embedding with the natural action of $T$ constructed in page 46 . If we set

$$
H_{\mathbb{C}^{*}}^{*}(p t)=\mathbb{C}[s],
$$

the one-parameter theory obtained with this action corresponds to setting

$$
s=s_{1}=-s_{2} .
$$

The Q-dimension of an irreducible representation. Let $\rho$ be an irreducible representation of the symmetric group on $d$ letters $S_{d}$. Classically, a partition of $d$, and hence a Young diagram, can be canonically associated to $\rho$; see [Fulton and Harris 1991, Chapter 4], for example. Recall that the hook length $h(\square)$ of a cell $\square$ in a Young diagram is the number of cells in the $L$-shaped strip, or "hook", having the given cell as its northwest corner (see figure on the next page). We now define the $Q$-dimension of the representation $\rho$ by setting

$$
\begin{equation*}
\frac{\operatorname{dim}_{Q} \rho}{d!}:=\prod_{\square \in \rho} \frac{1-Q}{1-Q^{h(\square)}}=\prod_{\square \in \rho} \frac{1}{1+Q+\cdots+Q^{h(\square)-1}} \tag{5-1}
\end{equation*}
$$

The classical hook-length formula says that

$$
\operatorname{dim} \rho=d!/ \prod_{\square \in \rho} h(\square) .
$$



Thus formula (5-1) specializes to the ordinary dimension of $\rho$ when $Q=1$.
The level $(0,0)$ TQFT. The main result is that the level $(0,0)$ TQFT completely collapses to the Dijkgraaf TQFT $\mathscr{D}$. In particular, we have explicit formulas for the semisimple basis of the Frobenius algebra. The basis vectors are indexed by irreducible representations of the symmetric group $S_{d}$.

Lemma 5.1. For the antidiagonal action, the level $(0,0)$ series have no nonzero terms of positive degree in $u$.

Proof. (Essentially by Bryan and Pandharipande.) Endow $\mathbb{C}$ with the $\mathbb{C}^{*}$ action

$$
\alpha \cdot z=\alpha^{n} z .
$$

This corresponds to considering $\mathbb{C}$ as an equivariant line bundle over a point, whose first equivariant Chern class is $n s$. We denote such an equivariant line bundle by $\mathbb{C}_{n s}$.

The level $(0,0)$ partition functions are, up to some pure weight factor, constructed from integrals of the form

$$
\begin{aligned}
& \int_{\overline{\operatorname{Adm}}\left(h \xrightarrow{d} X,\left(\eta^{1} x_{1}, \ldots, \eta^{r} x_{r}\right)\right)} e^{\mathrm{eq}}\left(\mathbb{E}^{*} \otimes \mathbb{C}_{s}\right) e^{\mathrm{eq}}\left(\mathbb{E}^{*} \otimes \mathbb{C}_{-s}\right) \\
& \int_{\overline{\operatorname{Adm}}\left(h \xrightarrow{d} X,\left(\eta^{1} x_{1}, \ldots, \eta^{r} x_{r}\right)\right)}(-1)^{h} e^{\mathrm{eq}}\left(\left(\mathbb{E}^{*} \oplus \mathbb{E}\right) \otimes \mathbb{C}_{s}\right) .
\end{aligned}
$$

Equivariant Chern classes of a bundle also are products of ordinary Chern classes times the appropriate factor of $s$. But by Mumford's relation $c(\mathbb{E}) c\left(\mathbb{E}^{*}\right)=1$, all Chern classes (but the 0 -th) of the bundle $\mathbb{E}^{*} \oplus \mathbb{E}$ vanish. Hence the only possibly nonvanishing integrals occur when the dimension of the moduli space is 0 , which then constitutes the degree 0 term in our generating functions.

Thus we have already found a semisimple basis for the corresponding Frobenius algebra in (2-3). All we need to do is adjust for the equivariant parameter. Let $\rho$ be an irreducible representation of the symmetric group $S_{d}$, with character function $\chi_{\rho}$; a semisimple basis for the level $(0,0)$ TQFT is given by the vectors

$$
e_{\rho}=\frac{\operatorname{dim} \rho}{d!} \sum_{\eta \vdash d}(s)^{\ell(\eta)-d} \chi_{\rho}(\eta) e_{\eta} .
$$

Notation. If $\eta=\left(\eta_{1}, \ldots, \eta_{r}\right)$ is a partition, we define

$$
n(\eta):=0 \eta_{1}+1 \eta_{2}+\cdots+(r-1) \eta_{r} .
$$

Theorem 5.2. The partition functions corresponding to surfaces without boundary in the weighted TQFT are given in closed form by

$$
A_{d}\left(g \mid k_{1}, k_{2}\right)=(-1)^{a} s^{b} \sum_{\rho}\left(\frac{d!}{\operatorname{dim} \rho}\right)^{2 g-2}\left(\frac{\operatorname{dim} \rho}{\operatorname{dim}_{Q} \rho}\right)^{k_{1}+k_{2}} Q^{n(\rho) k_{1}+n\left(\rho^{\prime}\right) k_{2}}
$$

where $a:=d\left(g-1-k_{2}\right), b:=d\left(2 g-2-k_{1}-k_{2}\right), Q:=e^{i u}$, and $\rho$ is an irreducible representation of the symmetric group $S_{d}$, with dual representation $\rho^{\prime}$.
Note. By setting $Q=1$, which corresponds to $u=0$, we recover the classical formula (2-4) counting unramified covers of a genus $g$ topological surface. Thus any TQFT naturally embedded in our weighted TQFT constitutes a one-parameter deformation of the Dijkgraaf TQFT.

Proof of Theorem 5.2. By Fact 2.7, to completely describe the structure of a semisimple weighted TQFT it suffices to evaluate the following quantities:

- the $e_{\rho}$-eigenvalue $\lambda_{\rho}$ of the genus-adding operator, or, equivalently, the inverse of the counit evaluated on $e_{\rho}$;
- the $e_{\rho}$-eigenvalue $\mu_{\rho}$ of the left level-subtracting operator, or, equivalently, the coefficient of $e_{\rho}$ in the $(0,-1)$ Calabi-Yau cap;
- the $e_{\rho}$-eigenvalue $\bar{\mu}_{\rho}$ of the right level-subtracting operator, or, equivalently, the coefficient of $e_{\rho}$ in the $(-1,0)$ Calabi-Yau cap.

The computation of $\lambda_{\rho}$ coincides exactly with the one in [Bryan and Pandharipande 2004]. We therefore omit it.

To compute $\mu_{\rho}$ and $\bar{\mu}_{\rho}$ we first observe that the tensors associated to the CalabiYau caps in our theory are scalar multiples of the tensors in Bryan and Pandharipande's theory:

$$
\mathscr{U}(\text { CYcap })=2^{d}\left(\sin \frac{u}{2}\right)^{d} \mathscr{B} \mathscr{P}(\text { CYcap })=\frac{(1-Q)^{d}}{Q^{(d / 2)}(-i)^{d}} \mathscr{P} \mathscr{P}(\text { CYcap }) .
$$

This, together with the formulas in [Bryan and Pandharipande 2004, page 36], implies that

$$
\mu_{\rho}=s^{d} \frac{d!}{\operatorname{dim} \rho}(1-Q)^{d} s_{\rho}(Q), \quad \bar{\mu}_{\rho}=(-s)^{d} \frac{d!}{\operatorname{dim} \rho}(1-Q)^{d} s_{\rho^{\prime}}(Q),
$$

where $s_{\rho}$ denotes the Schur function of the representation $\rho$, and is defined to be (see [Macdonald 1995])

$$
s_{\rho}(Q):=Q^{n(\rho)} \prod_{\square \in \rho} \frac{1}{1-Q^{h(\square)}} .
$$

Plugging this in, we obtain

$$
\begin{aligned}
\mu_{\rho} & =s^{d}\left(\frac{d!}{\operatorname{dim} \rho}\right)(1-Q)^{d} Q^{n(\rho)} \prod_{\square \in \rho} \frac{1}{1-Q^{h(\square)}} \\
& =s^{d}\left(\frac{d!}{\operatorname{dim} \rho}\right) Q^{n(\rho)} \prod_{\square \in \rho} \frac{1-Q}{1-Q^{h(\square)}}=s^{d}\left(\frac{\operatorname{dim}_{Q} \rho}{\operatorname{dim} \rho}\right) Q^{n(\rho)}, \\
\bar{\mu}_{\rho} & =(-s)^{d}\left(\frac{d!}{\operatorname{dim} \rho}\right)(1-Q)^{d} Q^{n\left(\rho^{\prime}\right)} \prod_{\square \in \rho^{\prime}} \frac{1}{1-Q^{h(\square)}} \\
& =s^{d}\left(\frac{d!}{\operatorname{dim} \rho}\right) Q^{n\left(\rho^{\prime}\right)} \prod_{\square \in \rho^{\prime}} \frac{1-Q}{1-Q^{h(\square)}}=s^{d}\left(\frac{\operatorname{dim}_{Q} \rho}{\operatorname{dim} \rho}\right) Q^{n\left(\rho^{\prime}\right)} .
\end{aligned}
$$

The theorem is then obtained by using these coefficients in the formula given by Fact 2.7.
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# Multiplicities of Galois representations of weight one 

Gabor Wiese<br>Appendix by Niko Naumann


#### Abstract

We consider mod $p$ modular Galois representations which are unramified at $p$ such that the Frobenius element at $p$ acts through a scalar matrix. The principal result states that the multiplicity of any such representation is bigger than 1 .


## 1. Introduction

A continuous odd irreducible Galois representation $\rho: \operatorname{Gal}(\overline{\mathbb{Q}} / \mathbb{Q}) \rightarrow \mathrm{GL}_{2}\left(\overline{\mathbb{F}}_{p}\right)$ is said to be of weight one if it is unramified at $p$. According to Serre's conjecture (with the minimal weight as defined in [Edixhoven 1992]), all such representations should arise from Katz modular forms of weight 1 over $\overline{\mathbb{F}}_{p}$ for the group $\Gamma_{1}(N)$ with $N$ the (prime to $p$ ) conductor of $\rho$. Assuming the modularity of $\rho$, this is known if $p>2$ or if $p=2$ and the restriction of $\rho$ to a decomposition group at 2 is not an extension of twice the same character. A weight 1 Katz modular form over $\overline{\mathbb{F}}_{p}$ can be embedded into weight $p$ and the same level in two different ways: by multiplication by the Hasse invariant of weight $p-1$ and by applying the Frobenius (see [Edixhoven 2006, Section 4]). Hence, the corresponding eigenform(s) in weight $p$ should be considered as old forms; they lie in the ordinary part.

A modular Galois representation $\rho: \operatorname{Gal}(\overline{\mathbb{Q}} / \mathbb{Q}) \rightarrow \mathrm{GL}_{2}\left(\overline{\mathbb{F}}_{p}\right)$ of conductor $N$ can be realised with a certain multiplicity (see Proposition 4.1) on the $p$-torsion of $J_{1}(N p)$ or $J_{1}(N)$. In this article we prove that this multiplicity is bigger than 1 if $\rho$ is of weight one and $\mathrm{Frob}_{p}$ acts through a scalar matrix. If $p=2$, we also assume that the corresponding weight 1 form exists. Together with [Buzzard 2001, Theorem 6.1], this completely settles the question of multiplicity one for modular Galois representations. Its study had been started by Mazur and continued among others by Ribet, Gross, Edixhoven and Buzzard. The first example of a modular Galois representation not satisfying multiplicity one was found in [Kilford 2002]. See [Kilford and Wiese 2006] for a more detailed exposition.

[^5]A systematic computational study of the multiplicity of Galois representations of weight one has been carried out in [Kilford and Wiese 2006]. The data gathered suggest that the multiplicity always seems to be 2 if it is not 1 . Moreover, the local factors of the Hecke algebras are becoming astonishingly large.

Overview. We give a short overview over the article with an outline of the proof. In Section 2 an isomorphism between a certain part of the $p$-torsion of a Jacobian of a modular curve with a local factor of a mod $p$ Hecke algebra is established (Proposition 2.2). As an application one obtains a mod $p$ version of the EichlerShimura isomorphism (Corollary 2.3). Together with a variant of a well-known theorem by Boston, Lenstra and Ribet (Proposition 4.1) one also gets an isomorphism between a certain kernel in the local mod $p$ Hecke algebra and a part of the corresponding Galois representation. This gives for instance a precise link between multiplicities and properties of the Hecke algebra (Corollary 4.2). In Section 3 it is proved (Theorem 3.1) that under the identification of Section 2, the geometric Frobenius at $p$ on the part of the Galois representation corresponds to the Hecke operator $T_{p}$ in the Hecke algebra. This relation is exploited in Section 4 to obtain the principal result (Corollary 4.5), a reformulation and a possible application to weight lowering.

Notation. For integers $N \geq 1$ and $k \geq 1$, we let $S_{k}\left(\Gamma_{1}(N)\right)$ be the $\mathbb{C}$-vector space of holomorphic cusp forms and $S_{k}\left(\Gamma_{1}(N), \mathbb{F}_{p}\right)$ the $\mathbb{F}_{p}$-vector space of Katz cusp forms on $\Gamma_{1}(N)$ of weight $k$. Whenever $S \subseteq R$ are rings, $m$ is an integer and $M$ is an $R$-module on which the Hecke and diamond operators act, we let $\mathbb{T}_{S}^{(m)}(M)$ be the $S$-subalgebra inside the $R$-endomorphism ring of $M$ generated by the Hecke operators $T_{n}$ with $(n, m)=1$ and the diamond operators. If $\phi: S \rightarrow S^{\prime}$ is a ring homomorphism, we let $\mathbb{T}_{\phi}^{(m)}(M):=\mathbb{T}_{S}^{(m)}(M) \otimes_{S} S^{\prime}$ or with $\phi$ understood $\mathbb{T}_{S \rightarrow S^{\prime}}^{(m)}(M)$. If $m=1$, we drop the superscript.

Every maximal ideal $\overline{\mathfrak{m}} \subseteq \mathbb{T}_{\mathbb{Z} \rightarrow \mathbb{F}_{p}}\left(S_{k}\left(\Gamma_{1}(N)\right)\right)$ corresponds to a Galois conjugacy class of cusp forms over $\overline{\mathbb{F}}_{p}$ of weight $k$ on $\Gamma_{1}(N)$. One can attach to $\overline{\mathfrak{m}}$ by work of Shimura and Deligne a continuous odd semisimple Galois representation $\rho_{\overline{\mathfrak{m}}}: \operatorname{Gal}(\overline{\mathbb{Q}} / \mathbb{Q}) \rightarrow \mathrm{GL}_{2}\left(\overline{\mathbb{F}}_{p}\right)$ which is unramified outside $N p$ and satisfies $\operatorname{Tr}\left(\rho_{\overline{\mathfrak{m}}}\left(\operatorname{Frob}_{l}\right)\right) \equiv T_{l} \bmod \overline{\mathfrak{m}}$ and $\operatorname{Det}\left(\rho_{\overline{\mathfrak{m}}}\left(\operatorname{Frob}_{l}\right)\right) \equiv\langle l\rangle l^{k-1} \bmod \overline{\mathfrak{m}}$ for all primes $l \nmid N p$ via an embedding $\mathbb{T}_{\mathbb{Z} \rightarrow \mathbb{F}_{p}}\left(S_{k}\left(\Gamma_{1}(N)\right)\right) / \overline{\mathfrak{m}} \hookrightarrow \overline{\mathbb{F}}_{p}$. All Frobenius elements $\mathrm{Frob}_{l}$ are arithmetic ones.

For all the article we fix an isomorphism $\mathbb{C} \cong \overline{\mathbb{Q}}_{p}$ and a ring surjection $\overline{\mathbb{Z}}_{p} \rightarrow \overline{\mathbb{F}}_{p}$. If $K$ is a field, we denote by $K(\epsilon)=K[\epsilon] /\left(\epsilon^{2}\right)$ the dual numbers. For a finite flat group scheme $G$, the Cartier dual is denoted by ${ }^{t} G$. The maximal unramified extension of $\mathbb{Q}_{p}$ (inside $\overline{\mathbb{Q}}_{p}$ ) is denoted by $\mathbb{Q}_{p}^{\mathrm{nr}}$ and its integer ring by $\mathbb{Z}_{p}^{\mathrm{nr}}$.

For the conventions on modular curves we follow [Gross 1990]; in particular, we work with $\mu_{N}$-level structures.

Situations. We shall often assume one of the following two situations. In the applications, the second part will be taken for $p=2$.

Situation I. Let $p$ be an odd prime and $N$ a positive integer not divisible by $p$. Define the Hecke algebras

$$
\mathbb{T}_{\mathbb{Z}_{p}}:=\mathbb{T}_{\mathbb{Z} \rightarrow \mathbb{Z}_{p}}^{(1)}\left(S_{2}\left(\Gamma_{1}(N p)\right)\right), \quad \mathbb{T}_{\mathbb{Z}_{p}}^{\prime}:=\mathbb{T}_{\mathbb{Z} \rightarrow \mathbb{Z}_{p}}^{(p)}\left(S_{2}\left(\Gamma_{1}(N p)\right)\right) .
$$

Let $\mathfrak{m}$ be an ordinary (i.e. $T_{p} \notin \mathfrak{m}$ ) maximal ideal of $\mathbb{T}_{\mathbb{Z}_{p}}$ with residue field $\mathbb{F}=$ $\mathbb{T}_{\mathbb{Z}_{p}} / \mathfrak{m}$ such that the $p$-diamond operators give a nontrivial character

$$
(\mathbb{Z} / p \mathbb{Z})^{\times} \rightarrow \mathbb{F}^{\times}, \quad a \mapsto\langle a\rangle_{p} .
$$

Let $\mathfrak{m}^{\prime}=\mathfrak{m} \cap \mathbb{T}_{\mathbb{Z}_{p}}^{\prime}$ and, more generally, $\mathfrak{m}^{(m)}=\mathfrak{m} \cap \mathbb{T}_{\mathbb{Z} \rightarrow \mathbb{Z}_{p}}^{(m)}\left(S_{2}\left(\Gamma_{1}(N p)\right)\right)$ for $m \in \mathbb{N}$. Let $\mathbb{T}_{\mathbb{F}_{p}}:=\mathbb{T}_{\mathbb{Z}_{p}} \otimes_{\mathbb{Z}_{p}} \mathbb{F}_{p}$ and $\mathbb{T}_{\mathbb{F}_{p}}^{\prime}:=\mathbb{T}_{\mathbb{Z}_{p}}^{\prime} \otimes_{\mathbb{Z}_{p}} \mathbb{F}_{p}$. Denote the image of $\mathfrak{m}$ in $\mathbb{T}_{\mathbb{F}_{p}}$ by $\overline{\mathfrak{m}}$ and similarly for $\overline{\mathfrak{m}}^{\prime}$. Assume that $\rho_{\overline{\mathrm{m}}}$ is irreducible.

Let furthermore $K=\mathbb{Q}_{p}\left(\zeta_{p}\right)$ and $\mathbb{O}=\mathbb{Z}_{p}\left[\zeta_{p}\right]$ with a primitive $p$-th root of unity $\zeta_{p}$. Also let $J:=J_{1}(N p)_{\mathbb{Q}}$ be the Jacobian of $X_{1}(N p)$ over $\mathbb{Q}$.

Situation II. Let $p$ be any prime and $N$ a positive integer not divisible by $p$. Define the Hecke algebras

$$
\mathbb{T}_{\mathbb{Z}_{p}}:=\mathbb{T}_{\mathbb{Z} \rightarrow \mathbb{Z}_{p}}^{(1)}\left(S_{2}\left(\Gamma_{1}(N)\right)\right), \quad \mathbb{T}_{\mathbb{Z}_{p}}^{\prime}:=\mathbb{T}_{\mathbb{Z} \rightarrow \mathbb{Z}_{p}}^{(p)}\left(S_{2}\left(\Gamma_{1}(N)\right)\right) .
$$

Let $\mathfrak{m}$ be an ordinary maximal ideal of $\mathbb{T}_{\mathbb{Z}_{p}}$ with residue field $\mathbb{F}=\mathbb{T}_{\mathbb{Z}_{p}} / \mathfrak{m}$. Let $\mathfrak{m}^{\prime}=\mathfrak{m} \cap \mathbb{T}_{\mathbb{Z}_{p}}^{\prime}$ and, more generally for $m \in \mathbb{N}$, let

$$
\mathfrak{m}^{(m)}=\mathfrak{m} \cap \mathbb{T}_{\mathbb{Z} \rightarrow \mathbb{Z}_{p}}^{(m)}\left(S_{2}\left(\Gamma_{1}(N)\right)\right) .
$$

Let $\mathbb{T}_{\mathbb{F}_{p}}:=\mathbb{T}_{\mathbb{Z}_{p}} \otimes_{\mathbb{Z}_{p}} \mathbb{F}_{p}$ and $\mathbb{T}_{\mathbb{F}_{p}}^{\prime}:=\mathbb{T}_{\mathbb{Z}_{p}}^{\prime} \otimes_{\mathbb{Z}_{p}} \mathbb{F}_{p}$. Denote the image of $\mathfrak{m}$ in $\mathbb{T}_{\mathbb{F}_{p}}$ by $\overline{\mathfrak{m}}$ and similarly for $\overline{\mathfrak{m}}^{\prime}$. Assume that $\rho_{\overline{\mathrm{m}}}$ is irreducible.

Let furthermore $K=\mathbb{Q}_{p}$ and $\mathbb{O}=\mathbb{Z}_{p}$. Also let $J:=J_{1}(N)_{\mathbb{Q}}$ be the Jacobian of $X_{1}(N)$ over $\mathbb{Q}$.

## 2. Hecke algebras, Jacobians and $\boldsymbol{p}$-divisible groups

Assume we are in Situation I or II. The maximal ideal $\mathfrak{m}$ of $\mathbb{T}_{\mathbb{Z}_{p}}$ corresponds to an idempotent $e_{\mathfrak{m}} \in \mathbb{T}_{\mathbb{Z}_{p}}$, in the sense that applying $e_{\mathfrak{m}}$ to any $\mathbb{T}_{\mathbb{Z}_{p}}$-module is the same as localising the module at $\mathfrak{m}$. Let $\mathscr{G}$ be the $p$-divisible group $J\left[p^{\infty}\right]_{\mathbb{Q}}$ over $\mathbb{Q}$. Consider the Tate module $T_{p} J=T_{p} \mathscr{G}=\lim _{\leftarrow} J\left[p^{n}\right](\overline{\mathbb{Q}})$. It is a $\mathbb{T}_{\mathbb{Z}_{p}}[\operatorname{Gal}(\overline{\mathbb{Q}} / \mathbb{Q})]$-module. The Hecke algebra $\mathbb{T}_{\mathbb{Z}_{p}}$ acts on $T_{p} J$ and on $\mathscr{G}$, hence so does the idempotent $e_{\mathfrak{m}}$. We put $G=e_{\mathfrak{m}} \mathscr{G}^{\mathcal{G}}$ and say that this is the p-divisible group over $\mathbb{Q}$ attached to $\mathfrak{m}$. We shall mainly be interested in the $p$-torsion of $G$. However, making the detour via $p$-divisible groups allows us to quote the following theorem by Gross.

Theorem 2.1 (Gross). Assume we are in Situation I or II. Let $G$ be the p-divisible group over $\mathbb{Q}$ attached to $\mathfrak{m}$, as explained above. Let $h=\mathrm{rk}_{\mathbb{Z}_{p}} \mathbb{Z}_{\mathbb{Z}_{p}, \mathfrak{m}}$, where $\mathbb{T}_{\mathbb{Z}_{p}, \mathfrak{m}}$ denotes the localisation of $\mathbb{T}_{\mathbb{Z}_{p}}$ at $\mathfrak{m}$.
(a) The p-divisible group $G$ acquires good reduction over $\mathbb{O}$. We write $G_{0}$ for the corresponding p-divisible group over 0 . It sits in the exact sequence

$$
0 \rightarrow G_{0}^{0} \rightarrow G_{0} \rightarrow G_{0}^{e} \rightarrow 0,
$$

where $G_{\odot}^{e}$ is étale and $G_{\odot}^{0}$ is of multiplicative type, i.e. its Cartier dual is étale. The exact sequence is preserved by the action of the Hecke correspondences.
(b) Over $\mathbb{O}\left[\zeta_{N}\right]$ the p-divisible group $G_{\left[\zeta_{N}\right]}$ is isomorphic to its Cartier dual ${ }^{t} G_{O\left[\zeta_{N}\right]}$. This gives isomorphisms of $p$-divisible groups over $\mathbb{O}\left[\zeta_{N}\right]$

$$
G_{\odot\left[\zeta_{N}\right]}^{e} \cong{ }^{t} G_{\odot\left[\zeta_{N}\right]}^{0} \quad \text { and } \quad G_{\odot\left[\zeta_{N}\right]}^{0} \cong{ }^{t} G_{\odot\left[\zeta_{N}\right]}^{e} .
$$

(c) We have $G_{\overline{\mathbb{F}}_{p}}^{e}[p] \cong(\mathbb{Z} / p \mathbb{Z})_{\overline{\mathbb{F}}_{p}}^{h}$ and $G_{\overline{\mathbb{F}}_{p}}^{0}[p] \cong \mu_{p, \overline{\mathbb{F}}_{p}}^{h}$.

Proof. The references in this proof are to [Gross 1990].
(a) The statement on the good reduction is Propositions 12.8 (1) and 12.9 (1). The exact sequence is proved in Propositions 12.8 (4) and 12.9 (3). That it is preserved by the Hecke correspondences is a consequence of the fact that there are no nontrivial morphisms from a connected group scheme to an étale one, whence any Hecke correspondence on $G$ can be restricted to $G^{0}$.
(b) The Cartier self-duality of $G$ over $K\left(\zeta_{N}\right)$ is also proved in Propositions 12.8 (1) and 12.9 (1). It extends to a self-duality over $\mathbb{O}\left[\zeta_{N}\right]$. The second statement follows as in (a) from the nonexistence of nontrivial morphisms from $G^{0}$ to $G^{e}$ over $\mathbb{O}\left[\zeta_{N}\right]$; this argument gives $G^{0} \cong{ }^{t} G^{e}$. Applying Cartier duality to this, we also get $G^{e} \cong$ ${ }^{t} G^{0}$.
(c) By part (b), $G^{e}$ and $G^{0}$ have equal height. That height is equal to $h$ by Propositions 12.8 (1) and 12.9 (1). The statement is now due to the fact that up to isomorphism the given group schemes are the only ones of rank $p^{h}$ which are killed by $p$ and which are étale or of multiplicative type, respectively.

The last point makes the ordinarity of $\overline{\mathfrak{m}}$ look like the ordinarity of an abelian variety.

Proposition 2.2. Assume we are in Situation I or II and let $G$ be the p-divisible group attached to $\mathfrak{m}$. Then we have an isomorphism $G^{0}[p]\left(\overline{\mathbb{Q}}_{p}\right) \cong \mathbb{T}_{\mathbb{F}_{p}, \overline{\mathfrak{m}}}$ of $\mathbb{T}_{\mathbb{T}_{p}, \overline{\mathfrak{m}}^{-}}$ modules.

Proof. Taking the $p$-torsion of the $p$-divisible groups in Theorem 2.1 (a), one obtains the exact sequence

$$
\begin{equation*}
0 \rightarrow G_{0}^{0}[p]\left(\overline{\mathbb{Q}}_{p}\right) \rightarrow G_{0}[p]\left(\overline{\mathbb{Q}}_{p}\right) \rightarrow G_{\odot}^{e}[p]\left(\overline{\mathbb{Q}}_{p}\right) \rightarrow 0 \tag{1}
\end{equation*}
$$

of $\mathbb{T}_{\mathbb{F}_{p}, \overline{\mathrm{~m}}}$-modules with Galois action. We also spell out the dualities in part (b) of Theorem 2.1, restricted to the $p$-torsion on $\overline{\mathbb{Q}}_{p}$-points:

$$
\begin{align*}
& G_{\text {© }\left[\zeta_{N}\right]}^{0}[p]\left(\overline{\mathbb{Q}}_{p}\right) \cong \operatorname{Hom}_{\text {gr.sch. } / \overline{\mathbb{Q}}_{p}}\left(G^{e}[p]_{\overline{\mathbb{Q}}_{p}}, \mu_{p, \overline{\mathbb{Q}}_{p}}\right)  \tag{2}\\
& G_{\left\lceil\left[\zeta_{N}\right]\right.}^{e}[p]\left(\overline{\mathbb{Q}}_{p}\right) \cong \operatorname{Hom}_{\text {gr.sch. } / \overline{\mathbb{Q}}_{p}}\left(G^{0}[p]_{\overline{\mathbb{Q}}_{p}}, \mu_{p, \overline{\mathbb{Q}}_{p}}\right) .
\end{align*}
$$

These are isomorphisms of $\mathbb{T}_{\mathbb{F}_{p}, \overline{\mathfrak{m}}^{-}}$-modules, i.e. in particular of $\mathbb{F}_{p}$-vector spaces. We will from now on identify $\mu_{p, \overline{\mathbb{Q}}_{p}}\left(\overline{\mathbb{Q}}_{p}\right)$ with $\mathbb{F}_{p}$ and the group homomorphisms on $\overline{\mathbb{Q}}_{p}$-points above with $\mathbb{F}_{p}$-linear ones.

The final ingredient in the proof is that $G^{e}\left(\overline{\mathbb{Q}}_{p}\right)[\mathfrak{m}]=G^{e}[p]\left(\overline{\mathbb{Q}}_{p}\right)[\overline{\mathfrak{m}}]$ is a onedimensional $L:=\mathbb{T}_{\mathbb{F}_{p}} / \overline{\mathfrak{m}}$-vector space; see [Gross 1990, Propositions 12.8 (5) and 12.9 (4)]. We quotient the first isomorphism of Equation (2) by $\overline{\mathfrak{m}}$ and obtain

$$
G^{0}[p]\left(\overline{\mathbb{Q}}_{p}\right) / \overline{\mathfrak{m}} \cong \operatorname{Hom}_{\mathbb{F}_{p}}\left(G^{e}[p]\left(\overline{\mathbb{Q}}_{p}\right)[\overline{\mathfrak{m}}], \mathbb{F}_{p}\right) \cong \operatorname{Hom}_{\mathbb{F}_{p}}\left(L, \mathbb{F}_{p}\right),
$$

which is a 1 -dimensional $L$-vector space. Consequently, Nakayama's Lemma applied to the finitely generated $\mathbb{T}_{\mathbb{I}_{p}, \overline{\mathfrak{m}}}$-module $G^{0}[p]\left(\overline{\mathbb{Q}}_{p}\right)$ yields a surjection $\mathbb{T}_{\mathbb{F}_{p}, \overline{\mathfrak{m}}} \rightarrow$ $G^{0}[p]\left(\overline{\mathbb{Q}}_{p}\right)$. Next we invoke a result from Section 3 of [Kilford and Wiese 2006]. We point out explicitly that all of that section is independent of Section 2 of the same paper, in which Corollary 2.3 is used. From Proposition 3.7 of that paper, it follows that

$$
2 \operatorname{dim}_{\mathbb{F}_{p}} \mathbb{T}_{\mathbb{F}_{p}, \overline{\mathfrak{m}}}=\operatorname{dim}_{\mathbb{F}_{p}} H_{\mathrm{par}}^{1}\left(\Gamma, \mathbb{F}_{p}\right)_{\overline{\mathfrak{m}}}
$$

with $\Gamma=\Gamma_{1}(N p)$ in Situation I and $\Gamma=\Gamma_{1}(N)$ in Situation II. At the same time,

$$
H_{\mathrm{par}}^{1}\left(\Gamma, \mathbb{F}_{p}\right)_{\overline{\mathrm{m}}} \cong J(\mathbb{C})[p]_{\overline{\mathfrak{m}}} \cong G[p]\left(\overline{\mathbb{Q}}_{p}\right)
$$

(see [Wiese 2007, Proposition 5.3], for example), so we obtain $\operatorname{dim}_{\mathbb{F}_{p}} \mathbb{T}_{\mathbb{F}_{p}, \overline{\mathbf{m}}}=$ $\operatorname{dim}_{\mathbb{F}_{p}} G^{0}[p]\left(\overline{\mathbb{Q}}_{p}\right)$ and, thus, $\mathbb{T}_{\mathbb{F}_{p}, \overline{\mathbf{m}}} \cong G^{0}[p]\left(\overline{\mathbb{Q}}_{p}\right)$.

The following result, together with very helpful hints on its proof (amounting to the preceding proposition), was suggested by Kevin Buzzard. See also the discussion before [Emerton 2002, Proposition 6.3] and the letter by Mazur reproduced in the Appendix to [Tilouine 1997].

Corollary 2.3. Assume we are in Situation I or II and let $G$ be the $p$-divisible group attached to $\mathfrak{m}$. Then there is an exact sequence

$$
0 \rightarrow \mathbb{T}_{\mathbb{F}_{p}, \overline{\mathfrak{m}}} \rightarrow G[p](\overline{\mathbb{Q}}) \rightarrow \mathbb{T}_{\mathbb{F}_{p}, \overline{\mathfrak{m}}}^{\vee} \rightarrow 0
$$

of $\mathbb{T}_{\mathbb{F}_{p}, \overline{\mathrm{~m}}}$-modules, where the dual is the $\mathbb{F}_{p}$-linear dual.

Proof. Substituting the isomorphism of Proposition 2.2 into the second isomorphism of Equation (2) gives

$$
G^{e}[p]\left(\overline{\mathbb{Q}}_{p}\right) \cong \operatorname{Hom}\left(\mathbb{T}_{\mathbb{F}_{p}}, \overline{\mathfrak{m}}, \mathbb{F}_{p}\right)
$$

as $\mathbb{T}_{\mathbb{F}_{p}, \overline{\mathfrak{m}}}$-modules, whence the corollary follows from Equation (1).
The following proposition is similar in spirit to Proposition 2.2. It will not be needed in the sequel.
Proposition 2.4. Assume we are in Situation I or II and let $G=G_{0}$ be the $p$ divisible group over $\mathbb{C}$ attached to $\mathfrak{m}$. Then $G^{0}[p]\left(\mathbb{F}_{p}(\epsilon)\right)$ and $\mathbb{T}_{\mathbb{F}_{p}, \overline{\mathfrak{m}}}$ are isomorphic as $\mathbb{T}_{\mathbb{F}_{p}, \overline{\mathrm{~m}}}$-modules.
Proof. We only give a sketch. Since $G^{0}[p]\left(\mathbb{F}_{p}\right)$ consists of the origin as unique point, $G^{0}[p]\left(\mathbb{F}_{p}(\epsilon)\right)$ coincides with the tangent space at 0 of $G_{\mathbb{F}_{p}}^{0}[p]$. The latter, however, is equal to the tangent space at 0 of $G_{\mathbb{F}_{p}}[p]$. On the other hand, its dual, the cotangent space at 0 of $G_{\mathbb{F}_{p}}[p]$, is isomorphic to $S_{k}\left(\Gamma_{1}(N), \mathbb{F}_{p}\right)_{\overline{\mathfrak{m}}}$ for some $k \in\{2, \ldots, p+1\}$. In Situation II, $k=2$ and this result is well-known. In Situation I, we quote [Edixhoven 1992, Equations 6.7.1 and 6.7.2], as well as [Gross 1990, Proposition 8.13] (note that the ordinarity assumption kills the second summand in that proposition). Consequently, $G^{0}[p]\left(\mathbb{F}_{p}(\epsilon)\right)$ is isomorphic to the Hecke algebra on $S_{k}\left(\Gamma_{1}(N), \mathbb{F}_{p}\right)_{\overline{\mathfrak{m}}}$ as a Hecke module. In [Kilford and Wiese 2006, Proposition 2.3], it is shown that this algebra is $\mathbb{T}_{\mathbb{F}_{p}, \overline{\mathrm{~m}}}$.

From Proposition 2.2 and part of the direct proof of Theorem 3.1 we can also derive an isomorphism between $\mathbb{T}_{\mathbb{F}_{p}, \overline{\mathfrak{m}}}$ and the image of the reduction map (4).

## 3. Comparing Frobenius and the Hecke operator $\boldsymbol{T}_{\boldsymbol{p}}$

The aim of this section is to discuss and prove the following theorem, which turns out to be an important key to the principal result of this article.
Theorem 3.1. Assume we are in Situation I or II and let $G^{0}=G_{0}^{0}$ be the $p$-divisible group of Theorem 2.1. The action of the geometric Frobenius on the points

$$
G_{0}^{0}[p]\left(\mathbb{Q}_{p}^{\mathrm{nr}}\left(\zeta_{p}\right)\right)
$$

is the same as the action of the Hecke operator $T_{p}$.
This result is in fact contained in [Gross 1990]. Apart from giving the appropriate citations, we include two more proofs, in the hope that the chosen approaches may find applications in other contexts, too. Due to the Eichler-Shimura congruence relation in Situation II and the reduction of a well-known semistable model of the modular curve in Situation I, for both of these proofs it suffices to compare the geometric Frobenius and Verschiebung on the special fibre of $G^{0}[p]$. For the
first alternative proof, such a comparison is carried out elementarily -roughly speaking - by working with the tangent space at 0 over $\overline{\mathbb{F}}_{p}$, in order to have an injective reduction map from characteristic zero to the finite field. On the special fibre elementary computations then suffice. For the second alternative proof, a comparison between geometric Frobenius and Verschiebung has been worked out conceptually by Niko Naumann in the Appendix in the context of Fontaine's theory of Honda systems.

Proof by citation. In Situation I, we cite [Gross 1990, Proposition 12.9 (3)], which says that $\operatorname{Gal}\left(\overline{\mathbb{Q}}_{p} / \mathbb{Q}_{p}\right)$ acts on the Tate module of $G^{0}$ through the $p$-adic cyclotomic character times $\lambda\left(T_{p}^{-1}\right)$, where $\lambda\left(T_{p}^{-1}\right)$ is the character sending $\operatorname{Frob}_{p}$ to $T_{p}^{-1}$. As we are restricting to $\operatorname{Gal}\left(\overline{\mathbb{Q}}_{p} / \mathbb{Q}_{p}\left(\zeta_{p}\right)\right)$ and to $G^{0}[p]$, the cyclotomic character is trivial and the Galois action on

$$
G^{0}[p]\left(\overline{\mathbb{Q}}_{p}\right)=\operatorname{Hom}\left({ }^{t} G^{0}[p] \times \overline{\mathbb{Q}}_{p}, \mu_{p, \overline{\mathbb{Q}}_{p}}\right)
$$

is unramified since ${ }^{t} G^{0}[p]$ is étale.
In Situation II, we cite [Gross 1990, Proposition 12.8 (4)], and argue as above. Note that by the Eichler-Shimura congruence relation (see the end of the direct proof) the unit $u$ in the citation equals $T_{p}$ divided by the diamond operator $\langle p\rangle_{N}$.

Direct proof. In the proof we prefer to work with the étale Cartier dual of $G^{0}[p]$ since we find it more convenient for making formulae explicit. So, ${ }^{t} G^{0}[p]=$ $\operatorname{Spec}(A)$ is a finite étale group scheme over 0 such that

$$
{ }^{t} G^{0}[p] \times \times_{0} \mathbb{Z}_{p}^{\mathrm{nr}}\left[\zeta_{p}\right] \cong(\mathbb{Z} / p \mathbb{Z})_{\mathbb{Z}_{p}^{\mathrm{n}}\left[\zeta_{p}\right]}^{h},
$$

i.e. $A \otimes_{\odot} \mathbb{Z}_{p}^{\mathrm{nr}}\left[\zeta_{p}\right] \stackrel{\alpha}{=} \prod \mathbb{Z}_{p}^{\mathrm{nr}}\left[\zeta_{p}\right]$. If $p=2$, we put $\zeta_{2}=-1$. We consider the commutative diagram

$$
\begin{aligned}
& \mathbb{Z}_{p}^{\mathrm{nr}}\left[\zeta_{p}\right][X] /\left(X^{p}-1\right) \stackrel{\zeta_{p} \leftrightarrow Y}{\leftarrow} \mathbb{Z}_{p}^{\mathrm{nr}}[X, Y] /\left(X^{p}-1, Y^{p}-1\right) \xrightarrow{Y \mapsto 1+\epsilon} \overline{\mathbb{F}}_{p}(\epsilon)[X] /\left(X^{p}-1\right)
\end{aligned}
$$

Any morphism of group schemes ${ }^{t} G^{0}[p] \times \times_{0} \mathbb{Z}_{p}^{\mathrm{nr}}\left[\zeta_{p}\right] \rightarrow \mu_{p, \mathbb{Z}_{p}^{\mathrm{r}}\left[\zeta_{p}\right]}$ corresponds to a Hopf algebra homomorphism as in the left column. Suppose that it maps $X$ to $\left(\zeta_{p}^{i_{1}}, \ldots, \zeta_{p}^{i_{h p}}\right)$ for $i_{j} \in\{0, \ldots, p-1\}$. It has a unique lifting to a Hopf algebra homomorphism as in the central column if we impose that $X$ maps to ( $Y^{i_{1}}, \ldots, Y^{i_{h p}}$ ). As the referee pointed out, this lift gives the first map in the exact sequence

$$
0 \rightarrow G^{0}[p]\left(\mathbb{Z}_{p}^{\mathrm{nr}}\left[\zeta_{p}\right]\right) \rightarrow G^{0}[p]\left(\mathbb{Z}_{p}^{\mathrm{nr}}[Y] /\left(Y^{p}-1\right)\right) \rightarrow G^{0}[p]\left(\mathbb{Z}_{p}^{\mathrm{nr}}\right) .
$$

From the homomorphism in the centre of the diagram we obtain a Hopf algebra homomorphism in the right column, which sends $X$ to $\left(1+i_{1} \epsilon, \ldots, 1+i_{h p} \epsilon\right)$. It should be said that the detour via the central column is only necessary for $p=2$, as for $p>2$ one can pass directly from the left hand side column to the right hand side via the map $\mathbb{Z}_{p}^{\mathrm{nr}}\left[\zeta_{p}\right] \rightarrow \overline{\mathbb{F}}_{p}(\epsilon)$, sending $\zeta_{p}$ to $1+\epsilon$.

This process gives us an injective reduction map

$$
\begin{align*}
\left.\operatorname{Hom}_{\text {gr.sch. } / \mathbb{Z}_{p}^{\mathrm{n}}\left[\zeta_{p}\right]}\right]{ }^{t} G^{0}[p] \times 0 & \left.\mathbb{Z}_{p}^{\mathrm{nr}}\left[\zeta_{p}\right], \mu_{p, \mathbb{Z}_{p}^{\mathrm{nr}}\left[\zeta_{p}\right]}\right) \\
& \rightarrow \operatorname{Hom}_{\text {gr.sch. } / \overline{\mathbb{F}}_{p}(\epsilon)}\left(G^{t}[p] \times 0 \overline{\mathbb{F}}_{p}(\epsilon), \mu_{p, \mathbb{F}_{p}(\epsilon)}\right) . \tag{3}
\end{align*}
$$

In terms of points of $G^{0}[p]$, the reduction map is the composition

$$
\begin{equation*}
G^{0}[p]\left(\mathbb{Z}_{p}^{\mathrm{nr}}\left[\zeta_{p}\right]\right) \hookrightarrow G^{0}[p]\left(\mathbb{Z}_{p}^{\mathrm{nr}}[Y] /\left(Y^{p}-1\right)\right) \rightarrow G^{0}[p]\left(\overline{\mathbb{F}}_{p}[\epsilon]\right) . \tag{4}
\end{equation*}
$$

The reduction map is compatible for the action induced by the Hecke correspondences.

Next, we describe the geometric Frobenius on the points $G^{0}[p]\left(\mathbb{Q}_{p}^{\mathrm{nr}}\left(\zeta_{p}\right)\right)$ and $G^{0}[p]\left(\bar{F}_{p}(\epsilon)\right)$. We consider the commutative diagram


It is well-known that a Hopf algebra homomorphism

$$
\psi: \mathbb{Z}_{p}^{\mathrm{nr}}\left[\zeta_{p}\right][X] /\left(X^{p}-1\right) \rightarrow A \otimes_{0} \mathbb{Z}_{p}^{\mathrm{nr}}\left[\zeta_{p}\right]
$$

is uniquely given by the "group-like element" $\psi(X)=\sum a_{i} \otimes s_{i}$, giving the upper left bijection. On the bottom right, we have the evaluation isomorphism

$$
A \otimes_{\odot} \mathbb{Z}_{p}^{\mathrm{nr}}\left[\zeta_{p}\right] \rightarrow \operatorname{Hom}_{\odot}\left(\operatorname{Hom}_{\odot}(A, \mathbb{O}), \mathbb{Z}_{p}^{\mathrm{nr}}\left[\zeta_{p}\right]\right)
$$

which is defined by $\operatorname{ev}(a \otimes s)(\varphi)=\varphi(a) s$. We use that as $\mathbb{O}$-modules ${ }^{t} A=$ $\operatorname{Hom}_{\mathscr{O}}(A, \mathcal{O})$ with $G^{0}[p]=\operatorname{Spec}\left({ }^{t} A\right)$, as well as the freeness of $A$. It is also wellknown that the evaluation map gives rise to the upper right bijection.

Let now $\phi$ be the geometric Frobenius in $\operatorname{Gal}\left(\mathbb{Q}_{p}^{\mathrm{nr}}\left(\zeta_{p}\right) / \mathbb{Q}_{p}\left(\zeta_{p}\right)\right)$. Its action on $\operatorname{Hom}_{0}\left({ }^{t} A, \mathbb{Z}_{p}^{\mathrm{nr}}\left[\zeta_{p}\right]\right)$ is by composition. Via the evaluation map it is clear that $\phi$ acts on an element $a \otimes s \in A \otimes_{0} \mathbb{Z}_{p}^{\mathrm{nr}}\left[\zeta_{p}\right]$ by sending it to $a \otimes \phi(s)$. Consequently, the morphism $\psi^{\phi}$ which is obtained by applying $\phi$ to $\psi$ is uniquely determined by
$\psi^{\phi}(X)=\sum a_{i} \otimes \phi\left(s_{i}\right)$. A similar statement holds for the reduction. We note that this implies the compatibility of the reduction map with the $\phi$-action.

Next we show that the action of geometric Frobenius on the image of (4) inside the tangent space $G^{0}[p]\left(\overline{\mathbb{F}}_{p}(\epsilon)\right)$ coincides with the action induced by Verschiebung on $G_{\mathbb{F}_{p}}^{0}[p]$. The étale algebra $A \otimes_{\mathbb{O}} \mathbb{F}_{p}$ can be written as a product of algebras of the form $\mathbb{F}_{p}[X] /(f)$ with $f$ an irreducible polynomial. An elementary calculation on the underlying rings gives the commutativity of the diagram

where $F$ denotes the absolute Frobenius on ${ }^{t} G_{\mathbb{F}_{p}}^{0}[p]$ (defined by $X \mapsto X^{p}$ ), which by duality gives the Verschiebung on $G_{\mathbb{F}_{p}}^{0}[p]$. We point out that $\phi$ leaves $\epsilon$ invariant.

Let now $\psi: \overline{\mathbb{F}}_{p}(\epsilon)[X] /\left(X^{p}-1\right) \rightarrow A \otimes_{0} \overline{\mathbb{F}}_{p}(\epsilon)$ be an $\overline{\mathbb{F}}_{p}(\epsilon)$-Hopf algebra homomorphism in the image of (3). It is uniquely given by $\psi(X)=\sum_{i} a_{i} \otimes s_{i}$, and under the identification

$$
A \otimes_{\odot} \overline{\mathbb{F}}_{p}(\epsilon) \stackrel{\alpha}{\cong} \prod_{j=1}^{h p} \overline{\mathbb{F}}_{p}(\epsilon)
$$

we get $\psi(X)=\left(1+i_{1} \epsilon, \ldots, 1+i_{h p} \epsilon\right)$ with $i_{j} \in \mathbb{F}_{p}$ as we have seen above, which is invariant under the arithmetic Frobenius of the bottom row of (5). Hence, $\phi^{-1}\left(F\left(\sum_{i} a_{i} \otimes s_{i}\right)\right)=\sum_{i} a_{i} \otimes s_{i}$, so that $F\left(\sum_{i} a_{i} \otimes s_{i}\right)=\sum_{i} a_{i} \otimes \phi\left(s_{i}\right)$. This proves that the geometric Frobenius and Verschiebung coincide on the image of (4) inside $G^{0}[p]\left(\overline{\mathbb{F}}_{p}(\epsilon)\right)$.

We now finish the proof. In Situation II, the Eichler-Shimura relation $T_{p}=$ $\langle p\rangle F+V$ holds on the special fibre of $G[p]$ (see the proof of [Gross 1990, Proposition $12.8(2)])$. Since $F$ is zero on $G_{\mathbb{F}_{p}}^{0}[p]$, we get $T_{p}=V$ on it. We obtain the theorem in this situation since $V$ coincides with $\phi$ on the image of (4), as we just saw.

In Situation I, we know that $G_{\mathbb{F}_{p}}^{0}[p]$ is naturally part of the $p$-torsion of the Jacobian of the Igusa curve $I_{1}(N)_{\mathbb{F}_{p}}$; but on the Igusa curve Verschiebung acts as $T_{p}$ (see the proof of [Gross 1990, Proposition 12.9 (2)] for both these facts). Hence, we can argue as above and get the theorem also for $p>2$.

More conceptual proof. In both situations, Theorem A. 1 of Naumann gives an isomorphism between $G^{0}[p]\left(\mathbb{Q}_{p}^{\mathrm{nr}}\left(\zeta_{p}\right)\right)$ and the Dieudonné module $M$ attached to the special fibre $G_{\mathbb{F}_{p}}^{0}[p]$. Under this isomorphism the geometric Frobenius $\phi \in$ $\operatorname{Gal}\left(\mathbb{Q}_{p}^{\mathrm{nr}}\left(\zeta_{p}\right) / \mathbb{Q}_{p}\left(\zeta_{p}\right)\right)$ on $G^{0}[p]\left(\mathbb{Q}_{p}^{\mathrm{nr}}\left(\zeta_{p}\right)\right)$ is identified with Verschiebung on the Dieudonné module. The isomorphism is compatible with the Hecke action. Using
the same citations as at the end of the direct proof one immediately concludes that the equality $T_{p}=V$ holds on the Dieudonné module $M$, finishing the proof.

Remark 3.2. (a) Conceptually, taking $\mathbb{Z}_{p}^{\mathrm{nr}}\left[\zeta_{p}\right]$-points is the same as taking $\mathbb{Z}_{p}^{\mathrm{nr}}-$ points of the Weil restriction from $\mathbb{O}$ to $\mathbb{Z}_{p}$ and similarly for $\mathbb{Q}_{p}^{\mathrm{nr}}\left(\zeta_{p}\right)$. So, we could have formulated Theorem 3.1 in terms of the Weil restriction.
(b) We point out again that we are using the conventions of [Gross 1990]. Hence, the representation on the Jacobian must be tensored by the corresponding Dirichlet character $\epsilon$ (the nebentype) in order to obtain $\rho_{\overline{\mathfrak{m}}}$ (see [Gross 1990, p. 486]).
(c) A theorem by Deligne (see, for instance, [Edixhoven 1992, Theorem 2.5] or [Gross 1990, Proposition 12.1]) describes the restriction of $\rho_{\overline{\mathrm{m}}}$ to a decomposition group at $p$ in the ordinary case as

$$
\left(\begin{array}{cc}
\chi_{p}^{k-1} \lambda\left(\epsilon(p) / a_{p}\right) & * \\
0 & \lambda\left(a_{p}\right)
\end{array}\right),
$$

where $\chi_{p}$ is the $\bmod p$ cyclotomic character, $\lambda(u)$ is the unramified character sending the arithmetic Frobenius $\operatorname{Frob}_{p}$ to $u$ and $a_{p} \equiv T_{p} \bmod \overline{\mathfrak{m}}$. When we restrict to $\operatorname{Gal}\left(\overline{\mathbb{Q}}_{p} / \mathbb{Q}_{p}\left(\zeta_{p}\right)\right)$, the cyclotomic character acts trivially and we see that Theorem 3.1 is in accordance with Deligne's description.

Let $f$ be a Katz eigenform of weight 1 over $\mathbb{F}_{p}$ with eigenvalue $a_{p}^{(1)}$ for the weight 1 Hecke operator $T_{p}^{(1)}$. As explained in [Edixhoven 2006, Section 4], one can embed $f$ into weight $p$ in two different ways. On the span in weight $p$, the Hecke operator $T_{p}$ has the eigenvalues $a_{p}$ and $\epsilon(p) / a_{p}$ and they satisfy $a_{p}^{(1)}=a_{p}+\epsilon(p) / a_{p}$ (see [Wiese 2007, Proposition 8.4]). The $\bmod p$ Galois representation attached to $f$ coincides with the one attached to a weight $p$ form. We suppose that this representation is of weight one, which is known for $p>2$ and for many cases with $p=2$ and is expected to be true without any exception. Then the characteristic polynomial of $\mathrm{Frob}_{p}$ acting on that representation equals $X^{2}-a_{p}^{(1)} X+\epsilon(p)$ and is thus like any characteristic polynomial of a modular Galois representation at any unramified prime.

## 4. Application to multiplicities

We first state a slight strengthening of a well-known theorem by Boston, Lenstra and Ribet.

Proposition 4.1 (Boston, Lenstra, Ribet). Assume we are in Situation I or II. Let $m$ be an integer. Then the $\mathbb{F}[\operatorname{Gal}(\overline{\mathbb{Q}} / \mathbb{Q})]$-module $J(\overline{\mathbb{Q}})\left[\mathfrak{m}^{(m)}\right]$ is the direct sum of $r$ copies of $\rho_{\overline{\mathfrak{m}}} \otimes \epsilon^{-1}$ for some $r \geq 1$ and Dirichlet character $\epsilon$ corresponding to $\overline{\mathfrak{m}}$.

The integer $r$ is called the multiplicity of $\rho_{\overline{\mathfrak{m}}}$ on $J(\overline{\mathbb{Q}})\left[\mathfrak{m}^{(m)}\right]$.

Proof. The same proof as in the original proposition works. More precisely, one considers the two representations $\rho_{\overline{\mathfrak{m}}}: \operatorname{Gal}(\overline{\mathbb{Q}} / \mathbb{Q}) \rightarrow \mathrm{GL}_{2}(\mathbb{F})$ and $\sigma: \operatorname{Gal}(\overline{\mathbb{Q}} / \mathbb{Q}) \rightarrow$ $\operatorname{Aut}\left(J(\overline{\mathbb{Q}})\left[\mathfrak{m}^{(m)}\right]\right)$. By Chebotarev's density theorem we know that every conjugacy class of $\operatorname{Gal}(\overline{\mathbb{Q}} / \mathbb{Q}) / \operatorname{ker}(\sigma \otimes \epsilon)$ is hit by a Frobenius element $\mathrm{Frob}_{l}$ for some $l \nmid N p m$.

The Eichler-Shimura congruence relation $T_{l}=\langle l\rangle F+V$ holds on $J_{\mathbb{F}_{l}}$ (taking $J$ here over $\mathbb{Z}\left[\frac{1}{N p}\right]$ ) for all primes $l \nmid N p m$. Hence, the minimal polynomial of Frob ${ }_{l}$ on the Jacobian divides $X^{2}-T_{l} /\langle l\rangle \cdot X+l /\langle l\rangle$. But $T_{l}$ acts as $a_{l}$ on $J(\overline{\mathbb{Q}})\left[\mathfrak{m}^{(m)}\right]$ and $X^{2}-a_{l} X+\epsilon(l) l\left(\right.$ with $\left.T_{l} \equiv a_{l} \bmod \overline{\mathfrak{m}}\right)$ is the characteristic polynomial of $\rho_{\overline{\mathrm{m}}}\left(\mathrm{Frob}_{l}\right)$. Consequently, $(\sigma \otimes \epsilon)(g)$ is annihilated by the characteristic polynomial of $\rho_{\overline{\mathfrak{m}}}(g)$ for all $g \in \operatorname{Gal}(\overline{\mathbb{Q}} / \mathbb{Q})$. Hence, Theorem 1 of [Boston et al. 1991] gives the result.

The notion of multiplicity is sometimes formulated in a way only depending on the representation and not on a particular piece of one Jacobian; see for example [Ribet and Stein 2001, Definition 3.3]. The next corollary says that one can read off multiplicities from properties of Hecke algebras.

Corollary 4.2. Assume we are in Situation I or II. Let $r$ be the multiplicity of $\rho_{\overline{\mathfrak{m}}}$ on $J(\overline{\mathbb{Q}})[\mathfrak{m}]$. Then

$$
r=\frac{1}{2}\left(\operatorname{dim}_{\mathbb{F}} \mathbb{T}_{\mathbb{F}_{p}}, \overline{\mathfrak{m}}[\overline{\mathfrak{m}}]+1\right) .
$$

Proof. Buzzard [2001] explains the exactness of the sequence

$$
0 \rightarrow G^{0}\left(\overline{\mathbb{Q}}_{p}\right)[\mathfrak{m}] \rightarrow G\left(\overline{\mathbb{Q}}_{p}\right)[\mathfrak{m}] \rightarrow G^{e}\left(\overline{\mathbb{Q}}_{p}\right)[\mathfrak{m}] \rightarrow 0 .
$$

Via Corollary 2.3 we obtain the exact sequence

$$
0 \rightarrow \mathbb{T}_{\mathbb{F}_{p}}, \overline{\mathfrak{m}}[\overline{\mathfrak{m}}] \rightarrow J\left(\overline{\mathbb{Q}}_{p}\right)[\mathfrak{m}] \rightarrow\left(\mathbb{T}_{\mathbb{F}_{p}, \overline{\mathfrak{m}}} / \overline{\mathfrak{m}}\right)^{\vee} \rightarrow 0,
$$

from which one reads off the claim by counting dimensions.
In [Buzzard 2001] Buzzard proved that the multiplicity on $J(\overline{\mathbb{Q}})[\mathfrak{m}]$ of $\rho_{\overline{\mathfrak{m}}}$ of weight one is 1 if $\rho_{\overline{\mathfrak{m}}}\left(\mathrm{Frob}_{p}\right)$ is nonscalar. We include this as a lemma.

Lemma 4.3. Assume we are in Situation I or II and $\rho_{\overline{\mathrm{m}}}$ is of weight one. If $\rho_{\overline{\mathfrak{m}}}\left(\mathrm{Frob}_{p}\right)$ is not a scalar matrix, the multiplicity of $\rho_{\overline{\mathfrak{m}}}$ on $J(\overline{\mathbb{Q}})[\mathfrak{m}]$ is 1 .

Proof. We first record that $T_{p}$ acts as a scalar (in $\mathbb{F}$ ) on $\mathbb{T}_{\mathbb{F}_{p}, \overline{\mathfrak{m}}}[\overline{\mathfrak{m}}]$. Suppose that the multiplicity $r$ of $\rho_{\overline{\mathfrak{m}}}$ on $J(\overline{\mathbb{Q}})[\mathfrak{m}]$ is greater than 1 . Then $\mathbb{T}_{\mathbb{F}_{p}, \overline{\mathfrak{m}}}[\overline{\mathfrak{m}}]=G^{0}[p](\overline{\mathbb{Q}})[\overline{\mathfrak{m}}]$ has dimension $2 r-1>1$ by (the proof of) Corollary 4.2. Hence, $\rho_{\overline{\mathrm{m}}}\left(\mathrm{Frob}_{p}\right)$ does not act as a scalar on $\mathbb{T}_{\mathbb{F}_{p}, \overline{\mathfrak{m}}}[\overline{\mathfrak{m}}]$, as it is nonscalar on $J(\overline{\mathbb{Q}})[\mathfrak{m}] \cong \rho_{\overline{\mathrm{m}}}^{r}$ by assumption. From Theorem 3.1 we obtain a contradiction, since it implies that $T_{p}$ does not act as a scalar on $\mathbb{T}_{\mathbb{F}_{p}, \overline{\mathfrak{m}}}[\overline{\mathfrak{m}}]$ either.
Theorem 4.4. Assume we are in Situation I or II and $\rho_{\overline{\mathrm{m}}}$ has weight one and $\rho_{\overline{\mathrm{m}}}\left(\mathrm{Frob}_{p}\right)$ is conjugate to $\left(\begin{array}{cc}a & * \\ 0 & a\end{array}\right)$. The following statements are equivalent:
(a) The representation $\rho_{\overline{\mathfrak{m}}}$ comes from a Katz cusp form of weight 1 on $\Gamma_{1}(N)$ over $\overline{\mathbb{F}}_{p}$ and the multiplicity of $\rho_{\overline{\mathfrak{m}}}$ on $J(\overline{\mathbb{Q}})[\mathfrak{m}]$ is 1 .

(c) $T_{p}$ does not act as a scalar on $\mathbb{T}_{\mathbb{F}_{p}, \overline{\mathfrak{m}}}\left[\overline{\mathfrak{m}}^{\prime}\right]$ (inside $J(\overline{\mathbb{Q}})\left[\mathfrak{m}^{\prime}\right] \cong \oplus \rho_{\overline{\mathfrak{m}}}$ as an $\mathbb{F}$-vector space).
(d) The multiplicity of $\rho_{\overline{\mathfrak{m}}}$ on $J(\overline{\mathbb{Q}})[\mathfrak{m}]$ is 1 , its multiplicity on $J(\overline{\mathbb{Q}})\left[\mathfrak{m}^{\prime}\right]$ is 2 , and $\rho_{\overline{\mathrm{m}}}\left(\mathrm{Frob}_{p}\right)$ is nonscalar.
Proof. (a) $\Rightarrow$ (b): By Corollary 4.2, the $\mathbb{F}$-dimension of $\mathbb{T}_{\mathbb{F}_{p}, \overline{\mathfrak{m}}}[\overline{\mathfrak{m}}]$ is 1 , hence, so is the dimension of $\mathbb{T}_{\widetilde{F}_{p}, \overline{\mathfrak{m}}}^{\vee} / \overline{\mathfrak{m}}$. Thus, Nakayama's Lemma yields that $\mathbb{T}_{\mathbb{F}_{p}, \overline{\mathrm{~m}}}$ is Gorenstein, i.e. that it is isomorphic to its dual as a module over itself. By the $q$-expansion principle, the dual is $S_{p}\left(\Gamma_{1}(N), \mathbb{F}_{p}\right)_{\overline{\mathrm{m}}}$. By [Edixhoven 2006, Propostion 6.2] or [Wiese 2007, Proposition 8.4] the existence of a corresponding weight 1 form is equivalent to $S_{p}\left(\Gamma_{1}(N), \mathbb{F}_{p}\right) \overline{\mathrm{m}}\left[\overline{\mathfrak{m}}^{\prime}\right]$ being 2-dimensional. This establishes (b), since $S_{p}\left(\Gamma_{1}(N), \mathbb{F}_{p}\right) \overline{\mathrm{m}}[\overline{\mathfrak{m}}]$, which is isomorphic to $\left(\mathbb{T}_{\mathbb{F}_{p}, \overline{\mathfrak{m}}} / \overline{\mathfrak{m}}\right)^{\vee}$, is 1-dimensional as an $\mathbb{F}$-vector space.
(b) $\Rightarrow$ (c): This is evident.
(c) $\Rightarrow$ (d): First of all, $\mathbb{T}_{\mathbb{F}_{p}, \bar{m}}\left[\overline{\mathfrak{m}}^{\prime}\right]$ is at least 2-dimensional (as an $\mathbb{F}$-vector space). From Theorem 3.1 we know that $T_{p}$ acts as the inverse of $\operatorname{Frob}_{p}$ on $G^{0}[p](\overline{\mathbb{Q}})$. We conclude that $\rho_{\overline{\mathfrak{m}}}\left(\operatorname{Frob}_{p}\right)$ cannot be scalar. Hence, Lemma 4.3 yields that the multiplicity $r$ of $\rho_{\overline{\mathfrak{m}}}$ on $J(\overline{\mathbb{Q}})[\mathfrak{m}]$ is equal to 1 . If the multiplicity $s$ of $\rho_{\overline{\mathfrak{m}}}$ on $J(\overline{\mathbb{Q}})\left[\mathfrak{m}^{\prime}\right]$ were bigger than 2 , then $\mathbb{T}_{\mathbb{F}_{p}, \overline{\mathfrak{m}}}\left[\mathfrak{m}^{\prime}\right]$ would be at least 4-dimensional by an argument as in the proof of Corollary 4.2. Then it follows that it must contain at least two linearly independent eigenvectors for $T_{p}$ corresponding to at least two copies of $\rho_{\overline{\mathfrak{m}}}$, contradicting the fact that $\mathbb{T}_{\mathbb{F}_{p}, \overline{\mathfrak{m}}}[\overline{\mathfrak{m}}]$ is 1 -dimensional.
(d) $\Rightarrow$ (a): Clearly, $\overline{\mathfrak{m}} \neq \overline{\mathfrak{m}}^{\prime}$. Hence, $\mathbb{T}_{\mathbb{F}_{p}, \overline{\mathfrak{m}}} / \overline{\mathfrak{m}} \neq \mathbb{T}_{\mathbb{F}_{p}, \overline{\mathfrak{m}}} / \overline{\mathfrak{m}}^{\prime}$ and, dually,

$$
S_{p}\left(\Gamma_{1}(N), \mathbb{F}_{p}\right) \overline{\mathrm{m}}[\overline{\mathfrak{m}}] \varsubsetneqq S_{p}\left(\Gamma_{1}(N), \mathbb{F}_{p}\right) \overline{\mathrm{m}}\left[\overline{\mathfrak{m}}^{\prime}\right],
$$

which implies the existence of a corresponding weight 1 form, again by [Edixhoven 2006, Proposition 6.2] or [Wiese 2007, Proposition 8.4].

We now state and prove the principal result of this article.
Corollary 4.5. Assume we are in Situation I or II and $\rho_{\overline{\mathfrak{m}}}$ is of weight one. If $p=2$, also assume that a weight 1 Katzform of level $N$ exists which gives rise to $\rho_{\overline{\mathrm{m}}}$.

Then the multiplicity of $\rho_{\overline{\mathfrak{m}}}$ on $J(\overline{\mathbb{Q}})[\mathfrak{m}]$ is 1 if and only if $\rho_{\overline{\mathfrak{m}}}\left(\mathrm{Frob}_{p}\right)$ is nonscalar.

Proof. By [Edixhoven 1992, Theorem 4.5] together with the remark at the end of the introduction to that article, the existence of the corresponding weight 1 form
is also guaranteed for $p>2$. First suppose that the multiplicity is 1 . If $\rho_{\overline{\mathfrak{m}}}\left(\operatorname{Frob}_{p}\right)$ has two distinct eigenvalues, then it clearly is nonscalar. If $\rho_{\overline{\mathfrak{m}}}\left(\mathrm{Frob}_{p}\right)$ is conjugate to $\left(\begin{array}{cc}a & * \\ 0 & a\end{array}\right)$, then Theorem 4.4 shows that $\rho_{\overline{\mathfrak{m}}}\left(\mathrm{Frob}_{p}\right)$ is nonscalar. On the other hand, if $\rho_{\overline{\mathrm{m}}}\left(\mathrm{Frob}_{p}\right)$ is nonscalar, Lemma 4.3 implies that the multiplicity is 1 .

The following corollary gives a different, somewhat cleaner formulation of the results on multiplicities. It suggests that instead of working with the full Hecke algebra, one should restrict to the prime-to- $p$ one.

Corollary 4.6. Assume we are in Situation I or II. If $p=2$, also assume that $\rho_{\overline{\mathrm{m}}}$ is of weight one if and only if there exists a weight 1 Katz form of level $N$ which gives rise to $\rho_{\overline{\mathrm{m}}}$.

Then the multiplicity of $\rho_{\overline{\mathrm{m}}}$ on $J(\overline{\mathbb{Q}})\left[\mathfrak{m}^{\prime}\right]$ is 1 if and only if $\rho_{\overline{\mathrm{m}}}$ is ramified at $p$.
Proof. As in the previous proof, for $p>2$ by [Edixhoven 1992, Theorem 4.5], together with the remark at the end of the introduction to that article, the existence of a weight 1 form is equivalent to the attached representation being of weight one. If $\rho_{\overline{\mathfrak{m}}}$ is ramified at $p$, the result follows from Theorem 6.1 of [Buzzard 2001]. For, it gives that $J(\overline{\mathbb{Q}})[\mathfrak{m}]$ is isomorphic to precisely one copy of $\rho_{\overline{\mathrm{m}}}$. Moreover, the localisation at $\overline{\mathfrak{m}}^{\prime}$ of $\mathbb{T}_{\mathbb{F}_{p}}$ (as a $\mathbb{T}_{\mathbb{F}_{p}}^{\prime}$-module) is equal to $\mathbb{T}_{\mathbb{F}_{p}, \overline{\mathfrak{m}}^{\prime}}^{\prime}$, as otherwise a weight one form would exist e.g. by [Wiese 2007, Proposition 8.1]. Hence, $\overline{\mathfrak{m}}=\overline{\mathfrak{m}}^{\prime}$ and $J(\overline{\mathbb{Q}})[\mathfrak{m}]=J(\overline{\mathbb{Q}})\left[\mathfrak{m}^{\prime}\right]$.

Suppose now that $\rho_{\overline{\mathfrak{m}}}$ is unramified at $p$. If $\rho_{\overline{\mathfrak{m}}}\left(\mathrm{Frob}_{p}\right)$ is scalar, it suffices to apply Corollary 4.5. If $\rho_{\overline{\mathfrak{m}}}\left(\mathrm{Frob}_{p}\right)$ is conjugate to $\left(\begin{array}{c}a \\ a \\ 0\end{array}\right)$ with $b \neq 0$, then the result is obtained from Corollary 4.5 together with the implication $(a) \Rightarrow(d)$ of Theorem 4.4. If, finally, $\rho_{\overline{\mathrm{m}}}\left(\mathrm{Frob}_{p}\right)$ has two distinct eigenvalues, then there are two maximal ideals $\mathfrak{m}=\mathfrak{m}_{1}, \mathfrak{m}_{2}$ with $\rho_{\overline{\mathfrak{m}}_{1}} \cong \rho_{\overline{\mathfrak{m}}_{2}}$, since the operator $T_{p}$ has two distinct eigenvalues on $S_{p}\left(\Gamma_{1}(N), \mathbb{F}_{p}\right)$ [ $\left.\overline{\mathfrak{m}}^{\prime}\right]$ by the formula in [Wiese 2007, Proposition 8.4], namely the same as $\rho_{\overline{\mathfrak{m}}}\left(\operatorname{Frob}_{p}\right)^{-1}$. Consequently, $J(\overline{\mathbb{Q}})\left[\mathfrak{m}_{1}\right] \oplus J(\overline{\mathbb{Q}})\left[\mathfrak{m}_{2}\right]=J(\overline{\mathbb{Q}})\left[\mathfrak{m}^{\prime}\right]$, finishing this proof.

Corollary 4.7. Assume we are in Situation I or II and $\rho_{\overline{\mathrm{m}}}$ is of weight one. Assume also that the multiplicity of $\rho_{\overline{\mathfrak{m}}}$ on $J(\overline{\mathbb{Q}})\left[\mathfrak{m}^{\prime}\right]$ is 2 . Then the following statements are equivalent.
(a) The multiplicity of $\rho_{\overline{\mathfrak{m}}}$ on $J(\overline{\mathbb{Q}})[\mathfrak{m}]$ is 1 and a weight 1 Katz form of level $N$ exists which gives rise to $\rho_{\overline{\mathrm{m}}}$.
(b) $\rho_{\overline{\mathfrak{m}}}\left(\mathrm{Frob}_{p}\right)$ is nonscalar.

Proof. We have seen the implication (a) $\Rightarrow$ (b) in Corollary 4.5. By Lemma 4.3, we obtain from $\rho_{\overline{\mathfrak{m}}}\left(\mathrm{Frob}_{p}\right)$ being nonscalar that the multiplicity of $\rho_{\overline{\mathfrak{m}}}$ on $J(\overline{\mathbb{Q}})[\mathfrak{m}]$ is 1 . From the assumption the inequality $\overline{\mathfrak{m}} \neq \overline{\mathfrak{m}}^{\prime}$ follows, implying the existence of the weight 1 form as above by [Edixhoven 2006, Proposition 6.2] or [Wiese 2007, Proposition 8.4].

If one could prove that the multiplicity of $\rho_{\overline{\mathfrak{m}}}$ on $J(\overline{\mathbb{Q}})\left[\mathfrak{m}^{\prime}\right]$ is always equal to 2 in the unramified situation, Corollary 4.7 would extend weight lowering for $p=2$ to $\rho_{\overline{\mathrm{m}}}\left(\mathrm{Frob}_{p}\right)$ being nonscalar.

## Appendix

by Niko Naumann
Let $p$ be a prime, $A:=\mathbb{Z}_{p}, A^{\prime}:=\mathbb{Z}_{p}\left[\zeta_{p}\right], K:=\mathbb{Q}_{p}, K^{\prime}:=\mathbb{Q}_{p}\left(\zeta_{p}\right)$ and $K^{\prime} \subseteq$ $\bar{K}$ an algebraic closure. We have the inertia subgroup $I \subseteq G_{K^{\prime}}:=\operatorname{Gal}\left(\bar{K} / K^{\prime}\right)$ and for a $G_{K^{\prime}}$-module $V$ we denote by $\tau$ the geometric Frobenius acting on the inertia invariants $V^{I}$. If $G / A^{\prime}$ is a finite flat group-scheme, always assumed to be commutative, we denote by $M$ the Dieudonné module of its special fiber and by $V: M \rightarrow M$ the Verschiebung.

Theorem A.1. Let $G / A^{\prime}$ be a finite flat group-scheme which is connected with étale Cartier dual and annihilated by multiplication with $p$. Then $G(\bar{K})^{I}=G(\bar{K})$ and there is an isomorphism $\phi: G(\bar{K})^{I} \rightarrow M$ of $\mathbb{F}_{p}$-vector spaces such that $\phi \circ \tau=V \circ \phi$.

The assumption that $p G=0$ cannot be dropped:
Proposition A.2. For every $n \geq 2$ there is a finite flat group-scheme $G / A^{\prime}$ of order $p^{n}$ which is connected with an étale dual and such that $G(\bar{K})^{I} \simeq \mathbb{Z} / p \mathbb{Z}$ with $\tau$ acting trivially and $V \neq 1$ on the Dieudonné module of the special fiber of $G$.

Proof of Theorem A.1. Denoting by $G^{\prime}$ the Cartier dual of $G / A^{\prime}$ we have an isomorphism of $G_{K^{\prime}}$-modules

$$
G(\bar{K}) \simeq \operatorname{Hom}\left(G^{\prime}(\bar{K}), \mu_{p^{\infty}}(\bar{K})\right) \stackrel{\left(p G^{\prime}=0\right)}{=} \operatorname{Hom}\left(G^{\prime}(\bar{K}), \mu_{p}(\bar{K})\right) .
$$

Since $G^{\prime}(\bar{K})$ is unramified because $G / A^{\prime}$ is étale and $\mu_{p}(\bar{K})$ is unramified because $\zeta_{p} \in K^{\prime}$ we see that $G(\bar{K})^{I}=G(\bar{K})$. Letting $p^{n}$ denote the order of $G$ we have $\operatorname{dim}_{\mathbb{F}_{p}} G(\bar{K})^{I}=\operatorname{dim}_{\mathbb{F}_{p}} G(\bar{K})=n=\operatorname{dim}_{\mathbb{F}_{p}} M$.

In the rest of the proof we use the explicit quasi-inverse to J.-M. Fontaine's functor associating with $G$ a finite Honda system in order to determine the action of $\tau$ on $G(\bar{K})^{I}$ [Fontaine 1977; Conrad 1999].

Let $(M, L)$ be the finite Honda system over $A^{\prime}$ associated with $G / A^{\prime}$. Recall that $M$ is the Dieudonné module of the special fiber of $G$ and $L \subseteq M_{A^{\prime}}$ is an $A^{\prime}$ submodule where $M_{A^{\prime}}$ is an $A^{\prime}$-module functorially associated with $M$ [Fontaine 1977, Chapter IV, Section 2]. We claim that $L=M_{A^{\prime}}$ : Let $\mathrm{m} \subseteq A^{\prime}$ denote the maximal ideal. Using the notation of [Conrad 1999, Section 2], the defining epimorphism of $A^{\prime}$-modules $M_{A^{\prime}} \rightarrow \operatorname{coker}\left(\mathscr{F}_{M}\right)$ factors through an epimorphism $M_{A^{\prime}} / \mathrm{m} M_{A^{\prime}} \rightarrow \operatorname{coker}\left(\mathscr{F}_{M}\right)$ because $\mathrm{m} \cdot \operatorname{coker}\left(\mathscr{F}_{M}\right)=0[$ Conrad 1999, Lemma 2.4].

Denoting by $l$ the length of a module we have

$$
l_{A^{\prime}}\left(\operatorname{coker}\left(\mathscr{F}_{M}\right)\right)=l_{A}(\operatorname{ker} F)=l_{A}(\operatorname{ker}(p: M \rightarrow M))=l_{A}(M)=n
$$

where the first equality follows from [Conrad 1999, 2.4], the second because $\operatorname{ker} F=\operatorname{ker}(p: M \rightarrow M)$ since $V$ is bijective, and the third since $p M=0$. On the other hand, the canonical morphism of $A^{\prime}$-modules $\iota_{M}: M \otimes_{A} A^{\prime} \rightarrow M_{A^{\prime}}$ is an isomorphism by [Fontaine 1977, Chapter IV, Proposition 2.5] using again that $V$ is bijective. Thus

$$
l_{A^{\prime}}\left(M_{A^{\prime}} / \mathrm{m} M_{A^{\prime}}\right)=l_{A^{\prime}}\left(M \otimes_{A} A^{\prime} / \mathrm{m}\right)=l_{A^{\prime}}(M / p M)=l_{A}(M)=n
$$

and $M_{A^{\prime}} / \mathrm{m} M_{A^{\prime}} \xrightarrow{\simeq} \operatorname{coker}\left(\mathscr{F}_{M}\right)$. Since $L / \mathrm{m} L \xrightarrow{\simeq} \operatorname{coker}\left(\mathscr{F}_{M}\right)$ holds for every finite Honda system we see that the inclusion $L \subseteq M_{A^{\prime}}$ induces an isomorphism $L / \mathrm{m} L^{\simeq} \xrightarrow{\leftrightarrows} M_{A^{\prime}} / \mathrm{m} M_{A^{\prime}}$ and Nakayama's lemma implies that $L=M_{A^{\prime}}$.

Fix $\pi \in \bar{K}$ with $\pi^{p-1}=-p$, then $K^{\prime}=K(\pi)$ : This is obvious for $p=2$ and for $p \neq 2$ it follows from local class field theory and the norm computation $\mathrm{N}_{K}^{K^{\prime}}\left(\zeta_{p}-1\right)=\mathrm{N}_{K}^{K(\pi)}(\pi)=p$. Note that $\pi \in A^{\prime}$ is a local uniformizer. Let $K^{\prime u r}$ denote the completion of the maximal unramified extension of $K^{\prime}$ inside $\bar{K}$ and $0 \subseteq K^{\prime u r}$ its ring of integers.

By [Fontaine 1977, Remarque on p. 218] and the fact that $L=M_{A^{\prime}}$ we see that reduction induces an isomorphism

$$
\begin{align*}
G(\bar{K})^{I}=G\left(K^{\prime u r}\right)= & G(\mathbb{O}) \\
& \xrightarrow{\simeq}\left\{\phi \in \operatorname{Hom}_{\mathrm{D}_{\mathbb{F}_{p}}}\left(M, \mathrm{CW}_{\mathbb{F}_{p}}\left(\pi \mathbb{O} / \pi^{2} \mathbb{O}\right)\right) \mid w^{\prime c} \circ \phi_{A^{\prime}}=0\right\} \tag{1}
\end{align*}
$$

where $\mathrm{D}_{\mathbb{F}_{p}}=\mathbb{F}_{p}[F, V]$ is the Dieudonné ring, CW denotes Witt covectors [Fontaine 1977, Chapter II, Section 1],

$$
w^{\prime c}: \mathrm{CW}_{\mathbb{F}_{p}}\left(\pi \mathbb{O} / \pi^{2} \mathbb{O}\right)_{A^{\prime}} \rightarrow K^{\prime u r} / \pi^{2} \mathbb{O}
$$

is as in [Fontaine 1977, Chapter IV, Section 3] and $\phi_{A^{\prime}}: M_{A^{\prime}} \rightarrow \mathrm{CW}_{\mathbb{F}_{p}}\left(\pi \mathbb{O} / \pi^{2} \mathbb{O}\right)_{A^{\prime}}$ is induced by $\phi$. By construction of $w^{\prime c}$ we have for $\phi \in \operatorname{Hom}_{\mathrm{D}_{\tilde{F}_{p}}}\left(M, \mathrm{CW}_{\mathbb{F}_{p}}\left(\pi \mathbb{O} / \pi^{2} \mathbb{O}\right)\right)$ a commutative diagram

in which

$$
w^{c}\left(\left(x_{-n}\right)_{n \geq 0}\right)=\sum_{n=0}^{\infty} p^{-n} \hat{x}_{-n}^{p^{n}}
$$

with $\hat{x}_{-n} \in \pi \mathbb{O}$ lifting $x_{-n}, \tilde{w}=w^{c} \otimes 1$ is the $A^{\prime}$-linear extension of $w^{c}$ and ${ }^{\iota} \mathrm{CW}_{\mathbb{F}_{p}}\left(\pi 0 / \pi^{2} \mathbb{O}\right)$ is surjective by [Fontaine 1977, Chapter IV, Proposition 2.5] since $\mathrm{CW}_{\mathbb{F}_{p}}\left(\pi \mathbb{O} / \pi^{2} \mathbb{O}\right)$ is $V$-divisible. It is easy to see that we have

$$
\begin{equation*}
w^{c} \circ \phi_{A^{\prime}}=0 \Leftrightarrow w^{c} \circ \phi=0 \tag{2}
\end{equation*}
$$

Combining (2) and (1) we obtain an isomorphism

$$
\begin{equation*}
G(\bar{K})^{I} \xrightarrow{\simeq}\left\{\phi \in \operatorname{Hom}_{\mathrm{D}_{\mathbb{F}_{p}}}\left(M, \mathrm{CW}_{\mathbb{F}_{p}}\left(\pi \mathbb{O} / \pi^{2} \mathbb{O}\right)\right) \mid w^{c} \circ \phi=0\right\} . \tag{3}
\end{equation*}
$$

Now we need to study $\operatorname{ker}\left(w^{c}\right)$. We will use the isomorphism of $\overline{\mathbb{F}}_{p}$-vector spaces

$$
\begin{equation*}
\pi \mathbb{O} / \pi^{2} \mathbb{O} \xrightarrow{: \pi} \mathbb{O} / \pi \mathbb{O} \simeq \overline{\mathbb{F}}_{p} \tag{4}
\end{equation*}
$$

to describe elements of $\mathrm{CW}_{\mathbb{F}_{p}}\left(\pi \mathbb{O} / \pi^{2} \mathbb{O}\right)$ as covectors $\left(y_{-n}\right)_{n \geq 0}$ with $y_{-n} \in \overline{\mathbb{F}}_{p}$. Of course, since (4) is not multiplicative, some care has to be taken with this. We denote by $\sigma: \overline{\mathbb{F}}_{p} \rightarrow \overline{\mathbb{F}}_{p}, \sigma(x)=x^{p}$ the absolute Frobenius and claim that

$$
\begin{equation*}
\operatorname{ker}\left(w^{c}\right)=\left\{\left(y_{-n}\right)_{n} \mid y_{-n} \in \overline{\mathbb{F}}_{p}, y_{-1}=y_{0}^{\sigma^{-1}}\right\} \tag{5}
\end{equation*}
$$

To see this, let $\left(x_{-n}\right)_{n} \in \mathrm{CW}_{\mathbb{F}_{p}}\left(\pi \mathbb{O} / \pi^{2} \mathbb{O}\right)$ be given, choose $\hat{x}_{-n} \in \pi \mathbb{O}$ lifting $x_{-n}$ and write $\hat{x}_{-n}=\pi \hat{y}_{-n}$ with $\hat{y}_{-n} \in \mathbb{O}$. Then we compute in $K^{\prime u r} / \pi^{2} \mathbb{O}$ :
$w^{c}\left(\left(x_{-n}\right)\right)=\sum_{n=0}^{\infty} p^{-n}\left(\pi \hat{y}_{-n}\right)^{p^{n}\left(\pi^{p-1}=-p\right)}=\sum_{n=0}^{\infty}(-1)^{n} \pi^{p^{n}-n(p-1)} \hat{y}_{-n}^{p^{n}}=\pi\left(\hat{y}_{0}-\hat{y}_{-1}^{p}\right)$,
using that $p^{n}-n(p-1) \geq 2$ for all $n \geq 2$. Now (5) is obvious.
Next, we claim that the subset

$$
\begin{equation*}
\mathrm{CW}_{\mathbb{F}_{p}}\left(\pi \mathbb{O} / \pi^{2} \mathbb{O}\right) \supseteq \mathcal{M}:=\left\{\left(y_{0}^{\sigma^{-n}}\right)_{n \geq 0} \mid y_{0} \in \overline{\mathbb{F}}_{p}\right\} \tag{6}
\end{equation*}
$$

is a $\mathrm{D}_{\mathbb{F}_{p}}$-submodule. First note that $F=0$ on $\mathrm{CW}_{\mathbb{F}_{p}}\left(\pi \mathbb{O} / \pi^{2} \mathbb{O}\right)$ so we will consider it as a $\mathrm{D}_{\mathbb{F}_{p}} / F=\mathbb{F}_{p}[V]$-module in the following. Since all products in $\pi \mathbb{O} / \pi^{2} \mathbb{O}$ are zero we have

$$
\left(x_{-n}\right)+\left(y_{-n}\right)=\left(x_{-n}+y_{-n}\right)
$$

in $\mathrm{CW}_{\mathbb{F}_{p}}\left(\pi \mathbb{O} / \pi^{2} \mathbb{O}\right)$ and $\mathcal{M}$ is indeed a $\mathbb{F}_{p}$-submodule, visibly stable under $V$.
We claim that the inclusion (6) induces an isomorphism

$$
\begin{equation*}
\operatorname{Hom}_{\mathbb{F}_{p}[V]}(M, \mathcal{M}) \xrightarrow{\simeq}\left\{\phi \in \operatorname{Hom}_{\mathrm{D}_{F_{p}}}\left(M, \mathrm{CW}_{\mathbb{F}_{p}}\left(\pi \mathbb{O} / \pi^{2} \mathbb{O}\right)\right) \mid w^{c} \circ \phi=0\right\} \tag{7}
\end{equation*}
$$

Since $M \subseteq \operatorname{ker}\left(w^{c}\right)$ by (5) we only need to see that an $\mathbb{F}_{p}[V]$-linear morphism

$$
\phi: M \rightarrow \mathrm{CW}_{\mathbb{F}_{p}}\left(\pi \mathbb{O} / \pi^{2} \mathbb{O}\right)
$$

with $\phi(M) \subseteq \operatorname{ker}\left(w^{c}\right)$ factors through $\mathcal{M}$ : For every $m \in M$ and $n \geq 0$ we have, writing $\phi(m)=:\left(y_{-n}\right)$ with $y_{-n} \in \overline{\mathbb{F}}_{p}$,

$$
0=w^{c}\left(\phi\left(V^{n} m\right)\right)=w^{c}\left(V^{n}(\phi(m))\right)=w^{c}\left(\left(\ldots, y_{-n-1}, y_{-n}\right)\right),
$$

thus $y_{-n-1}=y_{-n}^{\sigma_{-1}^{-1}}$ by (5) and as this is true for every $n \geq 0$ we get $\phi(m) \in \mathcal{M}$.
To proceed, note that

$$
\begin{equation*}
\mathcal{M} \rightarrow \overline{\mathbb{F}}_{p},\left(y_{0}^{\sigma^{-n}}\right) \mapsto y_{0} \tag{8}
\end{equation*}
$$

is an isomorphism of $\mathbb{F}_{p}[V]$-modules if one defines $V(\alpha):=\alpha^{\sigma^{-1}}$ for $\alpha \in \overline{\mathbb{F}}_{p}$. Denoting by $\Phi: G(\bar{K})^{I} \xrightarrow{\sim} \operatorname{Hom}_{\mathbb{F}_{p}[V]}\left(M, \overline{\mathbb{F}}_{p}\right)$ the isomorphism obtained by combining (3), (7) and (8), by construction we have a commutative diagram


Let $e_{i}\left(\right.$ resp. $\left.\phi_{i}\right)(1 \leq i \leq n)$ be an $\mathbb{F}_{p}$-basis of $M\left(\right.$ resp. $\left.\operatorname{Hom}_{\mathbb{F}_{p}[V]}\left(M, \overline{\mathbb{F}}_{p}\right)\right)$ and define $V e_{i}=: \sum_{j} a_{i j} e_{j}$, hence $A:=\left(a_{i j}\right) \in \mathrm{Gl}_{n}\left(\mathbb{F}_{p}\right), \psi_{i}:=\operatorname{Hom}\left(V, \overline{\mathbb{F}}_{p}\right)\left(\phi_{i}\right)=: \sum_{j} b_{i j} \phi_{j}$, hence $B:=\left(b_{i j}\right) \in \mathrm{Gl}_{n}\left(\mathbb{F}_{p}\right)$ and $C:=\left(\phi_{i}\left(e_{j}\right)\right) \in \mathrm{Gl}_{n}\left(\overline{\mathbb{F}}_{p}\right)$. By definition, $A$ is a representing matrix of $V: M \rightarrow M$ and by (9) $B$ is a representing matrix for $\tau$. So we will be done if we can show that $A$ and $B$ are conjugate over $\mathbb{F}_{p}$.

From the computation $\psi_{i}\left(e_{j}\right)=\phi_{i}\left(V e_{j}\right)=\sum_{k} a_{j k} \phi_{i}\left(e_{k}\right)=\sum_{k} b_{i k} \phi_{k}\left(e_{j}\right)$ we obtain ${ }^{t} A=C^{-1} B C$. Now recall that over every field $\kappa$ two square matrices with coefficients in $\kappa$ which are conjugate over an algebraic closure of $\kappa$ are conjugate over $\kappa$ and, furthermore, that every square matrix with coefficient in $\kappa$ is conjugate, over $\kappa$, to its transpose. Hence $A$ is indeed conjugate to $B$ over $\mathbb{F}_{p}$.

Remark A.3. Inspecting the proof we see that for $G / A^{\prime}$ connected with étale dual (not necessarily annihilated by $p$ ) we have a commutative diagram


Proof of Proposition A.2. Define a finite Honda system over $A^{\prime}$ by

$$
\begin{aligned}
M & :=\mathbb{Z} / p^{n} \mathbb{Z}, \quad 1 \neq V \in 1+p\left(\mathbb{Z} / p^{n} \mathbb{Z}\right) \subseteq\left(\mathbb{Z} / p^{n} \mathbb{Z}\right)^{*}=\operatorname{Aut}_{\mathbb{Z}_{p}}(M), \\
F & :=p V^{-1}, \\
L & :=M_{A^{\prime}} .
\end{aligned}
$$

It is easy to see that this is indeed a finite Honda system. For the corresponding group $G / A^{\prime}$ we have by Remark A. 3

$$
G(\bar{K})^{I} \simeq \operatorname{Hom}_{\mathbb{F}_{p}[V]}\left(M / F M, \overline{\mathbb{F}}_{p}\right)=\overline{\mathbb{F}}_{p}^{V=1}=\mathbb{F}_{p}
$$

with trivial geometric Frobenius. Note that $V$ is the identity on $M / F M$, but $V \neq 1$.
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# Functional equations for Mahler measures of genus-one curves 

Matilde N. Lalin and Mathew D. Rogers


#### Abstract

In this paper we will establish functional equations for Mahler measures of families of genus-one two-variable polynomials. These families were previously studied by Beauville, and their Mahler measures were considered by Boyd, Rodriguez Villegas, Bertin, Zagier, and Stienstra. Our functional equations allow us to prove identities between Mahler measures that were conjectured by Boyd. As a corollary, we also establish some new transformations for hypergeometric functions.


## 1. History and introduction

The goal of this paper is to establish identities between the logarithmic Mahler measures of polynomials with zero varieties corresponding to genus-one curves. Recall that the logarithmic Mahler measure (which we shall henceforth simply refer to as the Mahler measure) of an $n$-variable Laurent polynomial $P\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ is defined by

$$
\mathrm{m}\left(P\left(x_{1}, \ldots, x_{n}\right)\right)=\int_{0}^{1} \ldots \int_{0}^{1} \log \left|P\left(\mathrm{e}^{2 \pi \mathrm{i} \theta_{1}}, \ldots, \mathrm{e}^{2 \pi \mathrm{i} \theta_{n}}\right)\right| \mathrm{d} \theta_{1} \ldots \mathrm{~d} \theta_{n}
$$

Many difficult questions surround the special functions defined by Mahler measures of elliptic curves.

The first example of the Mahler measure of a genus-one curve was studied in [Boyd 1998; Deninger 1997]. Boyd found that

$$
\begin{equation*}
\mathrm{m}\left(1+x+\frac{1}{x}+y+\frac{1}{y}\right) \stackrel{?}{=} L^{\prime}(E, 0) \tag{1-1}
\end{equation*}
$$

where $E$ denotes the elliptic curve of conductor 15 that is the projective closure of $1+x+1 / x+y+1 / y=0$. As usual, $L(E, s)$ is its $L$-function, and the question mark above the equals sign indicates numerical equality verified up to 28 decimal places.

[^6]Deninger [1997] gave an interesting interpretation of this formula. He obtained the Mahler measure by evaluating the Bloch regulator of an element $\{x, y\}$ from a certain $K$-group. In other words, the Mahler measure is given by a value of an Eisenstein-Kronecker series. Therefore Bloch's and Beilinson's conjectures predict that

$$
\mathrm{m}\left(1+x+\frac{1}{x}+y+\frac{1}{y}\right)=c L^{\prime}(E, 0),
$$

where $c$ is some rational number. Let us add that, even if Beilinson's conjectures were known to be true, this would not suffice to prove equality ( $1-1$ ), since we still would not know the height of the rational number $c$.

This picture applies to other situations as well. Boyd [1998] performed extensive numerical computations within the family of polynomials $k+x+1 / x+y+1 / y$, as well as within some other genus-one families. Boyd's numerical searches led him to conjecture identities such as

$$
\begin{aligned}
& \mathrm{m}\left(5+x+\frac{1}{x}+y+\frac{1}{y}\right) \stackrel{?}{=} 6 \mathrm{~m}\left(1+x+\frac{1}{x}+y+\frac{1}{y}\right), \\
& \mathrm{m}\left(8+x+\frac{1}{x}+y+\frac{1}{y}\right) \stackrel{?}{=} 4 \mathrm{~m}\left(2+x+\frac{1}{x}+y+\frac{1}{y}\right) .
\end{aligned}
$$

Boyd conjectured conditions predicting when formulas like (1-1) should exist for the Mahler measures of polynomials with integral coefficients. This was further studied by Rodriguez Villegas [1999], who interpreted these conditions in the context of Bloch's and Beilinson's conjectures. He also used modular forms to express the Mahler measures as Kronecker-Eisenstein series in more general cases. In turn, this allowed him to prove some equalities such as

$$
\begin{align*}
& \mathrm{m}\left(4 \sqrt{2}+x+\frac{1}{x}+y+\frac{1}{y}\right)=L^{\prime}\left(E_{4 \sqrt{2}}, 0\right)  \tag{1-2}\\
& \mathrm{m}\left(3 \sqrt{2}+x+\frac{1}{x}+y+\frac{1}{y}\right)=q L^{\prime}\left(E_{3 \sqrt{2}}, 0\right) \tag{1-3}
\end{align*}
$$

where $q$ is a rational number that is (numerically) equal to $5 / 2$. The first equality can be proved using the fact that the corresponding elliptic curve has complex multiplication, and therefore the conjectures are known for this case due to Bloch [2000]. The second equality depends on the fact that one has the modular curve $X_{0}(24)$, and the conjectures then follow from a result of Beilinson.

Rodriguez Villegas [2002] subsequently used the relationship between Mahler measures and regulators to prove a conjecture of Boyd [1998]:

$$
\mathrm{m}\left(y^{2}+2 x y+y-x^{3}-2 x^{2}-x\right)=\frac{5}{7} \mathrm{~m}\left(y^{2}+4 x y+y-x^{3}+x^{2}\right) .
$$

He proved this identity without actually expressing the Mahler measures in terms of $L$-series. Bertin [2004] has also proved similar identities using these ideas.

Although the conjecture in (1-1) remains open, we will in fact prove two of Boyd's other conjectures this paper.

Theorem 1.1. Assume that $q=5 / 2$ in (1-3). Then

$$
\begin{align*}
& \mathrm{m}\left(2+x+\frac{1}{x}+y+\frac{1}{y}\right)=L^{\prime}\left(E_{3 \sqrt{2}}, 0\right)  \tag{1-4}\\
& \mathrm{m}\left(8+x+\frac{1}{x}+y+\frac{1}{y}\right)=4 L^{\prime}\left(E_{3 \sqrt{2}}, 0\right) \tag{1-5}
\end{align*}
$$

Our proof of this combines two interesting functional equations for the function

$$
m(k):=\mathrm{m}\left(k+x+\frac{1}{x}+y+\frac{1}{y}\right) .
$$

Kurokawa and Ochiai [2005] recently proved the first functional equation, which says that, if $k \in \mathbb{R} \backslash\{0\}$,

$$
\begin{equation*}
m\left(4 k^{2}\right)+m\left(\frac{4}{k^{2}}\right)=2 m\left(2\left(k+\frac{1}{k}\right)\right) . \tag{1-6}
\end{equation*}
$$

In Section 3 we use regulators to give a new proof of Equation (1-6). We will also prove a second functional equation in Section 2.1 using $q$-series. In particular, if $k$ is nonzero and $|k|<1$,

$$
\begin{equation*}
m\left(2\left(k+\frac{1}{k}\right)\right)+m\left(2\left(\mathrm{i} k+\frac{1}{\mathrm{i} k}\right)\right)=m\left(\frac{4}{k^{2}}\right) . \tag{1-7}
\end{equation*}
$$

Theorem 1.1 follows from setting $k=1 / \sqrt{2}$ in both identities, and then showing that $5 m(\mathrm{i} \sqrt{2})=3 m(3 \sqrt{2})$. We have proved this final equality in Section 3.6.

This paper is divided into two sections of roughly equal length. In Section 2 we prove more identities like (1-7), which arise from expanding Mahler measures in $q$-series. In particular, we look at identities for four special functions defined by the Mahler measures of genus-one curves (see Equations (2-1) through (2-4) for notation). Equation (2-14) is undoubtedly the most important result in this part of the paper, since it implies that infinitely many identities like (1-7) exist. Sections 2.1 and 2.2 are mostly devoted to transforming special cases of (2-14) into interesting identities between the Mahler measures of rational polynomials. While the theorems in those subsections rely heavily on Ramanujan's theory of modular equations to alternative bases, we have attempted to maximize readability by eliminating $q$-series manipulation wherever possible. Finally, we have devoted Section 2.3 to proving some useful computational formulas. As a corollary we
establish several new transformations for hypergeometric functions, including

$$
\begin{align*}
& \sum_{n=0}^{\infty}\left(\frac{k(1-k)^{2}}{(1+k)^{2}}\right)^{n} \sum_{j=0}^{n}\binom{n}{j}^{2}\binom{n+j}{j} \\
& =\frac{(1+k)^{2}}{\sqrt{\left(1+k^{2}\right)\left(\left(1-k-k^{2}\right)^{2}-5 k^{2}\right)}} \\
& \quad \times{ }_{2} F_{1}\left(\frac{1}{4}, \frac{3}{4} ; 1 ; \frac{64 k^{5}\left(1+k-k^{2}\right)}{\left(1+k^{2}\right)^{2}\left(\left(1-k-k^{2}\right)^{2}-5 k^{2}\right)^{2}}\right) . \tag{1-8}
\end{align*}
$$

We have devoted Section 3 to further studying the relationship between Mahler measures and regulators. We show how to recover the Mahler measure $q$-series expansions and the Kronecker-Eisenstein series directly from Bloch's formula for the regulator. This in turn shows that the Mahler measure identities can be viewed as consequences of functional identities for the elliptic dilogarithm.

Many of the identities in this paper can be interpreted from both a regulator perspective and from a $q$-series perspective. The advantage of the $q$-series approach is that it simplifies the process of finding new identities. The fundamental result in Section 2, Equation (2-14), follows easily from the Mahler measure $q$ series expansions. Unfortunately the $q$-series approach does not provide an easy way to explain identities like (1-6). Unlike most of the other formulas in Section 2, Kurokawa's and Ochiai's result does not follow from (2-14). An advantage of the regulator approach, is that it enables us to construct proofs of both (1-6) and (1-7) from a unified perspective. Additionally, the regulator approach seem to provide the only way to prove the final step in Theorem 1.1, namely to show that $5 m(\mathrm{i} \sqrt{2})=3 m(3 \sqrt{2})$. Thus, a complete view of this subject matter should incorporate both regulator and $q$-series perspectives.

## 2. Mahler measures and $\boldsymbol{q}$-series

We will consider four important functions defined by Mahler measures:

$$
\begin{align*}
& \mu(t)=\mathrm{m}\left(\frac{4}{\sqrt{t}}+x+\frac{1}{x}+y+\frac{1}{y}\right),  \tag{2-1}\\
& n(t)=\mathrm{m}\left(x^{3}+y^{3}+1-\frac{3}{t^{1 / 3}} x y\right),  \tag{2-2}\\
& g(t)=\mathrm{m}\left((x+y)(x+1)(y+1)-\frac{1}{t} x y\right),  \tag{2-3}\\
& r(t)=\mathrm{m}\left((x+y+1)(x+1)(y+1)-\frac{1}{t} x y\right) . \tag{2-4}
\end{align*}
$$

Throughout Section 2 we will use the notation $\mu(t)=m(4 / \sqrt{t})$ for convenience. Recall from [Rodriguez Villegas 1999] and [Stienstra 2006] that each of these functions has a simple $q$-series expansion when $t$ is parameterized correctly. To summarize, if we let $(x ; q)_{\infty}=(1-x)(1-x q)\left(1-x q^{2}\right) \ldots$, and

$$
\begin{align*}
& M(q)=16 q \frac{(q ; q)_{\infty}^{8}\left(q^{4} ; q^{4}\right)_{\infty}^{16}}{\left(q^{2} ; q^{2}\right)_{\infty}^{24}}  \tag{2-5}\\
& N(q)=\frac{27 q\left(q^{3} ; q^{3}\right)_{\infty}^{12}}{(q ; q)_{\infty}^{12}+27 q\left(q^{3} ; q^{3}\right)_{\infty}^{12}}  \tag{2-6}\\
& G(q)=q^{1 / 3} \frac{\left(q ; q^{2}\right)_{\infty}}{\left(q^{3} ; q^{6}\right)_{\infty}^{3}}  \tag{2-7}\\
& R(q)=q^{1 / 5} \frac{\left(q ; q^{5}\right)_{\infty}\left(q^{4} ; q^{5}\right)_{\infty}}{\left(q^{2} ; q^{5}\right)_{\infty}\left(q^{3} ; q^{5}\right)_{\infty}} \tag{2-8}
\end{align*}
$$

then for $|q|$ sufficiently small,

$$
\begin{align*}
& \mu(M(q))=-\operatorname{Re}\left(\frac{1}{2} \log (q)+2 \sum_{j=1}^{\infty} j \chi_{-4}(j) \log \left(1-q^{j}\right)\right)  \tag{2-9}\\
& n(N(q))=-\operatorname{Re}\left(\frac{1}{3} \log (q)+3 \sum_{j=1}^{\infty} j \chi_{-3}(j) \log \left(1-q^{j}\right)\right)  \tag{2-10}\\
& g\left(G^{3}(q)\right)=-\operatorname{Re}\left(\log (q)+\sum_{j=1}^{\infty}(-1)^{j-1} j \chi_{-3}(j) \log \left(1-q^{j}\right)\right)  \tag{2-11}\\
& r\left(R^{5}(q)\right)=-\operatorname{Re}\left(\log (q)+\sum_{j=1}^{\infty} j \operatorname{Re}\left((2-\mathrm{i}) \chi_{r}(j)\right) \log \left(1-q^{j}\right)\right) \tag{2-12}
\end{align*}
$$

In particular, $\chi_{-3}(j)$ and $\chi_{-4}(j)$ are the usual Dirichlet characters, and $\chi_{r}(j)$ is the character of conductor five with $\chi_{r}(2)=\mathrm{i}$. We have used the notation $G(q)$ and $R(q)$, as opposed to something like $\tilde{G}(q)=G^{3}(q)$, in order to preserve Ramanujan's notation. As usual, $G(q)$ corresponds to Ramanujan's cubic continued fraction, and $R(q)$ corresponds to the Rogers-Ramanujan continued fraction [Andrews and Berndt 2005].

The first important application of the $q$-series expansions is that they can be used to calculate the Mahler measures numerically. For example, we can calculate $\mu(1 / 10)$ with Equation (2-9), provided that we can first determine a value of $q$ for which $M(q)=1 / 10$. Fortunately, the theory of elliptic functions shows that if
$\alpha=M(q)$, then

$$
\begin{equation*}
q=\exp \left(-\pi \frac{2 F_{1}\left(\frac{1}{2}, \frac{1}{2} ; 1 ; 1-\alpha\right)}{{ }_{2} F_{1}\left(\frac{1}{2}, \frac{1}{2} ; 1 ; \alpha\right)}\right) \tag{2-13}
\end{equation*}
$$

Using Equation (2-13) we easily compute $q=.01975 \ldots$, and it follows that $\mu(1 / 10)=2.524718 \ldots$ The function defined in Equation (2-13) is called the elliptic nome, and is sometimes denoted by $q_{2}(\alpha)$. Theorem 2.6 provides similarly explicit inversion formulas for Equations (2-5) through (2-8).

The second, and perhaps more significant fact that follows from these $q$-series, is that linear dependencies exist between the Mahler measures. In particular, if

$$
f(q) \in\left\{\mu(M(q)), n(N(q)), g\left(G^{3}(q)\right), r\left(R^{5}(q)\right)\right\},
$$

then for an appropriate prime $p$

$$
\begin{equation*}
\sum_{j=0}^{p-1} f\left(\mathrm{e}^{2 \pi \mathrm{i} j / p} q\right)=\left(1+p^{2} \chi(p)\right) f\left(q^{p}\right)-p \chi(p) f\left(q^{p^{2}}\right) \tag{2-14}
\end{equation*}
$$

where $\chi(j)$ is the character from the relevant $q$-series. The prime $p$ satisfies the restriction that $p \neq 2$ when $f(q)=g\left(G^{3}(q)\right)$, and $p \not \equiv 2,3(\bmod 5)$ when $f(q)=$ $r\left(R^{5}(q)\right)$. The astute reader will immediately recognize that (2-14) is essentially a Hecke eigenvalue equation. A careful analysis of the exceptional case that occurs when $p=2$ and $f(q)=g\left(G^{3}(q)\right)$ leads to the important and surprising inverse relation:

$$
\begin{align*}
3 n(N(q)) & =g\left(G^{3}(q)\right)-8 g\left(G^{3}(-q)\right)+4 g\left(G^{3}\left(q^{2}\right)\right), \\
3 g\left(G^{3}(q)\right) & =n(N(q))+4 n\left(N\left(q^{2}\right)\right) . \tag{2-15}
\end{align*}
$$

In the next two subsections we discuss methods for transforming (2-14) and (2-15) into so-called functional equations.
2.1. Functional equations from modular equations. Since the primary goal of this paper is to find relations between the Mahler measures of rational (or at least algebraic) polynomials, we will require modular equations to simplify our results. For example, consider (2-14) when $f(q)=\mu(M(q))$ and $p=2$ :

$$
\begin{equation*}
\mu(M(q))+\mu(M(-q))=\mu\left(M\left(q^{2}\right)\right) . \tag{2-16}
\end{equation*}
$$

For our purposes, Equation (2-16) is only interesting if $M(q), M(-q)$, and $M\left(q^{2}\right)$ are all simultaneously algebraic. Fortunately, it turns out that $M(q)$ and $M\left(q^{2}\right)$ (hence also $M(-q)$ and $M\left(q^{2}\right)$ ) satisfy a well known polynomial relation.

Definition 2.1. Suppose that $F(q) \in\{M(q), N(q), G(q), R(q)\}$. An $n$-th degree modular equation is an algebraic relation between $F(q)$ and $F\left(q^{n}\right)$.

We will not need to derive any new modular equations in this paper. Berndt proved virtually all of the necessary modular equations while editing Ramanujan's notebooks; see [Andrews and Berndt 2005; Berndt 1989; 1991; 1998]. Ramanujan seems to have arrived at most of his modular equations through complicated $q$ series manipulations (of course this is speculation since he did not write down any proofs!). Modular equations involving $M(q)$ correspond to the classical modular equations [Berndt 1991], relations for $N(q)$ correspond to Ramanujan's signature three modular equations [Berndt 1998], and most of the known modular equations for $G(q)$ and $R(q)$ appear in [Andrews and Berndt 2005].

Now we can finish simplifying Equation (2-16). Since the classical seconddegree modular equation shows that whenever $|q|<1$,

$$
\frac{4 M\left(q^{2}\right)}{\left(1+M\left(q^{2}\right)\right)^{2}}=\left(\frac{M(q)}{M(q)-2}\right)^{2},
$$

we easily obtain the parameterizations:

$$
M(q)=\frac{4 k^{2}}{\left(1+k^{2}\right)^{2}}, \quad M(-q)=\frac{-4 k^{2}}{\left(1-k^{2}\right)^{2}}, \quad \text { and } \quad M\left(q^{2}\right)=k^{4} .
$$

Substituting these parametric formulas into Equation (2-16) yields:
Theorem 2.2. The following identity holds whenever $|k|<1$ :
$\mathrm{m}\left(\frac{4}{k^{2}}+x+\frac{1}{x}+y+\frac{1}{y}\right)=\mathrm{m}\left(2\left(k+\frac{1}{k}\right)+x+\frac{1}{x}+y+\frac{1}{y}\right)$

$$
+\mathrm{m}\left(2 \mathrm{i}\left(k-\frac{1}{k}\right)+x+\frac{1}{x}+y+\frac{1}{y}\right) .
$$

We need to make a few remarks about working with modular equations before proving the main theorem in this section. Suppose that for some algebraic function $P(X, Y)$ :

$$
P\left(F(q), F\left(q^{p}\right)\right)=0,
$$

where $F(q) \in\{M(q), N(q), G(q), R(q)\}$. By an elementary change of variables $q \rightarrow \mathrm{e}^{2 \pi \mathrm{i} j / p} q$, it follows that $P\left(F\left(\mathrm{e}^{2 \pi \mathrm{i} j / p} q\right), F\left(q^{p}\right)\right)=0$ for every $j \in\{0,1, \ldots$, $p-1\}$. If $P(X, Y)$ is symmetric in $X$ and $Y$, it also follows that $P\left(F\left(q^{p^{2}}\right), F\left(q^{p}\right)\right)$ vanishes. Therefore, if $P(X, Y)$ is sufficiently simple (for example a symmetric genus-zero polynomial), we can find simultaneous parameterizations for $F\left(q^{p}\right)$, $F\left(q^{p^{2}}\right)$, and $F\left(\mathrm{e}^{2 \pi \mathrm{i} j / p} q\right)$ for all $j$. In such an instance, (2-14) reduces to an interesting functional equation for one of the four Mahler measures $\mu(t), n(t), g(t), r(t)$. Five basic functional equations follow from applying these ideas to (2-14).

Theorem 2.3. For $|k|<1$ and $k \neq 0$, we have

$$
\begin{equation*}
\mu\left(\frac{4 k^{2}}{\left(1+k^{2}\right)^{2}}\right)+\mu\left(\frac{-4 k^{2}}{\left(1-k^{2}\right)^{2}}\right)=\mu\left(k^{4}\right) . \tag{2-17}
\end{equation*}
$$

The following identities hold for $|u|$ sufficiently small but nonzero:

$$
\begin{align*}
n\left(\frac{27 u(1+u)^{4}}{2\left(1+4 u+u^{2}\right)^{3}}\right)+ & n\left(-\frac{27 u(1+u)}{2\left(1-2 u-2 u^{2}\right)^{3}}\right) \\
& =2 n\left(\frac{27 u^{4}(1+u)}{2\left(2+2 u-u^{2}\right)^{3}}\right)-3 n\left(\frac{27 u^{2}(1+u)^{2}}{4\left(1+u+u^{2}\right)^{3}}\right) . \tag{2-18}
\end{align*}
$$

If $\zeta_{3}=\mathrm{e}^{2 \pi \mathrm{i} / 3}$ and $Y(t)=1-\left(\frac{1-t}{1+2 t}\right)^{3}$, then

$$
\begin{equation*}
n\left(u^{3}\right)=\sum_{j=0}^{2} n\left(Y\left(\zeta_{3}^{j} u\right)\right) \tag{2-19}
\end{equation*}
$$

If $\zeta_{3}=\mathrm{e}^{2 \pi \mathrm{i} / 3}$ and $Y(t)=t\left(\frac{1-t+t^{2}}{1+2 t+4 t^{2}}\right)$, then

$$
\begin{equation*}
g\left(u^{3}\right)=\sum_{j=0}^{2} g\left(Y\left(\zeta_{3}^{j} u\right)\right) \tag{2-20}
\end{equation*}
$$

If $\zeta_{5}=\mathrm{e}^{2 \pi \mathrm{i} / 5}$ and $Y(t)=t\left(\frac{1-2 t+4 t^{2}-3 t^{3}+t^{4}}{1+3 t+4 t^{2}+2 t^{3}+t^{4}}\right)$, then

$$
\begin{equation*}
r\left(u^{5}\right)=\sum_{j=0}^{4} r\left(Y\left(\zeta_{5}^{j} u\right)\right) \tag{2-21}
\end{equation*}
$$

Proof. We have already sketched a proof of (2-17) in the discussion preceding Theorem 2.2.

Proving (2-18) requires the second-degree modular equation from Ramanujan's theory of signature 3. If $\beta=N\left(q^{2}\right)$ and $\alpha$ is either $N(q), N(-q)$, or $N\left(q^{4}\right)$, then

$$
\begin{equation*}
27 \alpha \beta(1-\alpha)(1-\beta)-(\alpha+\beta-2 \alpha \beta)^{3}=0 . \tag{2-22}
\end{equation*}
$$

If we choose $u$ so that $N\left(q^{2}\right)=27 u^{2}(1+u)^{2} /\left(4\left(1+u+u^{2}\right)^{3}\right)$, we can use (2-22) to verify easily that

$$
\begin{gathered}
N(q)=\frac{27 u(1+u)^{4}}{2\left(1+4 u+u^{2}\right)^{3}}, \quad N(-q)=-\frac{27 u(1+u)}{2\left(1-2 u-2 u^{2}\right)^{3}}, \\
N\left(q^{4}\right)=\frac{27 u^{4}(1+u)}{2\left(2+2 u-u^{2}\right)^{3}} .
\end{gathered}
$$

The proof of (2-18) follows from applying these parameterizations to (2-14) when $f(q)=n(N(q))$, and $p=2$.

The proof of (2-19) requires Ramanujan's third-degree, signature 3 modular equation. In particular, if $\alpha=N(q)$ and $\beta=N\left(q^{3}\right)$, then

$$
\begin{equation*}
\alpha=1-\left(\frac{1-\beta^{1 / 3}}{1+2 \beta^{1 / 3}}\right)^{3}=Y\left(\beta^{1 / 3}\right) . \tag{2-23}
\end{equation*}
$$

Since $N^{1 / 3}\left(q^{3}\right)=q \times\left\{\right.$ power series in $\left.q^{3}\right\}$, a short computation shows that for all $j \in\{0,1,2\}$, we have $N\left(\zeta_{3}^{j} q\right)=Y\left(\zeta_{3}^{j} N^{1 / 3}\left(q^{3}\right)\right)$. Choosing $u$ such that $N\left(q^{3}\right)=u^{3}$, we must have $N\left(\zeta_{3}^{j} q\right)=Y\left(\zeta_{3}^{j} u\right)$. Equation (2-19) follows from applying these parametric formulas to (2-14) when $f(q)=n(N(q))$, and $p=3$.

Since the proofs of Equations (2-20) and (2-21) rely on similar arguments to the proof of (2-19), we will simply state the prerequisite modular equations. In particular, (2-20) follows from Ramanujan's third-degree modular equation for the cubic continued fraction. If $\alpha=G(q)$ and $\beta=G\left(q^{3}\right)$, then

$$
\begin{equation*}
\alpha^{3}=\beta\left(\frac{1-\beta+\beta^{2}}{1+2 \beta+4 \beta^{2}}\right) . \tag{2-24}
\end{equation*}
$$

Similarly, (2-21) follows from the fifth-degree modular equation for the RogersRamanujan continued fraction. In particular, if $\alpha=R(q)$ and $\beta=R\left(q^{5}\right)$,

$$
\begin{equation*}
\alpha^{5}=\beta\left(\frac{1-2 \beta+4 \beta^{2}-3 \beta^{3}+\beta^{4}}{1+3 \beta+4 \beta^{2}+2 \beta^{3}+\beta^{4}}\right) . \tag{2-25}
\end{equation*}
$$

The functional equations in Theorem 2.3 only hold in restricted subsets of $\mathbb{C}$. To explain this phenomenon we will go back to (2-14). As a general rule, we have to restrict $q$ to values for which none of the Mahler measure integrals in (2-14) vanish on the unit torus. In other words, we can only consider the set of $q$ 's for which each term in (2-14) can be calculated from the appropriate $q$-series. Next, we may need to further restrict the domain of $q$ depending on where the relevant parametric formulas hold. For example, parameterizations such as $N(q)=$ $27 u(1+u)^{4} /\left(2\left(1+4 u+u^{2}\right)^{3}\right)$ and $N\left(q^{2}\right)=27 u^{2}(1+u)^{2} /\left(4\left(1+u+u^{2}\right)^{3}\right)$ hold for $|q|$ sufficiently small, but fail when $q$ is close to 1 . After determining the domain of $q$, we can calculate the domain of $u$ by solving a parametric equation to express $u$ in terms of a $q$-series.

Theorem 2.4. For $|p|$ sufficiently small but nonzero,

$$
\begin{equation*}
3 g(p)=n\left(\frac{27 p}{(1+4 p)^{3}}\right)+4 n\left(\frac{27 p^{2}}{(1-2 p)^{3}}\right) . \tag{2-26}
\end{equation*}
$$

Furthermore, for $|u|$ sufficiently small but nonzero,
$3 n\left(\frac{27 u(1+u)^{4}}{2\left(1+4 u+u^{2}\right)^{3}}\right)$

$$
\begin{equation*}
=g\left(\frac{u}{2(1+u)^{2}}\right)-8 g\left(-\frac{u(1+u)}{2}\right)+4 g\left(\frac{u^{2}}{4(1+u)}\right) . \tag{2-27}
\end{equation*}
$$

Proof. We will prove (2-27) first. Recall that (2-15) shows that

$$
3 n(N(q))=g\left(G^{3}(q)\right)-8 g\left(G^{3}(-q)\right)+4 g\left(G^{3}\left(q^{2}\right)\right)
$$

Suppose that $q=q_{2}\left(u(2+u)^{3} /(1+2 u)^{3}\right)$, where $q_{2}(\alpha)$ is the elliptic nome. Classical eta function inversion formulas (which we omit) show that for $|u|$ sufficiently small: $G^{3}(q)=u /\left(2(1+u)^{2}\right), G^{3}(-q)=-u(1+u) / 2, G^{3}\left(q^{2}\right)=u^{2} /(4(1+u))$, $N(q)=27 u(1+u)^{4} /\left(2\left(1+4 u+u^{2}\right)^{3}\right)$, and $N\left(q^{2}\right)=27 u^{2}(1+u)^{2} /\left(4\left(1+u+u^{2}\right)^{3}\right)$.

To prove (2-26) first recall that

$$
3 g\left(G^{3}(q)\right)=n(N(q))+4 n\left(N\left(q^{2}\right)\right)
$$

If we let $p=u /\left(2(1+u)^{2}\right)$, then it follows that $G^{3}(q)=p, N(q)=27 p /(1+4 p)^{3}$, and $N\left(q^{2}\right)=27 p^{2} /(1+2 p)^{3}$.

Theorem 2.4 shows that $g(t)$ and $n(t)$ are essentially interchangeable. In Section 2.3 we will use (2-26) to derive an extremely useful formula for calculating $g(t)$ numerically.
2.2. Identities arising from higher modular equations. The functional equations presented in Section 2.1 are not the only interesting formulas that follow from (2-14). Rather those results represent the subset of functional equations in which every Mahler measure depends on a rational argument (possibly in a cyclotomic field). If we consider the higher modular equations, then we can establish formulas involving the Mahler measures of the modular polynomials themselves. Equation (2-31) is the simplest formula in this class of results.

Consider (2-14) when $p=3$ and $f(q)=\mu(M(q))$ :

$$
\begin{equation*}
\sum_{j=0}^{2} \mu\left(M\left(\zeta_{3}^{j} q\right)\right)=-8 \mu\left(M\left(q^{3}\right)\right)+3 \mu\left(M\left(q^{9}\right)\right) \tag{2-28}
\end{equation*}
$$

By the third-degree modular equation, if $\alpha \in\left\{M(q), M\left(\zeta_{3} q\right), M\left(\zeta_{3}^{2} q\right), M\left(q^{9}\right)\right\}$ and $\beta=M\left(q^{3}\right)$, then

$$
\begin{equation*}
G_{3}(\alpha, \beta):=\left(\alpha^{2}+\beta^{2}+6 \alpha \beta\right)^{2}-16 \alpha \beta(4(1+\alpha \beta)-3(\alpha+\beta))^{2}=0 \tag{2-29}
\end{equation*}
$$

Since $G_{3}(\alpha, \beta)=0$ defines a curve with genus greater than zero, it is impossible to find simultaneous rational parameterizations for all four zeros in $\alpha$. For example, if
we let $\beta=M\left(q^{3}\right)=p(2+p)^{3} /(1+2 p)^{3}$, then we can obtain the rational expression $M\left(q^{9}\right)=p^{3}(2+p) /(1+2 p)$, and three messy formulas involving radicals for the other zeros. Despite this difficulty, Equation (2-28) still reduces to an interesting formula if we recall the factorization

$$
\begin{equation*}
G_{3}\left(\alpha, M\left(q^{3}\right)\right)=\left(\alpha-M\left(q^{9}\right)\right) \prod_{j=0}^{2}\left(\alpha-M\left(\zeta_{3}^{j} q\right)\right), \tag{2-30}
\end{equation*}
$$

and then use the fact that Mahler measure satisfies $\mathrm{m}(P)+\mathrm{m}(Q)=\mathrm{m}(P Q)$.
Theorem 2.5. If $G_{3}(\alpha, \beta)$ is as defined in (2-29), then for $|p|$ sufficiently small but nonzero,

$$
\begin{align*}
& \mathrm{m}\left(G_{3}\left(\frac{\left(x+x^{-1}\right)^{2}\left(y+y^{-1}\right)^{2}}{16}, \frac{1}{p}\left(\frac{1+2 p}{2+p}\right)^{3}\right)\right) \\
& \quad=-16 \log (2)-16 \mu\left(p\left(\frac{2+p}{1+2 p}\right)^{3}\right)+8 \mu\left(p^{3}\left(\frac{2+p}{1+2 p}\right)\right) \tag{2-31}
\end{align*}
$$

Proof. First notice that from the elementary properties of Mahler's measure

$$
\mu(t)=\frac{1}{2} \mathrm{~m}\left(\frac{16}{\left(x+x^{-1}\right)^{2}\left(y+y^{-1}\right)^{2}}-t\right)-\frac{1}{2} \log |t| .
$$

Applying this identity to (2-28) and appealing to (2-30) yields

$$
\begin{aligned}
& \mathrm{m}\left(G_{3}\left(\frac{16}{\left(x+x^{-1}\right)^{2}\left(y+y^{-1}\right)^{2}}, M\left(q^{3}\right)\right)\right) \\
& \quad=\log \left|M(q) M\left(\zeta_{3} q\right) M\left(\zeta_{3}^{2} q\right) M\left(q^{9}\right)\right|-16 \mu\left(M\left(q^{3}\right)\right)+8 \mu\left(M\left(q^{9}\right)\right) .
\end{aligned}
$$

Elementary $q$-product manipulations show that

$$
M^{4}\left(q^{3}\right)=M(q) M\left(\zeta_{3} q\right) M\left(\zeta_{3}^{2} q\right) M\left(q^{9}\right)
$$

and since $\alpha^{4} \beta^{4} G_{3}(1 / \alpha, 1 / \beta)=G_{3}(\alpha, \beta)$, we obtain
$\mathrm{m}\left(G_{3}\left(\frac{\left(x+x^{-1}\right)^{2}\left(y+y^{-1}\right)^{2}}{16}, \frac{1}{M\left(q^{3}\right)}\right)\right)=-16 \log 2-16 \mu\left(M\left(q^{3}\right)\right)+8 \mu\left(M\left(q^{9}\right)\right)$.
Finally, if we choose $p$ so that $M\left(q^{3}\right)=p((2+p) /(1+2 p))^{3}$, then $M\left(q^{9}\right)=$ $p^{3}((2+p) /(1+2 p))$, and the theorem follows.

Although we completely eliminated the $q$-series expressions from (2-31), this is not necessarily desirable (or even possible) in more complicated examples. Take
the identity involving resultants which follows from (2-14) (and some manipulation) when $p=11$ and $f(q)=r\left(R^{5}(q)\right)$ :

$$
\begin{align*}
& \mathrm{m}\left(\operatorname{Res}_{z}\left(z^{5}-\frac{x y}{(x+1)(y+1)(x+y+1)}, P\left(z, R^{5}(q)\right)\right)\right) \\
& \quad=-12 \mathrm{~m}(1+x+y)+12 \log \left|R^{5}(q)\right|+122 r\left(R^{5}(q)\right)-11 r\left(R^{5}\left(q^{11}\right)\right) . \tag{2-32}
\end{align*}
$$

In this formula $P(u, v)$ is the polynomial

$$
P(u, v)=u v\left(1-11 v^{5}-v^{10}\right)\left(1-11 u^{5}-u^{10}\right)-(u-v)^{12},
$$

which also satisfies $P\left(R(q), R\left(q^{11}\right)\right)=0$ [Rogers 1920]. Even if rational parameterizations existed for $R(q)$ and $R\left(q^{11}\right)$, substituting such formulas into (2-32) would probably just make the identity prohibitively complicated.

### 2.3. Computationally useful formulas and a few related hypergeometric trans-

 formations. While many methods exist for numerically calculating each of the four Mahler measures $\{\mu(t), n(t), g(t), r(t)\}$, two simple and efficient methods are directly related to the material discussed so far.The first computational method relies on the $q$-series expansions. For example, we can calculate $\mu(\alpha)$ with Equation (2-9), provided that a value of $q$ exists for which $M(q)=\alpha$. Amazingly, the elliptic nome function, defined in Equation (2-13), furnishes a value of $q$ whenever $|\alpha|<1$. Similar inversion formulas exist for all of the $q$-products in Equations (2-5) through (2-8). Suppose that for $j \in$ $\{2,3,4,6\}$

$$
\begin{equation*}
q_{j}(\alpha)=\exp \left(-\frac{\pi}{\sin (\pi / j)} \frac{2 F_{1}(1 / j, 1-1 / j ; 1 ; 1-\alpha)}{{ }_{2} F_{1}(1 / j, 1-1 / j ; 1 ; \alpha)}\right), \tag{2-33}
\end{equation*}
$$

then we have the following theorem:
Theorem 2.6. With $\alpha$ and $q$ appropriately restricted, the following table gives inversion formulas for Equations (2-5) through (2-8):

| $\alpha$ | $q$ | $\alpha$ | $q$ |
| :---: | :---: | :---: | :---: |
| $M(q)$ | $q_{2}(\alpha)$ | $G(q)$ | $q_{2}\left(\frac{u(2+u)^{3}}{(1+2 u)^{3}}\right)$ with $\alpha^{3}=\frac{u}{2(1+u)^{2}}$ |
| $N(q)$ | $q_{3}(\alpha)$ | $R(q)$ | $q_{4}\left(\frac{64 k\left(1+k-k^{2}\right)^{5}}{\left(1+k^{2}\right)^{2}\left(\left(1+11 k-k^{2}\right)^{2}-125 k^{2}\right)^{2}}\right)$ with $\alpha^{5}=\frac{k(1-k)^{2}}{(1+k)^{2}}$ |

For example, if $|q|<1$ and $\alpha=M(q)$, then $q=q_{2}(\alpha)$.

Proof. The inversion formulas for $M(q)$ and $G(q)$ follow from classical eta function identities, and the inversion formula for $N(q)$ follows from eta function identities in Ramanujan's theory of signature three.

The inversion formula for $R(q)$ seems to be new, so we will prove it. Let us suppose that $\alpha=R(q)$ and $k=R(q) R^{2}\left(q^{2}\right)$, where $q$ is fixed. A formula of Ramanujan [Andrews and Berndt 2005] shows that $\alpha^{5}=k(1-k)^{2} /(1+k)^{2}$, which establishes the second part of the formula. Now suppose that $q=q_{2}\left(\alpha_{2}\right)$, where $\alpha_{2}=M(q)$. A classical identity shows that

$$
q(-q ; q)_{\infty}^{24}=\frac{\alpha_{2}}{16\left(1-\alpha_{2}\right)^{2}},
$$

and comparing this to Ramanujan's identity

$$
q(-q ; q)_{\infty}^{24}=\left(\frac{k}{1-k^{2}}\right)\left(\frac{1+k-k^{2}}{1-4 k-k^{2}}\right)^{5}
$$

we deduce that

$$
\begin{equation*}
\frac{\alpha_{2}}{\left(1-\alpha_{2}\right)^{2}}=16\left(\frac{k}{1-k^{2}}\right)\left(\frac{1+k-k^{2}}{1-4 k-k^{2}}\right)^{5} . \tag{2-34}
\end{equation*}
$$

Now recall that the theory of the signature 4 elliptic nome shows that

$$
q=q_{2}\left(\alpha_{2}\right)=q_{4}\left(\frac{4 \alpha_{2}}{\left(1+\alpha_{2}\right)^{2}}\right)=q_{4}\left(\frac{4 \alpha_{2} /\left(1-\alpha_{2}\right)^{2}}{1+4 \alpha_{2} /\left(1-\alpha_{2}\right)^{2}}\right) .
$$

Substituting (2-34) into this final result yields

$$
q=q_{4}\left(\frac{64 k\left(1+k-k^{2}\right)^{5}}{\left(1+k^{2}\right)^{2}\left(\left(1+11 k-k^{2}\right)^{2}-125 k^{2}\right)^{2}}\right)
$$

which completes the proof.
The second method for calculating the four Mahler measures, $\mu(t), n(t), g(t)$, and $r(t)$ depends on reformulating them in terms of hypergeometric functions. For example, Rodriguez Villegas [1999] proved the formula

$$
\mu(t)=-\frac{1}{2} \operatorname{Re}\left(\log (t / 16)+\int_{0}^{t} \frac{{ }_{2} F_{1}\left(\frac{1}{2}, \frac{1}{2} ; 1 ; u\right)-1}{u} \mathrm{~d} u\right) .
$$

Translated into the language of generalized hypergeometric functions, this becomes

$$
\begin{equation*}
\mu(t)=-\operatorname{Re}\left(\frac{t}{8} 4 F_{3}\left(\frac{3}{2}, \frac{3}{2}, \frac{3}{2}, 1,2,1, t\right)+\frac{1}{2} \log (t / 16)\right) . \tag{2-35}
\end{equation*}
$$

He also proved a formula for $n(t)$ which is equivalent to

$$
n(t)=-\operatorname{Re}\left(\frac{2 t}{27} 4 F_{3}\left(\begin{array}{c}
\frac{4}{3}, \frac{5}{3}, 1,1,1  \tag{2-36}\\
2,2,2
\end{array} ; t\right)+\frac{1}{3} \log (t / 27)\right) .
$$

Formulas like (2-35) and (2-36) hold obvious appeal. From a computational perspective they are useful because most mathematics programs have routines for calculating generalized hypergeometric functions. For example, when $|t|<1$ the Taylor series for the ${ }_{4} F_{3}$ function easily gives better numerical accuracy than the Mahler measure integrals. Combining Equation (2-36) with (2-26) also yields a useful formula for calculating $g(t)$ whenever $|t|$ is sufficiently small:

$$
\begin{align*}
g(t)=- & \operatorname{Re}\left(\frac{2 t}{(1+4 t)^{3}} 4 F_{3}\left(\begin{array}{l}
\frac{4}{3}, \frac{5}{3}, 1,1,1 \\
2,2,2
\end{array} ; \frac{27 t}{(1+4 t)^{3}}\right)\right. \\
& \left.+\frac{8 t^{2}}{(1-2 t)^{3}}{ }^{3} F_{3}\left(\begin{array}{c}
4,5,5,1,1, \\
3,2,2,2
\end{array}, \frac{27 t^{2}}{(1-2 t)^{3}}\right)+\log \left(\frac{t^{3}}{(1+4 t)(1-2 t)^{4}}\right)\right) . \tag{2-37}
\end{align*}
$$

So far we have been unable to find a similar expression for $r(t)$.
Open Problem 1. Express $r(t)$ in terms of generalized hypergeometric functions.
Besides their computational importance, identities like (2-35) allow for a reformulation of Boyd's conjectures in the language of hypergeometric functions. For example, the conjecture

$$
\mathrm{m}\left(1+x+\frac{1}{x}+y+\frac{1}{y}\right) \stackrel{?}{=} L^{\prime}(E, 0)
$$

where $E$ is an elliptic curve with conductor 15 , becomes

$$
L^{\prime}(E, 0) \stackrel{?}{=}-2 \operatorname{Re}\left({ }_{4} F_{3}\left(\frac{3}{2} \frac{3}{2}, \frac{3}{2}, 1,1,2,16\right)\right)
$$

A proof of this identity would represent an important addition to the vast literature concerning transformations and evaluations of generalized hypergeometric functions.

In the remainder of this section we will apply our results to deduce a few interesting hypergeometric transformations. For example, differentiating (2-37) leads to an interesting corollary:

Corollary 2.7. For $|t|$ sufficiently small,

$$
\begin{equation*}
\omega(t):=\sum_{n=0}^{\infty} t^{n} \sum_{k=0}^{n}\binom{n}{k}^{3}=\frac{1}{1-2 t} 2 F_{1}\left(\frac{1}{3}, \frac{2}{3} ; 1 ; \frac{27 t^{2}}{(1-2 t)^{3}}\right), \tag{2-38}
\end{equation*}
$$

and furthermore

$$
\begin{equation*}
\omega\left(\frac{p}{2(1+p)^{2}}\right)=(1+p) \omega\left(\frac{p^{2}}{4(1+p)}\right) \tag{2-39}
\end{equation*}
$$

whenever $|p|$ is sufficiently small.
Proof. We can prove (2-38) by differentiating each side of (2-37), and then by appealing to Stienstra's formulas [2006]. A second possible proof follows from showing that both sides of (2-38) satisfy the same differential equation.

The shortest proof of (2-39) follows from a formula of Zagier [Stienstra 2006]:

$$
\omega\left(G^{3}(q)\right)=\prod_{n=0}^{\infty} \frac{\left(1-q^{2 n}\right)\left(1-q^{3 n}\right)^{6}}{\left(1-q^{n}\right)^{2}\left(1-q^{6 n}\right)^{3}}
$$

First use Zagier's identity to verify that $G^{2}(q) \omega\left(G^{3}(q)\right)=G\left(q^{2}\right) \omega\left(G^{3}\left(q^{2}\right)\right)$, and then apply the parameterizations for $G^{3}(q)$ and $G^{3}\left(q^{2}\right)$ from 2.4.

We will also make a few remarks about the derivative of $r(t)$. Stienstra has shown that

$$
\begin{equation*}
r(t)=-\operatorname{Re}\left(\log t+\int_{0}^{t} \frac{\phi(u)-1}{u} \mathrm{~d} u\right) \tag{2-40}
\end{equation*}
$$

where $\phi(t)$ is defined by

$$
\begin{equation*}
\phi(t)=\sum_{n=0}^{\infty} t^{n} \sum_{k=0}^{n}\binom{n}{k}^{2}\binom{n+k}{k} \tag{2-41}
\end{equation*}
$$

Even though we have not discovered a formula for $r(t)$ involving hypergeometric functions, we can still express $\phi(t)$ in terms of the hypergeometric function.

Theorem 2.8. Let $\phi(t)$ be defined by (2-41). For $|k|$ sufficiently small,

$$
\begin{align*}
& \phi\left(k\left(\frac{1-k}{1+k}\right)^{2}\right)= \frac{(1+k)^{2}}{\sqrt{\left(1+k^{2}\right)\left(\left(1-k-k^{2}\right)^{2}-5 k^{2}\right)}} \\
& \times{ }_{2} F_{1}\left(\frac{1}{4}, \frac{3}{4} ; 1 ; \frac{64 k^{5}\left(1+k-k^{2}\right)}{\left(1+k^{2}\right)^{2}\left(\left(1-k-k^{2}\right)^{2}-5 k^{2}\right)^{2}}\right)  \tag{2-42}\\
& \phi\left(k^{2}\left(\frac{1+k}{1-k}\right)\right)= \frac{\sqrt{\left(1+k^{2}\right)\left(\left(1+11 k-k^{2}\right)^{2}-125 k^{2}\right)}}{\sqrt{(1-k)}} \\
& \times{ }_{2} F_{1}\left(\frac{1}{4}, \frac{3}{4} ; 1 ; \frac{64 k\left(1+k-k^{2}\right)^{5}}{\left(1+k^{2}\right)^{2}\left(\left(1+11 k-k^{2}\right)^{2}-125 k^{2}\right)^{2}}\right) \tag{2-43}
\end{align*}
$$

Furthermore, $\phi(t)$ satisfies the functional equation

$$
\begin{equation*}
\phi\left(k^{2}\left(\frac{1+k}{1-k}\right)\right)=\frac{1-k}{(1+k)^{2}} \phi\left(k\left(\frac{1-k}{1+k}\right)^{2}\right) . \tag{2-44}
\end{equation*}
$$

Proof. We prove (2-44) first. A result from [Verrill 2001] shows that

$$
\begin{equation*}
\phi^{2}\left(R^{5}(q)\right)=\frac{q}{R^{5}(q)} \frac{\left(q^{5} ; q^{5}\right)_{\infty}^{5}}{(q ; q)_{\infty}} \tag{2-45}
\end{equation*}
$$

Combining (2-45) with the trivial formula $\left(q^{2}, q^{2}\right)_{\infty}=(q ; q)_{\infty}(-q ; q)_{\infty}$, we get

$$
\begin{equation*}
\frac{\phi^{2}\left(R^{5}(q)\right)}{\phi^{2}\left(R^{5}\left(q^{2}\right)\right)}=\frac{R^{5}\left(q^{2}\right)}{R^{5}(q)} \frac{\left\{q^{1 / 24}(-q ; q)_{\infty}\right\}}{\left\{q^{5 / 24}\left(-q^{5} ; q^{5}\right)_{\infty}\right\}^{5}} \tag{2-46}
\end{equation*}
$$

We will apply four of Ramanujan's formulas to finish the proof. If $k=R(q) R^{2}\left(q^{2}\right)$, we have for $|q|$ sufficiently small (see [Andrews and Berndt 2005])

$$
\begin{align*}
R^{5}(q) & =k\left(\frac{1-k}{1+k}\right)^{2},  \tag{2-47}\\
R^{5}\left(q^{2}\right) & =k^{2}\left(\frac{1+k}{1-k}\right),  \tag{2-48}\\
q^{1 / 24}(-q ; q)_{\infty} & =\left(\frac{k}{1-k^{2}}\right)^{1 / 24}\left(\frac{1+k-k^{2}}{1-4 k-k^{2}}\right)^{5 / 24},  \tag{2-49}\\
q^{5 / 24}\left(-q^{5} ; q^{5}\right)_{\infty} & =\left(\frac{k}{1-k^{2}}\right)^{5 / 24}\left(\frac{1+k-k^{2}}{1-4 k-k^{2}}\right)^{1 / 24} \tag{2-50}
\end{align*}
$$

Equation (2-44) follows immediately from substituting these parametric formulas into (2-46).

Next we prove (2-42). Combining Equation (2-47) with Entry 3.2.15 in [Andrews and Berndt 2005], we easily obtain

$$
\begin{equation*}
q^{5 / 24}\left(q^{5} ; q^{5}\right)_{\infty}=\left(\frac{k\left(1-k^{2}\right)^{2}}{\left(1+k-k^{2}\right)\left(1-4 k-k^{2}\right)^{2}}\right)^{1 / 6} q^{1 / 24}(q ; q)_{\infty} \tag{2-51}
\end{equation*}
$$

Now we evaluate the eta product $q^{1 / 24}(q ; q)_{\infty}$. Recall that if $q=q_{4}(z)$, then

$$
q^{1 / 24}(q ; q)_{\infty}=2^{-1 / 4} z^{1 / 24}(1-z)^{1 / 12} \sqrt{{ }_{2} F_{1}\left(\frac{1}{4}, \frac{3}{4} ; 1 ; z\right)}
$$

In Theorem 2.6 we showed that if $k=R(q) R^{2}\left(q^{2}\right)$ then

$$
q=q_{4}\left(\frac{64 k\left(1+k-k^{2}\right)^{5}}{\left(1+k^{2}\right)^{2}\left(\left(1+11 k-k^{2}\right)^{2}-125 k^{2}\right)^{2}}\right)
$$

hence

$$
\begin{align*}
q^{1 / 24}(q ; q)_{\infty}= & \left(\frac{k\left(1-k^{2}\right)^{2}\left(1+k-k^{2}\right)^{5}\left(1-4 k-k^{2}\right)^{10}}{\left(1+k^{2}\right)^{6}\left(\left(1+11 k-k^{2}\right)^{2}-125 k^{2}\right)^{6}}\right)^{1 / 24} \\
& \times \sqrt{{ }_{2} F_{1}\left(\frac{1}{4}, \frac{3}{4} ; 1 ; \frac{64 k\left(1+k-k^{2}\right)^{5}}{\left(1+k^{2}\right)^{2}\left(\left(1+11 k-k^{2}\right)^{2}-125 k^{2}\right)^{2}}\right)} . \tag{2-52}
\end{align*}
$$

Substituting (2-52), (2-51), and (2-47) into (2-45) completes the proof of (2-42). The proof of (2-43) also follows from an extremely similar argument.

We conclude this section by recording a few formulas which do not appear in [Andrews and Berndt 2005], but which were probably known to Ramanujan. We point out that Maier obtained several results along these lines in [Maier 2006]. The functional equation for $\phi(t)$ (after substituting $z=k /\left(1-k^{2}\right)$ ) implies a new hypergeometric transformation:

$$
\begin{align*}
\sqrt{\frac{(1+11 z)^{2}-125 z^{2}}{(1-z)^{2}-5 z^{2}}} & 2 F_{1}\left(\frac{1}{4}, \frac{3}{4} ; 1, \frac{64 z^{5}(1+z)}{\left(1+4 z^{2}\right)\left((1-z)^{2}-5 z^{2}\right)^{2}}\right) \\
& ={ }_{2} F_{1}\left(\frac{1}{4}, \frac{3}{4} ; 1 ; \frac{64 z(1+z)^{5}}{\left(1+4 z^{2}\right)\left((1+11 z)^{2}-125 z^{2}\right)^{2}}\right) \tag{2-53}
\end{align*}
$$

Perhaps not surprisingly, we can also use the arguments in this section to deduce that

$$
\begin{equation*}
q_{4}^{5}\left(\frac{64 z(1+z)^{5}}{\left(1+4 z^{2}\right)\left((1+11 z)^{2}-125 z^{2}\right)^{2}}\right)=q_{4}\left(\frac{64 z^{5}(1+z)}{\left(1+4 z^{2}\right)\left((1-z)^{2}-5 z^{2}\right)^{2}}\right) \tag{2-54}
\end{equation*}
$$

which implies a rational parametrization for the fifth-degree modular equation in Ramanujan's theory of signature 4.

## 3. A regulator explanation

Now we will reinterpret our identities in terms of the regulators of elliptic curves. The elliptic curves in question are defined by the zero varieties of the polynomials whose Mahler measure we studied. First we explain the relationship between Mahler measures and regulators. Then we use regulators to deduce formulas involving Kronecker-Eisenstein series, including Equations (2-9), (2-10), (2-11), and (2-12).

We will follow some of the ideas from [Rodriguez Villegas 2002].
3.1. The elliptic regulator. Let $F$ be a field. By Matsumoto's Theorem, $K_{2}(F)$ is generated by the symbols $\{a, b\}$ for $a, b \in F^{*}$, which satisfy the bilinearity relations
$\left\{a_{1} a_{2}, b\right\}=\left\{a_{1}, b\right\}\left\{a_{2}, b\right\}$ and $\left\{a, b_{1} b_{2}\right\}=\left\{a, b_{1}\right\}\left\{a, b_{2}\right\}$, and the Steinberg relation $\{a, 1-a\}=1$.

Recall that for a field $F$, with discrete valuation $v$, and maximal ideal $\mathcal{M}$, the tame symbol is given by

$$
(x, y)_{v} \equiv(-1)^{v(x) v(y)} \frac{x^{v(y)}}{y^{v(x)}} \bmod \mathcal{M}
$$

(see [Rodriguez Villegas 1999]). Note that this symbol is trivial if $v(x)=v(y)=0$. In the case when $F=\mathbb{Q}(E)$ (from now on $E$ denotes an elliptic curve), a valuation is determined by the order of the rational functions at each point $S \in E(\overline{\mathbb{Q}})$. We will denote the valuation determined by a point $S \in E(\overline{\mathbb{Q}})$ by $v_{S}$.

The tame symbol is then a map $K_{2}(\mathbb{Q}(E)) \rightarrow \mathbb{Q}(S)^{*}$.
We have

$$
0 \rightarrow K_{2}(E) \otimes \mathbb{Q} \rightarrow K_{2}(\mathbb{Q}(E)) \otimes \mathbb{Q} \rightarrow \coprod_{S \in E(\overline{\mathbb{Q}})} \mathbb{Q} Q(S)^{*} \times \mathbb{Q},
$$

where the last arrow corresponds to the coproduct of tame symbols.
Therefore an element $\{x, y\} \in K_{2}(\mathbb{Q}(E)) \otimes \mathbb{Q}$ can be seen as an element in $K_{2}(E) \otimes \mathbb{Q}$ whenever $(x, y)_{v_{S}}=1$ for all $S \in E(\overline{\mathbb{Q}})$. All of the families considered in this paper are tempered according to [Rodriguez Villegas 1999], and therefore they satisfy the triviality of tame symbols.

The regulator map (defined by Beilinson, after work of Bloch) is given by

$$
\begin{aligned}
\mathrm{r}: K_{2}(E) & \rightarrow H^{1}(E, \mathbb{R}) \\
\{x, y\} & \mapsto\left\{\gamma \rightarrow \int_{\gamma} \eta(x, y)\right\}
\end{aligned}
$$

for $\gamma \in H_{1}(E, \mathbb{Z})$, and

$$
\eta(x, y):=\log |x| \mathrm{d} \arg y-\log |y| \mathrm{d} \arg x .
$$

Here we think of $H^{1}(E, \mathbb{R})$ as the dual of $H_{1}(E, \mathbb{Z})$. The regulator is well defined because $\eta(x, 1-x)=\mathrm{d} D(x)$, where

$$
D(z)=\operatorname{Im}\left(\operatorname{Li}_{2}(z)\right)+\arg (1-z) \log |z|
$$

is the Bloch-Wigner dilogarithm.
In terms of the general formulation of Beilinson's conjectures this definition is not completely correct. One needs to go a step further and consider $K_{2}(\mathscr{E})$, where $\mathscr{E}$ is a Néron model of $E$ over $\mathbb{Z}$. In particular, $K_{2}(\mathscr{E})$ is a subgroup of $K_{2}(E)$. It seems (see [Rodriguez Villegas 1999]) that a power of $\{x, y\}$ always lies in $K_{2}(\mathscr{E})$.

Assume that $E$ is defined over $\mathbb{R}$. Because of the way that complex conjugation acts on $\eta$, the regulator map is trivial for the classes in $H_{1}(E, \mathbb{Z})^{+}$. In particular,
these cycles remain invariant under complex conjugation. Therefore it suffices to consider the regulator as a function on $H_{1}(E, \mathbb{Z})^{-}$.

We write $E(\mathbb{C}) \cong \mathbb{C} / \mathbb{Z}+\tau \mathbb{Z}$, where $\tau$ is in the upper half-plane. Then $\mathbb{C} / \mathbb{Z}+\tau \mathbb{Z} \cong$ $\mathbb{C}^{*} / q^{\mathbb{Z}}$, where $z \bmod \Lambda=\mathbb{Z}+\tau \mathbb{Z}$ is identified with $\mathrm{e}^{2 \mathrm{i} \pi z}$. Bloch [2000] defines the regulator function in terms of a Kronecker-Eisenstein series

$$
\begin{equation*}
R_{\tau}\left(\mathrm{e}^{2 \pi \mathrm{i}(a+b \tau)}\right)=\frac{y_{\tau}^{2}}{\pi} \sum_{m, n \in \mathbb{Z}}^{\prime} \frac{\mathrm{e}^{2 \pi \mathrm{i}(b n-a m)}}{(m \tau+n)^{2}(m \bar{\tau}+n)}, \tag{3-1}
\end{equation*}
$$

where $y_{\tau}$ is the imaginary part of $\tau$.
Let $J(z)=\log |z| \log |1-z|$, and let

$$
D(x)=\operatorname{Im}\left(\operatorname{Li}_{2}(x)\right)+\arg (1-x) \log |x|
$$

be the Bloch-Wigner dilogarithm.
Consider the function

$$
\begin{equation*}
J_{\tau}(z)=\sum_{n=0}^{\infty} J\left(z q^{n}\right)-\sum_{n=1}^{\infty} J\left(z^{-1} q^{n}\right)+\frac{1}{3} \log ^{2}|q| B_{3}\left(\frac{\log |z|}{\log |q|}\right) \tag{3-2}
\end{equation*}
$$

on $E(\mathbb{C}) \cong \mathbb{C}^{*} / q^{\mathbb{Z}}$, where $B_{3}(x)=x^{3}-\frac{3}{2} x^{2}+\frac{1}{2} x$ is the third Bernoulli polynomial. If we recall that the elliptic dilogarithm is defined by

$$
\begin{equation*}
D_{\tau}(z):=\sum_{n \in \mathbb{Z}} D\left(z q^{n}\right) \tag{3-3}
\end{equation*}
$$

then the regulator function (see [Bloch 2000]) is given by

$$
\begin{equation*}
R_{\tau}=D_{\tau}-\mathrm{i} J_{\tau} \tag{3-4}
\end{equation*}
$$

By linearity, $R_{\tau}$ extends to divisors with support in $E(\mathbb{C})$. Let $x$ and $y$ be nonconstant functions on $E$ with divisors

$$
(x)=\sum m_{i}\left(a_{i}\right), \quad(y)=\sum n_{j}\left(b_{j}\right)
$$

Following [Bloch 2000] and the notation in [Rodriguez Villegas 1999], we recall the diamond operation $\mathbb{C}(E)^{*} \otimes \mathbb{C}(E)^{*} \rightarrow \mathbb{Z}[E(\mathbb{C})]^{-}$

$$
(x) \diamond(y)=\sum m_{i} n_{j}\left(a_{i}-b_{j}\right)
$$

Here $\mathbb{Z}[E(\mathbb{C})]^{-}$means that $[-P] \sim-[P]$.
Because $R_{\tau}$ is an odd function, we obtain a map

$$
\mathbb{Z}[E(\mathbb{C})]^{-} \rightarrow \mathbb{R}
$$

Theorem 3.1 [Beĭlinson 1980]. Let $E / \mathbb{R}$ be an elliptic curve, $x$, y nonconstant functions in $\mathbb{C}(E)$, and $\omega \in \Omega^{1}$. Then

$$
\int_{E(\mathbb{C})} \bar{\omega} \wedge \eta(x, y)=\Omega_{0} R_{\tau}((x) \diamond(y)),
$$

where $\Omega_{0}$ is the real period.
Although a more general version of Beilinson's Theorem exists for elliptic curves defined over the complex numbers, the above version has a simpler formulation.

Corollary 3.2 (after an idea of Deninger). If $x$ and $y$ are nonconstant functions in $\mathbb{C}(E)$ with trivial tame symbols, then

$$
-\int_{\gamma} \eta(x, y)=\operatorname{Im}\left(\frac{\Omega}{y_{\tau} \Omega_{0}} R_{\tau}((x) \diamond(y))\right), \quad \text { where } \Omega=\int_{\gamma} \omega .
$$

Proof. Notice that $i \eta(x, y)$ is an element of the two-dimensional vector space $H_{\mathscr{V}}^{2}(E(\mathbb{C}), \mathbb{R}(2))$ generated by $\omega$ and $\bar{\omega}$. Then we may write

$$
\mathrm{i} \eta(x, y)=\alpha[\omega]+\beta[\bar{\omega}],
$$

from which we obtain

$$
\int_{\gamma} \mathrm{i} \eta(x, y)=\alpha \Omega+\beta \bar{\Omega} .
$$

On the other hand, we have

$$
\int_{E(\mathbb{C})} \mathrm{i} \eta(x, y) \wedge \bar{\omega}=\alpha \int_{E(\mathbb{C})} \omega \wedge \bar{\omega}=\alpha \mathrm{i} 2 \Omega_{0}^{2} y_{\tau}
$$

and

$$
\int_{E(\mathbb{C})} \mathrm{i} \eta(x, y) \wedge \omega=-\beta \mathrm{i} 2 \Omega_{0}^{2} y_{\tau} .
$$

By Beilinson's Theorem

$$
\int_{\gamma} \mathrm{i} \eta(x, y)=-\frac{R_{\tau}((x) \diamond(y)) \Omega}{2 \Omega_{0} y_{\tau}}+\frac{\overline{R_{\tau}((x) \diamond(y))} \bar{\Omega}}{2 \Omega_{0} y_{\tau}},
$$

and the statement follows.
3.2. Regulators and Mahler measure. From now on, we will set $k=4 / \sqrt{t}$ in the first family (2-1).

Rodriguez Villegas [1999] proved that if $P_{k}(x, y)=k+x+1 / x+y+1 / y$ does not intersect the torus $\mathbb{T}^{2}$, then

$$
\begin{equation*}
m(k) \sim_{\mathbb{Z}} \frac{1}{2 \pi} \mathrm{r}(\{x, y\})(\gamma) . \tag{3-5}
\end{equation*}
$$

Here the $\sim_{\mathbb{Z}}$ stands for "up to an integer", and $\gamma$ is a closed path that avoids the poles and zeros of $x$ and $y$. In particular, $\gamma$ generates the subgroup $H_{1}(E, \mathbb{Z})^{-}$of $H_{1}(E, \mathbb{Z})$ where conjugation acts by -1 .

We would like to use this property, however we need to exercise caution. In particular, $P_{k}(x, y)$ intersects the torus whenever $|k| \leq 4$ and $k \in \mathbb{R}$. Let us recall the idea behind the proof of (3-5) for the special case of $P_{k}(x, y)$. Writing

$$
y P_{k}(x, y)=\left(y-y_{(1)}(x)\right)\left(y-y_{(2)}(x)\right)
$$

we have

$$
m(k)=\mathrm{m}\left(y P_{k}(x, y)\right)=\frac{1}{2 \pi \mathrm{i}} \int_{\mathbb{T}^{1}}\left(\log ^{+}\left|y_{(1)}(x)\right|+\log ^{+}\left|y_{(2)}(x)\right|\right) \frac{\mathrm{d} x}{x}
$$

This last equality follows from applying Jensen's formula with respect to the variable $y$. When the polynomial does not intersect the torus, we may omit the + sign on the logarithm, since each $y_{(i)}(x)$ is always inside or outside the unit circle. Indeed, there is always a branch inside the unit circle and a branch outside. It follows that

$$
\begin{equation*}
m(k)=\frac{1}{2 \pi \mathrm{i}} \int_{\mathbb{T}^{1}} \log |y| \frac{\mathrm{d} x}{x}=-\frac{1}{2 \pi} \int_{\mathbb{T}^{1}} \eta(x, y), \tag{3-6}
\end{equation*}
$$

where $\mathbb{T}^{1}$ is interpreted as a cycle in the homology of the elliptic curve defined by $P_{k}(x, y)=0$, namely $H_{1}(E, \mathbb{Z})$.

If $k \in[-4,4]$, then we may also assume that $k>0$ since this particular Mahler measure does not depend on the sign of $k$. The equation

$$
k+x+\frac{1}{x}+y+\frac{1}{y}=0
$$

certainly has solutions when $(x, y) \in \mathbb{T}^{2}$. However, for $|x|=1$ and $k$ real, the number $k+x+1 / x$ is real, and therefore $y+1 / y$ must be real. This forces two possibilities: either $y$ is real or $|y|=1$. Let $x=\mathrm{e}^{\mathrm{i} \theta}$, then for $-\pi \leq \theta \leq \pi$ we have

$$
\begin{equation*}
-k-2 \cos \theta=y+\frac{1}{y} \tag{3-7}
\end{equation*}
$$

The limiting case occurs when $|k+2 \cos \theta|=2$. Since we have assumed that $k$ is positive, this condition becomes $k+2 \cos \theta=2$, which implies that $y=-1$. When $k+2 \cos \theta>2$ one solution for $y$, say, $y_{(1)}$, becomes a negative number less than -1 , thus $\left|y_{(1)}\right|>1$ (the other solution $y_{(2)}$ is such that $\left|y_{(2)}\right|<1$ ). When $k+2 \cos \theta<2, y_{i}$ lies inside the unit circle and never reaches 1 . What is important is that $\left|y_{(1)}\right| \geq 1$ and $\left|y_{(2)}\right| \leq 1$, so we can still write (3-6) even if there is a nontrivial intersection with the torus.
3.3. Functional identities for the regulator. We recall a result by Bloch [2000] on the modularity of $R_{\tau}$ :

Proposition 3.3. Take $\left(\begin{array}{cc}\alpha & \beta \\ \gamma & \delta\end{array}\right) \in \mathrm{SL}_{2}(\mathbb{Z})$, and define $\tau^{\prime}=\frac{\alpha \tau+\beta}{\gamma \tau+\delta}$. If we set

$$
\binom{b^{\prime}}{a^{\prime}}=\left(\begin{array}{rr}
\delta & -\gamma \\
-\beta & \alpha
\end{array}\right)\binom{b}{a}
$$

then

$$
\begin{equation*}
R_{\tau^{\prime}}\left(\mathrm{e}^{2 \pi \mathrm{i}\left(a^{\prime}+b^{\prime} \tau^{\prime}\right)}\right)=\frac{1}{\gamma \bar{\tau}+\delta} R_{\tau}\left(\mathrm{e}^{2 \pi \mathrm{i}(a+b \tau)}\right) \tag{3-8}
\end{equation*}
$$

We will need to use some functional equations for $J_{\tau}$. Recall the trivial property

$$
\begin{equation*}
J(z)=p \sum_{x^{p}=z} J(x) \tag{3-9}
\end{equation*}
$$

Proposition 3.4. Let $p$ be an odd prime, let $q=\mathrm{e}^{2 \pi \mathrm{i} \tau}$, and let $q_{j}=\mathrm{e}^{2 \pi \mathrm{i}(\tau+j) / p}$ for $j \in\{0,1, \ldots, p-1\}$. Suppose that $(N, k)=1$, and $p \equiv \pm 1$ or $0(\bmod N)$. Then

$$
\begin{equation*}
\left(1+\chi_{-N}(p) p^{2}\right) J_{N \tau}\left(q^{k}\right)=\sum_{j=0}^{p-1} p J_{N(\tau+j) / p}\left(q_{j}^{k}\right)+\chi_{-N}(p) J_{N p \tau}\left(q^{p k}\right) \tag{3-10}
\end{equation*}
$$

and for any $z$,

$$
\begin{equation*}
\left(\chi_{-N}(p)+p^{2}\right) J_{N \tau}(z)=\sum_{j=0}^{p-1} p J_{N(\tau+j) / p}(z)+\chi_{-N}(p) J_{N p \tau}(z) \tag{3-11}
\end{equation*}
$$

Proof. Notice that
$\sum_{j=0}^{p-1} J_{N(\tau+j) / p}\left(q_{j}^{k}\right)=\sum_{n=0}^{\infty} \sum_{j=0}^{p-1} J\left(q_{j}^{N n+k}\right)-\sum_{n=1}^{\infty} \sum_{j=0}^{p-1} J\left(q_{j}^{N n-k}\right)+\frac{4 \pi^{2} y_{\tau}^{2} N^{2}}{3 p} B_{3}\left(\frac{k}{N}\right)$.
By (3-9) this equals

$$
\begin{aligned}
& \sum_{\substack{n=0 \\
p \nmid N n+k}}^{\infty} \frac{1}{p} J\left(q^{N n+k}\right)-\sum_{\substack{n=1 \\
p \nmid N n-k}}^{\infty} \frac{1}{p} J\left(q^{N n-k}\right) \\
& +\sum_{\substack{n=0 \\
p \mid N n+k}}^{\infty} p J\left(q^{(N n+k) / p}\right)-\sum_{\substack{n=1 \\
p \mid N n-k}}^{\infty} p J\left(q^{(N n-k) / p}\right)+\frac{4 \pi^{2} y_{\tau}^{2} N^{2}}{3 p} B_{3}\left(\frac{k}{N}\right) \\
& =\sum_{n=0}^{\infty} \frac{1}{p} J\left(q^{N n+k}\right)-\sum_{n=1}^{\infty} \frac{1}{p} J\left(q^{N n-k}\right)-\sum_{\substack{n=0 \\
p \mid N n+k}}^{\infty} \frac{1}{p} J\left(q^{N n+k}\right)+\sum_{\substack{n=1 \\
p \mid N n-k}}^{\infty} \frac{1}{p} J\left(q^{N n-k}\right) \\
& +\sum_{\substack{n=0 \\
p \mid N n+k}}^{\infty} p J\left(q^{(N n+k) / p}\right)-\sum_{\substack{n=1 \\
p \mid N n-k}}^{\infty} p J\left(q^{(N n-k) / p}\right)+\frac{4 \pi^{2} y_{\tau}^{2} N^{2}}{3 p} B_{3}\left(\frac{k}{N}\right)
\end{aligned}
$$

Upon rearranging, this expression becomes

$$
\begin{aligned}
\frac{1}{p} J_{N \tau}\left(q^{k}\right)- & \frac{4 \pi^{2} y_{\tau}^{2} N^{2}}{3 p} B_{3}\left(\frac{k}{N}\right) \\
& -\sum_{\substack{n=0 \\
p \mid N n+k}}^{\infty} \frac{1}{p} J\left(\left(q^{p}\right)^{(N n+k) / p}\right)+\sum_{\substack{n=1 \\
p \mid N n-k}}^{\infty} \frac{1}{p} J\left(\left(q^{p}\right)^{(N n-k) / p}\right) \\
& +\sum_{\substack{n=0 \\
p \mid N n+k}}^{\infty} p J\left(q^{(N n+k) / p}\right)-\sum_{\substack{n=1 \\
p \mid N n-k}}^{\infty} p J\left(q^{(N n-k) / p}\right)+\frac{4 \pi^{2} y_{\tau}^{2} N^{2}}{3 p} B_{3}\left(\frac{k}{N}\right)
\end{aligned}
$$

or again

$$
\frac{1}{p} J_{N \tau}\left(q^{k}\right)-\frac{\chi_{-N}(p)}{p} J_{N p \tau}\left(q^{p k}\right)+\chi_{-N}(p) p J_{N \tau}\left(q^{k}\right)
$$

This proves the assertion.
The second equality follows in a similar fashion.
It is possible to prove analogous identities for $D_{\tau}$ and $R_{\tau}$.
Proposition 3.5. $\quad J_{(2 \mu+1) / 2}\left(\mathrm{e}^{\pi \mathrm{i} \mu}\right)=J_{2 \mu}\left(\mathrm{e}^{\pi \mathrm{i} \mu}\right)-J_{2 \mu}\left(-\mathrm{e}^{\pi \mathrm{i} \mu}\right)$.
Proof. Let $z=\mathrm{e}^{\pi \mathrm{i} \mu}$. then

$$
\begin{aligned}
J_{2 \mu}(z) & -J_{2 \mu}(-z) \\
& =J(z)-J(-z)+\sum_{n=1}^{\infty}\left(J\left(z q^{n}\right)-J\left(-z q^{n}\right)-J\left(z^{-1} q^{n}\right)+J\left(-z^{-1} q^{n}\right)\right) \\
& =\sum_{n=0}^{\infty}\left(J\left(\mathrm{e}^{\pi \mathrm{i} \mu(4 n+1)}\right)-J\left(-\mathrm{e}^{\pi \mathrm{i} \mu(4 n+1)}\right)-J\left(\mathrm{e}^{\pi \mathrm{i} \mu(4 n+3)}\right)+J\left(-\mathrm{e}^{\pi \mathrm{i} \mu(4 n+3)}\right)\right)
\end{aligned}
$$

On the other hand,

$$
J_{(2 \mu+1) / 2}(z)=\sum_{n=0}^{\infty}\left(J\left((-1)^{n} \mathrm{e}^{\pi \mathrm{i} \mu(2 n+1)}\right)-J\left((-1)^{n+1} \mathrm{e}^{\pi \mathrm{i} \mu(2 n+1)}\right)\right)
$$

which proves the equality.
3.4. The first family. First we write the equation

$$
x+\frac{1}{x}+y+\frac{1}{y}+k=0
$$

in Weierstrass form. Consider the rational transformation

$$
X=\frac{k+x+y}{x+y}=-\frac{1}{x y}, \quad Y=\frac{k(y-x)(k+x+y)}{2(x+y)^{2}}=\frac{(y-x)\left(1+\frac{1}{x y}\right)}{2 x y}
$$

which leads to

$$
Y^{2}=X\left(X^{2}+\left(\frac{1}{4} k^{2}-2\right) X+1\right) .
$$

It is useful to state the inverse transformation:

$$
x=\frac{k X-2 Y}{2 X(X-1)}, \quad y=\frac{k X+2 Y}{2 X(X-1)}
$$

Notice that $E_{k}$ contains a torsion point of order 4 over $\mathbb{Q}(k)$, namely $P=(1, k / 2)$. Indeed, this family is the modular elliptic surface associated to $\Gamma_{0}(4)$.

We can show that $2 P=(0,0)$, and $3 P=(1,-k / 2)$.
Now we have

$$
\begin{aligned}
(X) & =2(2 P)-2 O \\
(x) & =(2(P)+(2 P)-3 O)-(2(2 P)-2 O)-((P)+(3 P)-2 O) \\
& =(P)-(2 P)-(3 P)+O \\
(y) & =(2(3 P)+(2 P)-3 O)-(2(2 P)-2 O)-((P)+(3 P)-2 O) \\
& =-(P)-(2 P)+(3 P)+O
\end{aligned}
$$

Computing the diamond operation between the divisors of $x$ and $y$ yields

$$
(x) \diamond(y)=4(P)-4(-P)=8(P)
$$

Now assume that $k \in \mathbb{R}$ and $k>4$. We will choose an orientation for the curve and compute the real period. Because $P$ is a point of order 4 and $\int_{0}^{1} \omega$ is real, we may assume that $P$ corresponds to $3 \Omega_{0} / 4$.

The next step is to understand the cycle $|x|=1$ as an element of $H_{1}(E, \mathbb{Z})$. We would like to compute the value of $\Omega=\int_{\gamma} \omega$. First recall that

$$
\omega=\frac{\mathrm{d} X}{2 Y}=\frac{\mathrm{d} x}{x\left(y-y^{-1}\right)}
$$

When $k>4$, consider conjugation of $\omega$. This sends $x$ to $x^{-1}$ and $\mathrm{d} x / x$ and $-\mathrm{d} x / x$. There is no intersection with the torus, so $y$ remains invariant. Therefore we conclude that $\Omega$ is the complex period, and $\Omega / \Omega_{0}=\tau$, where $\tau$ is purely imaginary.

Therefore, for $k$ real and $|k|>4$,

$$
m(k)=\frac{4}{\pi} \operatorname{Im}\left(\frac{\tau}{y_{\tau}} R_{\tau}(-i)\right)
$$

Now take $\left(\begin{array}{cc}0 & -1 \\ 1 & 0\end{array}\right) \in \mathrm{SL}_{2}(\mathbb{Z})$. By Proposition 3.3

$$
R_{\tau}(-\mathrm{i})=R_{\tau}\left(\mathrm{e}^{-2 \pi \mathrm{i} / 4}\right)=\bar{\tau} R_{-1 / \tau}\left(\mathrm{e}^{-2 \pi \mathrm{i} /(4 \tau)}\right)
$$

therefore

$$
m(k)=-\frac{4|\tau|^{2}}{\pi y_{\tau}} J_{-1 / \tau}\left(\mathrm{e}^{-2 \pi \mathrm{i} /(4 \tau)}\right) .
$$

If we let $\mu=-1 /(4 \tau)$, then for $k \in \mathbb{R}$ we obtain

$$
\begin{aligned}
m(k)=-\frac{1}{\pi y_{\mu}} J_{4 \mu}\left(\mathrm{e}^{2 \pi \mathrm{i} \mu}\right) & =\operatorname{Im}\left(\frac{1}{\pi y_{\mu}} R_{4 \mu}\left(\mathrm{e}^{2 \pi \mathrm{i} \mu}\right)\right) \\
& =\operatorname{Re}\left(\frac{16 y_{\mu}}{\pi^{2}} \sum_{m, n}^{\prime} \frac{\chi-4(m)}{(m+4 \mu n)^{2}(m+4 \bar{\mu} n)}\right)
\end{aligned}
$$

thus recovering a result of Rodriguez Villegas. We can extend this result to all $k \in \mathbb{C}$, by arguing that both $m(k)$ and $-\left(1 /\left(\pi y_{\mu}\right)\right) J_{4 \mu}\left(\mathrm{e}^{2 \pi \mathrm{i} \mu}\right)$ are the real parts of holomorphic functions that coincide at infinitely many points; see [Rodriguez Villegas 1996].

Now we show how to deduce (1-7) and (1-6). Applying (3-10) with $N=4$, $k=1$, and $p=2$, we have

$$
J_{4 \mu}(q)=2 J_{2 \mu}\left(q_{0}\right)+2 J_{2(\mu+1)}\left(q_{1}\right),
$$

which translates into

$$
\frac{1}{y_{4 \mu}} J_{4 \mu}\left(\mathrm{e}^{2 \pi \mathrm{i} \mu}\right)=\frac{1}{y_{2 \mu}} J_{2 \mu}\left(\mathrm{e}^{\pi \mathrm{i} \mu}\right)+\frac{1}{y_{2 \mu}} J_{2 \mu}\left(-\mathrm{e}^{\pi \mathrm{i} \mu}\right) .
$$

This is the content of (1-7). Setting $\tau=-1 /(2 \mu)$, we may also write

$$
\begin{equation*}
D_{\tau / 2}(-\mathrm{i})=D_{\tau}(-\mathrm{i})+D_{\tau}\left(-\mathrm{ie}^{\pi \mathrm{i} \tau}\right) . \tag{3-12}
\end{equation*}
$$

Next we use Proposition 3.5:

$$
J_{(2 \mu+1) / 2}\left(\mathrm{e}^{\pi \mathrm{i} \mu}\right)=J_{2 \mu}\left(\mathrm{e}^{\pi \mathrm{i} \mu}\right)-J_{2 \mu}\left(-\mathrm{e}^{\pi \mathrm{i} \mu}\right),
$$

which translates into

$$
\frac{1}{y_{(2 \mu+1) / 2}} J_{(2 \mu+1) / 2}\left(\mathrm{e}^{\pi \mathrm{i} \mu}\right)=\frac{2}{y_{2 \mu}} J_{2 \mu}\left(\mathrm{e}^{\pi \mathrm{i} \mu}\right)-\frac{2}{y_{2 \mu}} J_{2 \mu}\left(-\mathrm{e}^{\pi \mathrm{i} \mu}\right) .
$$

Setting $\tau=-1 /(2 \mu)$, and using $\left(\begin{array}{cc}1 & 0 \\ -2 & 1\end{array}\right) \in \mathrm{SL}_{2}(\mathbb{Z})$ on the left-hand side, we have

$$
\begin{equation*}
D_{(\tau-1) / 2}(-\mathrm{i})=D_{\tau}(-\mathrm{i})-D_{\tau}\left(-\mathrm{ie}^{\pi \mathrm{i} \tau}\right) . \tag{3-13}
\end{equation*}
$$

Combining Equations (3-12) and (3-13), we see that

$$
2 D_{\tau}(-\mathrm{i})=D_{\tau / 2}(-\mathrm{i})+D_{(\tau-1) / 2}(-\mathrm{i}) .
$$

This is the content of (1-6).
Similarly, we may deduce (2-14) from (3-10) when $k=1, N=4$, and $p$ is an odd prime.
3.5. A direct approach. It is also possible to prove (1-6) and (1-7) directly, without considering the $\mu$-parametrization or the explicit form of the regulator.

For those formulas, it is easy to explicitly write the isogenies at the level of the Weierstrass models. By using the well-known isogeny of degree 2

$$
\phi:\left\{E: y^{2}=x\left(x^{2}+a x+b\right)\right\} \rightarrow\left\{\widehat{E}: \hat{y}^{2}=\hat{x}\left(\hat{x}^{2}-2 a \hat{x}+\left(a^{2}-4 b\right)\right)\right\}
$$

given by (see for example [Cassels 1991; Silverman 1992])

$$
(x, y) \mapsto\left(\frac{y^{2}}{x^{2}}, \frac{y\left(b-x^{2}\right)}{x^{2}}\right),
$$

where we require that $a^{2}-4 b \neq 0$, we find

$$
\begin{aligned}
& \phi_{1}: E_{2 n+(2 / n)} \rightarrow E_{4 n^{2}}, \quad(X, Y) \mapsto\left(\frac{X\left(n^{2} X+1\right)}{X+n^{2}},-\frac{n^{3} Y\left(X^{2}+2 n^{2} X+1\right)}{\left(X+n^{2}\right)^{2}}\right), \\
& \phi_{2}: E_{2 n+(2 / n)} \rightarrow E_{4 / n^{2}}, \quad(X, Y) \mapsto\left(\frac{X\left(X+n^{2}\right)}{n^{2} X+1},-\frac{Y\left(n^{2} X^{2}+2 X+n^{2}\right)}{n\left(n^{2} X+1\right)^{2}}\right) .
\end{aligned}
$$

Write $x_{1}, y_{1}, X_{1}, Y_{1}$ for the rational functions and $\mathrm{r}_{1}$ for the regulator in $E_{4 n^{2}}$, and $x_{2}, y_{2}, X_{2}, Y_{2}, \mathrm{r}_{2}$ for the corresponding objects in $E_{4 / n^{2}}$. It follows that

$$
\begin{aligned}
\pm m\left(4 n^{2}\right) & =\mathrm{r}_{1}\left(\left\{x_{1}, y_{1}\right\}\right)=\frac{1}{2 \pi} \int_{\left|X_{1}\right|=1} \eta\left(x_{1}, y_{1}\right)=\frac{1}{4 \pi} \int_{|X|=1} \eta\left(x_{1} \circ \phi_{1}, y_{1} \circ \phi_{1}\right) \\
& =\frac{1}{2} \mathrm{r}\left(\left\{x_{1} \circ \phi_{1}, y_{1} \circ \phi_{1}\right\}\right),
\end{aligned}
$$

where the factor of 2 follows from the degree of the isogeny. Similarly, we find

$$
\pm m\left(\frac{4}{n^{2}}\right)=\mathrm{r}_{2}\left(\left\{x_{2}, y_{2}\right\}\right)=\frac{1}{2} \mathrm{r}\left(\left\{x_{2} \circ \phi_{2}, y_{2} \circ \phi_{2}\right\}\right) .
$$

Now we need to compare the values of

$$
\mathrm{r}\left(\left\{x_{1} \circ \phi_{1}, y_{1} \circ \phi_{1}\right\}\right), \quad \mathrm{r}\left(\left\{x_{2} \circ \phi_{2}, y_{2} \circ \phi_{2}\right\}\right), \quad \text { and } \quad \mathrm{r}(\{x, y\}) .
$$

Recall that $(x) \diamond(y)=8(P)$, where $P=(1, k / 2)$. When $k=2(n+1 / n)$, we will also consider the point $Q=\left(-1 / n^{2}, 0\right)$, which has order 2 (then $P+Q=(-1, n-1 / n)$, $2 P+Q=\left(-n^{2}, 0\right)$, etc $)$.

Let $P$ now denote the point in $E_{2 n+(2 / n)}$, and let $P_{1}$ denote the corresponding point in $E_{4 n^{2}}$. We have the following table:

$$
\begin{aligned}
& 3 P, P+Q \rightarrow P_{1}, \\
& \phi_{1}: \quad \rightarrow 2 P_{1}, \\
& 2 P, Q+Q \\
& P, 3 P+Q P_{1}, \\
& O_{0}, 2 P+Q
\end{aligned}>O_{1} ., ~
$$

Using this table, and the divisors $\left(x_{1}\right)$ and $\left(y_{1}\right)$ in $E_{4 n^{2}}$, we can compute $\left(x_{1} \circ \phi_{1}\right) \diamond$ $\left(y_{1} \circ \phi_{1}\right)$. We find that

$$
\left(x_{1} \circ \phi_{1}\right) \diamond\left(y_{1} \circ \phi_{1}\right)=-16(P)+16(P+Q)
$$

and similarly

$$
\left(x_{2} \circ \phi_{2}\right) \diamond\left(y_{2} \circ \phi_{2}\right)=-16(P)-16(P+Q) .
$$

These computations show that

$$
\begin{equation*}
\frac{1}{2} \mathrm{r}_{0}\left(\left\{x_{1} \circ \phi_{1}, y_{1} \circ \phi_{1}\right\}\right)+\frac{1}{2} \mathrm{r}_{0}\left(\left\{x_{2} \circ \phi_{2}, y_{2} \circ \phi_{2}\right\}\right)=2 \mathrm{r}_{0}\left(\left\{x_{0}, y_{0}\right\}\right) \tag{3-14}
\end{equation*}
$$

and therefore

$$
\begin{equation*}
\mathrm{r}_{1}\left(\left\{x_{1}, y_{1}\right\}\right)+\mathrm{r}_{2}\left(\left\{x_{2}, y_{2}\right\}\right)=2 \mathrm{r}_{0}\left(\left\{x_{0}, y_{0}\right\}\right) \tag{3-15}
\end{equation*}
$$

We can conclude the proof of (1-6) by inspecting signs.
To prove (1-7), it is necessary to use the isomorphism $\phi$ from (3-16).
3.6. Relations among $m(2), \boldsymbol{m}(8), m(3 \sqrt{2})$, and $\boldsymbol{m}(\mathbf{i} \sqrt{2})$. Setting $n=1 / \sqrt{2}$ in (1-7), we obtain

$$
m(3 \sqrt{2})+m(\mathrm{i} \sqrt{2})=m(8)
$$

Doing the same in (1-6), we find that

$$
m(2)+m(8)=2 m(3 \sqrt{2})
$$

In this section we will establish the identity

$$
3 m(3 \sqrt{2})=5 m(\mathrm{i} \sqrt{2})
$$

from which we can deduce expressions for $m(2)$ and $m(8)$.
Consider the functions $f$ and $1-f$, where $f=(\sqrt{2} Y-X) / 2 \in \mathbb{C}\left(E_{3 \sqrt{2}}\right)$. Their divisors are

$$
\begin{aligned}
\left(\frac{\sqrt{2} Y-X}{2}\right) & =(2 P)+2(P+Q)-3 O \\
\left(1-\frac{\sqrt{2} Y-X}{2}\right) & =(P)+(Q)+(3 P+Q)-3 O
\end{aligned}
$$

The diamond operation yields

$$
(f) \diamond(1-f)=6(P)-10(P+Q)
$$

But $(f) \diamond(1-f)$ is trivial in $K$-theory, hence

$$
6(P) \sim 10(P+Q)
$$

Now consider the isomorphism

$$
\begin{equation*}
\phi: E_{2 n+(2 / n)} \rightarrow E_{2(\mathrm{i} n+1 / \mathrm{i} n)}, \quad(X, Y) \mapsto(-X, \mathrm{i} Y) \tag{3-16}
\end{equation*}
$$

This isomorphism implies that

$$
\mathrm{r}_{\mathrm{i} \sqrt{2}}(\{x, y\})=\mathrm{r}_{3 \sqrt{2}}(\{x \circ \phi, y \circ \phi\})
$$

But we know that

$$
(x \circ \phi) \diamond(y \circ \phi)=8(P+Q)
$$

This implies

$$
6 \mathrm{r}_{3 \sqrt{2}}(\{x, y\})=10 \mathrm{r}_{\mathrm{i} \sqrt{2}}(\{x, y\}) \quad \text { and } \quad 3 m(3 \sqrt{2})=5 m(\mathrm{i} \sqrt{2})
$$

We conclude that

$$
m(8)=\frac{8}{5} m(3 \sqrt{2}), \quad m(2)=\frac{2}{5} m(3 \sqrt{2})
$$

and finally

$$
m(8)=4 m(2)
$$

3.7. The Hesse family. We will now sketch the case of the Hesse family:

$$
x^{3}+y^{3}+1-\frac{3}{t^{1 / 3}} x y
$$

This family corresponds to $\Gamma_{0}(3)$. The diamond operation yields

$$
\begin{equation*}
(x) \diamond(y)=9(P)+9(A)+9(B) \tag{3-17}
\end{equation*}
$$

where $P$ is a point of order 3 , defined over $\mathbb{Q}\left(t^{1 / 3}\right)$, and $A, B$ are points of order 3 such that $A+B+P=O$.

For $0<t<1$, we have

$$
n(t)=\frac{9}{2 \pi} \operatorname{Im}\left(\frac{\tau}{y_{\tau}}\left(R_{\tau}\left(\mathrm{e}^{4 \pi \mathrm{i} / 3}\right)+R_{\tau}\left(\mathrm{e}^{4 \pi \mathrm{i}(1+\tau) / 3}\right)+R_{\tau}\left(\mathrm{e}^{2 \pi \mathrm{i}(2+\tau) / 3}\right)\right)\right)
$$

If we let $\mu=-1 / \tau$, we obtain, after several steps,

$$
n(t)=\operatorname{Re}\left(\frac{27 \sqrt{3} y_{\mu}}{4 \pi^{2}} \sum_{k, n}^{\prime} \frac{\chi_{-3}(n)}{(3 \mu k+n)^{2}(3 \bar{\mu} k+n)}\right)
$$

As in the previous example, this result may be extended to the complement of $\kappa$ (the set of $t$ where the polynomial intersects the torus) by comparing holomorphic functions.
3.8. The $\Gamma_{0}^{\mathbf{0}}(\mathbf{6})$ example. We will now sketch a treatment of Stienstra's example [2006]:

$$
(x+1)(y+1)(x+y)-\frac{1}{t} x y .
$$

Applying the diamond operation, we have

$$
(x) \diamond(y)=-6(P)-6(2 P)
$$

where $P$ is a point of order 6 .
For $t$ small, one can write

$$
g(t)=\frac{3}{\pi} \operatorname{Im}\left(\frac{\tau}{y_{\tau}} R_{\tau}\left(\xi_{6}^{-1}\right)+R_{\tau}\left(\xi_{3}^{-1}\right)\right) .
$$

Eventually, one reaches the expression for $g(t)$ found in [Stienstra 2006]:

$$
\operatorname{Re}\left(\frac{36 y_{\mu}}{\pi^{2}} \sum_{m, n}^{\prime} \frac{\chi_{-3}(m)}{(m+6 \mu n)^{2}(m+6 \bar{\mu} n)}\right)+\operatorname{Re}\left(\frac{9 y_{\mu}}{2 \pi^{2}} \sum_{m, n}^{\prime} \frac{\chi_{-3}(m)}{(m+3 \mu n)^{2}(m+3 \bar{\mu} n)}\right),
$$

3.9. The $\Gamma_{0}^{0}(5)$ example. Our final example is

$$
(x+y+1)(x+1)(y+1)-\frac{1}{t} x y .
$$

Applying the diamond operation, we find that

$$
(x) \diamond(y)=10(P)+5(2 P),
$$

where $P$ is a torsion point of order 5 .
For $t>0$,

$$
r(t)=\frac{5}{2 \pi} \operatorname{Im}\left(\frac{\tau}{y_{\tau}}\left(2 R_{\tau}\left(\mathrm{e}^{8 \pi \mathrm{i} / 5}\right)+R_{\tau}\left(\mathrm{e}^{6 \pi \mathrm{i} / 5}\right)\right)\right) .
$$

Finally,

$$
r(t)=-\operatorname{Re}\left(\frac{25 \mathrm{i} y_{\mu}}{4 \pi^{2}} \sum_{m, n}^{\prime} \frac{2\left(\zeta_{5}^{m}-\zeta_{5}^{-m}\right)+\zeta_{5}^{2 m}-\zeta_{5}^{-2 m}}{(m+5 \mu n)^{2}(m+5 \bar{\mu} n)}\right)
$$

In conclusion, we see that the modular structure comes from the form of the regulator function, and the functional identities are consequences of the functional identities of the elliptic dilogarithm.

## 4. Conclusion

We have used both regulator and $q$-series methods to prove a variety of identities between the Mahler measures of genus-one polynomials. We will conclude this paper with a final open problem.

Open Problem 2. How do you characterize all the functional equations of $\mu(t)$ ?
We have seen that there are identities like (1-6), stating that

$$
\begin{aligned}
2 \mathrm{~m}\left(2\left(k+\frac{1}{k}\right)+x+\frac{1}{x}\right. & \left.+y+\frac{1}{y}\right) \\
& =\mathrm{m}\left(4 k^{2}+x+\frac{1}{x}+y+\frac{1}{y}\right)+\mathrm{m}\left(\frac{4}{k^{2}}+x+\frac{1}{x}+y+\frac{1}{y}\right) .
\end{aligned}
$$

While this formula does not follow from (2-14), it can be proved with regulators.
Indeed, the last section showed us that we can obtain functional identities for the Mahler measures by looking at functional equations for the elliptic dilogarithm.

Now, understanding these identities is a very hard problem. To give an idea of the dimensions of this problem, we note that (3-10) corresponds to the integration of an identity for the Hecke operator $T_{p}$. This suggests that more identities will follow from looking at the general operator $T_{n}$. And this is just the beginning of the story...
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