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# A topological property of quasireductive group schemes 

Najmuddin Fakhruddin and Vasudevan Srinivas

In a recent paper, Gopal Prasad and Jiu-Kang Yu introduced the notion of a quasireductive group scheme $\mathscr{G}$ over a discrete valuation ring $R$, in the context of Langlands duality. They showed that such a group scheme $\mathscr{G}$ is necessarily of finite type over $R$, with geometrically connected fibres, and its geometric generic fibre is a reductive algebraic group; however, they found examples where the special fibre is nonreduced, and the corresponding reduced subscheme is a reductive group of a different type. In this paper, the formalism of vanishing cycles in étale cohomology is used to show that the generic fibre of a quasireductive group scheme cannot be a restriction of scalars of a group scheme in a nontrivial way; this answers a question of Prasad, and implies that nonreductive quasireductive group schemes are essentially those found by Prasad and Yu.

Gopal Prasad and Jiu-Kang Yu [2006] introduced the notion of a quasireductive group scheme over a discrete valuation ring $R$ in a recent paper: this is an affine, flat group scheme $\pi: \mathscr{G} \rightarrow \operatorname{Spec} R$, such that
(i) the generic fibre $\mathscr{G}_{K}$ is a smooth, connected group scheme over the quotient field $K$ of $R$;
(ii) the reduced geometric special fibre $\left(\mathscr{\varphi}_{\bar{k}}\right)_{\text {red }}$ is of finite type over the algebraic closure of the residue field $k$ of $R$, and its identity component is a reductive affine algebraic group;
(iii) $\operatorname{dim} \mathscr{G}_{K}=\operatorname{dim} \mathscr{\varphi}_{k}$.

They showed that $\mathscr{G}$ is necessarily of finite type over $R$, with geometrically connected fibres, and its geometric generic fibre is a reductive algebraic group. Further, $\mathscr{G}$ is a reductive group scheme over $\operatorname{Spec} R$, except possibly when $R$ has residue characteristic 2 and the geometric generic fibre $\mathscr{G}_{\bar{K}}$ has a nontrivial normal subgroup of type $\mathrm{SO}_{2 n+1}$, for some $n \geq 1$. They gave examples to show that in case $\mathscr{G}_{\bar{K}}=\mathrm{SO}_{2 n+1}$, reductivity can fail to hold, with a nonreduced geometric special fibre, and they gave a classification of such $\mathscr{G}$. Their work arose in response to

Keywords: group scheme, quasireductive, nearby cycle.
a question of Vilonen to Prasad, in connection with a Tannakian construction of Langlands dual groups; see [Mirković and Vilonen 2004].

In this context, it is natural to ask if there are any other possibilities for nonreductive, quasireductive group schemes $\mathscr{G}$, except the examples found by Prasad and Yu , and the others obtained from these by simple modifications (like products and so forth). From their results, this boils down to the following specific question:

Does there exist a quasireductive group scheme $\pi: \mathscr{G} \rightarrow \operatorname{Spec} R$, where $R$ is a complete DVR with algebraically closed residue field, such that for some finite, separable (totally ramified) extension field $L$ of $K$, of degree $>1$, the generic fibre $\mathscr{G}_{K}$ is isomorphic to $R_{L / K}\left(\mathrm{SO}_{2 n+1}\right)_{L}$, the Weil restriction of scalars of $\left(\mathrm{SO}_{2 n+1}\right)_{L}$ ?

One aim of this paper is to show that there do not exist any such quasireductive group schemes; see Corollary 2 below. Gopal Prasad has obtained a stronger conclusion, combining Corollary 2 with the arguments based on [Prasad and Yu 2006]; at his urging, this is included below (Theorem 11).

The nonexistence proof is based on a topological result, Theorem 1 , on the $\ell$ adic cohomology of a quasireductive group scheme; it says roughly that, though a quasireductive group scheme may not be smooth over the base, it is almost so from the point of view of $\ell$-adic cohomology. This property of quasireductive group schemes (including the nonsmooth ones) may also be of interest in potential applications of such group schemes. This topological result was motivated by the well known Serre-Tate criterion [1968] for good reduction of abelian varieties, which relies ultimately on the theory of Néron models. In a sense, [Prasad and Yu 2006] also relies on some aspects of this theory.

Theorem 1. Let $R$ be a complete DVR with quotient field $K$ and algebraically closed residue field $k$. Let

$$
\pi: \mathscr{G} \rightarrow \operatorname{Spec} R
$$

be a quasireductive group scheme. Let $G \rightarrow \operatorname{Spec} K$ be the generic fibre. Let $\ell$ be a prime number, invertible in $R$. Then the action of the inertia group $\operatorname{Gal}(\bar{K} / K)$ on the étale cohomology group $H_{\mathrm{et}}^{i}\left(G_{\bar{K}}, \mathbb{Z} / \ell^{n} \mathbb{Z}\right)$ is trivial, for any $i, n \geq 0$. Thus, the inertia action on the $\ell$-adic cohomology $H_{\mathrm{et}}^{i}\left(G_{\bar{K}}, \mathbb{Q}_{\ell}\right)$ is trivial, for all $i \geq 0$.

For a more technical assertion, which implies the above result, and may be viewed as the key new observation in this paper, see Proposition 8 in Section 2 below.

Corollary 2. Let $R$ be a complete $D V R$ with quotient field $K$, and algebraically closed residue field $k$. Let $L$ be a finite extension field of $K$, and let

$$
\pi: \mathscr{G} \rightarrow \operatorname{Spec} R
$$

be a quasireductive group scheme, whose generic fibre $\mathscr{G}_{K}$ is isomorphic to the restriction of scalars of a positive dimensional reductive affine algebraic group $G$ over $L$. Then we must have $L=K$.

Proof. We first note that since $G_{\bar{K}}$ is a positive dimensional reductive algebraic group over an algebraically closed field, it has a nonzero $\ell$-adic Betti number in some positive degree; for example, this is a simple consequence of the classification of reductive groups over algebraically closed fields. Let $i>0$ be the smallest such degree.

Next, since the generic fibre of $\mathscr{G} \rightarrow \operatorname{Spec} R$ is a reductive group and is obtained by the restriction of scalars from $L$ to $K$, the extension field $L / K$ is necessarily separable. (If $L / K$ is a purely inseparable finite extension and $G$ is an algebraic group over $L$, then the kernel of the natural homomorphism $R_{L / K}(G)_{L} \rightarrow G$ is unipotent; see [Oesterlé 1984, A.3.5], for example.)

Now, if $L / K$ is a separable extension of degree $n>1$, then the geometric generic fibre $\mathscr{G}_{\bar{K}}$ is isomorphic to a product of $n$ copies of $G_{\bar{K}}$, and the inertia group $\operatorname{Gal}(\bar{K} / K)$ permutes the $n$ factors transitively. From the Kunneth formula, it follows that for the chosen $i>0$, the étale cohomlogy group $H_{\mathrm{et}}^{i}\left(\mathcal{G}_{\bar{K}}, \mathbb{Q}_{\ell}\right)$ is a direct sum of (a positive number of) copies of a nontrivial permutation Galois module. This contradicts Theorem 1.

## 1. Some preliminaries

Before proving Theorem 1, we discuss some preliminaries.
Recall that, if $k$ is an algebraically closed field, a unipotent isogeny between connected reductive algebraic $k$-groups is a homomorphism, which is a finite surjective morphism, whose kernel does not contain any nontrivial subgroup scheme of multiplicative type (that is, isomorphic to a subgroup scheme of $\mathbb{G}_{m}^{e}$ for some $e \geq 1$ ).

The following lemma sheds more light on unipotent isogenies (see Corollary 4). We thank Conrad for explaining this argument to us; the reader might compare this with [Prasad and Yu 2006, Lemma 2.2].
Lemma 3. Let $H$ be a reduced group scheme over a perfect field $k$, let $G$ be a closed normal subgroup scheme of $H$ and let $G^{\text {red }}$ be the reduced subscheme of $G$. Then $G^{\text {red }}$ is also a normal subgroup scheme of $H$. If $H$ is connected and $G$ is finite then $G^{\text {red }}$ is in the center of $H$.
Proof. We first recall that since $k$ is perfect, the product of reduced $k$-schemes is reduced, so the morphism $G^{\mathrm{red}} \times G^{\mathrm{red}} \rightarrow G$ induced by the product morphism of $G$ factors through $G^{\text {red }}$ and similarly for the inverse morphism. Hence $G^{\text {red }}$ is a subgroup scheme of $G$. Since $H$ is reduced, so is $H \times G^{\text {red }}$, and hence $(H \times G)^{\text {red }}=$ $H \times G^{\mathrm{red}}$.

Let $c: H \times G \rightarrow G$ be the morphism giving the conjugation action of $H$ on $G$ and let $i: G^{\text {red }} \rightarrow G$ be the inclusion. Then there is a unique morphism $c^{\text {red }}$ : $H \times G^{\text {red }} \rightarrow G^{\text {red }}$ making the diagram below commute,


Thus $G^{\text {red }}$ is normal.
Now suppose $G$ is finite and $H$ is connected. Since $H(k)$ is nonempty, $H$ is geometrically connected over $k$ [EGA $6,4.5 .13]$. We may assume that $k$ is algebraically closed and so $G^{\text {red }}$ is a disjoint union of copies of Spec $k$. Then the inclusion $e:$ Spec $k \rightarrow H$ given by the identity induces a bijection of connected components of $G^{\text {red }}$ with those of $H \times G^{\text {red }}$. Since $c^{\text {red }}$ is continuous, it follows that

$$
c^{\mathrm{red}}=p_{G^{\mathrm{red}}}
$$

the projection onto $G^{\text {red }}$. Thus $G^{\text {red }}$ is central.
Corollary 4. The kernel of a unipotent isogeny between connected reductive algebraic groups over an algebraically closed field $k$ is infinitesimal, so that such an isogeny must be purely inseparable.

Proof. If $H$ is a connected reductive algebraic group over $k$, and $G$ is the kernel of a unipotent isogeny with domain $H$, then $G$ is a finite, normal subgroup scheme of $H$. By Lemma 3, $G^{\text {red }}$ is a central subgroup scheme, hence contained in a maximal torus. Since $G$, and hence $G^{\text {red }}$, has no nontrivial subgroup scheme of multiplicative type, this means $G^{\text {red }}$ is trivial, that is, $G$ is infinitesimal.

Lemma 5. Let $k$ be an algebraically closed field of characteristic $p>0$, and $\ell a$ prime distinct from $p$. Let $f: G_{1} \rightarrow G_{2}$ be either
(i) a unipotent isogeny between connected reductive algebraic groups over $k$, or
(ii) a closed immersion of $k$-schemes of finite type, which induces an isomorphism on the underlying reduced schemes.

Then

$$
\mathscr{F} \mapsto f_{*} \mathscr{F}, \quad \mathscr{F}^{\prime} \mapsto f^{*} \mathscr{F}^{\prime}
$$

determine an equivalence of categories between étale sheaves on $G_{1}$ and $G_{2}$, and there are natural isomorphisms $H_{\mathrm{et}}^{i}\left(G_{2}, f_{*} \mathscr{F}\right) \cong H_{\mathrm{et}}^{i}\left(G_{1}, \mathscr{F}\right)$ for all $i$.

Proof. A finite, surjective, radicial morphism induces an equivalence of categories on étale sheaves, and hence isomorphisms on étale cohomology - see [SGA 4 II, Exposé VIII, Théorème 1.1, Cor. 1.2].

The main input in the proof of Theorem 1 is the formalism of vanishing cycles, and in particular, the notion of the complex of nearby cycles, as explained in [SGA 7 II, Exposé XIII]. We briefly review what we need.

Suppose given a morphism of schemes $\pi: X \rightarrow T$, where $T$ is the spectrum of a complete discrete valuation ring with algebraically closed residue field. Denote the generic point of $T$ by $\eta$, and fix an algebraic closure of the quotient field of the DVR, giving a geometric generic point $\bar{\eta}$ of $T$. Let $X_{0}$ be the closed fibre, and let $X_{\bar{\eta}}$ be the geometric generic fibre.

If $\mathscr{F}$ is any étale sheaf of $\mathbb{Z} / \ell^{n} \mathbb{Z}$-modules on $X$, then one defines the complex of nearby cycles $R \psi_{T}(\mathscr{F})$ on the closed fibre $X_{0}$ as follows: if $i: X_{0} \rightarrow X$ is the inclusion, and $j: X_{\bar{\eta}} \rightarrow X$ the evident morphism, then

$$
R \psi_{T}(\mathscr{F})=i^{*} R j_{*} j^{*} \mathscr{F} .
$$

The adjunction map id $\rightarrow i_{*} i^{*}$ gives a map $R j_{*} j * \rightarrow i_{*} i^{*} R j_{*} j *$ and the adjunction map id $\rightarrow R j_{*} j^{*}$ gives a map $i^{*} \rightarrow i^{*} R j_{*} j^{*}$. These give rise to maps on cohomology:

$$
\begin{align*}
H_{\mathrm{et}}^{i}\left(X_{\bar{\eta}}, j^{* \mathscr{F}}\right) & \rightarrow H_{\mathrm{et}}^{i}\left(X_{0}, R \psi_{T}(\mathscr{F})\right), \\
H_{\mathrm{et}}^{i}\left(X_{0}, \mathscr{F}_{0}\right) & \rightarrow H_{\mathrm{et}}^{i}\left(X_{0}, R \psi_{T}(\mathscr{F})\right) . \tag{1-1}
\end{align*}
$$

Further, $H_{\mathrm{et}}^{i}\left(X_{0}, R \psi_{T}(\mathscr{F})\right)$ carries an action of the inertia $\operatorname{group} \operatorname{Gal}(k(\bar{\eta}) / k(\eta))$, such that the above two maps on cohomology are equivariant (where the inertia action on $H_{\mathrm{et}}^{i}\left(X_{0}, \mathscr{F}_{0}\right)$ is taken to be trivial). We may of course replace the closed fibre $X_{0}$ by its reduced subscheme in the above, since the categories of étale sheaves on $X_{0}$ and $\left(X_{0}\right)_{\text {red }}$ are equivalent. If $T=\operatorname{Spec} R$, we may write $\psi_{R}$ instead of $\psi_{T}$.

The adjunctions above fit into a square

which gives a commutative diagram


Here the left vertical arrow is an isomorphism if $f$ is proper [SGA 5, proper base change theorem, Exposé XII].

Lemma 6. If in the above situation, $f: X \rightarrow T$ is smooth, and $\mathscr{F}$ is a locally constant constructible sheaf of $\mathbb{Z} / \ell^{n} \mathbb{Z}$-modules, with $\ell$ invertible in $\mathcal{O}_{T}$, then the natural map

$$
\mathscr{F}_{0} \rightarrow R \psi_{T}(\mathscr{F})
$$

is an isomorphism, and so induces isomorphisms on étale cohomology.
Proof. This follows from the definition of $R \psi_{T}$, and the smooth base change theorem [SGA 7 II, Exposé XIII, Reformulation 2.1.5 and above].

Lemma 7. Let $X$ be a noetherian scheme, $i: Y \rightarrow X$ a closed embedding, $\beta: X^{\prime} \rightarrow$ $X$ a finite morphism, $Y^{\prime}=X^{\prime} \times_{X} Y$ with induced embedding $i^{\prime}: Y^{\prime} \rightarrow X^{\prime}$ and finite morphism $\alpha: Y^{\prime} \rightarrow Y$. For all $\Phi \in D^{+}\left(X_{\mathrm{et}}\right)$ and $r \in \mathbb{Z}$ the restriction map

$$
H_{\mathrm{et}}^{r}\left(X^{\prime}, \mathscr{I}\right) \rightarrow H_{\mathrm{et}}^{r}\left(Y^{\prime}, i^{\prime *} \mathscr{I}\right)
$$

is equal to the composite
$H_{\mathrm{et}}^{r}\left(X^{\prime}, \mathscr{F}\right) \rightarrow H_{\mathrm{et}}^{r}\left(X, R \beta_{*} \mathscr{F}\right) \rightarrow H_{\mathrm{et}}^{r}\left(Y, i^{*} R \beta_{*} \mathscr{F}\right) \rightarrow H_{\mathrm{et}}^{r}\left(Y, R \alpha_{*} i^{\prime *} \mathscr{I}\right) \rightarrow H_{\mathrm{et}}^{r}\left(Y^{\prime}, i^{\prime *} \mathscr{F}\right)$ where the first and the last map are the natural isomorphisms, the second is the restriction map and the third is induced by the base change map.

Proof. If $\mathscr{F}$ is represented by a single sheaf $\mathscr{F}$ (in degree 0 ) and $r=0$ then the equality follows from the very definition of the base change map [SGA 5, Exposé XII, §4].

We now assume that $\mathscr{I}$ is (represented by) a bounded below complex of injective sheaves

$$
\cdots \mathscr{I}^{j-1} \rightarrow \mathscr{I}^{j} \rightarrow \mathscr{I}^{j+1} \rightarrow \cdots
$$

Then $i^{\prime *} \mathscr{I}$ is (represented by) the complex

$$
\cdots i^{\prime *} \mathscr{g}^{j-1} \rightarrow i^{\prime *} \mathscr{I}^{j} \rightarrow i^{\prime *} \mathscr{I}^{j+1} \rightarrow \cdots
$$

Let $\mathscr{F}$ be a complex of injective sheaves on $Y^{\prime}$ with a quasiisomorphism $q^{\prime}: i^{\prime *} \mathscr{I} \rightarrow \mathscr{g}$. Then the map $H_{\mathrm{et}}^{r}\left(X^{\prime}, \mathscr{F}\right) \rightarrow H_{\mathrm{et}}^{r}\left(Y^{\prime}, i^{\prime *} \mathscr{I}\right)$ is induced by the map of complexes of abelian groups which in cohomological degree $r$ is the composite

$$
\Gamma\left(X^{\prime}, \mathscr{g}^{r}\right) \rightarrow \Gamma\left(Y^{\prime}, i^{\prime *} \mathscr{g}^{r}\right) \rightarrow \Gamma\left(Y^{\prime}, \mathscr{g}^{r}\right)
$$

Since the pushforward by a finite morphism is exact on the category of étale sheaves,

$$
\alpha_{*}(q): \alpha_{*} i^{\prime *} \mathscr{g} \rightarrow \alpha_{*} \mathscr{F}
$$

is a quasiisomorphism and $\alpha_{*} \mathscr{F}$ is also a complex of injective sheaves on $Y$. Using the base change isomorphism we may view $q^{\prime}:=\alpha_{*}(q)$ as a quasiisomorphism
$i^{*} \beta_{*} \mathscr{I} \rightarrow \alpha_{*} \mathscr{F}$, and hence we may use it to compute the second map in the sequence of the lemma. Since the diagram

where the vertical maps are the canonical isomorphisms, commutes for all $j$, the lemma then follows from the first step of the proof.

## 2. Proof of the theorem

We now give the proof of Theorem 1.
If we apply the formalism of nearby cycles to our quasireductive group scheme

$$
\pi: \mathscr{G} \rightarrow \operatorname{Spec} R
$$

(which is of course not proper), with geometric generic fibre $\mathscr{G}_{\bar{K}}$, special fibre $\mathscr{G}_{0}$, and

$$
\mathscr{F}=\left(\mathbb{Z} / \ell^{n} \mathbb{Z}\right)_{\varphi},
$$

where $\ell$ is invertible in $R$, then from (1-1) we obtain homomorphisms

$$
\begin{align*}
& H_{\mathrm{et}}^{i}\left(\varphi_{\bar{K}}, \mathbb{Z} / \ell^{n} \mathbb{Z}\right) \rightarrow H_{\mathrm{et}}^{i}\left(\varphi_{0}, R \psi_{R}\left(\mathbb{Z} / \ell^{n} \mathbb{Z}\right)\right),  \tag{2-1}\\
& H_{\mathrm{et}}^{i}\left(\varphi_{0}, \mathbb{Z} / \ell^{n} \mathbb{Z}\right) \rightarrow H_{\mathrm{et}}^{i}\left(\varphi_{0}, R \psi_{R}\left(\mathbb{Z} / \ell^{n} \mathbb{Z}\right)\right) . \tag{2-2}
\end{align*}
$$

These are equivariant for the action of the inertia $\operatorname{Gal}(\bar{K} / K)$, where the action on $H_{\mathrm{et}}^{i}\left(\Theta_{0}, Z / \ell^{n} \mathbb{Z}\right)$ is trivial.

Thus, Theorem 1 follows from:
Proposition 8. With the above notation, the maps in (2-1), (2-2) are isomorphisms, for any $n$.

We first consider the situation of a smooth reductive group scheme.
Lemma 9. Let $R$ be a complete DVR with algebraically closed residue field. Let

$$
\varphi: \mathscr{H} \rightarrow \operatorname{Spec} R
$$

be a smooth, reductive group scheme. Let $H_{0}$ be the closed fibre of $\varphi$, and $H_{\bar{\eta}}$ the geometric generic fibre. Then for any prime $\ell$ which is invertible in $R$, we have the following.
(i) The canonical map

$$
\left(\mathbb{Z} / \ell^{n} \mathbb{Z}\right)_{H_{0}} \rightarrow R \psi_{R}\left(\mathbb{Z} / \ell^{n} \mathbb{Z}\right)_{\mathscr{H}}
$$

is an isomorphism.
(ii) The canonical maps

$$
\begin{aligned}
H_{\mathrm{et}}^{i}\left(H_{\bar{\eta}}, \mathbb{Z} / \ell^{n} Z\right) & \rightarrow H_{\mathrm{et}}^{i}\left(H_{0}, R \psi_{R}\left(\mathbb{Z} / \ell^{n} \mathbb{Z}\right)\right), \\
H_{\mathrm{et}}^{i}\left(H_{0}, \mathbb{Z} / \ell^{n} \mathbb{Z}\right) & \rightarrow H_{\mathrm{et}}^{i}\left(H_{0}, R \psi_{R}\left(\mathbb{Z} / \ell^{n} \mathbb{Z}\right)\right)
\end{aligned}
$$

are isomorphisms.
Proof. Since $\varphi$ is a smooth morphism, the isomorphism in (i) holds by Lemma 6.
To get the isomorphisms in (ii), consider (1-2) constructed with $X=\mathscr{H}, f=\varphi$, $\mathscr{F}=\mathbb{Z} / \ell^{n} \mathbb{Z}:$


We claim that the left vertical and top horizontal arrows are isomorphisms; this follow at once from [Raynaud 1968, Théorème 3.7] or [SGA 5, Exposé VII, Proposition 6.2, p. 315]. From (i), the bottom horizontal arrow is also an isomorphism, and so the right vertical arrow must be one as well.

We now return to the case of a "general" quasireductive group scheme.
Lemma 10. Let $\pi: \mathscr{G} \rightarrow$ Spec $R$ be a quasireductive group scheme, where $R$ is a complete DVR with algebraically closed residue field, and $\ell$ a prime invertible in $R$. Let $\mathscr{G}_{0}$ be the closed fibre of $\pi$. Then the canonical map

$$
\left(\mathbb{Z} / \ell^{n} \mathbb{Z}\right) \varphi_{0} \rightarrow R \psi_{R}\left(\mathbb{Z} / \ell^{n} \mathbb{Z}\right) \varphi_{\varphi}
$$

is an isomorphism.
Proof. Combining Propositions 3.4 and 4.3 of [Prasad and Yu 2006], we see that there is a finite extension field $K^{\prime}$ of $K$ (contained in our chosen algebraic closure $\bar{K}$ ) with the following property. Let $R^{\prime}$ be the integral closure of $R$ in $K^{\prime}$, and set

$$
\tilde{\mathscr{G}}=\text { normalization of } \mathscr{G} \times \times_{\operatorname{Spec} R} \operatorname{Spec} R^{\prime}
$$

Then
(i) $R^{\prime}$ is a complete DVR (with the same residue field as $R$ ),
(ii) $\widetilde{\mathscr{G}} \rightarrow \operatorname{Spec} R^{\prime}$ is a smooth, reductive group scheme with connected fibres, and
(iii) the induced morphism on reduced, geometric special fibres $\widetilde{\mathscr{G}}_{0} \rightarrow\left(\mathscr{G}_{0}\right)_{\text {red }}$ is a unipotent isogeny between connected, reductive groups of the same dimension.

The propositions cited rely on a result due independently to Raynaud and Faltings, whose proof is given in [Conrad 2006].

We note that there is a commutative diagram


By choice, the geometric point $\bar{\eta}$ of $\operatorname{Spec} R$ is also a geometric point of Spec $R^{\prime}$.
Let $\widetilde{\mathscr{G}}_{1}=\widetilde{\mathscr{G}} \times \mathscr{G}_{\varphi} \mathscr{\varphi}_{0}$. We may regard the special fibre $\widetilde{\mathscr{G}}_{0}$ of $\pi^{\prime}: \widetilde{\mathscr{G}} \rightarrow$ Spec $R^{\prime}$ as a closed subscheme of $\widetilde{\mathscr{G}}_{1}$, and in fact it is just the underlying reduced subscheme. Thus the inclusion

$$
i_{0}: \widetilde{\mathscr{G}}_{0} \hookrightarrow \widetilde{\mathscr{G}}_{1}
$$

induces an equivalence of categories between étale sheaves on the two schemes; under this equivalence, the constant sheaves $\mathbb{Z} / \ell^{n} \mathbb{Z}$ on the two schemes correspond. There is a commutative diagram

where the square is a pullback, and the inclusion $i^{\prime}: \widetilde{\mathscr{G}}_{0} \rightarrow \widetilde{\mathscr{G}}$ is the composition $i^{\prime}=i_{1} \circ i_{0}$.

From the definitions, we have that

$$
R \psi_{R^{\prime}}\left(\mathbb{Z} / \ell^{n} \mathbb{Z}\right) \widetilde{\mathcal{G}_{\mathcal{G}}}=i^{\prime *} R j_{*}^{\prime}\left(\mathbb{Z} / \ell^{n} \mathbb{Z}\right) \mathscr{\varphi}_{\bar{K}}
$$

From Lemma 9, this is isomorphic to the constant sheaf $\mathbb{Z} / \ell^{n} \mathbb{Z}$ on $\widetilde{\mathscr{G}}_{0}$. Hence we obtain isomorphisms

$$
\left(\mathbb{Z} / \ell^{n} \mathbb{Z}\right){\widetilde{\varsigma_{0}}}^{\cong i^{\prime *} R j_{*}^{\prime}\left(\mathbb{Z} / \ell^{n} \mathbb{Z}\right) \varphi_{\bar{K}} \cong i_{0}^{*} i_{1}^{*} R j_{*}^{\prime}\left(\mathbb{Z} / \ell^{n} \mathbb{Z}\right) \varphi_{\bar{K}} . . . . ~}
$$

This implies that

$$
\left(\mathbb{Z} / \ell^{n} \mathbb{Z}\right) \widetilde{\mathscr{G}}_{1} \cong i_{1}^{*} R j_{*}^{\prime}\left(\mathbb{Z} / \ell^{n} \mathbb{Z}\right) \mathscr{\varphi}_{\bar{K}} .
$$

Applying $R \beta_{*}=\beta_{*}$ (since $\beta$ is a finite morphism), and using the proper basechange theorem, we get isomorphisms

$$
\alpha_{*}\left(\mathbb{Z} / \ell^{n} \mathbb{Z}\right)_{\widetilde{\mathscr{G}}_{1}} \cong i^{*} R\left(\beta \circ j^{\prime}\right)_{*}\left(\mathbb{Z} / \ell^{n} \mathbb{Z}\right) \varphi_{\varphi_{\bar{K}}}=R \psi_{R}\left(\mathbb{Z} / \ell^{n} \mathbb{Z}\right) \varphi_{\mathscr{G}} .
$$

Now the three arrows

$$
i_{0}: \widetilde{\mathscr{G}}_{0} \rightarrow \widetilde{\varphi}_{1}, \quad \widetilde{\varphi}_{0} \rightarrow\left(\varphi_{0}\right)_{\mathrm{red}}, \quad\left(\mathscr{\varphi}_{0}\right)_{\mathrm{red}} \hookrightarrow \varphi_{0}
$$

induce equivalences of categories between the respective categories of étale sheaves (the middle arrow is a unipotent isogeny, the other two are inclusions of underlying reduced schemes). Hence $\alpha_{*}$ also induces such an equivalence of categories, so $R \psi_{R}\left(\mathbb{Z} / \ell^{n} \mathbb{Z}\right) \varphi_{\varphi}$ is isomorphic to $\left(\mathbb{Z} / \ell^{n} \mathbb{Z}\right) \varphi_{0}$. It follows from the description of the stalks of $R^{i} \psi_{R}\left(\mathbb{Z} / \ell^{n} \mathbb{Z}\right) \mathscr{\varphi}_{g}$ [SGA 7 II, Exposé 12, Proposition 2.1.4] that the canonical $\operatorname{map}\left(\mathbb{Z} / \ell^{n} \mathbb{Z}\right) \varphi_{0} \rightarrow R^{0} \psi_{R}\left(\mathbb{Z} / \ell^{n} \mathbb{Z}\right) \varphi \mathcal{g}$ is an injection of sheaves. Since any injection from $\left(\mathbb{Z} / \ell^{n} \mathbb{Z}\right) \varphi_{0}$ to itself must be an isomorphism, the lemma follows.

In particular, we see that the map (2-2) is an isomorphism. It remains to consider the map (2-1)

$$
H_{\mathrm{et}}^{i}\left(\varphi_{\bar{K}}, \mathbb{Z} / \ell^{n} \mathbb{Z}\right) \rightarrow H_{\mathrm{et}}^{i}\left(\varphi_{0}, R \psi_{R} \mathbb{Z} / \ell^{n} \mathbb{Z}\right)
$$

This map is constructed as the composition

$$
\begin{aligned}
H_{\mathrm{et}}^{i}\left(\varphi_{\bar{K}}, \mathbb{Z} / \ell^{n} \mathbb{Z}\right) \cong H_{\mathrm{et}}^{i}\left(\varphi, R j_{*} \mathbb{Z} / \ell^{n} \mathbb{Z}\right) & \rightarrow \\
& H_{\mathrm{et}}^{i}\left(\varphi_{0}, i^{*} R j_{*} \mathbb{Z} / \ell^{n} \mathbb{Z}\right)=H_{\mathrm{et}}^{i}\left(\varphi_{0}, R \psi_{R} \mathbb{Z} / \ell^{n} \mathbb{Z}\right)
\end{aligned}
$$

Thus it suffices to show that the restriction map

$$
\begin{equation*}
H_{\mathrm{et}}^{i}\left(\mathscr{G}, R j_{*} \mathbb{Z} / \ell^{n} \mathbb{Z}\right) \rightarrow H_{\mathrm{et}}^{i}\left(\mathscr{G}_{0}, i^{*} R j_{*} \mathbb{Z} / \ell^{n} \mathbb{Z}\right) \tag{2-3}
\end{equation*}
$$

is an isomorphism.
The analogous map for the group scheme $\pi^{\prime}: \widetilde{\mathscr{G}} \rightarrow$ Spec $R^{\prime}$ is similarly expressed as a composition

$$
\begin{aligned}
& H_{\mathrm{et}}^{i}\left(\mathscr{G}_{\bar{K}}, \mathbb{Z} / \ell^{n} \mathbb{Z}\right) \cong H_{\mathrm{et}}^{i}\left(\widetilde{\mathscr{G}}, R j_{*}^{\prime} \mathbb{Z} / \ell^{n} \mathbb{Z}\right) \rightarrow \\
& H_{\mathrm{et}}^{i}\left(\widetilde{\mathscr{G}}_{0}, i^{\prime *} R j_{*}^{\prime} \mathbb{Z} / \ell^{n} \mathbb{Z}\right)=H_{\mathrm{et}}^{i}\left(\widetilde{\mathscr{G}}_{0}, R \psi_{R^{\prime}} \mathbb{Z} / \ell^{n} \mathbb{Z}\right)
\end{aligned}
$$

As seen in Lemma 9, this composition is an isomorphism.
Since $i^{\prime}=i_{0} \circ i_{1}$, where $i_{0}$ is finite, surjective and radicial, we see that the restriction map

$$
\begin{equation*}
H_{\mathrm{et}}^{i}\left(\widetilde{\mathscr{G}}, R j_{*}^{\prime} \mathbb{Z} / \ell^{n} \mathbb{Z}\right) \rightarrow H_{\mathrm{et}}^{i}\left(\widetilde{\mathscr{G}}_{1}, i_{1}^{*} R j_{*}^{\prime} \mathbb{Z} / \ell^{n} \mathbb{Z}\right) \tag{2-4}
\end{equation*}
$$

is also an isomorphism. The formula $j=\beta \circ j^{\prime}$, Lemma 7, the proper base change theorem and (2-4) imply that the map in (2-3) is indeed an isomorphism, thus completing the proof of the theorem.

## 3. An application

Gopal Prasad has given the following application of Corollary 2; we include his proof here.

Theorem 11. Let $R$ be a strictly Henselian DVR with algebraically closed residue field, and $K$ be its field of fractions. Then the generic fibre $G=\mathscr{G}_{K}$ of any quasireductive $R$-scheme $G_{G}$ splits over $K$.

Proof. In view of [Prasad and Yu 2006, Proposition 4.4 (i)], we can assume that $G$ is either a torus or a semisimple $K$-simple group. Now if $G$ is a torus, then it follows from [SGA 3 II, Exposé X, Théorème 8.8], that $\mathscr{G}$ is a $R$-torus, which implies that it splits over $R$ [SGA 3 III, Exposé XXII, Proposition 2.1], and hence the generic fibre $G$ is a $K$-split torus. We assume now that $G$ is a semisimple $K$-simple group. If $G$ does not contain a normal subgroup, defined and isomorphic over the algebraic closure $\bar{K}$ of $K$, to $\mathrm{SO}_{2 n+1}$ for some $n \geqslant 1$, then according to [Prasad and Yu 2006, Theorem 1.2], $\mathscr{G}$ is smooth and reductive, so again by [SGA 3 III, Exposé XXII, Proposition 2.1], $\mathscr{G}$ is split, and so its generic fibre $G$ is $K$-split. On the other hand, if $G$ contains a normal subgroup defined and isomorphic over $\bar{K}$ to $\mathrm{SO}_{2 n+1}$ for some $n \geqslant 1$, then as $\mathrm{SO}_{2 n+1}$ is a group of adjoint type, and $G$ is $K$-simple, there exists a finite separable extension $L \subset \bar{K}$ of $K$, and an absolutely simple $L$-group $H$ such that
(i) $H$ is $\bar{K}$-isomorphic to $\mathrm{SO}_{2 n+1}$, and
(ii) $G \cong R_{L / K}(H)$; see [Borel and Tits 1965, 6.21(ii) and 6.17].

Now Corollary 2 implies that since $\mathscr{G}$ is quasireductive, $L=K$. Thus $G$ is a $K$ group which is isomorphic to $\mathrm{SO}_{2 n+1}$ over $\bar{K}$. But as $K$ is a field of cohomological dimension $\leqslant 1$, according to a well known theorem of Steinberg [1965] (if $K$ is imperfect, see also [Borel and Springer 1968, 8.6]), $G$ is quasisplit over $K$. But as $G$ is an absolutely simple $K$-group of type $B_{n}$, if it is quasisplit over $K$, then it is $K$-split. This completes the proof of the above theorem.

Remark 12. Let $R$ and $K$ be as in the theorem above. According to [Prasad and Yu 2006, 8.2], a quasireductive group scheme $\mathscr{G}$ is by definition a good quasireductive model of its generic fibre $G$ if $\mathscr{G}(R)$ is a hyperspecial parahoric subgroup of $G(K)=\mathscr{G}(K)$. If $G$ admits a good quasireductive model, then it is $K$-split, by Lemma 8.1 of the same references. Theorems 9.3-9.5 of Prasad and Yu classify all good quasireductive models of $G$. It is an interesting problem to determine all quasireductive models of a connected $K$-split reductive group $G$. For $G=\mathrm{SO}_{2 n+1}$, all such models have been determined in Section 10 of the same article.

## 4. Further remarks

We briefly discuss an analogue of quasireductive group schemes wherein we replace reductive algebraic groups by abelian varieties.
Definition 13. For a scheme $S$, we call a group scheme $\pi: \mathscr{A} \rightarrow S$ quasiabelian if it is proper and flat over $S$ and if it is an abelian scheme when restricted to an open dense subset of $S$.

If all residue fields of $S$ are of characteristic zero then a quasiabelian scheme is necessarily an abelian scheme by Cartier's theorem [SGA 3 I, Exposé $\mathrm{VI}_{\mathrm{B}}$, Corollaire 1.6.1].

Now suppose $S$ is the spectrum of a DVR $R$ with residue characteristic $p>0$ and $\pi: \mathscr{A} \rightarrow S$ a quasiabelian scheme. The following statements are in contrast with the quasireductive case.

1. If $\mathscr{A}$ is normal then it is an abelian scheme. This follows from (i) the existence of Néron models and (ii) the fact that for any commutative group scheme $\mathscr{G}$, flat and of finite type over $S$, the morphism

$$
[n]: \mathscr{G} \rightarrow \mathscr{G}
$$

of multiplication by $n$, where $n \in \mathbb{Z}$ and $(n, p)=1$, is étale. (One can use [SGA 3 I, Exposé $\mathrm{VI}_{\mathrm{A}}$, p. 316, Proposition] to prove that $[n]$ is flat; it is unramified because $n$ is a unit in $R$ ).

Since $\mathscr{A}$ is proper and its geometric special fibre contains no rational curves, it follows that the rational map from $\mathscr{A}^{\prime}$, the Néron model of $\mathscr{A}$, to $\mathscr{A}$ extending the identity morphism on the generic fibres, is actually a morphism. By examining prime to $p$ torsion (using (ii)) we deduce that the induced morphism on special fibres is dominant, which implies that $\mathscr{A}^{\prime}$ is an abelian scheme. We then use Zariski's main theorem to conclude.
2. For any prime number $p$ there exists $S$ as above and a quasiabelian scheme over $S$ which is not an abelian scheme. Such schemes can be constructed as follows: Let $\mathscr{B}^{\prime}, \mathscr{B}$ be abelian schemes over $S$ and $\phi: \mathscr{B}^{\prime} \rightarrow \mathscr{B}$ a flat isogeny with kernel $\mathscr{K}^{\prime}$. Suppose there is an abelian subscheme $\mathscr{A}^{\prime}$ of $\mathscr{B}^{\prime}$ such that $\mathscr{K}^{\prime} \cap \mathscr{A}^{\prime}$ is not flat over $S$. Then $\mathscr{A}:=\phi\left(\mathscr{A}^{\prime}\right)$ is quasiabelian but not abelian. For any $p$ one may easily find such data with $\mathscr{B}^{\prime}$ the product of a one dimensional abelian scheme with itself.

One could generalize the definition of quasiabelian schemes by considering group schemes $\pi: \mathscr{A} \rightarrow S$ which are flat and of finite type over $S$, abelian over a dense open subset and such that all reduced geometric fibres are semiabelian. In this generality, we do not know if the analogue of item 1 above continues to hold (though it does if the relative dimension is one since there exist canonical regular compacifications in this case).
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# Piecewise polynomials, Minkowski weights, and localization on toric varieties 

Eric Katz and Sam Payne


#### Abstract

We use localization to describe the restriction map from equivariant Chow cohomology to ordinary Chow cohomology for complete toric varieties in terms of piecewise polynomial functions and Minkowski weights. We compute examples showing that this map is not surjective in general, and that its kernel is not always generated in degree one. We prove a localization formula for mixed volumes of lattice polytopes and, more generally, a Bott residue formula for toric vector bundles.


## 1. Introduction

Let $\Delta$ be a complete fan in $N_{\mathbb{R}}$, where $N$ is a lattice of rank $n$, and let $X=X(\Delta)$ be the corresponding complete $n$-dimensional toric variety. See [Fulton 1993] for standard notation and general background on toric varieties. The equivariant operational Chow cohomology ring with integer coefficients $A_{T}^{*}(X)$ is naturally isomorphic to the ring of integral piecewise polynomial functions on $\Delta$ [Payne 2006a], and there is a canonical map to ordinary Chow cohomology with integer coefficients

$$
\iota^{*}: A_{T}^{*}(X) \rightarrow A^{*}(X)
$$

induced by inclusions of $X$ in the finite dimensional approximations of the Borel mixed space [Edidin and Graham 1998a]. Now $A^{*}(X)$ is naturally isomorphic to the ring of Minkowski weights on $\Delta$ [Fulton and Sturmfels 1997], and $\iota^{*}$ has a natural interpretation in terms of localization and equivariant multiplicities, as follows.

Let $M=\operatorname{Hom}(N, \mathbb{Z})$, which is naturally identified with the character lattice of $T$, and let $\operatorname{Sym}^{ \pm}(M)$ be the $\mathbb{Z}$-graded ring obtained by inverting all of the homogeneous elements in the ring $\operatorname{Sym}^{*}(M)$ of polynomials with integer coefficients. We refer to elements of $\operatorname{Sym}^{ \pm}(M)$ as rational functions, and elements of

[^0]the subring Sym $^{*}(M)$ as polynomials. Each maximal cone $\sigma \in \Delta$ corresponds to a nondegenerate torus fixed point $x_{\sigma} \in X$, which has an "equivariant multiplicity" $e_{x_{\sigma}}[X] \in \operatorname{Sym}^{ \pm}(M)$, which is a homogeneous rational function of degree $-n$. Since every rational polyhedral cone admits a unimodular subdivision, these equivariant multiplicities are determined by the following two properties.
(1) If $\sigma_{1}, \ldots, \sigma_{r}$ are the maximal cones of a rational polyhedral subdivision of a cone $\sigma$, then
$$
e_{x_{\sigma}}[X]=e_{x_{\sigma_{1}}}[X]+\cdots+e_{x_{\sigma_{r}}}[X] .
$$
(2) If $\sigma$ is a unimodular cone, spanned by a basis $e_{1}, \ldots, e_{n}$ for $N$, then
$$
e_{x_{\sigma}}[X]=\frac{1}{e_{1}^{*} \cdots e_{n}^{*}}
$$

The fact that the sum of rational functions determined by (1) and (2) is independent of the choice of unimodular subdivision is not obvious from elementary considerations, though it follows directly from the theory of localization at torus fixed points in algebraic geometry [Edidin and Graham 1998b] and the theory of equivariant multiplicities developed by Rossmann [1989] and Brion [1997, Theorem 4.2 and Proposition 4.3, in particular]. Here we give a combinatorial proof of this independence; the techniques of this proof may be of independent interest. We view the multigraded Hilbert function $\operatorname{Hilb}(\sigma)$ of the affine toric variety $U_{\sigma}$, given by

$$
\operatorname{Hilb}(\sigma)=\sum_{u \in\left(\sigma^{*} \cap M\right)} x^{u}
$$

as a rational function on the dense torus $T \subset X$. We define $e_{\sigma}$ to be $(-1)^{n}$ times the quotient of the leading forms when $\operatorname{Hilb}(\sigma)$ is written as a quotient of two polynomials in local coordinates at the identity $1_{T}$. We then show that $e_{\sigma}$ satisfies properties analogous to (1) and (2) and therefore is equal to $e_{x_{\sigma}}[X]$. See Section 2 for details. Our approach is inspired by the presentation of multidegrees of multigraded modules over polynomial rings in [Knutson and Miller 2005, Sections 1.2 and 1.7] and [Miller and Sturmfels 2005, Chapter 8].

Recall that the ring of integral piecewise polynomial functions $P P^{*}(\Delta)$ is the ring of continuous functions $f:|\Delta| \rightarrow \mathbb{R}$ such that the restriction $f_{\sigma}$ of $f$ to each maximal cone $\sigma \in \Delta$ is a polynomial in $\operatorname{Sym}^{*}(M)$.
Proposition 1.1. Let $\Delta$ be a complete $n$-dimensional fan, and let $f \in P^{k}(\Delta)$ be a piecewise polynomial function. Then

$$
\sum_{\sigma} e_{\sigma} f_{\sigma}
$$

is a homogeneous polynomial in $\operatorname{Sym}^{*}(M)$ of degree $k-n$.

In particular, if the degree of $f$ is less than $n$ then $\sum e_{\sigma} f_{\sigma}$ vanishes. If $\operatorname{deg} f=n$, then $\sum e_{\sigma} f_{\sigma}=d$ is an integer, which may be identified with the codimension $n$ Minkowski weight $c(0)=d$ on $\Delta$.

Minkowski weights of codimension less than $n$ may be constructed similarly from piecewise polynomials using equivariant multiplicities, as follows. For any cone $\tau \in \Delta$, let $\Delta_{\tau}$ be the fan in $(N /(N \cap \operatorname{span} \tau))_{\mathbb{R}}$ whose cones are the projections of the cones in $\Delta$ that contain $\tau$. If $\sigma$ is a maximal such cone, we define $e_{\sigma, \tau}$ to be $e_{\bar{\sigma}}$, where $\bar{\sigma}$ is the image of $\sigma$ in $\Delta_{\tau}$. So $e_{\sigma, \tau}$ is a homogeneous rational function of degree $(\operatorname{dim} \tau-n)$ in the graded subring $\operatorname{Sym}^{ \pm}\left(\tau^{\perp} \cap M\right)$ of $\operatorname{Sym}^{ \pm}(M)$.

Proposition 1.2. Let $\Delta$ be a complete fan, and let $f \in P P^{k}(\Delta)$ be a piecewise polynomial function. Then, for any $\tau \in \Delta$,

$$
c(\tau)=\sum_{\sigma \succeq \tau} e_{\sigma, \tau} f_{\sigma}
$$

is a homogeneous polynomial in $\operatorname{Sym}^{*}(M)$ of degree $k+\operatorname{dim} \tau-n$.
If $k \leq n$ then $c(\tau)$ is an integer for every codimension $k$ cone in $\Delta$, and these integers are a Minkowski weight of codimension $k$. Propositions 1.1 and 1.2 are proved in Section 3 using elementary properties of generating functions for lattice points in polyhedral cones.

Remark 1.3. Proposition 1.1 is the special case of Proposition 1.2 where $\tau=0$. The essential content of Propositions 1.1 and 1.2 is that the denominator of the sum must divide the numerator. In some special cases, this divisibility may be seen as a consequence of Brion's Formula, and its generalizations, in the theory of generating functions for lattice points in polyhedra. See Section 5 below. Other special cases of these cancellations appeared earlier in [Brion 1996]; in particular, Brion showed that $\sum e_{\sigma, \tau} f_{\sigma}$ is in $\operatorname{Sym}^{*}\left(M_{\mathbb{Q}}\right)$ when $\Delta$ is simplicial.

Theorem 1.4. The natural map $\iota^{*}: A_{T}^{k}(X) \rightarrow A^{k}(X)$ takes the equivariant Chow cohomology class corresponding to a piecewise polynomial function $f$ to the ordinary Chow cohomology class corresponding to the Minkowski weight c given by

$$
c(\tau)=\sum_{\sigma \succeq \tau} e_{\sigma, \tau} f_{\sigma}
$$

for all codimension $k$ cones $\tau \in \Delta$.
We prove Theorem 1.4 in Section 3 by interpreting Propositions 1.1 and 1.2 in terms of general localization formulas in equivariant Chow cohomology [Edidin and Graham 1998b].

We apply Theorem 1.4 to study the map $\iota^{*}: A_{T}^{*}(X) \rightarrow A^{*}(X)$. Recall that if $X$ is smooth then capping with the fundamental class of $X$ gives isomorphisms

$$
A^{*}(X) \cong A_{n-*}(X) \text { and } A_{T}^{*}(X) \cong A_{n-*}^{T}(X)
$$

Furthermore, the globally linear functions $u \in M$, identified with the equivariant first Chern classes of the toric line bundles $\mathcal{O}\left(\operatorname{div} \chi^{u}\right)$, act on $A_{*}^{T}(X)$ as homogeneous operators of degree -1 , and there is a natural isomorphism to ordinary Chow homology [Brion 1997, Section 2.3],

$$
A_{*}^{T}(X) / M A_{*}^{T}(X) \cong A_{*}(X)
$$

It follows that if $X$ is a smooth toric variety then $\iota^{*}$ is surjective and its kernel is generated by $M$ in degree one. Similar arguments show that if $X$ is simplicial, then $\iota^{*}$ becomes surjective after tensoring with $\mathbb{Q}$, with kernel generated by $M_{\mathbb{Q}}$ in degree one.
Theorem 1.5. There exist projective toric surfaces $X$ such that $\imath^{*}: A_{T}^{2}(X) \rightarrow$ $A^{2}(X)$ is not surjective.

In particular, even when the natural map $P P^{*}(\Delta) /(M) \rightarrow A^{*}(X)$ becomes an isomorphism after tensoring with $\mathbb{Q}$, it need not be an isomorphism over $\mathbb{Z}$.
Theorem 1.6. There exist projective toric threefolds $X$ such that $\iota^{*}: A_{T}^{*}(X)_{\mathbb{Q}} \rightarrow$ $A^{*}(X)_{\mathbb{Q}}$ is not surjective and its kernel is not generated in degree one.

It follows that the natural map from piecewise polynomials modulo linear functions to Minkowski weights is neither injective nor surjective in general. We prove Theorems 1.5 and 1.6 in Section 4 by computing the maps $A_{T}^{*}(X) \rightarrow A^{*}(X)$ for several examples of singular toric varieties using Theorem 1.4.
Remark 1.7. Minkowski weights on $\Delta$, and classes in $A^{*}(X)$, correspond to tropical varieties supported on the cones of $\Delta$, and are of significant interest in tropical geometry [Katz 2007, Section 9; Mikhalkin 2006, p. 10]. The desire to use piecewise polynomials to produce interesting examples of Minkowski weights was one of the main motivations for this research. We hope and expect that the combinatorial localization techniques developed here will be useful in tropical geometry.

## 2. Combinatorics of equivariant multiplicities

Let $N$ be a lattice of rank $n$, and let $M=\operatorname{Hom}(N, \mathbb{Z})$ be its dual lattice. Let $\operatorname{Poly}(N)$ denote the rational polytope algebra on $N_{\mathbb{R}}$, the subring of real-valued functions on $N_{\mathbb{R}}$ generated by the characteristic functions of closed rational polyhedra. We write $[Q] \in \operatorname{Poly}(N)$ for the characteristic function of a closed polyhedron $Q$. Recall that $Q$ has a polar dual $Q^{*}$, which is a closed polyhedron in $M_{\mathbb{R}}$, defined by

$$
Q^{*}=\left\{u \in M_{\mathbb{R}} \mid\langle u, v\rangle \geq-1 \text { for all } v \in Q\right\},
$$

and there is a linear map from $\operatorname{Poly}(N)$ to $\operatorname{Poly}(M)$ given by $[Q] \mapsto\left[Q^{*}\right][$ Lawrence 1988]. Furthermore, there is a linear map

$$
v: \operatorname{Poly}(M) \rightarrow \mathbb{Q}(M),
$$

to the quotient field $\mathbb{Q}(M)$ of the multivariate Laurent polynomial ring $\mathbb{Z}[M]$, that takes the class of a closed, pointed polyhedron $P$ to the generating function $\sum_{u \in(P \cap M)} x^{u}$, expressed as a rational function, and takes the class of a polyhedron containing a line to 0 [Barvinok 2002, Theorem VIII.3.3]. In particular, for any closed polyhedral cone $\sigma$ in $N_{\mathbb{R}}, \nu\left(\sigma^{*}\right)=\operatorname{Hilb}(\sigma)$, where

$$
\operatorname{Hilb}(\sigma)=\sum_{u \in\left(\sigma^{*} \cap M\right)} x^{u}
$$

is the multigraded Hilbert series of the affine toric variety $U_{\sigma}$. Composing polar duality with the valuation $v$ then gives a linear map

$$
\nu^{*}: \operatorname{Poly}(N) \rightarrow \mathbb{Q}(M)
$$

that takes $[\sigma]$ to $\operatorname{Hilb}(\sigma)$.
Lemma 2.1. If $\sigma_{1}, \ldots, \sigma_{r}$ are the maximal cones in a rational polyhedral subdivision of an $n$-dimensional cone $\sigma$, then

$$
\operatorname{Hilb}(\sigma)=\operatorname{Hilb}\left(\sigma_{1}\right)+\cdots+\operatorname{Hilb}\left(\sigma_{r}\right)
$$

Proof. In the polytope algebra $\operatorname{Poly}(N)$,

$$
[\sigma]=\left[\sigma_{1}\right]+\cdots+\left[\sigma_{r}\right] \pm \text { classes of lower dimensional cones. }
$$

Since the duals of lower dimensional cones contain lines, these terms are all in the kernel of $v^{*}$. Therefore, $v^{*}([\sigma])=v^{*}\left(\left[\sigma_{1}\right]\right)+\cdots+v^{*}\left(\left[\sigma_{r}\right]\right)$, and the lemma follows.

The generating function $\operatorname{Hilb}(\sigma)$, being an element of $\mathbb{Q}(M)$, is naturally interpreted as a rational function on the torus $T=\operatorname{Spec} \mathbb{Q}[M]$. Therefore, $\operatorname{Hilb}(\sigma)$ may be expanded as a quotient of two power series in local parameters at the identity $1_{T}$. The principal part of this expansion, the quotient of the leading forms, which we denote by

$$
\operatorname{Hilb}(\sigma)_{\circ} \in \operatorname{Sym}^{ \pm}\left(M_{\mathbb{Q}}\right)
$$

is a rational function on the tangent space of $T$ at $1_{T}$, which cuts out the tangent cone of zeros of $\operatorname{Hilb}(\sigma)$ minus the tangent cone of its poles. See the Appendix for details on principal parts of rational functions.

Definition 2.2. If $\sigma$ is an $n$-dimensional rational polyhedral cone in $N_{\mathbb{R}}$ then

$$
e_{\sigma}=(-1)^{n} \cdot \operatorname{Hilb}(\sigma)_{\circ}
$$

Lemma 2.3. If $\sigma$ is an n-dimensional rational polyhedral cone in $N_{\mathbb{R}}$, then $e_{\sigma}$ is homogeneous of degree $-n$.
Proof. The lemma follows directly from closed formulas for polyhedral generating functions, such as those given in [Payne 2007], as follows. Suppose $\Sigma$ is a unimodular subdivision of $\sigma^{*}$, and $u_{1}, \ldots, u_{s}$ are the primitive generators of the rays of $\Sigma$. Then every lattice point in $\sigma^{*}$ lies in the relative interior of a unique cone $\tau \in \Sigma$, and the generating function for those in the relative interior of $\tau$ is $\prod_{u_{i} \in \tau} x^{u_{i}} /\left(1-x^{u_{i}}\right)$. Therefore,

$$
\left(1-x^{u_{1}}\right) \cdots\left(1-x^{u_{s}}\right) \cdot \operatorname{Hilb}(\sigma)=\sum_{\tau \in \Sigma}\left(\prod_{u_{i} \in \tau} x^{u_{i}} \prod_{u_{j} \notin \tau}\left(1-x^{u_{j}}\right)\right)
$$

If $\tau_{1}, \ldots, \tau_{r}$ are the maximal cones of $\Sigma$, then taking leading forms at $1_{T}$ on both sides gives

$$
u_{1} \cdots u_{s} \cdot(-1)^{n} \cdot \operatorname{Hilb}(\sigma)_{\circ}=\sum_{i=1}^{r} \prod_{u_{j} \notin \tau_{i}} u_{j}
$$

provided that the right hand side is nonvanishing. Since all of the $u_{j}$ lie in $\sigma^{*}$, the right hand side is strictly positive on the interior of $\sigma$. In particular, it does not vanish, so the degree of $\operatorname{Hilb}(\sigma)_{\circ}$ is $-n$.
Lemma 2.3 can also be seen as a special case of more general results on multigraded Hilbert series of modules. See [Miller and Sturmfels 2005, Definition 8.45 and Claim 8.54].
Lemma 2.4. Let $\sigma$ be a unimodular cone, spanned by a basis $e_{1}, \ldots, e_{n}$ for $N$. Then the principal part of $\operatorname{Hilb}(\sigma)$ at $1_{T}$ is

$$
\operatorname{Hilb}(\sigma)_{\circ}=\frac{(-1)^{n}}{e_{1}^{*} \cdots e_{n}^{*}},
$$

where $e_{1}^{*}, \ldots, e_{n}^{*}$ is the dual basis for $M$.
Proof. The generating function $\operatorname{Hilb}(\sigma)$ is given by

$$
\operatorname{Hilb}(\sigma)=\frac{1}{\left(1-x^{e_{1}^{*}}\right) \cdots\left(1-x^{e_{n}^{*}}\right)}
$$

Now, $\left(1-x^{e_{i}^{*}}\right)$ is a local parameter at $1_{T}$, with principal part $\left(1-x^{e_{i}^{*}}\right)_{\circ}=-e_{i}^{*}$. Since principal parts are multiplicative, it follows that the principal part of $1 /\left(1-x^{e_{i}^{*}}\right)$ is $-1 / e_{i}^{*}$, and the lemma follows.
Proposition 2.5. Let $\sigma$ be an n-dimensional rational polyhedral cone in $N_{\mathbb{R}}$.
(1) If $\sigma_{1}, \ldots, \sigma_{r}$ are the maximal cones in a rational polyhedral subdivision of $\sigma$, then

$$
e_{\sigma}=e_{\sigma_{1}}+\cdots+e_{\sigma_{r}}
$$

(2) If $\sigma$ is unimodular, spanned by a basis $e_{1}, \ldots, e_{n}$ for $N$, then

$$
e_{\sigma}=\frac{1}{e_{1}^{*} \cdots e_{n}^{*}}
$$

In particular, the sum determined by (1) and (2) is independent of the choice of unimodular subdivision.

Proof. Part (1) follows from the additivity of $\operatorname{Hilb}\left(\sigma_{i}\right)$ (Lemma 2.1) and the fact that $\operatorname{Hilb}(\sigma)$ and the $\operatorname{Hilb}\left(\sigma_{i}\right)$ all have principal parts in degree $-n$ (Lemma 2.3). See Proposition A.1, in the Appendix. Part (2) is an immediate consequence of Lemma 2.4.

Recall that for any cone $\tau \in \Delta, \Delta_{\tau}$ is the fan in $(N /(N \cap \operatorname{span} \tau))_{\mathbb{R}}$ whose cones are the projections of the cones in $\Delta$ that contain $\tau$. If $\sigma$ is a maximal cone containing $\tau$, we define $e_{\sigma, \tau}$ to be $e_{\bar{\sigma}}$, where $\bar{\sigma}$ is the image of $\sigma$ in $\Delta_{\tau}$. So $e_{\sigma, \tau}$ is a homogeneous rational function of degree $(\operatorname{dim} \tau-n)$ in the graded subring $\operatorname{Sym}^{ \pm}\left(\tau^{\perp} \cap M\right)$ of $\operatorname{Sym}^{ \pm}(M)$. We write $V(\tau)$ for the $T$-invariant subvariety of $X$ corresponding to $\tau$.

Corollary 2.6. If $\sigma$ is an $n$-dimensional rational polyhedral cone in $N_{\mathbb{R}}$ and $\tau$ is a face of $\sigma$, then

$$
e_{\sigma}=e_{x_{\sigma}}[X] \text { and } e_{\sigma, \tau}=e_{x_{\sigma}}[V(\tau)] .
$$

Lemma 2.7. If $\sigma$ is a unimodular cone spanned by a basis $e_{1}, \ldots, e_{n}$ for $N$ and $\tau \preceq \sigma$ then

$$
e_{\sigma, \tau}=\prod_{e_{i} \notin \tau} \frac{1}{e_{i}^{*}}
$$

Proof. Apply part (2) of Proposition 2.5 to the fan $\Delta_{\tau}$.

## 3. Localization and Minkowski weights

Here we use equivariant multiplicities to describe the natural map from piecewise polynomials on a complete fan to Minkowski weights. We then use localization to show that this map agrees with $\iota^{*}: A_{T}^{*}(X) \rightarrow A^{*}(X)$.

Lemma 3.1. Let $\Delta$ be a complete $n$-dimensional fan. Then the sum of the rational functions $e_{\sigma}$ for all maximal cones $\sigma \in \Delta$ is given by

$$
\sum_{\sigma} e_{\sigma}= \begin{cases}0 & \text { for } n \geq 1 \\ 1 & \text { for } n=0\end{cases}
$$

Proof. If $n=0$, then $\Delta$ contains only one cone 0 , and $e_{0}=1$. Suppose $n \geq 1$. In the polytope algebra,

$$
\sum_{\sigma}[\sigma]=\left[N_{\mathbb{R}}\right] \pm \text { classes of smaller dimensional cones. }
$$

Applying the linear transformation $\nu^{*}$ gives

$$
\sum_{\sigma} \operatorname{Hilb}(\sigma)=1
$$

Since each of the principal parts $\operatorname{Hilb}(\sigma)_{\circ}=(-1)^{n} \cdot e_{\sigma}$ is homogeneous of degree $-n$, it follows that the sum of these principal parts must vanish by Proposition A. 1 in the Appendix, and the lemma follows.

Lemma 3.2. Let $\tau$ be a cone in a complete $n$-dimensional fan $\Delta$. Then

$$
\sum_{\sigma \succeq \tau} e_{\sigma, \tau}= \begin{cases}0 & \text { for } \operatorname{dim} \tau<n \\ 1 & \text { for } \operatorname{dim} \tau=n\end{cases}
$$

Proof. Apply Lemma 3.1 to the fan $\Delta_{\tau}$.
Piecewise polynomials are especially well-behaved on unimodular fans, that is, fans in which each maximal cone is spanned by a basis for the lattice. Suppose $\Delta$ is a unimodular fan, and $\rho_{1}, \ldots, \rho_{s}$ are the rays of $\Delta$. Let $v_{i}$ be the primitive generator of $\rho_{i}$. Then there is a unique piecewise linear function $\Psi_{i} \in P P^{1}(\Delta)$ whose values at the primitive generators of the rays are given by the Kronecker delta function

$$
\Psi_{i}\left(v_{j}\right)=\delta_{i j}
$$

and whose values elsewhere are given by extending linearly on each cone.
Then, for any $k$-dimensional cone $\tau \in \Delta$, we have a piecewise polynomial $\Psi_{\tau} \in$ $P P^{k}(\Delta)$ that vanishes away from $\operatorname{Star}(\tau)$, the union of the cones in $\Delta$ that contain $\tau$, defined by

$$
\Psi_{\tau}=\prod_{v_{i} \in \tau} \Psi_{i}
$$

and $P P^{*}(\Delta)$ is generated by $\left\{\Psi_{\tau}\right\}_{\tau \in \Delta}$ as a $\operatorname{Sym}^{*}(M)$-module.
Proof of Proposition 1.1. Since equivariant multiplicities are additive with respect to subdivisions, we may assume that $\Delta$ is unimodular. Say $\rho_{1}, \ldots, \rho_{s}$ are the rays of $\Delta$ and $v_{i}$ is the primitive generator of $\rho_{i}$. Since $P P^{*}(\Delta)$ is generated as a $\operatorname{Sym}^{*}(M)$-module by the piecewise polynomials $\Psi_{\tau}$, it suffices to prove that

$$
\sum e_{\sigma} \cdot\left(\Psi_{\tau}\right)_{\sigma}
$$

is in $\operatorname{Sym}^{*}(M)$ for all $\tau$. Now, if $\sigma$ is spanned by a basis $e_{1}, \ldots, e_{n}$ for $N$ and $\tau \preceq \sigma$, then $\left(\Psi_{\tau}\right)_{\sigma}=\prod_{v_{i} \in \tau} e_{i}^{*}$. It then follows from Lemma 2.7 that

$$
e_{\sigma} \cdot\left(\Psi_{\tau}\right)_{\sigma}= \begin{cases}e_{\sigma, \tau} & \text { for } \sigma \succeq \tau \\ 0 & \text { otherwise }\end{cases}
$$

Therefore, by Lemma 3.2, $\sum e_{\sigma} \cdot\left(\Psi_{\tau}\right)_{\sigma}$ vanishes unless $\tau$ is a maximal cone, in which case the sum is equal to one. In particular, $\sum e_{\sigma} \cdot\left(\Psi_{\tau}\right)_{\sigma}$ is in $\operatorname{Sym}^{*}(M)$, as required.

Proof of Proposition 1.2. The sum in Proposition 1.2 is over the maximal cones in $\operatorname{Star}(\tau)$. Then the proof of Proposition 1.2 is similar to the proof of Proposition 1.1, since $P P^{*}(\operatorname{Star}(\tau))$ is generated as a $\operatorname{Sym}^{*}(M)$-module by the restrictions of the piecewise polynomial functions $\Psi_{\gamma}$, for $\gamma \in \operatorname{Star}(\tau)$.

It remains to show that if $f$ is a homogeneous piecewise polynomial of degree $k$, then the integer-valued function $c$ on codimension $k$ cones of $\Delta$ given by

$$
c(\tau)=\sum_{\sigma \succeq \tau} e_{\sigma, \tau} f_{\sigma}
$$

is a Minkowski weight of codimension $k$, and that $f \mapsto c$ agrees with the natural map $\iota^{*}: A_{T}^{*}(X) \rightarrow A^{*}(X)$. Although the entire statement can be proved using the general machinery of localization, the fact that the integers $c(\tau)$ give a Minkowski weight is purely combinatorial, and we include an elementary proof.

We recall the definition of Minkowski weights from [Fulton and Sturmfels 1997]. If $\gamma$ is a codimension $k+1$ cone in $\Delta$ contained in a codimension $k$ cone $\tau$, we write $v_{\tau / \gamma} \in N /(N \cap \operatorname{span} \gamma)$ for the primitive generator of the image of $\tau$ in $\Delta_{\gamma}$.

Definition 3.3. An integer valued function $c$ on codimension $k$ cones $\tau \in \Delta$ is a Minkowski weight if, for every codimension $k+1$ cone $\gamma \in \Delta$,

$$
\sum_{\tau \succeq \gamma} c(\tau) \cdot v_{\tau / \gamma}=0
$$

We will use the following basic property of equivariant multiplicities to show that the integer-valued function $c$ coming from a piecewise polynomial function is a Minkowski weight. Let $v_{\rho}$ denote the primitive generator of a ray $\rho$.

Proposition 3.4. If $\sigma$ is an n-dimensional rational polyhedral cone in $N_{\mathbb{R}}$ and $u$ is in $M$ then

$$
\sum_{\rho \preceq \sigma}\left\langle u, v_{\rho}\right\rangle \cdot e_{\sigma, \rho}=u \cdot e_{\sigma}
$$

We will prove the proposition by subdividing $\sigma$ and reducing to the case where $\sigma$ is unimodular.

Lemma 3.5. If $\sigma$ is an n-dimensional unimodular cone in $N_{\mathbb{R}}$ and $u$ is in $M$ then

$$
\sum_{\rho \leq \sigma}\left\langle u, v_{\rho}\right\rangle \cdot e_{\sigma, \rho}=u \cdot e_{\sigma}
$$

Proof. Say $\sigma$ is spanned by a basis $e_{1}, \ldots, e_{n}$ for $N$, and $u=u_{1} e_{1}^{*}+\cdots u_{n} e_{n}^{*}$. Then

$$
\sum\left\langle u, v_{\rho}\right\rangle \cdot e_{\sigma, \rho}=\sum_{i=1}^{n} \frac{u_{i}}{e_{1}^{*} \cdots \widehat{e_{i}^{*}} \cdots e_{n}^{*}},
$$

which is equal to $u \cdot e_{\sigma}$.
Lemma 3.6. If $\sigma_{1}, \ldots, \sigma_{s}$ are the maximal cones in a subdivision of $\sigma$, and if $\rho$ is a ray in this subdivision then

$$
\sum_{\sigma_{i} \succeq \rho} e_{\sigma_{i}, \rho}= \begin{cases}e_{\sigma, \rho} & \text { if } \rho \preceq \sigma \\ 0 & \text { otherwise }\end{cases}
$$

Proof. Suppose $\rho$ lies in the relative interior of a $k$-dimensional face $\tau \preceq \sigma$. Consider the fan $\Delta_{\rho}$, whose maximal cones are the images of the $\sigma_{i} \succeq \rho$. The support $\left|\Delta_{\rho}\right|$ is a closed polyhedral cone in an $(n-1)$-dimensional vector space whose minimal face is $(k-1)$-dimensional, so the polar dual $\left|\Delta_{\rho}\right|^{*}$ has dimension $n-k$. It follows that the principal part of $v^{*}\left(\left|\Delta_{\rho}\right|\right)$ has degree $k-n$. Since each $e_{\sigma, \rho}$ has degree $1-n$, and $\sum e_{\sigma_{i}, \rho}$ is the principal part of $\pm \nu^{*}\left(\left|\Delta_{\rho}\right|\right)$ unless this sum vanishes (Appendix, Proposition A.1), the lemma follows.

Proof of Proposition 3.4. Let $\sigma_{1}, \ldots, \sigma_{r}$ be the maximal cones of a unimodular subdivision of $\sigma$. Then $u \cdot e_{\sigma}=u \cdot e_{\sigma_{1}}+\cdots+u \cdot e_{\sigma_{r}}$. Since $\sigma_{i}$ is unimodular,

$$
u \cdot e_{\sigma_{i}}=\sum_{\rho \leq \sigma_{i}}\left\langle u, v_{\rho}\right\rangle e_{\sigma_{i}, \rho} .
$$

Therefore, by rearranging terms in the summation, we have

$$
u \cdot e_{\sigma}=\sum_{\rho}\left(\sum_{\sigma_{i} \succeq \rho}\left\langle u, v_{\rho}\right\rangle \cdot e_{\sigma_{i}, \rho}\right)
$$

By Lemma 3.6, the right hand side is equal to $\sum_{\rho \preceq \sigma} e_{\sigma, \rho}$, as required.
Proposition 3.7. Let $f \in P P^{k}(\Delta)$ be a homogeneous piecewise polynomial of degree $k$. Then the integers

$$
c(\tau)=\sum_{\sigma \succeq \tau} e_{\sigma, \tau} f_{\sigma}
$$

are a Minkowski weight of codimension $k$ on $\Delta$.

Proof. Let $\gamma$ be a codimension $k+1$ cone in $\Delta$. It will suffice to show that $\sum\left\langle u, v_{\tau / \gamma}\right\rangle c(\tau)=0$ for any $u \in\left(M \cap \gamma^{\perp}\right)$, where the sum is over all codimension $k$ cones $\tau$ containing $\gamma$. To prove this, we will show that $\sum\left\langle u, v_{\tau / \gamma}\right\rangle c(\tau)$, which is an integer by Proposition 1.2, is divisible by the linear function $u$ in $\operatorname{Sym}^{*}(M)$. Now,

$$
\sum_{\tau}\left\langle u, v_{\tau / \gamma}\right\rangle c(\tau)=\sum_{\tau}\left(\sum_{\sigma \succeq \tau}\left\langle u, v_{\tau / \gamma}\right\rangle e_{\sigma, \tau} f_{\sigma}\right)
$$

and the sum on the right hand side may be rearranged as

$$
\sum_{\sigma}\left(f_{\sigma} \cdot \sum_{\tau \leq \sigma}\left\langle u, v_{\tau / \gamma}\right\rangle e_{\sigma, \tau}\right) .
$$

Applying Proposition 3.4 to $\Delta_{\gamma}$ then gives

$$
\sum_{\tau \leq \sigma}\left\langle u, v_{\tau / \gamma}\right\rangle e_{\sigma, \tau}=u \cdot e_{\sigma, \gamma}
$$

It follows that the integer $\sum\left\langle u, v_{\tau / \gamma}\right\rangle c(\tau)$ is divisible by $u$ in $\operatorname{Sym}^{*}(M)$, as claimed, and hence must vanish.

Proof of Theorem 1.4. To show that $f \mapsto c$ agrees with the natural map $\iota^{*}$ : $A_{T}^{*}(X) \rightarrow A^{*}(X)$, we must prove that

$$
\int_{V(\tau)} \iota^{*} c_{f}=c(\tau)
$$

where $c_{f}$ denotes the equivariant Chow cohomology class whose restriction to a torus fixed point is $f_{\sigma} \in \operatorname{Sym}^{*}(M) \cong A_{T}^{*}\left(x_{\sigma}\right)$. By Corollary $2.6, e_{\sigma, \tau}$ is equal to the equivariant multiplicity $e_{x_{\sigma}}[V(\tau)]$ of the nondegenerate $T$-fixed point $x_{\sigma}$ in $V(\tau)$. Therefore, by localization [Edidin and Graham 1998b], in equivariant Chow homology tensored with $\operatorname{Sym}^{ \pm}(M)$, we have

$$
\int_{V(\tau)} c_{f}=\sum_{\sigma} e_{\sigma} f_{\sigma}
$$

Since $\sum_{\sigma} e_{\sigma} f_{\sigma}$ is an integer, projecting to $A_{*}(X)$ gives $\int_{V(\tau)} \iota^{*} c_{f}=c(\tau)$.

## 4. Applications to Chow cohomology of toric varieties

Here we use combinatorial computations with piecewise polynomials to study the map $\iota^{*}: A_{T}^{*}(X) \rightarrow A^{*}(X)$ for some specific complete toric varieties $X$. As discussed in the introduction, this map is known to be surjective with kernel generated by $M$ in degree one if $X$ is smooth, and similar statements hold over $\mathbb{Q}$ if $X$ is simplicial. We give the first examples showing that $\iota^{*}$ is not surjective in general, and that its kernel is not always generated in degree one.

Example 4.1 (Mirror dual of $\mathbb{P}^{1} \times \mathbb{P}^{1}$ ). Let $N=\mathbb{Z}^{2}$, and let $\Delta$ be the complete fan in $\mathbb{R}^{2}$ whose rays are generated by

$$
v_{1}=(1,1), v_{2}=(1,-1), v_{3}=(-1,-1), v_{4}=(-1,1)
$$

and whose maximal cones are

$$
\sigma_{1}=\left\langle v_{1}, v_{2}\right\rangle, \sigma_{2}=\left\langle v_{2}, v_{3}\right\rangle, \sigma_{3}=\left\langle v_{3}, v_{4}\right\rangle, \sigma_{4}=\left\langle v_{1}, v_{4}\right\rangle
$$

Then $X=X(\Delta)$ is isomorphic to $\left(\mathbb{P}^{1} \times \mathbb{P}^{1}\right) / \mathbb{Z}_{2}$, which is the Fano surface that is "mirror dual" to $\mathbb{P}^{1} \times \mathbb{P}^{1}$.

We claim that the image of $P P^{2}(X)$ under the map $f \mapsto \sum_{i=1}^{4} e_{\sigma_{i}} f_{\sigma_{i}}$ is exactly $2 \mathbb{Z}$. We compute $e\left(\sigma_{1}\right)$ using the unimodular subdivision of $\sigma_{1}$ along $v=(1,0)$,

$$
\sigma_{1}=\left\langle v_{1}, v\right\rangle \cup\left\langle v, v_{2}\right\rangle
$$

Then, writing $a=e_{1}^{*}$ and $b=e_{2}^{*}$, the dual cones of $\left\langle v_{1}, v\right\rangle$ and $\left\langle v, v_{2}\right\rangle$ are $\langle b, a-b\rangle$ and $\langle b, a+b\rangle$, respectively, so

$$
e\left(x_{1}\right)=\frac{1}{b(a-b)}-\frac{1}{b(a+b)}=\frac{2}{a^{2}-b^{2}}
$$

Similarly, we compute $e\left(\sigma_{3}\right)=2 /\left(a^{2}-b^{2}\right)$ and

$$
e\left(\sigma_{2}\right)=e\left(\sigma_{4}\right)=\frac{-2}{a^{2}-b^{2}}
$$

Therefore, since two divides every term in $\sum_{i=1}^{4} e_{\sigma_{i}} f_{\sigma_{i}}$, the sum must be divisible by two. Also, the piecewise polynomial function $f$ that vanishes on $\sigma_{2} \cup \sigma_{3} \cup \sigma_{4}$ and whose restriction to $\sigma_{1}$ is $a^{2}-b^{2}$ maps to two. So the image of $P P^{2}(\Delta)$ is $2 \mathbb{Z}$, as required.

Proof of Theorem 1.5. Applying Theorem 1.4 to Example 4.1 shows that the image of $\iota^{*}: A_{T}^{2}(X) \rightarrow A^{2}(X)$ is $2 A^{2}(X)$, which is a proper subgroup of $A^{2}(X) \cong \mathbb{Z}$.

In the following examples, we consider fans in $\mathbb{R}^{3}$ with respect to the lattice $N=\mathbb{Z}^{3}$ 。

Example 4.2 (Mirror dual of $\mathbb{P}^{1} \times \mathbb{P}^{1} \times \mathbb{P}^{1}$ ). Consider the toric variety $X=X(\Delta)$, where $\Delta$ is the fan whose nonzero cones are the cones over the faces of the cube with vertices $( \pm 1, \pm 1, \pm 1)$. Then $X$ is the Fano toric threefold that is "mirror dual" to $\mathbb{P}^{1} \times \mathbb{P}^{1} \times \mathbb{P}^{1}$. Recall that, since $X$ is complete, the rank of $A^{i}(X)$ is equal to the rank of $A_{i}(X)$ [Fulton and Sturmfels 1997, Proposition 2.4], so rk $A^{0}(X)=$ rk $A^{3}(X)=1$. Furthermore, since $A_{2}(X)$ is the Weil divisor class group of $X$, we also have $\operatorname{rk} A^{2}(X)=5$. The remainder of the following table can be filled in by straightforward linear algebra computations with piecewise polynomial functions.

From these computations, it is clear that $A_{T}^{2}(X)$ does not surject onto $A^{2}(X)$, since its image has rank at most two.

|  | $\operatorname{rk} A_{T}^{i}(X)$ | rk $M \cdot A_{T}^{i-1}(X)$ | rk $A^{i}(X)$ |
| :---: | :---: | :---: | :---: |
| $i=0$ | 1 | 0 | 1 |
| $i=1$ | 4 | 3 | 1 |
| $i=2$ | 11 | 9 | 5 |
| $i=3$ | 23 | 22 | 1 |

Example 4.3 (Fulton's threefold). Consider the toric variety $X^{\prime}=X\left(\Delta^{\prime}\right)$, where $\Delta^{\prime}$ is the fan combinatorially equivalent to the fan over the cube as in the preceding example, but with the ray through $(1,1,1)$ replaced by the ray through $(1,2,3)$. Then $X^{\prime}$ is complete and, as in the previous example, $\operatorname{rk} A^{0}\left(X^{\prime}\right)=\operatorname{rk} A^{3}\left(X^{\prime}\right)=1$, and rk $A^{2}\left(X^{\prime}\right)=5$, but Fulton showed that $X^{\prime}$ has no nontrivial line bundles [Fulton 1993, pp. 25-26], so $A^{1}\left(X^{\prime}\right)=0$. The remainder of the following table is filled in by linear algebra computations with piecewise polynomial functions.

|  | $\operatorname{rk} A_{T}^{i}\left(X^{\prime}\right)$ | $\operatorname{rk} M \cdot A_{T}^{i-1}\left(X^{\prime}\right)$ | $\operatorname{rk} A^{i}\left(X^{\prime}\right)$ |
| :---: | :---: | :---: | :---: |
| $i=0$ | 1 | 0 | 1 |
| $i=1$ | 3 | 3 | 0 |
| $i=2$ | 8 | 6 | 5 |
| $i=3$ | 20 | 16 | 1 |

Here, again, we see that $\iota^{*}: A_{T}^{2}\left(X^{\prime}\right) \rightarrow A^{2}\left(X^{\prime}\right)$ is not surjective, since its image has rank at most two. Furthermore, the kernel of $\iota^{*}$ is not generated in degree one, since the degree one part of the kernel is $M$, and $A_{T}^{3}\left(X^{\prime}\right) / M \cdot A_{T}^{2}\left(X^{\prime}\right)$ has rank four, and hence cannot map injectively into $A^{3}\left(X^{\prime}\right)$. However, $X^{\prime}$ is not projective, so to prove Theorem 1.6, it remains to give a projective example with similar properties.

Example 4.4. Consider the toric variety $X^{\prime \prime}=X\left(\Delta^{\prime \prime}\right)$, where $\Delta^{\prime \prime}$ is the fan combinatorially equivalent to the fan over the cube as in Example 4.2, but with the ray through $(1,1,1)$ replaced by the ray through $(1,1,2)$ and with the ray through $(1,-1,1)$ replaced by the ray through $(1,-1,2)$. It is straightforward to check that $-3 K_{X^{\prime \prime}}$ is Cartier and ample, so $X^{\prime \prime}$ is $\mathbb{Q}$-Fano and projective. We compute the following table as in the preceding examples.

|  | $\mathrm{rk} A_{T}^{i}\left(X^{\prime \prime}\right)$ | $\mathrm{rk} M \cdot A_{T}^{i-1}\left(X^{\prime \prime}\right)$ | $\mathrm{rk} A^{i}\left(X^{\prime \prime}\right)$ |
| :---: | :---: | :---: | :---: |
| $i=0$ | 1 | 0 | 1 |
| $i=1$ | 4 | 3 | 1 |
| $i=2$ | 10 | 9 | 5 |
| $i=3$ | 22 | 19 | 1 |

Proof of Theorem 1.6. From the computations in Example 4.4, we conclude that $\iota^{*}: A_{T}^{*}(X)_{\mathbb{Q}} \rightarrow A^{*}(X)_{\mathbb{Q}}$ is not surjective in degree two, and its kernel in degree three is not in the ideal generated by its kernel in degree one.

To balance these negative results, we conclude by proving a positive statement: $\iota^{*}: A_{T}^{*}(X) \rightarrow A^{*}(X)$ is always surjective in degree one.
Theorem 4.5. For any toric variety $X=X(\Delta), \iota^{*}: A_{T}^{1}(X) \rightarrow A^{1}(X)$ is surjective, giving a natural isomorphism $A^{1}(X) \cong P P^{1}(\Delta) / M$.

Proof. If $X$ is smooth, then the statement is clear. Suppose $X$ is singular, and let

$$
X_{r} \rightarrow \cdots \rightarrow X_{1} \xrightarrow{\pi} X_{0}=X
$$

be a resolution of singularities, where each $X_{i}=X\left(\Delta_{i}\right)$ is a toric variety and $X_{i+1} \rightarrow X_{i}$ is the blowup along a smooth $T$-invariant center. Say $X_{1}$ is the blowup of $X$ along $V(\tau)$ and $V(\rho) \subset X_{1}$ is the exceptional divisor. By induction on $r$, we may assume $A^{1}\left(X_{1}\right) \cong P P^{1}\left(\Delta_{1}\right) / M$. Also, we may assume $A^{1}(V(\rho))=$ $P P^{1}(\operatorname{Star}(\rho)) / M$ and $A^{1}(V(\tau))=P P^{1}(\operatorname{Star}(\tau)) / M$, by induction on dimension. Then $\pi^{*}: A^{1}(X) \rightarrow A^{1}\left(X_{1}\right)$ is injective, and $c \in A^{1}\left(X_{1}\right)$ is in the image of $\pi^{*}$ if and only if $\left.c\right|_{V(\rho)}$ is in the image of $A^{1}(V(\tau))$ [Kimura 1992, Theorem 3.1]. The theorem then follows, since $\operatorname{Star}(\rho)$ is a subdivision of $\operatorname{Star}(\tau), \Delta_{1}$ and $\Delta$ coincide everywhere else, and the class of a piecewise linear function $[\Psi] \in P P^{1}(\operatorname{Star}(\rho)) / M$ is pulled back from $\operatorname{Star}(\tau)$ if and only if $\Psi$ is given by a single linear function on each cone of $\operatorname{Star}(\tau)$.
Corollary 4.6. For any toric variety $X$, the canonical map $\operatorname{Pic}(X) \rightarrow A^{1}(X)$ is an isomorphism.
Proof. The corollary follows from the canonical identification of $P P^{1}(X) / M$ with $\operatorname{Pic}(X)$ [Fulton 1993, pp. 65-66].

Corollary 4.6 was known previously in the case where $X$ is complete [Brion 1989]. See also [Fulton and Sturmfels 1997, Corollary 3.4].

Remark 4.7. One can use Kimura's inductive method, as in the proof of Corollary 4.6 and [Payne 2006a, Theorem 1], to compute the Chow cohomology of an arbitrary toric variety in all degrees. However, the resulting induction is more subtle, as Theorems 1.5 and 1.6 suggest.

## 5. Localization formula for mixed volumes of lattice polytopes

Let $P_{1}, \ldots, P_{n}$ be lattice polytopes in $M_{\mathbb{R}}$. For nonnegative real numbers $a_{i}$, the euclidean volume of $a_{1} P_{1}+\cdots+a_{n} P_{n}$ is a homogeneous polynomial function of $\left(a_{1}, \ldots, a_{n}\right)$. The mixed volume $V\left(P_{1}, \ldots, P_{n}\right)$ is defined to be the coefficient of $a_{1} \cdots a_{n}$ in this polynomial. Let $\Delta$ be the inner normal fan to $P_{1}+\cdots+P_{n}$, and let $u_{i}(\sigma) \in M$ be the vertex of $P_{i}$ that is minimal on $\sigma$, for each maximal cone $\sigma \in \Delta$.

Theorem 5.1. The mixed volume of the polytopes $P_{i}$ is given by

$$
n!\cdot V\left(P_{1}, \ldots, P_{n}\right)=(-1)^{n} \sum_{\sigma \in \Delta} e_{\sigma} \cdot u_{1}(\sigma) \cdots u_{n}(\sigma)
$$

Theorem 5.1 follows from Theorem 1.4 and the fact that $V\left(P_{1}, \ldots, P_{n}\right)$ is the degree of $D_{1} \cdots D_{n}$, where $D_{i}$ is the $T$-Cartier divisor on $X(\Delta)$ corresponding to $P_{i}$ [Fulton 1993, p. 116]. However, the statement of the theorem is purely combinatorial, and we give a combinatorial proof based on Brion's formula for generating functions for lattice points in polyhedra. The methods used in this proof may be of independent interest.

Let $P$ be a lattice polytope in $M_{\mathbb{R}}$. Let $\Delta$ be the normal fan to $P$, and let $u(\sigma) \in M$ be the vertex of $P$ that is minimal on $\sigma$, for each maximal cone $\sigma \in \Delta$.

Brion's Formula. The generating function for lattice points in $P$ is

$$
\sum_{u \in(P \cap M)} x^{u}=\sum_{\sigma} x^{u(\sigma)} \cdot \operatorname{Hilb}(\sigma)
$$

In addition to Brion's Formula, we will use the following formula for mixed volumes, which is a lattice point counting analogue of the alternating sum of volumes in formula (3) of [Fulton 1993, p. 116 ].

Proposition 5.2. Let $P_{1}, \ldots, P_{n}$ be lattice polytopes in $M_{\mathbb{R}}$. Then

$$
n!\cdot V\left(P_{1}, \ldots, P_{n}\right)=\sum_{1 \leq i_{1}<\cdots<i_{k} \leq n}(-1)^{n-k} \#\left(\left(P_{i_{1}}+\cdots+P_{i_{k}}\right) \cap M\right)
$$

Proof. The number of lattice points in $a_{1} P_{1}+\cdots+a_{n} P_{n}$ is a polynomial in the $a_{i}$ of degree at most $n$, and the degree $n$ part of this polynomial is $n!$ times the volume of $a_{1} P_{1}+\cdots+a_{n} P_{n}$ [McMullen 1978/79, Theorem 7]. Therefore, $n!\cdot V\left(P_{1}, \ldots, P_{n}\right)$ is the coefficient of $a_{1} \cdots a_{n}$ in this polynomial, and the proposition is an immediate consequence of the following lemma.

Lemma 5.3. Let $f \in \mathbb{R}\left[t_{1}, \ldots, t_{n}\right]$ be a polynomial function on $\mathbb{R}^{n}$ of degree at most $n$. The coefficient of $t_{1} \cdots t_{n}$ in $f$ is

$$
\sum_{1 \leq i_{1}<\cdots<i_{k} \leq n}(-1)^{n-k} f\left(e_{i_{1}}+\cdots+e_{i_{k}}\right)
$$

where $\left\{e_{1}, \ldots, e_{n}\right\}$ is the standard basis for $\mathbb{R}^{n}$.
Proof. The function taking a polynomial $g$ to $\sum(-1)^{n-k} g\left(e_{i_{1}}+\cdots+e_{i_{k}}\right)$ vanishes on any monomial that does not contain all $n$ variables, and its value on $t_{1} \cdots t_{n}$ is 1.

Proof of Theorem 5.1. For each $\sigma,(-1)^{n} \cdot e_{\sigma} \cdot u_{1}(\sigma) \cdots u_{n}(\sigma)$ is the principal part of

$$
\left(x^{u_{1}(\sigma)}-1\right) \cdots\left(x^{u_{n}(\sigma)}-1\right) \cdot \operatorname{Hilb}(\sigma) .
$$

Expanding the product of the binomials, taking the sum over all $\sigma$, and applying Brion's Formula then gives

$$
\sum_{1 \leq i_{1}<\cdots<i_{k} \leq n}(-1)^{n-k} . \sum_{u \in\left(P_{i_{1}}+\cdots+P_{i_{k}} \cap M\right)} x^{u} .
$$

The theorem then follows from Proposition 5.2 by taking principal parts, since the leading form of $x^{u}$ at $1_{T}$ is equal to one.

## 6. Bott residue formula for toric vector bundles

The mixed volume $V\left(P_{1}, \ldots, P_{n}\right)$ is the degree of the top Chern class of the toric vector bundle $\mathcal{O}\left(D_{1}\right) \oplus \cdots \oplus \mathcal{O}\left(D_{n}\right)$, where $D_{i}$ is the $T$-Cartier divisor corresponding to $P_{i}$. Therefore, mixed volumes are a special case of Chern numbers of toric vector bundles, and Theorem 5.1 may be generalized as follows. Given a multiset of linear functions $\mathbf{u} \subset M$ let $\varepsilon_{i}(\mathbf{u}) \in \operatorname{Sym}^{i}(M)$ be the $i$-th elementary symmetric function in the elements of $\mathbf{u}$. For instance, if $\mathbf{u}=\left\{u_{1}, \ldots, u_{r}\right\}$, then $\varepsilon_{1}(\mathbf{u})=u_{1}+\cdots+u_{r}$ and $\varepsilon_{r}(\mathbf{u})=u_{1} \cdots u_{r}$. For a partition $\lambda=\left(\lambda_{1}, \ldots, \lambda_{s}\right)$ of $n$, let $\varepsilon_{\lambda}(\mathbf{u}) \in \operatorname{Sym}^{n}(M)$ be the product

$$
\varepsilon_{\lambda}(\mathbf{u})=\varepsilon_{\lambda_{1}}(\mathbf{u}) \cdots \varepsilon_{\lambda_{s}}(\mathbf{u})
$$

Recall that, for any toric vector bundle $\mathscr{E}$ on an arbitrary toric variety $X=X(\Delta)$ and any maximal cone $\sigma \in \Delta$, there is a unique multiset $\mathbf{u}(\sigma) \subset M$ such that the restriction of $\mathscr{E}$ to $U_{\sigma}$ splits equivariantly as

$$
\left.\mathscr{E}\right|_{U_{\sigma}} \cong \bigoplus_{u \in \mathbf{u}(\sigma)} O\left(\operatorname{div} \chi^{u}\right)
$$

See [Klyachko 1989] or [Payne 2006b, Section 2] for this and other basic facts about toric vector bundles.
Theorem 6.1. Let $\mathscr{E}$ be a toric vector bundle on a complete toric variety $X$, and let $\lambda$ be a partition of $n$. Then the Chern number $c_{\lambda}(\mathscr{E})$ is given by

$$
c_{\lambda}(\mathscr{E})=\sum_{\sigma} e_{\sigma} \cdot \varepsilon_{\lambda}(\mathbf{u}(\sigma)) .
$$

Proof. The Chern number $c_{\lambda}(\mathscr{C})$ is equal to the integral over $[X]$ of the equivariant Chow cohomology class corresponding to the piecewise polynomial whose restriction to $\sigma$ is $\varepsilon_{\lambda}(\mathbf{u}(\sigma))$. Therefore, the theorem follows from Theorem 1.4.

Theorem 6.1 has a straightforward generalization to top degree polynomials in the Chern classes of several toric vector bundles (we omit the details), and may be
seen as a Bott residue formula for vector bundles on toric varieties with arbitrary singularities. This solves the toric case of the problem of proving residue formulas on singular varieties posed in [Edidin and Graham 1998b, Section 5]. Edidin and Graham handled the case of toric subvarieties of smooth toric varieties, but the extension to arbitrary toric varieties is nontrivial; there are singular toric varieties, such as Fulton's threefold (Example 4.3) that have no nontrivial line bundles, and hence admit no nonconstant morphisms to smooth varieties.

Example 6.2. We apply Theorem 6.1 to compute the Chern numbers of a specific nonsplit rank two toric vector bundle on the singular toric variety $X=X(\Delta)$ mirror dual to $\mathbb{P}^{1} \times \mathbb{P}^{1} \times \mathbb{P}^{1}$ (see Example 4.2). For this example, we assume that the base field has at least three elements. The primitive generators of the rays of $\Delta$ are

$$
\begin{array}{lll}
v_{1}=(1,1,1), & v_{2}=(1,1,-1), & v_{3}=(1,-1,1),
\end{array} \quad v_{4}=(1,-1,-1), ~ 子, ~(-1,1,1), \quad v_{6}=(-1,1,-1), \quad v_{7}=(-1,-1,1), \quad v_{8}=(-1,-1,-1), ~ l
$$

and the maximal cones of $\Delta$ are

$$
\begin{array}{ll}
\sigma_{1}=\left\langle v_{1}, v_{2}, v_{3}, v_{4}\right\rangle, & \sigma_{2}=\left\langle v_{1}, v_{2}, v_{5}, v_{6}\right\rangle, \\
\sigma_{3}=\left\langle v_{1}, v_{3}, v_{5}, v_{7}\right\rangle \\
\sigma_{4}=\left\langle v_{2}, v_{4}, v_{7}, v_{8}\right\rangle, & \sigma_{5}=\left\langle v_{3}, v_{4}, v_{7}, v_{8}\right\rangle, \\
\sigma_{6}=\left\langle v_{5}, v_{6}, v_{7}, v_{8}\right\rangle
\end{array}
$$

Let $\rho_{i}$ be the ray of $\Delta$ spanned by $v_{i}$, let $E=k^{2}$, fix four distinct lines $L_{1}, L_{2}$, $L_{3}$, and $L_{4}$ in $E$, and let $\mathscr{E}$ be the toric vector bundle determined by the filtrations

$$
\begin{aligned}
& E^{\rho_{1}}(i)=\left\{\begin{array}{ll}
E & \text { for } i \leq-1, \\
L_{1} & \text { for } 0 \leq i \leq 3, \\
0 & \text { for } i>3,
\end{array} \quad E^{\rho_{4}(i)=} \begin{array}{ll}
E & \text { for } i \leq-1, \\
L_{2} & \text { for } 0 \leq i \leq 3, \\
0 & \text { for } i>3,
\end{array}\right. \\
& E^{\rho_{6}(i)}=\left\{\begin{array}{ll}
E & \text { for } i \leq-1, \\
L_{3} & \text { for } 0 \leq i \leq 3, \\
0 & \text { for } i>3,
\end{array} \quad E^{\rho_{7}(i)= \begin{cases}E & \text { for } i \leq-1, \\
L_{4} & \text { for } 0 \leq i \leq 3, \\
0 & \text { for } i>3,\end{cases} }\right.
\end{aligned}
$$

and

$$
E^{\rho_{j}}(i)= \begin{cases}E & \text { for } i \leq 1 \\ 0 & \text { for } i>1,\end{cases}
$$

for $j \in\{2,3,5,8\}$. Since the lines $L_{i}$ are distinct, the vector bundle $\mathscr{E}$ does not split as a sum of line bundles. It is straightforward to check that the multisets of linear functions $\mathbf{u}\left(\sigma_{i}\right)$ determined by $\mathscr{E}$ are as follows. For simplicity, we write $a$, $b$, and $c$, for $e_{1}^{*}, e_{2}^{*}$ and $e_{3}^{*}$, respectively.

$$
\begin{array}{ll}
\mathbf{u}\left(\sigma_{1}\right)=\{(a+b+c),(a-b-c)\}, & \mathbf{u}\left(\sigma_{2}\right)=\{(a+b+c),(-a+b-c)\}, \\
\mathbf{u}\left(\sigma_{3}\right)=\{(a+b+c),(-a-b+c)\}, & \mathbf{u}\left(\sigma_{4}\right)=\{(a-b-c),(-a+b-c)\}, \\
\mathbf{u}\left(\sigma_{5}\right)=\{(a-b-c),(-a-b+c)\}, & \mathbf{u}\left(\sigma_{6}\right)=\{(-a+b-c),(-a-b+c)\} .
\end{array}
$$

To compute the Chern numbers of $\mathscr{E}$, we now need only to compute the equivariant multiplicities $e_{\sigma_{i}}$. First, $\sigma_{1}^{*}$ is spanned by $u_{1}=(1,1,0), u_{2}=(1,0,1)$, $u_{3}=(1,0,-1)$, and $u_{4}=(1,-1,0)$. Let $u=(1,0,0)$. We compute, as in [Payne 2007, Example 1.8],

$$
\operatorname{Hilb}\left(\sigma_{1}\right)=\frac{\left(1+x^{u}\right)\left(1-x^{2 u}\right)}{\left(1-x^{u_{1}}\right)\left(1-x^{u_{2}}\right)\left(1-x^{u_{3}}\right)\left(1-x^{u_{4}}\right)} .
$$

Since the principal parts of $1+x^{u}, 1-x^{2 u}$ and $1-x^{u_{i}}$ at $1_{T}$ are $2,-2 u$, and $-u_{i}$ respectively, it is then straightforward to compute $e_{\sigma_{1}}=-\operatorname{Hilb}(\sigma)_{\circ}$. Then

$$
e_{\sigma_{1}}=\frac{4 a}{\left(b^{2}-a^{2}\right)\left(c^{2}-a^{2}\right)} .
$$

By symmetry, $e_{\sigma_{6}}=-e_{\sigma_{1}}$, and similarly

$$
e_{\sigma_{2}}=\frac{4 b}{\left(a^{2}-b^{2}\right)\left(c^{2}-b^{2}\right)}=-e_{\sigma_{5}},
$$

and

$$
e_{\sigma_{3}}=\frac{4 c}{\left(a^{2}-c^{2}\right)\left(b^{2}-c^{2}\right)}=-e_{\sigma_{4}} .
$$

Then, using Theorem 6.1 and combining the summands coming from $\sigma_{i}$ and $\sigma_{7-i}$, we obtain

$$
c_{111}(\mathscr{E})=\frac{2 \cdot(2 a)^{3} \cdot 4 a}{\left(b^{2}-a^{2}\right)\left(c^{2}-a^{2}\right)}+\frac{2 \cdot(2 b)^{3} \cdot 4 b}{\left(a^{2}-b^{2}\right)\left(c^{2}-b^{2}\right)}+\frac{2 \cdot(2 c)^{3} \cdot 4 c}{\left(a^{2}-c^{2}\right)\left(b^{2}-c^{2}\right)}
$$

which simplifies to $c_{111}(\mathscr{E})=64$. Similarly,

$$
c_{21}(\mathscr{E})=\frac{16 a^{2}\left(a^{2}-b^{2}-c^{2}\right)}{\left(b^{2}-a^{2}\right)\left(c^{2}-a^{2}\right)}+\frac{16 b^{2}\left(-a^{2}+b^{2}-c^{2}\right)}{\left(a^{2}-b^{2}\right)\left(c^{2}-b^{2}\right)}+\frac{16 c^{2}\left(-a^{2}-b^{2}+c^{2}\right)}{\left(a^{2}-c^{2}\right)\left(b^{2}-c^{2}\right)}
$$

which simplifies to $c_{21}(\mathscr{E})=32$.

## Appendix: Principal parts of rational functions

Associated graded rings and leading forms have been standard tools for about as long as commutative algebra has been applied to local algebraic geometry [Samuel 1953; 1955]. The generalization from leading forms of regular functions to principal parts of rational functions is straightforward but, since we have been unable to locate a reference, we include a brief account.

Let $X$ be an algebraic variety over a field $k$, and let $x \in X(k)$ be a smooth point. Let $\mathfrak{m}$ be the maximal ideal in the local ring $\mathbb{O}_{X, x}$. Since $x$ is smooth,

$$
\left(\mathfrak{m}^{d} / \mathfrak{m}^{d+1}\right) \cong \operatorname{Sym}^{d}\left(\mathfrak{m} / \mathfrak{m}^{2}\right),
$$

for all nonnegative integers $d$ [Atiyah and Macdonald 1969, Theorem 11.22]. Suppose $g \in \mathbb{O}_{X, x}$ is a regular function whose order of vanishing at $x$ is $d$. Then the leading form of $g$ is its image

$$
g_{\circ} \in \operatorname{Sym}^{d}\left(\mathfrak{m} / \mathfrak{m}^{2}\right)
$$

In other words, if $x_{1}, \ldots, x_{n}$ is a local system of parameters, then $g$ can be expanded uniquely as a power series in $k \llbracket x_{1}, \ldots, x_{n} \rrbracket$, and the sum of the lowest degree terms in this power series is the homogeneous degree $d$ polynomial in $x_{1}, \ldots, x_{n}$ that maps to $g_{\circ}$ under the canonical isomorphism

$$
k\left[x_{1}, \ldots, x_{n}\right]_{d} \cong \operatorname{Sym}^{d}\left(\mathfrak{m} / \mathfrak{m}^{2}\right)
$$

Now $\mathfrak{m} / \mathfrak{m}^{2}$ is the cotangent space of $X$ at $x$, so $g_{\circ}$ is naturally a regular function on the tangent space $T_{X, x}$, and the zero locus of $g_{\circ}$ is the tangent cone of the divisor of zeros of $g$ at $x$ [Harris 1992, Lecture 20]. Note that leading forms are multiplicative; if $g, h \in \mathcal{O}_{X, x}$, then $(g h)_{\circ}=g_{\circ} h_{\circ}$ in $\operatorname{Sym}^{*}\left(\mathfrak{m} / \mathfrak{m}^{2}\right)$. For convenience, we define the leading form of zero to be $0 \in \operatorname{Sym}^{*}\left(\mathfrak{m} / \mathfrak{m}^{2}\right)$.

Suppose $f$ is a rational function on $X$. Then $f$ can be written as a fraction $f=g / h$, with $g, h \in \mathbb{O}_{X, x}$. We define the principal part of $f$ to be

$$
f_{\circ}=g_{\circ} / h_{\circ}
$$

which is a homogeneous element of $\operatorname{Sym}^{ \pm}\left(\mathfrak{m} / \mathfrak{m}^{2}\right)$, the $\mathbb{Z}$-graded ring obtained by inverting all homogeneous elements in $\operatorname{Sym}^{*}\left(\mathfrak{m} / \mathfrak{m}^{2}\right)$. Note that $f_{0}$ is well-defined; if $g / h=g^{\prime} / h^{\prime}$, then $g h^{\prime}=g^{\prime} h$ (since $0_{X, x}$ is a domain), and therefore

$$
g_{\circ} h_{\circ}^{\prime}=g_{\circ}^{\prime} h_{\circ},
$$

since leading forms are multiplicative, so $g_{\circ} / h_{\circ}=g_{\circ}^{\prime} / h_{\circ}^{\prime}$. Also, $f_{\circ}$ is naturally a rational function on $T_{X, x}$, and its divisors of zeros and poles are the tangent cones of the zeros and poles of $f$, respectively.
Proposition A.1. Suppose $f_{1}, \ldots, f_{s}$ are rational functions on $X$ with principal parts in degree $d$, and let $f=f_{1}+\cdots+f_{s}$. Then either

$$
f_{\circ}=\left(f_{1}\right)_{\circ}+\cdots+\left(f_{s}\right)_{\circ}
$$

or $\left(f_{1}\right)_{\circ}+\cdots+\left(f_{s}\right)_{\circ}=0$ and the principal part of $f$ is in degree strictly greater thand.
Proof. If $f=0$ then the proposition is clear. Suppose $f$ is nonzero, and express each $f_{i}$ as a fraction $f_{i}=g_{i} / h_{i}$, with $g_{i}, h_{i} \in \mathcal{O}_{X, x}$. Then we can write $f$ as a fraction over a common denominator

$$
f=\sum_{i=1}^{s} \frac{g_{i} \cdot h_{1} \cdots \widehat{h_{i}} \cdots h_{s}}{h_{1} \cdots h_{s}}
$$

Say $h_{i}$ vanishes to order $d_{i}$ at $x$. Then each summand in the numerator above vanishes to order exactly $d_{1}+\cdots+d_{s}+d$. Therefore, either the numerator vanishes to order exactly $d_{1}+\cdots+d_{s}+d$ and $f_{\circ}=\left(f_{1}\right)_{\circ}+\cdots+\left(f_{s}\right)_{\circ}$, or the numerator vanishes to some larger order and $f_{\circ}$ has degree greater than $d$.

Corollary A.2. Suppose $f_{1}, \ldots, f_{s}$ are rational functions on $X$ with principal parts in degree $d$, and suppose $f=f_{1}+\cdots+f_{s}$ is regular at $x$. Then $\left(f_{1}\right)_{\circ}+\cdots+$ $\left(f_{s}\right)_{\circ} \in \operatorname{Sym}^{*}\left(\mathfrak{m} / \mathfrak{m}^{2}\right)$ is regular on $T_{X, x}$.
Proof. By Proposition A.1, if $\left(f_{1}\right)_{\circ}+\cdots+\left(f_{s}\right)_{\circ}$ does not vanish then it is equal to $f_{0}$, which is the principal part of a regular function.
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# The nef cone volume of generalized Del Pezzo surfaces 

Ulrich Derenthal, Michael Joyce and Zachariah Teitler

We compute a naturally defined measure of the size of the nef cone of a Del Pezzo surface. The resulting number appears in a conjecture of Manin on the asymptotic behavior of the number of rational points of bounded height on the surface. The nef cone volume of a Del Pezzo surface $Y$ with ( -2 )-curves defined over an algebraically closed field is equal to the nef cone volume of a smooth Del Pezzo surface of the same degree divided by the order of the Weyl group of a simply-laced root system associated to the configuration of (-2)-curves on $Y$. When $Y$ is defined over an arbitrary perfect field, a similar result holds, except that the associated root system is no longer necessarily simply-laced.

## 1. Introduction

An ordinary Del Pezzo surface is a smooth projective rational surface $X$ on which the anticanonical class $-K_{X}$ is ample. If $X$ is defined over an algebraically closed field, then $X$ is one of the following: $\mathbb{P}^{2}, \mathbb{P}^{1} \times \mathbb{P}^{1}$, or the blowup of $\mathbb{P}^{2}$ at up to 8 points in general position. Points are in general position if no three are collinear, no six lie on a conic, and no eight lie on a cubic with one of them a singular point of the cubic. Then $X$ may contain ( -1 )-curves, but no ( -2 )-curves, where for $n \in\{1,2\}$, a ( $-n$ )-curve is a smooth rational curve on $X$ having self-intersection number $-n$.

A generalized Del Pezzo surface is a smooth projective rational surface $Y$ on which $-K_{Y}$ is big and nef. If $Y$ is defined over an algebraically closed field, then $Y$ is one of the following: $\mathbb{P}^{2}, \mathbb{P}^{1} \times \mathbb{P}^{1}$, the Hirzebruch surface $\mathbb{F}_{2}$, or a surface obtained from $\mathbb{P}^{2}$ by a sequence of blowings-up at up to 8 points, possibly infinitely near, each not lying on any ( -2 -curve. Over an algebraically closed field, a generalized Del Pezzo surface is ordinary if and only if it contains no ( -2 )-curves. See Section 3 for more details.

[^1]The nef cone volume of a generalized Del Pezzo surface $Y$ is equal to the volume of the cross-section of the nef cone of $Y$ obtained by intersecting with the hyperplane consisting of those divisor classes whose intersection with the anticanonical class $-K_{Y}$ is equal to 1 . The resulting cross-section is a polytope. Its volume is a rational number, denoted by $\alpha(Y)$. We give details of this definition in Section 2.

In this paper we compute $\alpha(Y)$ for generalized Del Pezzo surfaces $Y$.
The degree of $Y$ is the self-intersection number

$$
d=\left\langle-K_{Y},-K_{Y}\right\rangle .
$$

It satisfies $1 \leq d \leq 9$, and when $Y$ is the blowup of $\mathbb{P}^{2}$ at $r$ points in almost general position, $d=9-r$.

A generalized Del Pezzo surface $Y$ defined over a field $\mathbb{K}$ is split if it is either $\mathbb{P}^{2}$, $\mathbb{P}^{1} \times \mathbb{P}^{1}, \mathbb{F}_{2}$, or the blowup of $\mathbb{P}^{2}$ at $1 \leq r \leq 8 \mathbb{K}$-rational points in almost general position. See Definition 3.2. Otherwise, $Y$ is said to be nonsplit (for example, the blowup of $\mathbb{P}^{2}$ at two conjugate points). We consider only split $Y$ until Section 6, and so the reader may assume that $\mathbb{K}$ is algebraically closed until that point.

An investigation of $\alpha(Y)$ for split ordinary Del Pezzo surfaces was undertaken by the first author. He proved the following result.
Theorem 1.1 [Derenthal 2007, Theorem 4]. Let $X_{d}$ denote a split ordinary Del Pezzo surface of degree d obtained by blowing up $9-d$ points in general position on $\mathbb{P}^{2}$ and let $N_{d}$ denote the number of $(-1)$-curves on $X_{d}$. For $d \leq 6$,

$$
\alpha\left(X_{d}\right)=\frac{N_{d}}{d(9-d)} \alpha\left(X_{d+1}\right)
$$

Combining this with simple calculations that show that

$$
\alpha\left(\mathbb{P}^{2}\right)=\frac{1}{3}, \quad \alpha\left(\mathbb{P}^{1} \times \mathbb{P}^{1}\right)=\frac{1}{4}, \quad \alpha\left(X_{8}\right)=\frac{1}{6}, \quad \alpha\left(X_{7}\right)=\frac{1}{24},
$$

this theorem allows for an inductive calculation of $\alpha(X)$ for any split ordinary Del Pezzo surface $X$. This calculation is summarized in Table 1.

We extend this result in two directions. First, we study split generalized Del Pezzo surfaces. In Section 4, we prove the following theorem by analyzing the nef cone of such a surface $Y$. It allows us to compute $\alpha(Y)$ by induction on the rank of the Néron-Severi group of $Y$.

| $d$ | 8 | 7 | 6 | 5 | 4 | 3 | 2 | 1 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $N_{d}$ | 1 | 3 | 6 | 10 | 16 | 27 | 56 | 240 |
| $\alpha\left(X_{d}\right)$ | $\frac{1}{6}$ | $\frac{1}{24}$ | $\frac{1}{72}$ | $\frac{1}{144}$ | $\frac{1}{180}$ | $\frac{1}{120}$ | $\frac{1}{30}$ | 1 |

Table 1. Values of $\alpha\left(X_{d}\right)$ for ordinary Del Pezzo surfaces $X_{d}$.

Theorem 1.2. Let $Y$ be a split generalized Del Pezzo surface of degree $d \leq 7$. For each $E$ in the set $\mathscr{C}$ of $(-1)$-curves on $Y$, let $Y_{E}$ denote the split generalized Del Pezzo surface of degree $d+1$ obtained by contracting $E$. Then

$$
\alpha(Y)=\sum_{E \in \mathscr{C}} \frac{1}{d(9-d)} \alpha\left(Y_{E}\right)
$$

As with Theorem 1.1, using the additional calculation that $\alpha\left(\mathbb{F}_{2}\right)=\frac{1}{8}$, this theorem allows us to compute $\alpha(Y)$ for any split generalized Del Pezzo surface $Y$.

The first author computed $\alpha(Y)$ for split generalized Del Pezzo surfaces $Y$ of degree $d \geq 3$ directly, using computer programs to find a triangulation of the nef cone case by case [Derenthal 2007, Section 3]. This numerical data led us to formulate the following theorem; see Section 5C for its proof.

Theorem 1.3. Let $Y$ be a split generalized Del Pezzo surface of degree $d \leq 7$ and let $X$ be a split ordinary Del Pezzo surface of the same degree. Then

$$
\alpha(Y)=\frac{1}{\# W\left(R_{Y}\right)} \alpha(X)
$$

where $W\left(R_{Y}\right)$ is the Weyl group of the root system $R_{Y}$ whose simple roots are the (-2)-curves on $Y$.

When combined with Theorem 1.1 the computation of $\alpha(Y)$ for an arbitrary split generalized Del Pezzo surface $Y$ of any degree is reduced to a determination of the $(-2)$-curves on the surface. See Section 5 for more information on the root system $R_{Y}$ and its Weyl group.

We also consider the case of nonsplit surfaces. Suppose that $Y$ is a generalized Del Pezzo surface and $X$ is an ordinary Del Pezzo surface, both of the same degree and defined over the same perfect field $\mathbb{K}$. Then the Néron-Severi groups of $X$ and $Y$ coincide (Proposition 6.2) and the absolute Galois group of $\mathbb{K}$ acts as a finite group $G$ of automorphisms of this group (Proposition 6.1). Assume that the Galois actions associated to $X$ and $Y$ coincide. The Galois action on the root system $R_{Y}$ allows us to associate to $Y$ an orbit root system $\mathbb{O}\left(R_{Y}, G\right)$ (Definition 6.5). Our third main result is that under these assumptions

$$
\alpha(Y)=\frac{\alpha(X)}{\# W\left(\mathbb{O}\left(R_{Y}, G\right)\right)}
$$

See Corollary 7.5. The integer appearing in the denominator is the order of a Weyl group and is straightforward to compute. Thus all that is left is to compute $\alpha(X)$. There are a finite number of cases in each degree $d$, one for each conjugacy class of subgroups of the Weyl group of a canonically defined root system $R_{d}$ (Section 5B). We perform the computations for $d \geq 5$ in Section 7B.

Manin's conjecture. The primary motivation for our study of the nef cone volume $\alpha$ is its appearance in Manin's conjecture on the number of rational points of bounded height on Fano varieties defined over number fields, as described below. Although the conjecture is now known not to hold for all Fano varieties [Batyrev and Tschinkel 1996, Theorems 3.1-3.3], it has been verified in a large number of cases, including some varieties for which the anticanonical class is big but not ample.

Let $X$ be a smooth projective variety defined over a number field $\mathbb{K}$ for which $-K_{X}$ is big and assume that the set $X(\mathbb{K})$ of rational points is Zariski dense. Equip $X(\mathbb{K})$ with an anticanonical height function $H$ (consult [Hindry and Silverman 2000, Part B] for information on height functions) and for any constructible set $U \subset X$ let

$$
\mathcal{N}_{U}(B):=\#\{P \in U(\mathbb{K}): H(P) \leq B\}
$$

The original formulation of the Manin conjecture [Batyrev and Manin 1990, Conjecture B] posits the existence of a Zariski open set $U \subset X$ such that for any open set $V \subset U$

$$
\mathcal{N}_{V}(B) \sim c(X) B(\log B)^{\rho-1} \quad \text { asymptotically as } B \rightarrow \infty
$$

where $\rho$ is the Néron-Severi rank of $X$. The conjecture was initially made for Fano varieties, but a more ambitious version of the conjecture relaxes the condition on $-K_{X}$ to merely being big. The leading constant was given a conjectural interpretation by Peyre [1995, Definition 2.4] and Batyrev and Tschinkel [1995, Theorem 4.4.4]. They predict that $c(X)=\alpha(X) \beta(X) \tau(X)$, where $\alpha(X) \in \mathbb{Q}$ is the constant of interest in this paper, $\beta(X) \in \mathbb{N}$ is a cohomological invariant of the Galois action on the Néron-Severi group of $X$, and $\tau(X) \in \mathbb{R}$ is a volume of adelic points on $X$.

## 2. Definition of the nef cone volume

We recall the definition of $\alpha(X)$, first introduced by Peyre [1995, Definition 2.4].
Let $X$ be a smooth complete variety for which $-K_{X}$ is big. We denote the intersection form on $X$ by $\langle\cdot, \cdot\rangle$. Recall that a divisor class $D$ on $X$ is numerically trivial if $\langle D, C\rangle=0$ for all curves (equivalently, all 1-cycles) $C$ on $X$, and two divisor classes are numerically equivalent if their difference is numerically trivial. One similarly defines numerical equivalence of curves. Numerical equivalence classes of divisors on $X$ form a finitely-generated torsion-free abelian group $N^{1}(X)$ whose dual group $N_{1}(X)$ consists of numerical equivalence classes of 1-cycles on $X$. Let $N^{1}(X)_{\mathbb{R}}=N^{1}(X) \otimes_{\mathbb{Z}} \mathbb{R}$ and $N_{1}(X)_{\mathbb{R}}=N_{1}(X) \otimes_{\mathbb{Z}} \mathbb{R}$ be the associated Euclidean spaces. Inside $N^{1}(X)_{\mathbb{R}}$ lies the effective cone $\operatorname{Eff}^{1}(X)$, the closed convex cone spanned by the classes of effective divisors.

Recall that for a finite-dimensional real inner product space $V$ and a convex cone $\Gamma \subset V$, the dual convex cone $\Gamma^{\vee} \subset V$ is defined by

$$
\Gamma^{\vee}=\{v \in V:\langle v, c\rangle \geq 0 \text { for all } c \in \Gamma\}
$$

The cone $\Gamma^{\vee}$ is closed as a subspace of the Euclidean space $V$. The dual $\operatorname{Eff}{ }^{1}(X)^{\vee}$ of the effective cone of $X$ in $N^{1}(X)_{\mathbb{R}}$ is the movable cone of $X$ (see [Boucksom et al. 2004, Theorem 2.2], [Lazarsfeld 2004, Section 11.4.C]). Note that when $X$ is a surface, $N_{1}(X)=N^{1}(X)$ and $\mathrm{Eff}^{1}(X)^{\vee}$ is the nef cone of $X$, denoted by $\operatorname{Nef}(X)$.

Since the cone Eff ${ }^{1}(X)^{\vee}$ has infinite volume in $N_{1}(X)_{\mathbb{R}}$, a natural means of measuring its "size" is to truncate the cone in an (anti)canonical manner. To do this, consider the hyperplane

$$
\mathscr{H}_{X}:=\left\{C \in N_{1}(X)_{\mathbb{R}}:\left\langle-K_{X}, C\right\rangle=1\right\} .
$$

Note that since $-K_{X}$ is big by hypothesis, $\mathscr{H}_{X}$ intersects each ray of $\operatorname{Eff}^{1}(X)^{\vee}$. We endow $N_{1}(X)_{\mathbb{R}}$ with Lebesgue measure $d s$ normalized so that $N_{1}(X)$ has covolume 1, and we endow $\mathscr{H}_{X}$ with the induced Leray measure $d \mu$ with respect to the linear form $\left\langle-K_{X}, \cdot\right\rangle$. That is, letting $l$ be the linear form $l(v)=\left\langle-K_{X}, v\right\rangle$, we have $d s=d \mu \wedge d l$. We construct the polytope

$$
\mathscr{P}_{X}:=\operatorname{Eff}^{1}(X)^{\vee} \cap \mathscr{H}_{X}
$$

and define

$$
\alpha(X):=\operatorname{Vol}\left(\mathscr{P}_{X}\right)=\int_{\mathscr{P}_{X}} d \mu
$$

There are variants of this definition differing only by a dimensional factor. Let $\rho=\operatorname{dim} N_{1}(X)_{\mathbb{R}}$ and

$$
\mathscr{C}_{X}:=\left\{C \in \operatorname{Eff}^{1}(X)^{\vee}:\left\langle-K_{X}, C\right\rangle \leq 1\right\}
$$

be the convex hull of $\mathscr{P}_{X}$ and the origin. Then a simple slicing argument shows that $\alpha(X)=\rho \cdot \operatorname{Vol}\left(\mathscr{C}_{X}\right)$. Additionally,

$$
\alpha(X)=\frac{1}{(\rho-1)!} \int \cdots \int_{\operatorname{Eff}^{1}(X)^{\vee}} \exp \left(-\left\langle-K_{X}, s\right\rangle\right) d s
$$

with the bigness of $-K_{X}$ ensuring the convergence of the integral.
Example 2.1. Let us compute $\alpha\left(\mathbb{P}^{2}\right)$. We have $N^{1}\left(\mathbb{P}^{2}\right)_{\mathbb{R}} \cong \mathbb{R}^{1}$, with the real number $x \in \mathbb{R}$ corresponding to the (real) divisor class $x L$, where $L$ is the class of a line in $\mathbb{P}^{2}$. Then the nef cone $\operatorname{Nef}\left(\mathbb{P}^{2}\right)=\{x \in \mathbb{R}: x \geq 0\}$ and the anticanonical class corresponds the real number 3 . The hyperplane $\mathscr{H}_{\mathbb{P}^{2}}$ is just $\left\{\frac{1}{3}\right\}$. The polytope $\mathscr{P}_{\mathbb{P}^{2}}$ is also $\left\{\frac{1}{3}\right\}$ and the convex hull $\mathscr{C}_{\mathbb{P}^{2}}=\left[0, \frac{1}{3}\right]$. Thus $\mathscr{C}_{\mathbb{P}^{2}}$ has volume $\frac{1}{3}$ and so $\alpha\left(\mathbb{P}^{2}\right)=1 \cdot \operatorname{Vol}\left(\mathscr{C}_{\mathbb{P}^{2}}\right)=\frac{1}{3}$.

Example 2.2. Let $X_{8}$ be the blowup of $\mathbb{P}^{2}$ at a single point. Let $L$ be the class of the pullback of a line to $X_{8}$ and let $E$ be the class of the exceptional divisor. Then $N^{1}\left(X_{8}\right)$ is generated by $L$ and $E$. In $N^{1}\left(X_{8}\right)_{\mathbb{R}} \cong \mathbb{R}^{2}$, with $(a, b)$ corresponding to $a L+b E$, the nef cone $\operatorname{Nef}\left(X_{8}\right)$ is equal to

$$
\{(a, b): a \geq 0, a+b \geq 0\}
$$

that is, the cone with extremal rays spanned by $L$ and $L-E$. The anticanonical class corresponds to the point $(3,-1)$. The hyperplane $\mathscr{H}_{X_{8}}$ is the line $3 a+b=1$. One checks that $\mathscr{P}_{X_{8}}$ is the segment joining the points $\left(\frac{1}{3}, 0\right)$ and $\left(\frac{1}{2},-\frac{1}{2}\right)$. Then $\mathscr{C}_{X_{8}}$ is the triangle with vertices the above two points together with the origin. The area of this triangle is $\frac{1}{12}$, and so $\alpha\left(X_{8}\right)=2 \operatorname{Vol} \mathscr{C}_{X_{8}}=\frac{1}{6}$.

Terminology. Peyre [1995] introduced the notation $\alpha(X)$, but did not give a name to this quantity. We will refer $\alpha(X)$ as the "nef cone volume of $X$ " whenever $X$ is a surface.

## 3. Generalized Del Pezzo surfaces

As stated in the introduction, a generalized Del Pezzo surface is a smooth projective rational surface $Y$ on which $-K_{Y}$ is big and nef. If $Y$ is defined over an algebraically closed field, $Y$ is one of $\mathbb{P}^{2}, \mathbb{P}^{1} \times \mathbb{P}^{1}$, the Hirzebruch surface $\mathbb{F}_{2}$, or $\mathbb{P}^{2}$ blown up at $1 \leq r \leq 8$ points in almost general position [Demazure 1980, Definition III.2.1]. To blow up $r$ points on $\mathbb{P}^{2}$ in almost general position is to construct a sequence of morphisms

$$
Y=Y_{r} \rightarrow Y_{r-1} \rightarrow \cdots \rightarrow Y_{1} \rightarrow Y_{0}=\mathbb{P}^{2}
$$

where each map $Y_{i} \rightarrow Y_{i-1}$ is the blowup of $Y_{i-1}$ at a point $p_{i} \in Y_{i-1}$ not lying on any irreducible curves of self-intersection number -2 on $Y_{i}$.

For $n \in\{1,2\}$, a $(-n)$-class on $Y$ is a divisor class $D$ such that $\langle D, D\rangle=-n$ and $\left\langle D,-K_{Y}\right\rangle=2-n$. If such a class is effective, then there is necessarily a unique curve in that class. If this curve is irreducible, we use the term $(-n)$-curve both for this curve and its class. It follows from the genus formula that a $(-n)$-curve is a smooth rational curve. A simple calculation [Demazure 1980, Tables 2 and 3] shows that the sets of $(-1)$ - and $(-2)$-classes on a generalized Del Pezzo surface are finite.

Let $Y$ be a generalized Del Pezzo surface defined over a field $\mathbb{K}$. We denote $Y \times_{\mathbb{K}} \overline{\mathbb{K}}$ by $\bar{Y}$. Recall that a generalized Del Pezzo surface $Y$ is an ordinary Del Pezzo surface if and only if the anticanonical class $-K_{Y}$ is ample. Equivalently, there are no (-2)-curves on $\bar{Y}$.

Convention 3.1. Throughout the paper, we will use $X$ to refer to an ordinary Del Pezzo surface and $Y$ to refer to a generalized (possibly ordinary) Del Pezzo surface.

The absolute Galois group $G_{\mathbb{K}}=\operatorname{Gal}(\overline{\mathbb{K}} / \mathbb{K})$ acts on $N^{1}(\bar{Y})$.
Definition 3.2. A generalized Del Pezzo surface $Y$ is split if $Y(\mathbb{K}) \neq \varnothing$ and the action of $G_{\llbracket}$ on $N^{1}(\bar{Y})$ is trivial.

Apart from the exceptional cases where $\bar{Y}$ is isomorphic to $\mathbb{P}^{1} \times \mathbb{P}^{1}$ or $\mathbb{F}_{2}$, the existence of a rational point assures that $Y$ is a blowup of $\mathbb{P}^{2}$ and the triviality of the Galois action assures that each exceptional divisor is defined over $\mathbb{K}$, and thus the sequence of blown-up points must themselves be defined over $\mathbb{K}$.

In the remainder of this section, we prove that for a split $Y$, the effective cone $\operatorname{Eff}^{1}(Y)$ is generated by the set of $(-1)$ - and (-2)-curves on $Y$, collecting a number of useful facts along the way.

By the following lemma, the group $N^{1}(Y)$ depends only on the degree of $Y$. We will make frequent use of this well-known result.

Lemma 3.3. Let $X$ be a split ordinary Del Pezzo surface and let $Y$ be a split generalized Del Pezzo surface of the same degree $d \leq 7$. There is an isomorphism of $N^{1}(X)$ and $N^{1}(Y)$ which identifies the intersection forms and takes $-K_{X}$ to $-K_{Y}$.

Proof. Say $X$ is the blowup of $\mathbb{P}^{2}$ at points $p_{1}, \ldots, p_{r} \in \mathbb{P}^{2}, r=9-d$, with blowdown $\pi_{X}: X \rightarrow \mathbb{P}^{2}$, and say $Y$ is obtained by blowing up $\mathbb{P}^{2}$ at points $q_{1}, \ldots, q_{r}$ :

$$
\pi_{Y}: Y=Y_{r} \rightarrow Y_{r-1} \rightarrow \cdots \rightarrow Y_{1} \rightarrow Y_{0}=\mathbb{P}^{2}
$$

where $Y_{j}=\mathrm{Bl}_{q_{j}}\left(Y_{j-1}\right), q_{j} \in Y_{j-1}$. Let $E_{X, j}$ be the exceptional divisor over $p_{j}$, and let $E_{Y, j}$ be the total transform in $Y$ of the exceptional divisor over $q_{j}$. (That is, if $f_{j}: Y \rightarrow Y_{j-1}$, then $E_{Y, j}=f_{j}^{-1}\left(q_{j}\right)$, scheme-theoretically.)

Then $N^{1}(X)$ is the free abelian group on $L_{X}=\pi_{X}^{*} \mathbb{O}_{\mathbb{P}^{2}}(1), E_{X, 1}, \ldots, E_{X, r}$. Similarly, $N^{1}(Y)$ is the free abelian group on $L_{Y}=\pi_{Y}^{*} \mathbb{O}_{\mathbb{P}^{2}}(1), E_{Y, 1}, \ldots, E_{Y, r}$. The intersection form on $N^{1}(X)$ is given in this basis by the diagonal matrix with entries $(1,-1, \ldots,-1)$; the intersection form on $N^{1}(Y)$ is given in this basis by the same matrix. We have $-K_{X}=3 L_{X}-\sum E_{X, j}$ and $-K_{Y}=3 L_{Y}-\sum E_{Y, j}$.
Remark 3.4. Note that the identification made in the proof of Lemma 3.3 is not necessarily unique; see [Harbourne 1985, Theorem 0.1].

The next lemma is a modest generalization of [Hassett and Tschinkel 2004, Proposition 4.5].

Lemma 3.5. Let $S$ be a surface and let $D_{1}, \ldots, D_{k}$ be irreducible effective divisors on $S$. Let $\Gamma$ denote the cone generated by $D_{1}, \ldots, D_{k}$. Then the effective cone of $S$ is equal to $\Gamma$ if and only if $\Gamma^{\vee} \subset \Gamma$.

Proof. If the effective cone of $S$ is equal to $\Gamma$ then it is a closed cone. The nef cone $\operatorname{Nef}(S)=\Gamma^{\vee}$ is contained in the closure of the effective cone, which is just $\Gamma$.

For the converse, it is clear that $\Gamma$ is contained in the effective cone of $S$. Let $D$ be an effective divisor. Then we can write $D=D^{\prime}+a_{1} D_{1}+\cdots+a_{k} D_{k}$ with $a_{i} \geq 0$ and $D^{\prime}$ having none of the $D_{i}$ as an irreducible component. It is clear that $D^{\prime}$ is contained in $\Gamma^{\vee}$, and by hypothesis, $D^{\prime}$ is consequently contained in $\Gamma$. Hence the same is true of $D$.

Proposition 3.6. If $Y$ is a split generalized Del Pezzo surface, every ( -1 )-class in $N^{1}(Y)$ is effective. Indeed, if $E$ is any $(-1)$-class, then either
(1) $E$ is a $(-1)$-curve, or
(2) E can be written as the sum of a ( -1 )-curve and one or more ( -2 -curves, or
(3) $d=1$ and $E$ can be written as the sum of $-K_{Y}$ and one or more $(-2)$-curves.

Proof. See [Demazure 1980, Theorem III.2.c].
For a split generalized Del Pezzo surface $Y$ of degree $d \geq 2$, this shows that every $(-1)$-class is a nonnegative integral linear combination of $(-1)$ - and $(-2)$-curves. By the following lemma, this holds also in degree $d=1$ if we allow rational instead of integral coefficients.

Lemma 3.7. For a split generalized Del Pezzo surface $Y$ of degree 1, the anticanonical class $-K_{Y}$ is a linear combination of $(-1)$ - and $(-2)$-curves with nonnegative rational coefficients.

Proof. Let $X$ be an ordinary Del Pezzo surface of degree 1. It is easy to check that the sum of all $(-1)$-classes on $X$ is $-240 K_{X}$.

Using the identification of Lemma 3.3, the sum of all ( -1 )-classes on $Y$ is $-240 K_{Y}$. Using Proposition 3.6, we can write $n$ of the $(-1)$-classes as the sum of a $(-1)$-curve and possibly some ( -2 )-curves, and the remaining $240-n$ of the $(-1)$-classes as the sum of $-K_{Y}$ and some ( -2 )-classes. Note that $E_{Y, 8}$ in the proof of Lemma 3.3 is a ( -1 )-curve on $Y$, so we have $n>0$.

This gives us $-240 K_{Y}$ as the sum of $n(-1)$-curves, $-(240-n) K_{Y}$, and some $(-2)$-curves. We transform this equation to write $-n K_{Y}$ as a sum of $(-1)$ - and (-2)-curves.

Lemma 3.8. Let $Y$ be a split generalized Del Pezzo surface and let $E$ be a (-1)class in $N^{1}(Y)$. Then $E$ is irreducible if and only if $\langle E, C\rangle$ is nonnegative for every (-2)-curve $C$.

Proof. See [Demazure 1980, Corollary on page 46].
In the case of ordinary Del Pezzo surfaces, the following result is well-known.

Proposition 3.9. Let $X$ be a split ordinary Del Pezzo surface of degree $d \leq 7$. Then the effective cone of $X$ is minimally generated by the $(-1)$-classes on $X$, all of which are ( -1 )-curves.

Proof. This can be proved directly (see [Hartshorne 1977, Theorem V.4.11] for a proof when $d=3$ ) or can be taken as an immediate consequence of the calculation of generators for the Cox ring given in [Batyrev and Popov 2004, Theorem 3.2], making use of Lemma 3.7 in the case $d=1$.

We now reach our main goal for this section.
Theorem 3.10. If $Y$ is a split generalized Del Pezzo surface and has degree $d \leq 7$, the effective cone of $Y$ is finitely generated by the set of $(-1)$ - and $(-2)$-curves.

Proof. Let $\Gamma$ be the cone generated by the $(-1)$ - and $(-2)$-curves on $Y$. To prove the theorem, it suffices by Lemma 3.5 to show that $\Gamma^{\vee} \subset \Gamma$. Let $X$ be a split ordinary Del Pezzo surface of the same degree as $Y$. Identify $N^{1}(X)$ and $N^{1}(Y)$ as in Lemma 3.3. Note that this identification takes ( -1 )-classes to $(-1)$-classes. By Proposition 3.9, $\mathrm{Eff}^{1}(X)$ is generated by $(-1)$-classes. Each $(-1)$-class lies in $\Gamma$ by Proposition 3.6 and Lemma 3.7. Therefore $\mathrm{Eff}^{1}(X) \subset \Gamma$. It follows immediately that $\Gamma^{\vee} \subset \operatorname{Eff}^{1}(X)^{\vee}$. From Lemma 3.5 we have $\operatorname{Eff}^{1}(X)^{\vee} \subset \operatorname{Eff}^{1}(X)$. Thus $\Gamma^{\vee} \subset \Gamma$ and hence $\Gamma=\operatorname{Eff}^{1}(Y)$, again by Lemma 3.5.

Remark 3.11. A generalization of Theorem 3.10 has already been proved by Lahyane and Harbourne [2005, Lemma 4.1]. We include our presentation both as a summary of results that we will use later and also because the approach here seems to have interest in its own right.

Corollary 3.12. Let $X$ be a split ordinary Del Pezzo surface and $Y$ a split generalized Del Pezzo surface with $\operatorname{deg}(X)=\operatorname{deg}(Y) \leq 7$. Identifying $N^{1}(X)$ and $N^{1}(Y)$ as in Lemma 3.3, we have $\operatorname{Eff}^{1}(X) \subset \operatorname{Eff}^{1}(Y)$ and $\operatorname{Nef}(X) \supset \operatorname{Nef}(Y)$.

Let $\Gamma \subset N^{1}(Y)_{\mathbb{R}}$ be the cone spanned by the set of $(-2)$-curves on $Y$. Then $\operatorname{Eff}^{1}(Y)$ is the sum of $\operatorname{Eff}^{1}(X)$ and $\Gamma$, and $\operatorname{Nef}(Y)=\operatorname{Nef}(X) \cap \Gamma^{\vee}$.

## 4. Inductive method

With these preliminaries in place, we now turn to proving Theorem 1.2. For a generalized Del Pezzo surface $Y$ and any class $D \in N^{1}(Y)_{\mathbb{R}}$, we denote by $D^{\perp}$ the hyperplane

$$
D^{\perp}:=\left\{C \in N_{1}(Y)_{\mathbb{R}}:\langle D, C\rangle=0\right\}
$$

Lemma 4.1. Let $Y$ be a split generalized Del Pezzo surface and $E$ a (-1)-curve on $Y$. Let $\pi_{E}: Y \rightarrow Y_{E}$ be the contraction of $E$. Then

$$
\pi_{E}^{*}: N^{1}\left(Y_{E}\right) \longrightarrow E^{\perp} \cap N^{1}(Y)
$$

is an isomorphism and induces an isomorphism of convex cones,

$$
\pi_{E}^{*}\left(\operatorname{Nef}\left(Y_{E}\right)\right)=\operatorname{Nef}(Y) \cap E^{\perp} .
$$

Proof. We have $N^{1}(Y)=\pi_{E}^{*}\left(N^{1}\left(Y_{E}\right)\right) \oplus \mathbb{Z} E$. We may identify $\operatorname{Nef}\left(Y_{E}\right)$ with $\pi_{E}^{*}\left(\operatorname{Nef}\left(Y_{E}\right)\right) \subset E^{\perp}$. The inclusion $\pi_{E}^{*}\left(\operatorname{Nef}\left(Y_{E}\right)\right) \subset \operatorname{Nef}(Y)$ follows immediately from the projection formula. This proves $\pi_{E}^{*}\left(\operatorname{Nef}\left(Y_{E}\right)\right) \subset \operatorname{Nef}(Y) \cap E^{\perp}$.

For the reverse inclusion, let $D \in \operatorname{Nef}(Y) \cap E^{\perp}$. Since $E^{\perp}=\pi_{E}^{*}\left(N^{1}\left(Y_{E}\right)\right)$, we have $D=\pi_{E}^{*} \pi_{E *} D$. Again by the projection formula, for any curve $C \subset Y_{E}$,

$$
\left\langle\pi_{E *} D, C\right\rangle_{Y_{E}}=\left\langle D, \pi_{E}^{*} C\right\rangle \geq 0,
$$

since $D \in \operatorname{Nef}(Y)$.
We now prove the first of our main theorems. We repeat it here for convenience.
Theorem 1.2. Let $Y$ be a split generalized Del Pezzo surface of degree $d \leq 7$. For each $E$ in the set $\mathscr{C}$ of $(-1)$-curves on $Y$, let $Y_{E}$ denote the split generalized Del Pezzo surface of degree $d+1$ obtained by contracting $E$. Then

$$
\alpha(Y)=\sum_{E \in \mathscr{C}} \frac{1}{d(9-d)} \alpha\left(Y_{E}\right) .
$$

Proof. We follow the argument used in [Derenthal 2007, Theorem 4]. Let $\mathscr{E}$ be the set of $(-1)$ - and $(-2)$-curves on $Y$. Then $\mathscr{E}$ is exactly the set of generators for Eff ${ }^{1}(Y)$ described in Theorem 3.10. Recall that the hyperplane $\mathscr{H}_{Y}$ is defined as

$$
\mathscr{H}_{Y}=\left\{C \in N_{1}(Y)_{\mathbb{R}}:\left\langle-K_{Y}, C\right\rangle=1\right\} .
$$

The intersection $\mathscr{P}_{Y}=\operatorname{Nef}(Y) \cap \mathscr{H}_{Y}$ is a polytope with faces corresponding to $E \in \mathscr{E}$. For $E \in \mathscr{E}$, let $\mathscr{P}_{E} \subset \mathscr{H}_{Y}$ be the convex hull of the vector $\frac{1}{d}\left(-K_{Y}\right)$ and the face $\mathscr{F}_{Y} \cap E^{\perp}$. (Note that $-K_{Y}$ is nef by the definition of generalized Del Pezzo surface and $\frac{1}{d}\left(-K_{Y}\right)$ is in $\mathscr{P}_{Y}$ since $\left\langle-K_{Y},-K_{Y}\right\rangle=d$.) Then

$$
\mathscr{P}_{Y}=\operatorname{Nef}(Y) \cap \mathscr{H}_{Y}=\bigcup_{E \in \mathscr{E}} \mathscr{P}_{E}
$$

The intersection of any two of the $\mathscr{P}_{E}$ has volume zero in $\mathscr{H}_{Y}$ because the intersection lies in a subspace of dimension strictly less than that of $\mathscr{H}_{Y}$. Therefore,

$$
\alpha(Y)=\operatorname{Vol} \mathscr{P}_{Y}=\sum_{E \in \mathscr{C}} \operatorname{Vol} \mathscr{P}_{E} .
$$

For each (-2)-curve $E,\left\langle K_{Y}, E\right\rangle=0$ and hence $\frac{1}{d}\left(-K_{Y}\right) \in E^{\perp}$. Thus $\mathscr{P}_{E}$ lies in the hyperplane $\mathscr{H}_{Y} \cap E^{\perp}$ of dimension $\operatorname{dim}\left(\mathscr{H}_{Y}\right)-1$, and so $\mathscr{P}_{E}$ has volume zero. We thus reduce to $\operatorname{Vol}_{\mathscr{P}_{Y}}=\sum_{E \in \mathscr{C}} \operatorname{Vol} \mathscr{P}_{E}$.

For $E \in \mathscr{C}$, let $\pi_{E}: Y \rightarrow Y_{E}$ be the contraction. By Lemma 4.1 we have $\pi_{E}^{*} \mathscr{H}_{Y_{E}}=$ $\mathscr{H}_{Y} \cap E^{\perp}$. This identifies the base of the cone $\mathscr{P}_{E}$ as $\mathscr{P}_{Y} \cap E^{\perp}=\pi_{E}^{*} \mathscr{P}_{Y_{E}}$. Thus $\mathscr{P}_{E}$ is a cone of dimension $9-d$ with height $1 / d$ and base volume $\operatorname{Vol}\left(\pi_{E}^{*} \mathscr{P}_{Y_{E}}\right)$. By Lemma 4.1, the sublattices $N^{1}\left(Y_{E}\right) \subset N^{1}\left(Y_{E}\right)_{\mathbb{R}}$ and $\pi_{E}^{*}\left(N^{1}\left(Y_{E}\right)\right)=E^{\perp} \cap N^{1}(Y) \subset$ $E^{\perp}$ are isomorphic, so $\pi_{E}^{*}$ is volume-preserving and $\operatorname{Vol}\left(\pi_{E}^{*} \mathscr{P}_{Y_{E}}\right)=\operatorname{Vol} \mathscr{P}_{Y_{E}}=$ $\alpha\left(Y_{E}\right)$. Consequently,

$$
\operatorname{Vol} \mathscr{P}_{E}=\frac{1}{d(9-d)} \operatorname{Vol} \mathscr{P}_{Y_{E}}=\frac{1}{d(9-d)} \alpha\left(Y_{E}\right)
$$

Summing over $E \in \mathscr{C}$ gives the desired result.
Remark 4.2. This generalization explains why Theorem 1.1 does not hold for $d=7$. When one blows down a $(-1)$-curve on an ordinary Del Pezzo surface of degree $d$ for $d \leq 7$ the result is an ordinary Del Pezzo surface of degree $d+1$. For $d \leq 6$, the resulting ordinary Del Pezzo surfaces all have the same nef cone volume. This is no longer true when $d=7$. Let $X_{d}$ denote an ordinary Del Pezzo surface of degree $d$ obtained by blowing up $9-d$ points in general position on $\mathbb{P}^{2}$. Recall that $X_{7}=\mathrm{Bl}_{p, q}\left(\mathbb{P}^{2}\right)$ contains three ( -1 )-curves: the exceptional divisors $E_{p}$ and $E_{q}$, and the proper transform $L_{p q}$ of the line through $p$ and $q$. Contracting $E_{p}$ or $E_{q}$ results in an $X_{8}$, while contracting $L_{p q}$ results in $\mathbb{P}^{1} \times \mathbb{P}^{1}$. We have

$$
\alpha\left(X_{7}\right)=\frac{1}{14}\left(2 \alpha\left(X_{8}\right)+\alpha\left(\mathbb{P}^{1} \times \mathbb{P}^{1}\right)\right)=\frac{1}{24}
$$

since $\alpha\left(X_{8}\right)=\frac{1}{6}$ and $\alpha\left(\mathbb{P}^{1} \times \mathbb{P}^{1}\right)=\frac{1}{4}$.

## 5. Root systems and Weyl groups

In this section, we recall some of the basic facts about the root system of (-2)classes on a Del Pezzo surface and its associated Weyl group. We use this structure in our second main result which relates the nef cone volumes of split generalized and ordinary Del Pezzo surfaces of the same degree.

## 5A. Root systems.

Definition 5.1. A root system $R$ is a finite collection of nonzero vectors in a finitedimensional real vector space $V$ with a nondegenerate definite inner product $\langle\cdot, \cdot\rangle$ satisfying the following conditions.
(1) The set $R$ spans $V$, namely $R$ is essential.
(2) For each $x \in R$, let $s_{x}: V \rightarrow V$ be the reflection through the hyperplane orthogonal to $x$ :

$$
s_{x}(v)=v-2 \frac{\langle x, v\rangle}{\langle x, x\rangle} x
$$

For each $x \in R$, it is required that $s_{x}$ takes $R$ to $R$.
(3) For every $x_{1}, x_{2} \in R$,

$$
2 \frac{\left\langle x_{1}, x_{2}\right\rangle}{\left\langle x_{2}, x_{2}\right\rangle}
$$

is an integer, that is, $R$ is crystallographic.
(4) If $x \in R$ and $c x \in R$, then $c \in\{1,-1\}$, that is, $R$ is reduced.

Definition 5.2. A morphism of root systems from $R \subset V$ to $R^{\prime} \subset V^{\prime}$ is a linear map $\Phi: V \rightarrow V^{\prime}$ such that (1) $\Phi(R) \subset R^{\prime}$, and (2) $\Phi$ preserves inner products up to a scalar multiple, that is, there is a $c \in \mathbb{R}$ such that $\langle\Phi(x), \Phi(y)\rangle=c \cdot\langle x, y\rangle$. Equivalently, the integers $2\left\langle x_{1}, x_{2}\right\rangle /\left\langle x_{2}, x_{2}\right\rangle$ are preserved for all $x_{1}, x_{2} \in R$.

Remark 5.3. We will sometimes refer to a root system $R$ in a vector space $V$ even when $R$ does not span $V$. Strictly speaking, $R$ is only a root system in the subspace it spans, but this minor abuse of language should not cause any confusion.

We recall some standard notions; for details, see [Humphreys 1990, Section 1.3], [Bourbaki 2002, Section VI.1.2], [Hall 2003, Chapter 8]. Any hyperplane in $V$ not containing any root of $R$ divides $R$ into two subsets, with positive roots on one side (and negative roots on the other side). Those positive roots which cannot be written as a sum of other positive roots with positive coefficients form a set of simple roots. Each set of simple roots (for each choice of a set of positive roots) is a linearly independent set such that every root in $R$ is either a sum of simple roots with nonnegative coefficients or a sum of simple roots with nonpositive coefficients.

A decomposition of $R$ is a disjoint union $R=R_{1} \cup \cdots \cup R_{k}$ such that the span of $R$ is the direct sum of the spans of the $R_{j}$, each $R_{j}$ is a root system in its span, and the spans of the $R_{j}$ are orthogonal to each other. If $R$ admits no nontrivial decomposition, then $R$ is an irreducible root system. If $R$ is reducible, it has a unique (up to order) decomposition into irreducible root systems, called the irreducible components of $R$.

Recall the classification of root systems by Dynkin diagrams. For a root system $R$ and a choice of a set $R_{0}$ of simple roots in $R$, the Dynkin diagram of $R$ is the graph with vertex set $R_{0}$ and an edge joining two vertices if and only the corresponding roots are not perpendicular. One labels the edges of the graph according to the angle between the roots and their relative length; for details, see [Bourbaki 2002]. The Dynkin diagram is independent of the choice of a set of simple roots. The irreducible root systems correspond to connected graphs. The irreducible components of a reducible root system $R$ correspond exactly to the connected components of the Dynkin diagram of $R$. One has the well-known classification of irreducible root systems corresponding to Dynkin diagrams of types $\mathbf{A}_{n}$ for $n \geq 1$, $\mathbf{B}_{n}$ for $n \geq 2, \mathbf{C}_{n}$ for $n \geq 3, \mathbf{D}_{n}$ for $n \geq 4, \mathbf{E}_{n}$ for $6 \leq n \leq 8, \mathbf{F}_{4}$ and $\mathbf{G}_{2}$.

The group of orthogonal transformations generated by all $s_{x}, x \in R$, is finite and is called the Weyl group $W(R)$. A wall in $V$ is a hyperplane orthogonal to an

| root system $R$ | $\mathbf{A}_{n}$ | $\mathbf{D}_{n}$ | $\mathbf{E}_{6}$ | $\mathbf{E}_{7}$ | $\mathbf{E}_{8}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\# W(R)$ | $(n+1)!$ | $2^{n-1} \cdot n!$ | $2^{7} \cdot 3^{4} \cdot 5$ | $2^{10} \cdot 3^{4} \cdot 5 \cdot 7$ | $2^{14} \cdot 3^{5} \cdot 5^{2} \cdot 7$ |

Table 2. The orders of simply laced Weyl groups.

| root system $R$ | $\mathbf{B}_{n}$ | $\mathbf{C}_{n}$ | $\mathbf{F}_{4}$ | $\mathbf{G}_{2}$ |
| :---: | :---: | :---: | :---: | :---: |
| $\# W(R)$ | $2^{n} \cdot n!$ | $2^{n} \cdot n!$ | $2^{7} \cdot 3^{2}$ | $2^{2} \cdot 3$ |

Table 3. The orders of nonsimply laced Weyl groups.
$x \in R$. Removing the walls from $V$ leaves a finite set of open convex cones called chambers. The action of $W(R)$ permutes these chambers simply transitively.

Table 2 lists all of the simply laced root systems (those in which all roots have the same self-intersection) and the orders of their Weyl groups. Table 3 gives the same data for the nonsimply laced root systems.

5B. Root systems on Del Pezzo surfaces. Let $Y$ be a split generalized Del Pezzo surface of degree $d \leq 7$. By [Manin 1986, Sections 23-25], the finite set $R_{d}$ of $(-2)$-classes on $Y$ is a root system in $N^{1}(Y)_{\mathbb{R}}$ and of course depends only on the degree $d$. For $d \leq 6$, the roots span the hyperplane $\left(-K_{Y}\right)^{\perp}$. The classification of this root system is shown in Table 4.

Not only is $R_{d}$ a root system, but in fact the subset of ( -2 )-classes that are effective on $Y$ gives rise to a root system [Demazure 1980, Theorem III.2.b].

Theorem 5.4 (Demazure). Let $Y$ be a split generalized Del Pezzo surface of degree $d \leq 6$ and let $R_{Y}^{+}$be the set of effective ( -2 )-classes on $Y$. Then $R_{Y}:=R_{Y}^{+} \cup-R_{Y}^{+}$ is a root system in $N^{1}(Y)$ whose simple roots are the $(-2)$-curves of $Y$ and whose positive roots are $R_{Y}^{+}$. It is contained in $R_{d}$.
Remark 5.5. Urabe [1983, Main Theorem] has shown that every root system contained in $R_{d}$ occurs as the root system $R_{Y}$ of a generalized Del Pezzo surface $Y$ of degree $d$ as in Theorem 5.4, with four exceptions: the subsystem of type $7 \mathbf{A}_{1}$ in $R_{2}$ and the subsystems of type $7 \mathbf{A}_{1}, 8 \mathbf{A}_{1}$, and $\mathbf{D}_{4}+4 \mathbf{A}_{1}$ in $R_{1}$.
Remark 5.6. The root system $R_{Y}$ can have irreducible components of the following types: $\mathbf{A}_{1}, \ldots, \mathbf{A}_{8}, \mathbf{D}_{4}, \ldots, \mathbf{D}_{8}, \mathbf{E}_{6}, \mathbf{E}_{7}, \mathbf{E}_{8}$.

For $Y$ of degree $d \geq 3$, consider the anticanonical morphism $\phi$ defined by the linear series $\left|-K_{Y}\right|$ which maps $Y$ to a projective space of dimension $d$. For $d=2$

| $d$ | 7 | 6 | 5 | 4 | 3 | 2 | 1 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $R_{d}$ | $\mathbf{A}_{1}$ | $\mathbf{A}_{1} \times \mathbf{A}_{2}$ | $\mathbf{A}_{4}$ | $\mathbf{D}_{5}$ | $\mathbf{E}_{6}$ | $\mathbf{E}_{7}$ | $\mathbf{E}_{8}$ |

Table 4. Classification of root systems $R_{d}$.
(respectively, $d=1$ ), let $\phi$ be the morphism defined by the linear series $\left|-2 K_{Y}\right|$ (respectively, $\left|-3 K_{Y}\right|$ ). Let $Y^{\prime}$ be the image of $Y$ under $\phi$. The map $\phi$ sends the union of $(-2)$-curves corresponding to any connected component of the Dynkin diagram to a singularity of $Y^{\prime}$, while it is an isomorphism between the complement of the $(-2)$-curves on $Y$ and the complement of the singularities on $Y^{\prime}$. Each singularity on $Y^{\prime}$ is a rational double point. Its type in the ADE-classification is given by the type of the corresponding irreducible Dynkin diagram. The surface $Y^{\prime}$ is a singular Del Pezzo surface, whose minimal desingularization is the generalized Del Pezzo surface $Y$.

5C. Weyl groups and nef cone volume. We proceed with the proof of our second main result, which we repeat here for the convenience of the reader.
Theorem 1.3. Let $Y$ be a split generalized Del Pezzo surface of degree $d \leq 7$ and let $X$ be a split ordinary Del Pezzo surface of the same degree. Then

$$
\alpha(Y)=\frac{1}{\# W\left(R_{Y}\right)} \alpha(X)
$$

where $W\left(R_{Y}\right)$ is the Weyl group of the root system $R_{Y}$ whose simple roots are the (-2)-curves on $Y$.

Proof. Identify $N^{1}(X)$ and $N^{1}(Y)$ as in Lemma 3.3.
With notation as in the statement of Theorem 5.4, let $C$ be the open convex cone in $N_{1}(Y)_{\mathbb{R}}$ dual to the cone spanned by the (-2)-curves of $Y$. That is,

$$
C=\left\{v \in N_{1}(Y)_{\mathbb{R}}:\langle v, x\rangle>0 \text { for all (-2)-curves } x \text { on } Y\right\} .
$$

Since the (-2)-curves are a system of simple roots of $R_{Y}, C$ is a single chamber for the Weyl group $W\left(R_{Y}\right)$. Recall that by Corollary 3.12, $\operatorname{Nef}(Y)=\operatorname{Nef}(X) \cap \bar{C}$. Intersecting with the hyperplane $\mathscr{H}_{X}$ gives $\mathscr{P}_{Y}=\bar{C} \cap \mathscr{P}_{X}$. We have

$$
N^{1}(X)_{\mathbb{R}}=\bigcup_{w \in W\left(R_{Y}\right)} \overline{w C}
$$

so

$$
\mathscr{P}_{X}=\bigcup_{w \in W\left(R_{Y}\right)}\left(\overline{w C} \cap \mathscr{P}_{X}\right)
$$

The sets $\overline{w C} \cap \mathscr{P}_{X}, w \in W\left(R_{Y}\right)$, are pairwise disjoint except along boundaries, which have zero volume. The action of $W\left(R_{Y}\right)$ preserves volume and fixes $\operatorname{Nef}(X)$ and $-K_{X}$. Therefore it fixes $\mathscr{P}_{X}$, and we have

$$
\begin{aligned}
\alpha(X) & =\operatorname{Vol} \mathscr{P}_{X}=\sum_{w \in W\left(R_{Y}\right)} \operatorname{Vol}\left(\overline{w C} \cap \mathscr{P}_{X}\right)=\#\left(W\left(R_{Y}\right)\right) \operatorname{Vol}\left(\bar{C} \cap \mathscr{P}_{X}\right) \\
& =\#\left(W\left(R_{Y}\right)\right) \operatorname{Vol} \mathscr{P}_{Y}=\#\left(W\left(R_{Y}\right)\right) \cdot \alpha(Y)
\end{aligned}
$$

Remark 5.7. As in Remark 5.6, let $Y^{\prime}$ be the singular Del Pezzo surface whose minimal desingularization is $Y$. The number $\# W\left(R_{Y}\right)$, and therefore $\alpha(Y)$, can be determined directly from the types of singularities on $Y^{\prime}$ as follows. The types $R$ of the singularities of $Y^{\prime}$ coincide with the types of the irreducible components of $R_{Y}$. The orders of their Weyl groups $W(R)$ can be found in Table 2. Their product is \#W $\left(R_{Y}\right)$.

## 6. Nonsplit generalized Del Pezzo surfaces

We recall some facts about the geometry of generalized Del Pezzo surfaces that are not split and then introduce the notion of orbit root systems. The results collected here will be used in Section 7 to relate the nef cone volume of nonsplit generalized Del Pezzo surfaces to the nef cone volume of ordinary Del Pezzo surfaces.

6A. The Galois action. Throughout this section, we let $Y$ be a generalized Del Pezzo surface of degree $d \leq 7$ defined over a perfect field $\mathbb{K}$ and we assume that $Y$ contains a $\mathbb{K}$-rational point; we let $\bar{Y}=Y \times_{\mathbb{K}} \overline{\mathbb{K}}$. The Galois group $G_{\mathbb{K}}=\operatorname{Gal}(\overline{\mathbb{K}} / \mathbb{K})$ acts on $N^{1}(\bar{Y})$, and each automorphism of $N^{1}(\bar{Y})$ induced by an element of $G_{\llbracket}$ preserves both the intersection form and the anticanonical class.

Proposition 6.1. The group of automorphisms of $N^{1}(\bar{Y})$ which preserve the intersection form $\langle\cdot, \cdot\rangle$ and the anticanonical class $-K_{Y}$ is canonically isomorphic to $W\left(R_{d}\right)$.

Proof. The result for ordinary Del Pezzo surfaces can be found in [Manin 1986, Theorem 23.9]. (The statement there is given only for $d \leq 6$, but the $d=7$ case is an easy calculation.) The result holds for generalized Del Pezzo surfaces via the identification described in Lemma 3.3.

Thus the action of $G_{\llbracket}$ factors through (a subgroup of) the finite group $W\left(R_{d}\right)$.
Proposition 6.2. Let $Y$ be a generalized Del Pezzo surface defined over the field $\mathbb{K}$ containing a $\mathbb{K}$-rational point. Then $N^{1}(Y)=N^{1}(\bar{Y})^{G_{\nwarrow}}$.

Recall that if $S$ is a set on which the group $G$ acts, the standard notation

$$
S^{G}=\{s: g s=s \text { for all } g \in G\}
$$

denotes the set of fixed points of the action.
Proof. A result of Colliot-Thélène and Sansuc [1987, Theorem 2.1.2, Claim (iii)] assures that under the hypotheses of the proposition, $\operatorname{Pic}(Y)=\operatorname{Pic}(\bar{Y})^{G_{\nwarrow}}$. Since the intersection form on $\operatorname{Pic}(\bar{Y})$ is nondegenerate, we have $\operatorname{Pic}(\bar{Y})=N^{1}(\bar{Y})$. Finally, to show $N^{1}(Y)=\operatorname{Pic}(Y)$ it suffices to prove that a divisor is numerically trivial on $\operatorname{Pic}(\bar{Y})$ if it is numerically trivial on $\operatorname{Pic}(Y)$.

Suppose $D \in \operatorname{Pic} Y$ is numerically trivial in Pic $Y$. Let $E$ be any divisor class on $\bar{Y}$. Recall that the action of $G_{\llbracket}$ on $N^{1}(\bar{Y})$ factors through the finite Weyl group $W\left(R_{d}\right)$, so the $G_{\llbracket}$-orbit of $E$ is finite. Say this orbit is $\left\{E_{1}, \ldots, E_{s}\right\}$. Since $G_{\mathbb{K}}$ preserves the intersection form on $\bar{Y}$ and $D$ is $G_{\llbracket}$-invariant,

$$
\langle D, E\rangle=\frac{1}{s} \sum_{i}\left\langle D, E_{i}\right\rangle=\left\langle D, \frac{1}{s} \sum_{i} E_{i}\right\rangle=0
$$

because $(1 / s) \sum E_{i}$ lies in $(\operatorname{Pic} \bar{Y})^{G_{\kappa}}=\operatorname{Pic} Y$.
With the above results put together, $N^{1}(Y)=\operatorname{Pic}(Y)=\operatorname{Pic}(\bar{Y})^{G_{\nwarrow}}=N^{1}(\bar{Y})^{G_{\nwarrow}}$, which proves the proposition.

We now explain the relation between the effective cone of $Y$ and that of $\bar{Y}$.
Proposition 6.3. The effective cone of $Y$ is equal to the cone of $G_{\llbracket<}$-invariant effective classes of $\bar{Y}$, that is,

$$
\operatorname{Eff}^{1}(Y)=\operatorname{Eff}^{1}(\bar{Y})^{G_{\nwarrow}}
$$

Proof. By Proposition 6.2, we have $N^{1}(Y)=N^{1}(\bar{Y})^{G_{\kappa}}$. It is clear that

$$
\operatorname{Eff}^{1}(Y) \subseteq \operatorname{Eff}^{1}(\bar{Y})^{G_{\nwarrow}}
$$

To show the reverse inclusion, first note that if $D$ is any effective divisor on $\operatorname{Eff}^{1}(\bar{Y})$, with $\mathbb{L}$ being a finite Galois extension of $\mathbb{K}$ over which $D$ is defined, then $\sum_{\sigma \in \operatorname{Gal}(\mathbb{L} / \mathbb{K})} \sigma(D) \in \operatorname{Eff}^{1}(Y)$. For any $D \in \operatorname{Eff}^{1}(\bar{Y})^{G_{\nwarrow}}$ that is defined over a finite Galois extension $\mathbb{L} / \mathbb{K}$, we have

$$
D=\frac{1}{\# \operatorname{Gal}(\mathbb{L} / \mathbb{K})} \sum_{\sigma \in \operatorname{Gal}(\mathbb{L} / \mathbb{K})} \sigma(D) .
$$

This completes the proof.
The action of $G_{\llbracket}$ on $N^{1}(\bar{Y})$ induces an action both on the set of $(-1)$-curves and on the set of $(-2)$-curves.

Corollary 6.4. A set of generators for the effective cone of $Y$ consists of, for each orbit of $G_{\llbracket}$ on the sets of $(-1)$-curves and ( -2 -curves, the sum of the classes in that orbit.

Note that this set of generators may fail to be minimal. (See rows 3,6 and 9 of Table 8 for examples.)

6B. Orbit root systems. We will use the following construction in Section 7A in the case of $G_{\llbracket}$ acting on the root system $R_{\bar{Y}} \subset N^{1}(\bar{Y})$ (as in Theorem 5.4) of $\bar{Y}$, in order to obtain a root system in $N^{1}(Y)$.

Definition 6.5. Let $R \subset V$ be a possibly reducible root system with a chosen set $\Pi$ of positive roots. Suppose a group $G$ acts linearly on $V$ in such a way that it permutes the elements of $R$, preserves the inner product between elements of $R$ and preserves positivity. In this case, we say that $G$ acts on $R$. The set

$$
\mathcal{O}(R, G):=\left\{\sum_{x \in \mathbb{O}} x: \mathbb{O} \text { is a } G \text {-orbit of an element of } R\right\}
$$

is called the orbit root system of $R$ with respect to $G$. (We show below that $\mathcal{O}(R, G)$ is indeed a root system.)

Proposition 6.6. Let $R \subset V$ be an irreducible root system with a chosen positive system $\Pi$. Suppose $G$ acts on $R$. Then $\mathbb{O}(R, G)$ is an irreducible root system as in Table 5. The simple (respectively, positive) roots of $\mathcal{O}(R, G)$ are the sums of elements of orbits of simple (respectively, positive) roots of $R$.

Proof. Any group action which preserves inner products and positivity must necessarily act as an automorphism of the Dynkin diagram. Indeed, the group takes nonsimple roots to nonsimple roots, and thus takes simple roots to simple roots. Thus the group acts on the vertices of the Dynkin diagram; since the edges (and edge labelings) are determined by the inner product, they are preserved by the group. We check case by case that all nontrivial admissible group actions on irreducible Dynkin diagrams are listed in Table 5. In each case, a direct calculation shows that $\mathbb{O}(R, G)$ is indeed a root system of the listed type.

A list similar to Table 5 has been compiled by Kac [1990, Propositions 7.9 and 7.10]. The main difference between our list and Kac's is that we use the sum of roots in an orbit, while he uses the average; because of this difference Kac's approach sometimes gives the dual root system to ours.
Lemma 6.7. Let $R \subset V$ be a possibly reducible root system with a chosen positive system $\Pi$. Suppose $G$ acts on $R$. Then $G$ acts on the irreducible components of $R$ in the following sense. If $R=\bigcup_{i=1}^{n} R_{i}$ is a decomposition of $R$ into irreducible components and $g \in G$, the image $g\left(R_{i}\right)$ for any $i$ is one of the irreducible components $R_{j}$.

| $R$ | $G$ | $\mathcal{O}(R, G)$ |
| :---: | :---: | :---: |
| $\mathbf{A}_{2 n}$ | $\mathbb{Z} / 2 \mathbb{Z}$ | $\mathbf{B}_{n}$ |
| $\mathbf{A}_{2 n+1}$ | $\mathbb{Z} / 2 \mathbb{Z}$ | $\mathbf{B}_{n+1}$ |
| $\mathbf{D}_{n}$ | $\mathbb{Z} / 2 \mathbb{Z}$ | $\mathbf{C}_{n-1}$ |
| $\mathbf{D}_{4}$ | $\mathbb{Z} / 3 \mathbb{Z}$ or $\mathfrak{S}_{3}$ | $\mathbf{G}_{2}$ |
| $\mathbf{E}_{6}$ | $\mathbb{Z} / 2 \mathbb{Z}$ | $\mathbf{F}_{4}$ |

Table 5. Nontrivial irreducible orbit root systems.

Proof. One way to see this is by considering the Dynkin diagram $D$ of $R$. Each component $R_{i}$ corresponds to a connected component of the graph $D$. As noted above, the group $G$ acts as a graph automorphism of $D$. Then each element of $G$ must take connected components of $D$ to connected components.

To avoid confusion between the actions of $G$ on $R$ and on the set of irreducible components of $R$, we refer to orbits in the latter set as "component orbits".

Proposition 6.8. Let $R \subset V$ be a possibly reducible root system with a chosen positive system $\Pi$. Suppose $G$ acts on $R$. Let $R_{1}, \ldots, R_{k}$ be irreducible components of $R$ which form a set of component orbit representatives, that is, each component orbit contains exactly one of the $R_{i}$. For each $i$, let $G_{i} \subset G$ be the subgroup fixing $R_{i}$. Then $\mathbb{O}(R, G)$ is a root system and

$$
\begin{equation*}
\mathcal{O}(R, G) \cong \bigcup_{i=1}^{k} \mathcal{O}\left(R_{i}, G_{i}\right) \tag{*}
\end{equation*}
$$

Proof. First, note the right-hand side is indeed a root system. For by Proposition 6.6, each $\mathbb{O}\left(R_{i}, G_{i}\right)$ is a root system contained in the subspace spanned by $R_{i}$ (since each element of $\mathcal{O}\left(R_{i}, G_{i}\right)$ is a sum of one or more elements of $\left.R_{i}\right)$. Then if $i \neq j$, by assumption $R_{i}$ and $R_{j}$ are distinct irreducible components of $R$, so they span perpendicular subspaces of $V$. Therefore $\mathbb{O}\left(R_{i}, G_{i}\right)$ and $\mathbb{O}\left(R_{j}, G_{j}\right)$ are perpendicular. Hence the union on the right-hand side of $(*)$ is a perpendicular union of root systems.

Now, the spans of the component orbits are pairwise perpendicular, so we may treat them separately. We consider the orbit $i=1$, the others being similar. Let the component orbit of $R_{1}$ consist of the components $R_{1,1}=R_{1}, R_{1,2}, \ldots, R_{1, p}$. Choosing elements $g_{1}=\operatorname{id}_{G}, g_{2}, \ldots, g_{p} \in G$ such that $g_{i} R_{1}=R_{1, i}$ for each $i$, we get isomorphisms

$$
\left(\operatorname{span} R_{1}, R_{1}\right) \cong\left(\operatorname{span} R_{1,2}, R_{1,2}\right) \cong \cdots \cong\left(\operatorname{span} R_{1, p}, R_{1, p}\right)
$$

Under this identification we have an isomorphism of the diagonal

$$
\Delta \subset\left(\operatorname{span} R_{1}\right)^{p} \cong\left(\operatorname{span} R_{1,1}\right) \oplus \cdots \oplus\left(\operatorname{span} R_{1, p}\right)
$$

with span $\left(R_{1}\right)$ by projection onto the first factor. Note that this projection preserves angles and ratios of lengths, but divides all lengths by a factor of $\sqrt{p}$. One can check that the projection takes $\mathbb{O}\left(R_{1,1} \cup \cdots \cup R_{1, p}, G\right)$ to $\mathscr{O}\left(R_{1}, G_{1}\right)$, as desired.

More precisely, if $\mathbb{O}$ is the orbit of $r \in R_{1}$ under $G_{1}$, then $\mathbb{O} \cup g_{2} \mathcal{O} \cup \cdots \cup g_{p} \mathbb{O}$ is the orbit of $r$ under $G$. Then $g_{i} \sum_{x \in \mathbb{O}} x=\sum_{x \in g_{i} \mathbb{O}} x$ is an element of $\mathbb{O}\left(R_{1, i}, g_{i} G_{1} g_{i}^{-1}\right)$ where $g_{i} G_{1} g_{i}^{-1}$ is the subgroup of $G$ fixing $R_{1, i}$, while $\sum_{i=1}^{p} g_{i} \sum_{x \in \mathbb{O}} x$ is an element of $\mathcal{O}\left(R_{1,1} \cup \cdots \cup R_{1, p}, G\right)$, which lies in $\Delta$. It is projected to the element $\sum_{x \in \mathbb{O}} x$ of $\mathbb{O}\left(R_{1}, G_{1}\right)$.

Corollary 6.9. In the setting of Proposition 6.8,

$$
W(\mathbb{O}(R, G)) \cong \prod_{i=1}^{k} W\left(\mathbb{O}\left(R_{i}, G_{i}\right)\right)
$$

## 7. Nef cone volume of nonsplit generalized Del Pezzo surfaces

Let $Y$ be a nonsplit generalized Del Pezzo surface of degree at most 7, defined over a perfect field $\mathbb{K}$. As in Section 6 we continue to assume that $Y$ contains a $\mathbb{K}$-rational point. Then $G_{\mathbb{K}}=\operatorname{Gal}(\overline{\mathbb{K}} / \mathbb{K})$ acts on the set of $(-2)$-curves on $\bar{Y}$ and on the associated root system. In this situation, we can construct an orbit root system as in Definition 6.5. As in the split case (Theorem 1.3), this allows us to relate the nef cone volume of $Y$ to a volume associated to an ordinary Del Pezzo surface of the same degree. In Section 7B, we compute this volume for all nonsplit Del Pezzo surfaces of degree at least 5 .

7A. Nef cone volume of pairs. Using Proposition 6.1, we can associate to a generalized Del Pezzo surface $Y$ of degree $d \leq 7$ the pair $\left(\bar{Y}, H_{Y}\right)$, where $H_{Y} \subset W\left(R_{d}\right)$ is the image of $G_{\llbracket}$ under the homomorphism

$$
G_{\mathbb{K}} \rightarrow \operatorname{Aut}\left(N^{1}(\bar{Y}),\langle\cdot, \cdot\rangle,-K_{Y}\right) \cong W\left(R_{d}\right) .
$$

Note that $G_{\mathbb{K}}$ and therefore also $H_{Y}$ acts on the set of (-2)-curves on $\bar{Y}$ and also on the set of its $(-1)$-curves.

Remark 7.1. To every generalized Del Pezzo surface $Y$ over $\mathbb{K}$ there is the associated pair ( $\bar{Y}, H_{Y}$ ), as described above. The "realization problem for pairs" is to describe which pairs $(\bar{Y}, H)$ are obtained in this manner. That is, for which pairs $(\bar{Y}, H)$, consisting of a split generalized Del Pezzo surface $\bar{Y}$ over $\overline{\mathbb{K}}$ of degree $d$ and a subgroup $H \subset W\left(R_{d}\right)$ acting on the set of (-2)-curves, is there a $Y$ defined over $\mathbb{K}$ such that $\bar{Y}=Y \times_{\mathbb{K}} \overline{\mathbb{K}}$ and $H=H_{Y}$ is the image of $G_{\mathbb{K}}$ in $W\left(R_{d}\right)$ ?

Corn has shown that every pair ( $\bar{X}, H$ ), with $\bar{X}$ a split ordinary Del Pezzo surface of degree 6 and $H \subset W\left(R_{6}\right)$ arbitrary, is realizable in the above sense [Corn 2005, Theorem 5.1].

We use pairs to circumvent this realization problem. This allows us to prove comparison theorems without having to address realization (see Corollary 7.5).

We now define the nef cone volume $\alpha(Y, H)$ of a pair $(Y, H)$ where $Y$ is any split generalized Del Pezzo surface of degree $d \leq 7$ and $H$ is any subgroup of $W\left(R_{d}\right)$ that acts on the set of $(-2)$-curves on $Y$. It follows from Lemma 3.8 that $H$ also acts on the set of $(-1)$-curves. Note that there is no restriction on $H$ if $Y$ is ordinary.

For such a pair $(Y, H)$, define $N^{1}(Y, H)$ to be $N^{1}(Y)^{H}$. Motivated by Corollary 6.4, we define $\operatorname{Eff}^{1}(Y, H)$ to be the cone in $N^{1}(Y, H)_{\mathbb{R}}$ generated by the sum of
the classes in each orbit of $H$ acting on the sets of $(-1)$-curves and ( -2 )-curves of $Y$. We naturally get a dual cone

$$
\operatorname{Nef}(Y, H):=\left\{C \in N^{1}(Y, H)_{\mathbb{R}}:\langle D, C\rangle \geq 0 \text { for all } D \in \operatorname{Eff}^{1}(Y, H)\right\}
$$

We then have the hyperplane

$$
\mathscr{H}_{Y, H}:=\left\{C \in N^{1}(Y, H)_{\mathbb{R}}:\left\langle C,-K_{Y}\right\rangle=1\right\}
$$

and the polytope

$$
\mathscr{P}_{Y, H}:=\operatorname{Nef}(Y, H) \cap \mathscr{H}_{Y, H} .
$$

And so we define $\alpha(Y, H):=\operatorname{Vol}\left(\mathscr{P}_{Y, H}\right)$, with respect to the Leray measure $d \mu$ defined in the analogous manner to the way it was defined in Section 2.

It is immediate from Proposition 6.2 and Corollary 6.4 that if $Y$ is any generalized Del Pezzo surface (not necessarily split), then $\alpha(Y)=\alpha\left(\bar{Y}, H_{Y}\right)$.

Lemma 7.2. Assume that $Y$ is split and let $H_{1}, H_{2}$ be two conjugate subgroups in $W\left(R_{d}\right)$. Then $\alpha\left(Y, H_{1}\right)=\alpha\left(Y, H_{2}\right)$.

Proof. Let $w \in W\left(R_{d}\right)$ be such that $H_{2}=w H_{1} w^{-1}$. Let $\mathrm{O}_{i}, i \in I$, denote the orbits of the $(-1)$ - and $(-2)$-classes under $H_{1}$. By definition, $\operatorname{Eff}^{1}\left(Y, H_{1}\right)$ is generated by the sums $\sum_{D \in \mathbb{O}_{i}} D, i \in I$. A simple calculation shows that the orbits of these classes under $H_{2}$ are given by $w 0_{i}, i \in I$. We have
$\alpha\left(Y, H_{1}\right)=\operatorname{Vol}\left(\left\{C \in N^{1}\left(Y, H_{1}\right)_{\mathbb{R}}:\left\langle-K_{Y}, C\right\rangle=1,\left\langle C, \sum_{D \in \Theta_{i}} D\right\rangle \geq 0\right.\right.$ for all $\left.\left.i \in I\right\}\right)$.
Making use of the fact that elements of $W\left(R_{d}\right)$ preserve the intersection form and anticanonical class and noting that elements of $W\left(R_{d}\right)$ are orthogonal transformations and thus preserve volumes, we compute

$$
\begin{aligned}
\alpha\left(Y, H_{2}\right) & =\operatorname{Vol}\left(\left\{C \in N^{1}\left(Y, H_{2}\right)_{\mathbb{R}}:\left\langle-K_{Y}, C\right\rangle=1,\left\langle C, \sum_{D \in ®_{i}} w D\right\rangle \geq 0 \forall i \in I\right\}\right) \\
& =\operatorname{Vol}\left(\left\{C \in N^{1}\left(Y, H_{2}\right)_{\mathbb{R}}:\left\langle-K_{Y}, w^{-1} C\right\rangle=1,\left\langle w^{-1} C, \sum_{D \in \mathscr{O}_{i}} D\right\rangle \geq 0 \forall i \in I\right\}\right) \\
& =\operatorname{Vol}\left(w\left\{C \in N^{1}\left(Y, H_{1}\right)_{\mathbb{R}}:\left\langle-K_{Y}, C\right\rangle=1,\left\langle C, \sum_{D \in \overparen{O}_{i}} D\right\rangle \geq 0 \forall i \in I\right\}\right) \\
& =\alpha\left(Y, H_{1}\right) .
\end{aligned}
$$

Corollary 7.3. Let $Y_{1}$ and $Y_{2}$ be generalized Del Pezzo surfaces of degree $d \leq 7$, defined over a perfect field $\mathbb{K}$, which are geometrically isomorphic, that is, $\overline{Y_{1}} \cong \overline{Y_{2}}$. Let $H_{1}$ and $H_{2}$ denote the images of $G_{\nwarrow}$ under the respective homomorphisms $G_{\llbracket} \rightarrow W\left(R_{d}\right)$. If $H_{1}$ and $H_{2}$ are conjugate in $W\left(R_{d}\right)$, then $\alpha\left(Y_{1}\right)=\alpha\left(Y_{2}\right)$.

We arrive at the following analogue of Theorem 1.3. That theorem provided a comparison between the nef cone volumes of a split generalized Del Pezzo surface and of a split ordinary Del Pezzo surface of the same degree. The following theorem generalizes this to the nef cone volumes of pairs.

Theorem 7.4. Let $Y$ be a split generalized Del Pezzo surface of degree $d \leq 7$, $X$ a split ordinary Del Pezzo surface of the same degree, and $H$ a subgroup of $W\left(R_{d}\right)$ acting on the set of $(-2)$-curves on $Y$. Let $R_{Y}$ be the root system whose simple roots are the $(-2)$-curves on $Y$, and let $\mathbb{O}\left(R_{Y}, H\right)$ be the orbit root system associated to the action of $H$ on $R_{Y}$ as in Definition 6.5. Then

$$
\alpha(Y, H)=\frac{\alpha(X, H)}{\# W\left(\mathbb{O}\left(R_{Y}, H\right)\right)}
$$

Proof. The proof of this theorem is a generalization of the argument that proves Theorem 1.3. Using Lemma 3.3, we identify $N^{1}(X)$ and $N^{1}(Y)$. This gives an identification of $N^{1}(X, H)$ and $N^{1}(Y, H)$. As before, $\operatorname{Nef}(Y, H)$ is the intersection of $\operatorname{Nef}(X, H)$ with the closure of a chamber defined by the simple roots of $\mathcal{O}\left(R_{Y}, H\right)$. As in the proof of Theorem 1.3, the chambers of the Weyl group $W\left(\mathbb{O}\left(R_{Y}, H\right)\right)$ intersect only along boundaries, which have zero volume. They fill $N^{1}(Y)$. There are $\# W\left(O\left(R_{Y}, H\right)\right)$ of the chambers. From here, the proof is completed by the same steps as in the proof of Theorem 1.3.

We arrive at our third main result, the computation of the nef cone volume of a generalized Del Pezzo surface over an arbitrary perfect field.

Corollary 7.5. Let $Y$ be a generalized Del Pezzo surface of degree $d \leq 7$ over the perfect field $\mathbb{K}$ and $X$ a split ordinary Del Pezzo surface of the same degree. Let $\bar{Y}=Y \times_{\mathbb{K}} \overline{\mathbb{K}}$, and identify $N^{1}(\bar{Y})$ with $N^{1}(X)$ as in Lemma 3.3. Let $H_{Y} \subset W\left(R_{d}\right)$ be the image of $G_{\llbracket}$. Let $R_{\bar{Y}} \subset R_{d}$ be the root system whose simple roots are (-2)-curves on $\bar{Y}$. Then

$$
\alpha(Y)=\alpha\left(\bar{Y}, H_{Y}\right)=\frac{\alpha\left(X, H_{Y}\right)}{\# W\left(\mathbb{O}\left(R_{\bar{Y}}, H_{Y}\right)\right)} .
$$

Using Proposition 6.6 and Corollary 6.9, the integer appearing in the denominator is straightforward to compute. This reduces the computation of the nef cone volume of an arbitrary generalized Del Pezzo surface over a nonclosed field to the computation of the nef cone volume of a pair involving a split ordinary Del Pezzo surface.

7B. Pairs involving ordinary Del Pezzo surfaces of high degree. As examples, let us compute $\alpha(X)$ for the various possible nonsplit ordinary Del Pezzo surfaces $X$ of degree $d \geq 5$.

For $d \geq 7$ there are very few possible nontrivial Galois actions on $\bar{X}$, and we list these cases briefly.
(1) There are no nontrivial possibilities with $d=9$ : we must have $\bar{X} \cong \mathbb{P}^{2}$, the Galois action is trivial, and $\alpha(X)=\frac{1}{3}$.
(2) For $d=8$, the only nontrivial form occurs when $X$ is a twist of $\mathbb{P}^{1} \times \mathbb{P}^{1}$ in which the Galois action permutes the two generating rulings. In this case $\alpha(X)=\frac{1}{2}$.
(3) For $d=7$, the only possible nontrivial form occurs when $X$ is the blowup of two conjugate rational points on $\mathbb{P}^{2}$, so the Galois action interchanges the points. In this case $\alpha(X)=\frac{1}{6}$.
For $d=5,6$ there are many more cases. For the remainder of this section, let $X$ be a possibly nonsplit ordinary Del Pezzo surface of degree 5 or 6 defined over a nonclosed perfect field $\mathbb{K}$. Let $\bar{X}=X \times_{\mathbb{K}} \overline{\mathbb{K}}$. As above, we have $\alpha(X)=\alpha\left(\bar{X}, H_{X}\right)$ where $H_{X}$ is the image of the Galois group in $W\left(R_{d}\right)$. We compute $\alpha(X)$ by finding the values of $\alpha(\bar{X}, H)$ for all subgroups $H$ of $W\left(R_{d}\right)$. (As noted in Remark 7.1, it is not obvious which subgroups $H$ of $W\left(R_{d}\right)$ arise as images of Galois groups, so a priori some values $\alpha(\bar{X}, H)$ might not correspond to any $\alpha(X)$.)

For the case $d=6$, recall that $\bar{X}$ is obtained by blowing up three noncollinear points in $\mathbb{P}^{2}$ and the cone $\operatorname{Eff}{ }^{1}(\bar{X})$ is minimally generated by the $(-1)$-curves on $\bar{X}$. Let $E_{1}, E_{2}, E_{3}$ denote the exceptional curves and $L$ denote the pullback of a line. The set of $(-1)$-curves is shown schematically in Figure 1: the vertices correspond to the generating classes for $\operatorname{Eff}^{1}(\bar{X})$, with the convenient shorthand $L_{i j}=L-E_{i}-E_{j}$. Two classes intersect if and only if the corresponding vertices in the graph are connected by an edge.

Table 6 lists the subgroups of $W\left(R_{6}\right)=W\left(\mathbf{A}_{1}\right) \times W\left(\mathbf{A}_{2}\right) \cong \mathbb{Z} / 2 \mathbb{Z} \times \mathfrak{S}_{3} \cong D_{6}$. By Lemma 7.2, it suffices to consider subgroups up to conjugacy. For each conjugacy class, we choose a representative subgroup $H$ and give the order \# $H$ of $H$, the orbit structure of $H$ on the generators of $\operatorname{Eff}^{1}(\bar{X})$, the rank $\rho$ of $N^{1}(\bar{X}, H)$, the number $m$ of generators in the minimal generating set of $\operatorname{Eff}^{1}(\bar{X}, H)$, and finally the nef cone volume $\alpha(\bar{X}, H)$. We describe $H$ in terms of generators, using the generator


Figure 1. Configuration of ( -1 )-curves on an ordinary Del Pezzo surface of degree 6 .

| $H$ | $\# H$ | Orbit structure | $\rho$ | $m \alpha(\bar{X}, H)$ |  |
| ---: | ---: | :---: | :---: | :---: | :---: |
| $\left\langle s_{123}, s_{12}, s_{23}\right\rangle$ | 12 |  |  |  |  |
| $\left\langle s_{23} s_{123}, s_{23} s_{12}\right\rangle$ |  |  |  |  |  |
| $\left\langle s_{123} s_{12} s_{23}\right\rangle$ | 6 | 6 | $\left\{E_{1}, E_{2}, E_{3}, L_{12}, L_{13}, L_{23}\right\}$ | 1 | 1 |
| $\left\langle s_{12}, s_{23}\right\rangle$ | 6 | $\left\{E_{1}, E_{2}, E_{3}\right\},\left\{L_{12}, L_{13}, L_{23}\right\}$ | 2 | 2 | $\frac{1}{3}$ |
| $\left\langle s_{12} s_{23}\right\rangle$ | 3 |  | 2 | 2 | $\frac{1}{2}$ |
| $\left\langle s_{123}, s_{23}\right\rangle$ | 4 | $\left\{E_{1}, L_{23}\right\},\left\{E_{2}, E_{3}, L_{12}, L_{13}\right\}$ | 2 | 2 | $\frac{1}{2}$ |
| $\left\langle s_{123} s_{12}\right\rangle$ | 2 | $\left\{E_{1}, L_{12}\right\},\left\{E_{2}, L_{13}\right\},\left\{E_{3}, L_{23}\right\}$ | 3 | 3 | $\frac{1}{8}$ |
| $\left\langle s_{123}\right\rangle$ | 2 | $\left\{E_{1}, L_{23}\right\},\left\{E_{2}, L_{13}\right\},\left\{E_{3}, L_{12}\right\}$ | 3 | 4 | $\frac{1}{12}$ |
| $\left\langle s_{12}\right\rangle$ | 2 | $\left\{E_{1}, E_{2}\right\},\left\{E_{3}\right\},\left\{L_{12}\right\},\left\{L_{13}, L_{23}\right\}$ |  |  |  |
| $\langle e\rangle$ | 1 | $\left\{E_{1}\right\},\left\{E_{2}\right\},\left\{E_{3}\right\},\left\{L_{12}\right\},\left\{L_{13}\right\},\left\{L_{23}\right\}$ | 4 | 6 | $\frac{1}{72}$ |

Table 6. Values of $\alpha(\bar{X}, H)$ for a split ordinary Del Pezzo surface $\bar{X}$ of degree 6 .
$s_{123}:=s_{L-E_{1}-E_{2}-E_{3}}\left(180^{\circ}\right.$ rotation) of $W\left(\mathbf{A}_{1}\right)$ and the generators $s_{12}:=s_{E_{1}-E_{2}}$ (flip swapping $E_{1}$ and $E_{2}$ ) and $s_{23}:=s_{E_{2}-E_{3}}$ (flip swapping $E_{2}$ and $E_{3}$ ) of $W\left(\mathbf{A}_{2}\right)$.

Given $H$, we may compute $\alpha(\bar{X}, H)$ as follows. We explicitly compute the sums of elements in each orbit of the action of $H$ on the generators of $\operatorname{Eff}{ }^{1}(\bar{X})$, obtaining a set of generators of the cone $\operatorname{Eff}^{1}(\bar{X}, H)$. We compute the dual cone in $N^{1}(\bar{X}, H)$, obtaining $\operatorname{Nef}(\bar{X}, H)$. Intersecting with the hyperplane $\mathscr{H}_{\bar{X}, H}$ gives the polytope $\mathscr{P}_{\bar{X}, H}$, whose volume is $\alpha(\bar{X}, H)$. For the case when $d=5$, recall that $\bar{X}$ is the blowup of $\mathbb{P}^{2}$ at 4 points in general position. Similarly to the case $d=6$, the cone $\operatorname{Eff}^{1}(\bar{X})$ is generated by the $(-1)$-curves $E_{i}$ for $1 \leq i \leq 4$ and $L_{i j}=L-E_{i}-E_{j}$ for $1 \leq i<j \leq 4$.

Figure 2 uses a different diagram to exhibit the full symmetry of the configuration of these 10 curves with respect to $W\left(R_{5}\right)=\mathfrak{S}_{5}$. (It seems impossible to make visible all of the symmetries in a diagram analogous to Figure 1). Here the minimal


Figure 2. Configuration of ( -1 )-curves on an ordinary Del Pezzo surface of degree 5 .
generators of $\mathrm{Eff}^{1}(\bar{X})$ correspond to edges of the graph，and two generating classes intersect if and only if the corresponding edges do not share a common vertex．The action of $W\left(R_{5}\right)=\mathfrak{S}_{5}$ corresponds to permuting the 5 vertices．Table 7 shows the

| $[12]$ | $[13]$ | $[14]$ | $[15]$ | $[23]$ | $[24]$ | $[25]$ | $[34]$ | $[35]$ | $[45]$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $E_{1}$ | $E_{2}$ | $E_{3}$ | $E_{4}$ | $L_{34}$ | $L_{24}$ | $L_{23}$ | $L_{14}$ | $L_{13}$ | $L_{12}$ |

Table 7．Correspondence of edges in Figure 2 to generators of the effective cone of an ordinary Del Pezzo surface of degree 5.

| H | \＃H | Orbit structure | $\rho$ | $m$ | $\alpha(\bar{X}, H)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{array}{r} \langle(12),(12345)\rangle \\ \langle(12)(34),(253)\rangle \\ \langle(1234),(13)(24),(12543)\rangle \\ \langle(12)(34),(13542)\rangle \end{array}$ | $\begin{array}{r} 120 \\ 60 \\ 20 \\ 10 \end{array}$ | $\begin{aligned} & \left\{E_{1}, E_{2}, E_{3}, E_{4}, L_{12},\right. \\ & \left.L_{13}, L_{14}, L_{23}, L_{24}, L_{34}\right\} \end{aligned}$ | 1 | 1 | 1 |
| $\begin{array}{r} \langle(12),(1234)\rangle \\ \langle(123),(12)(34),(14)(23)\rangle \end{array}$ | $\begin{aligned} & 24 \\ & 12 \end{aligned}$ | $\begin{aligned} & \left\{E_{1}, E_{2}, E_{3}, L_{14}, L_{24}, L_{34}\right\}, \\ & \left\{E_{4}, L_{12}, L_{13}, L_{23}\right\} \end{aligned}$ | 2 | 2 | $\frac{2}{3}$ |
| $\begin{array}{r} \langle(12),(34),(345)\rangle \\ \langle(12)(34),(345)\rangle \\ \langle(12),(345)\rangle \end{array}$ | $\begin{array}{r} 12 \\ 6 \\ 6 \end{array}$ | $\begin{aligned} & \left\{E_{1}\right\},\left\{L_{12}, L_{13}, L_{14}\right\}, \\ & \left\{E_{2}, E_{3}, E_{4}, L_{23}, L_{24}, L_{34}\right\} \end{aligned}$ | 2 | 2 | $\frac{1}{2}$ |
| $\begin{array}{r} \langle(12),(123)\rangle \\ \langle(123)\rangle \end{array}$ | $\begin{aligned} & 6 \\ & 3 \end{aligned}$ | $\begin{aligned} & \left\{E_{1}, E_{2}, L_{34}\right\},\left\{E_{3}, L_{14}, L_{24}\right\}, \\ & \left\{E_{4}, L_{13}, L_{23}\right\},\left\{L_{12}\right\} \end{aligned}$ | 3 | 4 | $\frac{5}{24}$ |
| $\langle(12345)\rangle$ | 5 | $\begin{aligned} & \left\{E_{1}, E_{4}, L_{12}, L_{14}, L_{34}\right\}, \\ & \left\{E_{2}, E_{3}, L_{13}, L_{23}, L_{24}\right\} \end{aligned}$ | 1 | 1 | 1 |
| $\langle(12)(34),(13)(24)\rangle$ | 4 | $\begin{aligned} & \left\{E_{1}\right\},\left\{E_{2}, E_{3}, L_{24}, L_{34}\right\}, \\ & \left\{E_{4}, L_{23}\right\},\left\{L_{12}, L_{13}\right\},\left\{L_{14}\right\} \end{aligned}$ | 3 | 4 | $\frac{1}{6}$ |
| 〈（12），（34）$\rangle$ | 4 | $\begin{aligned} & \left\{E_{1}, E_{3}, L_{14}, L_{34}\right\},\left\{E_{2}, L_{24}\right\}, \\ & \left\{E_{4}, L_{12}, L_{13}, L_{23}\right\} \end{aligned}$ | 2 | 2 | $\frac{2}{3}$ |
| $\begin{array}{r} \langle(12),(34),(13)(24)\rangle \\ \langle(1234)\rangle \end{array}$ | $\begin{aligned} & 8 \\ & 4 \end{aligned}$ | $\begin{aligned} & \left\{E_{1}, L_{14}\right\},\left\{E_{2}, L_{24}\right\},\left\{E_{3}, L_{34}\right\}, \\ & \left\{E_{4}, L_{12}, L_{13}, L_{23}\right\} \end{aligned}$ | 2 | 2 | $\frac{2}{3}$ |
| 〈（12）（34）${ }^{\text {¢ }}$ | 2 | $\begin{aligned} & \left\{E_{1}\right\},\left\{E_{2}, L_{24}\right\},\left\{E_{3}, L_{34}\right\}, \\ & \left\{E_{4} L_{23}\right\},\left\{L_{12}, L_{13}\right\},\left\{L_{14}\right\} \end{aligned}$ | 3 | 4 | $\frac{1}{6}$ |
| 〈（12）＞ | 2 | $\begin{aligned} & \left\{E_{1}\right\},\left\{E_{2}, L_{34}\right\},\left\{E_{3}, L_{24}\right\}, \\ & \left\{E_{4} L_{23}\right\},\left\{L_{12}\right\},\left\{L_{13}\right\},\left\{L_{14}\right\} \end{aligned}$ | 4 | 7 | $\frac{1}{24}$ |
| $\langle e\rangle$ | 1 | $\begin{aligned} & \left\{E_{1}\right\},\left\{E_{2}\right\},\left\{E_{3}\right\},\left\{E_{4}\right\},\left\{L_{12}\right\}, \\ & \left\{L_{13}\right\},\left\{L_{14}\right\},\left\{L_{23}\right\},\left\{L_{24}\right\},\left\{L_{34}\right\} \end{aligned}$ | 5 | 10 | $\frac{1}{144}$ |

Table 8．Values of $\alpha(\bar{X}, H)$ for a split ordinary Del Pezzo surface $\bar{X}$ of degree 7 ．
correspondence between the edges of the diagram and the generating classes, where we use the notation $[i j]$ to indicate the edge connecting vertex $i$ with vertex $j$.

The enumeration of the conjugacy classes of subgroups of $\mathfrak{S}_{5}$ has been made by Götz Pfeiffer and is available online [Pfeiffer 2007]. Table 8 contains the values of $\alpha(\bar{X}, H)$ for the various possible conjugacy classes of subgroups of $\mathfrak{S}_{5}$.
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# Divisibility sequences for elliptic curves with complex multiplication 

Marco Streng


#### Abstract

Elliptic divisibility sequences arise as sequences of denominators of the integer multiples of a rational point on an elliptic curve. Silverman proved that almost every term of such a sequence has a primitive divisor (that is, a prime divisor that has not appeared as a divisor of earlier terms in the sequence). If the elliptic curve has complex multiplication, then we show how the endomorphism ring can be used to index a similar sequence and we prove that this sequence also has primitive divisors. The original proof fails in this context and will be replaced by an inclusion-exclusion argument and sharper diophantine estimates.


## 1. Introduction

Consider an elliptic curve $E$, given by a general Weierstrass model with coefficients in the ring of integers $O_{L}$ of a number field $L$. Fix an $L$-valued point $P$ of infinite order on $E$. For $n \in \mathbb{Z}$, define the coprime $\mathcal{O}_{L}$-ideals $A_{n}$ and $B_{n}$ by

$$
\begin{equation*}
x(n P) \mathbb{O}_{L}=A_{n} B_{n}^{-2} . \tag{1.1}
\end{equation*}
$$

We call the sequence $B_{1}, B_{2}, B_{3}, \ldots$ an elliptic divisibility sequence. Such a sequence satisfies the strong divisibility property

$$
\operatorname{gcd}\left(B_{m}, B_{n}\right)=B_{\operatorname{gcd}(m, n)} \quad(m, n \in \mathbb{Z})
$$

which in particular implies the (weak) divisibility property: if $m \mid n$, then $B_{m} \mid B_{n}$.
By a primitive divisor of the term $B_{n}$, we mean a prime $\mathfrak{p} \mid B_{n}$ that does not divide any term $B_{m}$ with $n \nmid m$. Silverman proved that almost every term in an elliptic divisibility sequence has a primitive divisor [Silverman 1988]. This is the elliptic curve analogue of a theorem of Zsigmondy for $\mathbb{Q}^{*}$ [Bang 1886; Zsigmondy 1892].

[^2]If the curve $E$ has complex multiplication, then (1.1) makes sense for all $n$ in the endomorphism ring $0=\operatorname{End}_{L}(E)$ and hence we get a sequence indexed by 0 instead of only $\mathbb{Z}$. We extend this definition to ideals $\mathfrak{a}$ of $\mathbb{O}$ by setting

$$
B_{\mathfrak{a}}=\sum_{\alpha \in \mathfrak{a}} B_{\alpha},
$$

the ideal generated by the ideals $B_{\alpha}$ for $\alpha \in \mathfrak{a}$. We will prove that this indeed extends the definition (in the sense that $B_{\alpha 0}=B_{\alpha}$ ), and that the resulting idealindexed sequence satisfies the strong divisibility property $B_{\mathfrak{a}}+B_{\mathfrak{b}}=B_{\mathfrak{a}+\mathfrak{b}}$. By the elliptic divisibility sequence associated to $P$, we will mean this sequence, indexed by ideals of 0 .

By a primitive divisor of the term $B_{\mathfrak{a}}$, we now mean a prime $\mathfrak{p} \mid B_{\mathfrak{a}}$ which does not divide any term $B_{\mathfrak{b}}$ with $\mathfrak{a} \nmid \mathfrak{b}$. Our main theorem is a Zsigmondy-type theorem for elliptic curves with complex multiplication.
Main Theorem. Let $E, \mathcal{O}$ and $P$ be as above. Then for all but finitely many invertible 0 -ideals $\mathfrak{a}$, the ideal $B_{\mathfrak{a}}$ has a primitive divisor.

The Main Theorem applies both in the case $\mathbb{O}=\mathbb{Z}$ and in the complex multiplication case, that is, when $\mathbb{O}$ is a quadratic order, but is a new result only in the latter case.
The number of primitive divisors. If not all endomorphisms of $E$ over $\bar{L}$ are defined over $L$, then our Main Theorem implies the following result on the number of primitive divisors in the $\mathbb{Z}$-indexed sequence $B_{1}, B_{2}, B_{3}, \cdots$. Let $K^{\prime}$ be the field of fractions of $\mathcal{O}^{\prime}=\operatorname{End}_{\bar{L}}(E)$.

Corollary 1.2. Define, for $n \in \mathbb{Z}$, the numbers
$r_{n}=\#\left\{p \in \mathbb{N}: p \mid n, p\right.$ is a prime ramifying in $\mathbb{O}^{\prime} \mathbb{Z}$ and $\left.p \nmid n, p \nmid\left[\mathbb{O}_{K^{\prime}}: \mathbb{O}^{\prime}\right]\right\}$, $s_{n}=\#\left\{p \in \mathbb{N}: p \mid n\right.$ and $p$ is a prime splitting in $\left.\mathbb{O}^{\prime} / \mathbb{Z}\right\}$.

Then for almost all $n$, the term $B_{n}$ has at least $r_{n}+s_{n}+1$ primitive divisors, of which at least $s_{n}$ split in $K^{\prime} L / L$.

In particular, this shows the existence of lots of split primitive divisors in elliptic divisibility sequences coming from elliptic curves over $\mathbb{Q}$ that have complex multiplication. It seems that there are also many inert primitive divisors, but we cannot prove this. There are conjectures by Cornelissen and Zahidi [2007] about the existence of inert primitive divisors that imply results related to Hilbert's Tenth Problem over $\mathbb{Q}$.
The size of the primitive part. For any integer $n$, we define the primitive part $D_{n}^{\mathbb{Z}}$ of $B_{n}$ to be the $L$-ideal dividing $B_{n}$ such that every prime divisor of $D_{n}^{\mathbb{Z}}$ is a primitive divisor of $B_{n}$ and no divisor of $B_{n} / D_{n}^{\mathbb{Z}}$ is a primitive divisor of $B_{n}$. Our
methods also yield estimates on the size of the primitive part of $\mathbb{Z}$-indexed elliptic divisibility sequences that are sharper than what can be gotten with Silverman's original proof. We use the notation $\left\|D_{n}^{\mathbb{Z}}\right\|:=N_{L / \mathbb{Q}}\left(D_{n}^{\mathbb{Z}}\right)^{1 /[L: \mathbb{Q}]}$ for the "size" of the ideal $D_{n}^{\mathbb{Z}}$ and we denote the canonical height of the point $P$ by $\widehat{h}(P)$.

Silverman's proof can be optimized to give an estimate

$$
\log \left\|D_{n}^{\mathbb{Z}}\right\| \geq \widehat{h}(P)\left(1-\sum_{p \mid n} \frac{1}{p^{2}}-o(1)\right) n^{2}
$$

where $0.5477<1-\sum_{p} p^{-2}<0.5478$ for the sum over all primes. If we apply our methods, we get the following sharper estimate.

Proposition 1.3. For all $\epsilon>0$,

$$
\log \left\|D_{n}^{\mathbb{Z}}\right\|=\widehat{h}(P) s_{n} n^{2}+O\left(n^{\epsilon}\right) \quad(\text { as } n \rightarrow \infty)
$$

where

$$
s_{n}=\sum_{m \mid n} \mu(m) m^{-2}=\prod_{p \mid n}\left(1-p^{-2}\right)
$$

is between $\zeta(2)^{-1}>0.6079$ and 1 .
In fact, the proof gives $O\left(d(n)(\log n)(\log \log n)^{4}\right)$ instead of $O\left(n^{\epsilon}\right)$, where $d(n)$ is the number of divisors of $n$.
Division polynomials. An alternative approach to defining elliptic divisibility sequences is by using division polynomials. If $E / L$ is an elliptic curve, given by a Weierstrass model, then for any integer $n \in \mathbb{Z}$, the $n$-th division polynomial of $E$ is the polynomial $\psi_{n}=\psi_{E, n} \in L[x, y] \subset L(E)$, as given for short Weierstrass models in [Silverman 1986] and [Washington 2003] and in general in [Ayad 1992]. If $P \in E(L)$ is a fixed $L$-valued point on $E$, then we call the sequence $\left(\psi_{n}(P)\right)_{n \in \mathbb{Z}}$ an elliptic divisibility sequence of division polynomial type.

Along with the division polynomials $\psi_{n}$, one usually also defines polynomials $\phi_{n}=\phi_{E, n} \in L[x]$ for which we have

$$
\begin{equation*}
[n]^{*} x=\frac{\phi_{n}}{\psi_{n}^{2}} \tag{1.4}
\end{equation*}
$$

This explains the similarity between $B_{n}$ and $\psi_{n}(P)$ : both represent the square root of the denominator of $x(n P)$, but they can differ because $\psi_{n}(P)$ and $\phi_{n}(P)$ may not be integers, and because there may be cancellation of factors in (1.4). However, $B_{n}$ and $\psi_{n}(P)$ differ only in finitely many valuations. For a more precise statement, see [Ayad 1992].

The division polynomials satisfy the recurrence relation

$$
\begin{equation*}
\psi_{m+n} \psi_{m-n}=\psi_{m+1} \psi_{m-1} \psi_{n}^{2}-\psi_{n+1} \psi_{n-1} \psi_{m}^{2} \quad \text { for } m, n \in \mathbb{Z} \tag{1.5}
\end{equation*}
$$

Ward [1948] extensively studied sequences of integers that satisfy both this recurrence and the divisibility property; he called them elliptic divisibility sequences. Later, his terminology was adopted for the sequences $\left(\psi_{n}(P)\right)_{n}$ and $\left(B_{n}\right)_{n}$. In fact, every sequence of integers $\left(\psi_{n}\right)_{n}$ that satisfies (1.5) and the initial conditions $\psi_{0}=0, \psi_{1}=1, \psi_{2} \psi_{3} \neq 0, \psi_{2} \mid \psi_{4}$, excepting some degenerate cases, is of the form $\psi_{n}=\psi_{E, n}(P)$ for some elliptic curve $E / \mathbb{C}$ and some point $P \in E(\mathbb{C})$ [Ward 1948, Theorem 12.1].

Chudnovsky and Chudnovsky [1986] suggested letting sequences of division polynomial type be indexed by the endomorphism ring of the elliptic curve, using division polynomials $\psi_{\alpha}$ for arbitrary endomorphisms $\alpha$. The special cases where the curve has complex multiplication by $\sqrt{-1}$ or a primitive third root of unity were studied by Ward [1950] and Durst [1952] respectively. The CM division polynomials $\psi_{\alpha}$ and their computational aspects have recently been studied in more detail by Satoh [2004].

## 2. Formal groups

Let $L_{v}$ be the completion of the number field $L$ with respect to a normalized discrete valuation $v$. Denote the ring of $v$-integers of $L_{v}$ by $R_{v}$ and let $E$ be an elliptic curve, given by a Weierstrass equation

$$
\begin{equation*}
y^{2}+a_{1} x y+a_{3}=x^{3}+a_{2} x^{2}+a_{4} x+a_{6} \tag{2.1}
\end{equation*}
$$

with coefficients in $R_{v}$. For $n \geq 1$, define subsets $E_{n}\left(L_{v}\right)$ of $E\left(L_{v}\right)$ by

$$
E_{n}\left(L_{v}\right)=\left\{P \in E\left(L_{v}\right): v(x(P)) \leq-2 n\right\} \cup\{O\}
$$

We want to study these sets because for $n \geq 1$, we have that

$$
\begin{equation*}
v\left(B_{\alpha}\right) \geq n \quad \Longleftrightarrow \quad \alpha P \in E_{n}\left(L_{v}\right) \tag{2.2}
\end{equation*}
$$

The formal group of $E$ gives a means of studying $E_{n}\left(L_{v}\right)$.
We have two main goals in this section. First we will generalize part of the theory of formal groups as in [Silverman 1986] to arbitrary isogenies instead of only multiplication by integers in $\mathbb{Z}$. This will result in the identity

$$
v\left(B_{\alpha \beta}\right)=v\left(B_{\alpha}\right)+v(\beta)
$$

which holds if $v\left(B_{\alpha}\right)$ is sufficiently large (see Proposition 2.8 and Lemma 3.4). This is very useful, because it bounds the part of the growth of $B_{\alpha}$ that is caused by the occurrence of higher powers of nonprimitive divisors.

At the end of this section, we will prove that the sets $E_{n}\left(L_{v}\right)$ are modules over the endomorphism ring 0 (see Corollary 2.10). By (2.2), this implies the divisibility
property

$$
B_{\alpha} \mid B_{\alpha \beta} \quad \alpha, \beta \in \mathbb{O} .
$$

Formal groups and isogenies. We start by associating homomorphisms of formal groups to arbitrary isogenies of elliptic curves.

Let $z=-x / y$ and $w=-1 / y$. Then the Weierstrass equation of the elliptic curve $E$ becomes

$$
\begin{equation*}
w=z^{3}+a_{1} z w+a_{2} z^{2} w+a_{3} w^{2}+a_{4} z w^{2}+a_{6} w^{3} \tag{2.3}
\end{equation*}
$$

Let $w(T) \in L_{v} \llbracket T \rrbracket$ be the unique power series such that (2.3) is satisfied with $z=T$. Then $(T, w(T))$ is a "formal point" on the curve (2.3).

We define a homomorphism of rings $\mathscr{P}: L_{v}(E) \rightarrow L_{v}((T))$ from the function field of $E$ to the field of Laurent series over $L_{v}$ by $z \mapsto T, w \mapsto w(T)$. One could think of $\mathscr{P}$ as the map which "evaluates" elliptic functions in the formal point $(T, w(T))$.

As $z$ is a uniformizer at the point at infinity $O$ of $E$, we see that $\mathscr{P}$ maps functions that are regular at $O$ to power series in $L_{v}[\llbracket T]$.

Suppose that $E^{\prime}$ is another elliptic curve, also given by a Weierstrass equation with coefficients in $R_{v}$. We use ${ }^{\prime}$ in the notation to specify functions and so on related to $E^{\prime}$. To any isogeny $\phi: E \rightarrow E^{\prime}$ that is defined over $L_{v}$, we associate a power series

$$
\begin{equation*}
F_{\phi}(T)=\mathscr{P}\left(\phi^{*} z^{\prime}\right) \in L_{v} \llbracket T \rrbracket . \tag{2.4}
\end{equation*}
$$

This power series is a homomorphism of formal groups. We will not check this, since it will follow trivially from Lemma 2.6 below. Notice that $F_{\phi}(T)$ has no constant term, so we get a map $F_{\phi}^{*}: L_{v}((T)) \rightarrow L_{v}((T)), f(T) \mapsto f\left(F_{\phi}(T)\right)$. We now have a commutative diagram

$$
\begin{align*}
& L_{v}\left(E^{\prime}\right) \xrightarrow[\substack{\mathcal{P}^{\prime} \mapsto T \\
w^{\prime} \mapsto w^{\prime}(T)}]{\mathscr{z ^ { \prime }}} L_{v}((T)) . \tag{2.5}
\end{align*}
$$

We only need to check the commutativity of the diagram for the generators $z^{\prime}$ and $w^{\prime}$ of $L_{v}\left(E^{\prime}\right)$. For $z^{\prime}$, it holds by definition. For $w^{\prime}$, it follows from the fact that its image on the top right satisfies the Weierstrass equation for $E^{\prime}$ with $z^{\prime}=T$.

As $z$ is a uniformizer at $O$, the space of differentials that are regular at $O$ is $\Omega_{E, O}=L_{v, O}(E) d z$ and we get a map

$$
L_{v, O}(E) d z \rightarrow L_{v} \llbracket T T \rrbracket d T, \quad g d z \mapsto \mathscr{P}(g) d T
$$

which we also denote by $\mathscr{P}$.

Let $\omega \in \Omega_{E, O}$ denote the invariant differential

$$
\omega=\frac{d x}{2 y+a_{1} x+a_{3}}
$$

and write $\widehat{\omega}(T)$ for $\mathscr{P}(\omega)$. As $\omega$ is an invariant differential of the curve $E$, we see that $\widehat{\omega}(T)$ is an invariant differential of the formal group $\widehat{E}$ of $E$. In fact, the $d z$ coefficient of $\widehat{\omega}$ is 1 , so it is the (unique) normalized invariant differential of the formal group $\widehat{E}$ of $E$.

The integral $\log (T)$ of $\widehat{\omega}$ is an isomorphism of formal groups from $\widehat{E}$ to the additive formal group $\mathbb{G}_{a}$. Denote the inverse by $\exp (T)$.

Lemma 2.6. For any isogeny $\phi: E \rightarrow E^{\prime}$ over $L_{v}$, we have

$$
F_{\phi}(T)=\exp _{\widehat{E}^{\prime}}\left(c \log _{\widehat{E}}(T)\right)
$$

where $c \in L_{v}$ is such that $\phi^{*} \omega^{\prime}=c \omega$.
Proof. If we apply $\mathscr{P}$ to the identity $\phi^{*} \omega^{\prime}=c \omega$, then we get $\widehat{\omega}^{\prime}\left(F_{\phi}(T)\right)=c \widehat{\omega}(T)$. The result is obtained by integration, followed by application of $\exp _{\widehat{E^{\prime}}}$.

Recall that $R_{v}$ is the ring of $v$-integers of $L_{v}$. Let $\mathfrak{M}$ be the maximal ideal of $R_{v}$ and $l=R_{v} / \mathfrak{M}$ the residue field. Reduction of the Weierstrass equation gives a cubic curve $\widetilde{E}$ over $l$. We denote the group of nonsingular points by $\widetilde{E}^{\mathrm{ns}}(l) \subset \widetilde{E}(l)$.

Let $E_{0}\left(L_{v}\right)$ be the group of $L_{v}$-valued points that reduce to points in $\widetilde{E}_{\text {ns }}(l)$ modulo $v$. Reduction modulo $v$ then is a group homomorphism $E_{0}\left(L_{v}\right) \rightarrow \widetilde{E}_{\mathrm{ns}}(l)$ with kernel $E_{1}\left(L_{v}\right)$. By [Silverman 1986, VII.2.2], we have an isomorphism of groups

$$
\begin{align*}
E_{1}\left(L_{v}\right) & \rightarrow \widehat{E}(\mathfrak{M}), \\
P & \mapsto z(P), \tag{2.7}
\end{align*}
$$

where the inverse sends $u \in \mathfrak{M}$ to the point $P \in E\left(L_{v}\right)$ with coordinates $z(P)=u$, $w(P)=w(u)$. For any point $P \in E_{1}\left(L_{v}\right)$, the fact that $(x(P), y(P))$ satisfies the Weierstrass equation implies that $2 v(y(P))=3 v(x(P))$, and hence $v(z(P))=$ $-\frac{1}{2} v(x(P))$. In particular, the sets $E_{n}\left(L_{v}\right)$ are subgroups of $E\left(L_{v}\right)$ and correspond to the groups $\widehat{E}\left(\mathfrak{M}^{n}\right)$ through the isomorphism (2.7).

Now let $\phi: E \rightarrow E^{\prime}$ be an isogeny defined over $L_{v}$, where we assume that both $E$ and $E^{\prime}$ are given by Weierstrass equations with coefficients in $R$. Furthermore, let $c$ be the unique element of $L_{v}$ such that $\phi^{*} \omega^{\prime}=c \omega$.

Proposition 2.8. If both $v(x(P))$ and $v(x(P))-2 v(c)$ are strictly smaller than $-2 v(p) /(p-1)$, then

$$
v\left(x^{\prime}(\phi(P))\right)=v(x(P))-2 v(c)
$$

Proof. By the isomorphism $E_{1}\left(L_{v}\right) \cong \widehat{E}(\mathfrak{M})$ above and Lemma 2.6, we have

$$
z^{\prime}(\phi(P))=F_{\phi}(z(P))=\exp _{\widehat{E}^{\prime}}\left(c \log _{\widehat{E}}(z(P))\right)
$$

By [Silverman 1986, IV.6.4], both $\log _{\widehat{E}}(u)$ and $\exp _{\widehat{E}^{\prime}}(u)$ converge for $u \in \mathfrak{M}$ with $v(u)>v(p) /(p-1)$ and both preserve the valuation. Therefore, we find that $v\left(x^{\prime}(\phi(P))\right)=-2 v\left(z^{\prime}(\phi(P))\right)=-2 v(z(P))-2 v(c)=v(x(P))-2 v(c)$.

Formal groups and Complex Multiplication. The main theorem of this section is the following.

Theorem 2.9. For any $\alpha \in \mathcal{O}=\operatorname{End}_{L_{v}}(E)$, the power series $F_{\alpha}(T) \in L_{v} \llbracket T \rrbracket$ has $v$-integral coefficients. In other words, the homomorphism of formal groups $F_{\alpha}(T)$ is defined over $R_{v}$.

Corollary 2.10. For any $n \geq 1$, the group $E_{n}\left(L_{v}\right)$ is an 0 -submodule of $E\left(L_{v}\right)$. Moreover, we have an isomorphism of 0 -modules

$$
E_{n}\left(L_{v}\right) / E_{n+1}\left(L_{v}\right) \cong l
$$

where $l$ is the residue field of $L_{v}$.
Proof of the corollary. First of all, the theorem shows that $\widehat{E}\left(\mathfrak{M}^{n}\right)$ is an 0-module with the action of $\alpha$ given by $z \mapsto F_{\alpha}(z)$. Now for any $P \in E_{n}\left(L_{v}\right)$, convergence of $F_{\alpha}(z(P))$ implies convergence of $w\left(F_{\alpha}(z(P))\right)$. But by (2.5), $F_{\alpha}(z(P))$ and $w\left(F_{\alpha}(z(P))\right)$ can only converge to $z(\alpha P)$ and $w(\alpha P)$ respectively. In particular, the isomorphism of groups $E_{n}\left(L_{v}\right) \cong \widehat{E}\left(\mathfrak{M}^{n}\right)$ is an isomorphism of $\mathbb{O}$-modules.

The second statement follows from the obvious isomorphism

$$
\widehat{E}\left(\mathfrak{M}^{n}\right) / \widehat{E}\left(\mathfrak{M}^{n+1}\right) \cong \mathfrak{M}^{n} / \mathfrak{M}^{n+1}
$$

As we will see, Theorem 2.9 follows easily from the theory of Néron models. However, we will also give a more elementary proof. The elementary proof actually consists of proofs for two special cases that together cover every case. One proof uses continuity of the coefficients of $F_{\alpha}(T)$ as functions of $\alpha$ and works only if $p$ splits in the field of fractions of $\mathcal{O}$. The other uses explicit equations for isogenies, but fails in the exceptional case where $p=2$ and 2 splits in 0 .

For both the Néron model proof and the elementary proof, we will need to deal with changes of coordinates in the Weierstrass equations, so we will use the following lemma.

Lemma 2.11. Every isomorphism $\psi: E \rightarrow E^{\prime}$ over $L_{v}$ of elliptic curves given by Weierstrass equations is of the form

$$
\psi(x, y)=\left(u^{2} x+r, u^{3} y+u^{2} s x+t\right)
$$

with $u \in L_{v}^{*}$ and $r, s, t \in L_{v}$. Such an isomorphism satisfies $\psi^{*} \omega^{\prime}=u^{-1} \omega$. Moreover, if $v(u) \geq 0$ and both $E$ and $E^{\prime}$ have $v$-integral coefficients, then $r, s$ and $t$ are $v$-integral.

Proof. This is exactly what is proven in the proof of [Silverman 1986, VII.1.3(d)].

Corollary 2.12. Let $\psi$ and $u$ be as above. If $v(u)=0$, then the power series $F_{\psi}(T)$ associated to $\psi$ as in (2.4) has v-integral coefficients.

Proof. From the equations above, we compute

$$
\phi^{*} z^{\prime}=\frac{u^{-1} z+r u^{-3} w}{1-s u^{-1} z-t u^{-3} w}
$$

As $u^{-1}, r, s, t \in R_{v}$, we find that $F_{\psi}(T)$ has coefficients in $R_{v}$.
Proof using Néron models. Suppose that the elliptic curves $E_{1}$ and $E_{2}$ are given by Weierstrass equations with coefficients in $R_{v}$ and let $\phi: E_{1} \rightarrow E_{2}$ be an isogeny, defined over $L_{v}$.
Lemma 2.13. If the Weierstrass equation for $E_{2}$ is minimal, that is, $v(\Delta)$ is minimal among all Weierstrass models of $E_{2}$ with coefficients in $R_{v}$, then $F_{\phi}(T)$ has $v$-integral coefficients.

Proof. Let $\mathscr{E}_{1}, \mathscr{E}_{2}$ be the closed subschemes of $\mathbb{P}_{R_{v}}^{2}$ given by the Weierstrass equations of $E_{1}, E_{2}$ and denote the smooth parts by $\mathscr{E}_{1}^{0}, \mathscr{E}_{2}^{0}$. We will prove, using the Néron model, that the map $\phi: E_{1} \rightarrow E_{2}$ can be extended to a morphism of schemes $\phi: \mathscr{E}_{1}^{0} \rightarrow \mathscr{E}_{2}^{0}$ over $R_{v}$.

We then localize this morphism at the closed point $s$ of the zero section of $\mathscr{E}_{2}^{0}$. Let $z_{2}=-x_{2} / y_{2}, w_{2}=-1 / y_{2}$ be the coordinate functions of $E_{2}$. The completion of the local ring

$$
\mathcal{O}_{\mathscr{C}_{2}, s}=R_{v}\left[z_{2}, w_{2}\right]_{\left(z_{2}\right)}
$$

with respect to the ideal $\left(z_{2}\right)$ is exactly the ring $R_{v} \llbracket z_{2} \rrbracket$ of power series in $z_{2}$, where we identify $w_{2}$ with the power series $w_{2}\left(z_{2}\right)$ that was defined below (2.3). As $\phi$ maps the zero section to the zero section, it induces a morphism $\left.\left.\left.R_{v}\left[\llbracket z_{2}\right]\right] \rightarrow R_{v} \llbracket z_{1}\right]\right]$. The image of $z_{2}$ under this morphism is exactly $F_{\phi}\left(z_{1}\right)$, so $F_{\phi}(T)$ has coefficients in $R_{v}$.

It remains to prove that the extension of $\phi$ exists. Let $\mathcal{N}$ denote the Néron model of $E_{2}$ over $R_{v}$ as in [Bosch, Lütkebohmert and Raynaud 1990, 1.2.1 and 1.3.2] or [Silverman 1994, § IV. 5 and IV.6.1]. Then $\mathcal{N}$ is a smooth $R_{v}$-scheme with generic fibre $\mathcal{N}_{L_{v}}=E_{2}$ which satisfies the following universal property: for any smooth $R_{v}$-scheme $X$ and any morphism of $L_{v}$-schemes $f: X_{L_{v}} \rightarrow E_{2}$, there exists a unique morphism of $R_{v}$-schemes $g: X \rightarrow \mathcal{N}$ extending $f$ in the sense that $g_{L_{v}}=f$.

The special fibre $\mathcal{N}_{l}$ of $\mathcal{N}$ may consist of multiple components. One of them contains the special fibre of the identity section. Let $\mathcal{N}^{0}$ denote $\mathcal{N}$ with all other components of $\mathcal{N}_{l}$ removed. Then by [Bosch, Lütkebohmert and Raynaud 1990, 1.5.5] or [Silverman 1994, IV.9.1], we have $\mathscr{E}_{2}^{0}=\mathcal{N}^{0}$. Moreover, by the universal property of the Néron model, $\phi$ extends to a unique morphism of $R_{v}$-schemes $\phi: \mathscr{E}_{1}^{0} \rightarrow \mathcal{N}$ and since the special fibre of $\mathscr{E}_{1}^{0}$ has only one component, the image lies inside $\mathcal{N}^{0}=\mathscr{E}_{2}^{0}$.
Proof of Theorem 2.9. If the Weierstrass model of $E$ is minimal, then Lemma 2.13 proves Theorem 2.9. Otherwise, let $E^{\prime \prime}$ be a minimal model. By a change of coordinates $z^{\prime}=u^{-1} z^{\prime \prime}, w^{\prime}=u^{-3} w^{\prime \prime}$ with $v(u) \geq 0$, we obtain a model $E^{\prime}$ from the minimal model $E^{\prime \prime}$ such that $v\left(\Delta\left(E^{\prime}\right)\right)=v(\Delta(E))$. Write $F_{\alpha}, F_{\alpha}^{\prime}$ and $F_{\alpha}^{\prime \prime}$ for the power series associated to $\alpha$ with respect to the different models. We know that $F_{\alpha}^{\prime \prime}$ has $v$-integral coefficients, so $F_{\alpha}^{\prime}(T)=u^{-1} F_{\alpha}^{\prime \prime}(u T)$ also has $v$-integral coefficients. As $v(\Delta(E))=v\left(\Delta\left(E^{\prime}\right)\right)$, it follows from Corollary 2.12 that $F_{\alpha}(T)$ has $v$-integral coefficients.

Elementary proof. Let $K$ be the field of fractions of $\mathbb{O}$.
Proof of Theorem 2.9 assuming that $p$ splits in $K / \mathbb{Q}$. For any nonnegative integer $n$, consider the map $\Phi_{n}: K_{v} \rightarrow L_{v}$, mapping $\alpha \in K_{v}$ to the $n$-th coefficient of the power series $\exp _{\widehat{E}^{\prime}}\left(\alpha \log _{\widehat{E}}(T)\right) \in L_{v}\left[[T]\right.$. The goal is to prove that $\Phi_{n}(0) \subset R_{v}$ for every $n$. As $p$ splits in $K / \mathbb{Q}$, we have $\mathbb{Q}_{p}=K_{v}$, so $\mathbb{O} \subset \mathbb{Z}_{p}$. The map $\Phi_{n}$ is continuous, because it is a polynomial map. Moreover, as $\widehat{E}$ is defined over $R$, we have $\Phi_{n}(\mathbb{Z}) \subset R$. Since $\mathbb{Z}$ is dense in $\mathbb{Z}_{p}$, we are done.

The ring $\mathbb{O}=\operatorname{End}_{L_{v}}(E)$ is an order in the imaginary quadratic field $K$; hence it is generated as a ring over $\mathbb{Z}$ by a single element $\alpha$. We have a homomorphism of rings $\mathbb{O} \rightarrow \operatorname{End}_{L_{v}}(\widehat{E})$ and we wish to show that the image is contained in the subring $\operatorname{End}_{R_{v}}(\widehat{E})$. It therefore suffices to prove that the generator $\alpha$ of $\mathcal{O}$ maps to an element of $\operatorname{End}_{R_{v}}(\widehat{E})$. We will use the formulas of Vélu [1971] that describe an isogeny explicitly in terms of its kernel. Therefore, we want to pick $\alpha$ in such a way that $v(N(\alpha))=0$ so that we know that the $\alpha$-torsion is $v$-integral.

We make such a choice as follows: let $p>0$ be the rational prime such that $v(p)>0$ and let $\alpha_{0}$ be any generator of $\mathbb{O}$. Write $\alpha=\alpha_{0}+n$ with $n \in \mathbb{Z}$. Then $N(\alpha)=N\left(\alpha_{0}\right)+n \operatorname{Tr}\left(\alpha_{0}\right)+n^{2}$ is a quadratic polynomial in $n$, and hence has at most two zeroes modulo $p$. The only case in which we cannot pick an integer $n$ with $p \nmid N(\alpha)$ is when $p=2$ and the polynomial has two distinct roots modulo 2 , that is, $p=2$ splits in $\mathcal{O}$.

Lemma 2.14. Let $E / L_{v}$ be an elliptic curve, given by a Weierstrass equation with coefficients $a_{1}, \ldots, a_{6} \in R_{v}$ and let $\Gamma$ be a finite subgroup of $E\left(L_{v}\right)$. Then there is an elliptic curve $E^{\prime}$, together with an isogeny $\sigma: E \rightarrow E^{\prime}$ with kernel $\Gamma$ such that
the coefficients of $F_{\sigma}(T)$ and the coefficients of the Weierstrass equation for $E^{\prime}$ are in the ring $B=\mathbb{Z}\left[a_{1}, \ldots, a_{6}, x(Q), y(Q): Q \in \Gamma\right]$ and moreover $\sigma^{*} \omega^{\prime}=\omega$.

Proof. Vélu's article [1971] gives a Weierstrass equation for an elliptic curve $E^{\prime}$ and an isogeny $\sigma: E \rightarrow E^{\prime}$ with kernel $\Gamma$. The coefficients of the Weierstrass equation are computed explicitly as elements of $B$. Moreover, the isogeny $\sigma$ is given as follows. Let $S$ be a complete set of representatives of $\Gamma /\{ \pm 1\}$. Then

$$
\begin{aligned}
\sigma^{*} x^{\prime} & =x+\sum_{Q \in S}\left(\frac{t_{Q}}{x-x_{Q}}+\frac{u_{Q}}{\left(x-x_{Q}\right)^{2}}\right) \\
\sigma^{*} y^{\prime} & =y+\sum_{Q \in S}\left(u_{Q} \frac{2 y+a_{1} x+a_{3}}{\left(x-x_{Q}\right)^{3}}+\frac{t_{Q}\left(a_{1}\left(x-x_{Q}\right)+\left(y-y_{Q}\right)\right)+v_{Q}}{\left(x-x_{Q}\right)^{2}}\right)
\end{aligned}
$$

where for each $Q \in S$, Vélu gives $t_{Q}, u_{Q}$ and $v_{Q}$ explicitly as elements of $B$.
The power series $w(T)=\mathscr{P}\left(-\frac{1}{y}\right)$ has coefficients in $\mathbb{Z}\left[a_{1}, \ldots, a_{6}\right]$ and starts with $T^{3}$. Therefore, $\mathscr{P}(x)=T / w(T)$ and $\mathscr{P}(y)=-1 / w(T)$ have coefficients in $\mathbb{Z}\left[a_{1}, \ldots, a_{6}\right]$ and start with $T^{-2}$ and $-T^{-3}$ respectively. The formula above now shows that $\mathscr{P}\left(\sigma^{*} x^{\prime}\right)$ and $\mathscr{P}\left(\sigma^{*} y^{\prime}\right)$ have coefficients in $B$ and the lowest degree terms are respectively $T^{-2}$ and $-T^{-3}$. As a consequence, $F_{\sigma}(T)=-\mathscr{P}\left(\sigma^{*} y\right)$ is a power series over $B$ with lowest degree term $T$.

Proof of Theorem 2.9 if $v(2)=0$ or 2 does not split in $\mathbb{O} / \mathbb{Z}$. As we have noted before, we can pick $\alpha$ such that $\mathbb{O}=\mathbb{Z}[\alpha]$ and $v(N(\alpha))=0$ and it suffices to prove the theorem for such an $\alpha$.

Without loss of generality, we may assume that $L_{v}$ contains the coordinates of all points in the kernel $E[\alpha]$ of $\alpha$.

Apply Lemma 2.14 with $\Gamma=E[\alpha]$ to get an isogeny $\sigma$ with kernel $E[\alpha]$. Then by [Silverman 1986, III.4.11], there is an isomorphism $\psi: E^{\prime} \rightarrow E$ such that $\alpha=\psi \circ \sigma$.

Notice that every point in $E[\alpha]$ is $N(\alpha)$-torsion, so its coordinates are $v$-integral by [Silverman 1986, VII.3.4]. Therefore, both $F_{\sigma}(T)$ and $E^{\prime}$ have $v$-integral coefficients. The power series $F_{\psi}(T)$ also has $v$-integral coefficients because of Corollary 2.12 and $v(u)=-v(\alpha)=0$. As $F_{\alpha}(T)=F_{\psi \circ \sigma}(T)=F_{\psi}\left(F_{\sigma}(T)\right)$, this finishes the proof.

Integrality of torsion points. We finish our discussion of formal groups with a result on integrality of $\mathcal{O}$-torsion points.

Let $\mathscr{F}$ be any formal group over $R_{v}$ and suppose that $\operatorname{End}_{R_{v}}(\mathscr{F})$ contains a subring $\mathcal{O}$ isomorphic to an order in a number field. Identify $f(T) \in \mathbb{O}$ with $f^{\prime}(0) \in R_{v}$ and let $\mathfrak{p}=\mathfrak{O} \cap \mathfrak{M}$.

Lemma 2.15. View $\mathscr{F}(\mathfrak{M})$ as an $\mathcal{O}$-module. Then for any torsion element $z \in$ $\mathscr{F}(\mathfrak{M})$, the annihilator of $z$ is $\mathfrak{p}$-primary, that is, not divisible by a prime different from $\mathfrak{p}$.

Proof. For any $\alpha \in \mathbb{O} \subset R$, denote the corresponding element of $\operatorname{End}_{R_{v}}(\mathscr{F})$ by $[\alpha]$. Suppose that $z$ has annihilator $\mathfrak{a}$. Write $\mathfrak{a}=\mathfrak{b} \mathfrak{c}$, where $\mathfrak{c}$ is $\mathfrak{p}$-primary and $\mathfrak{b}$ is coprime to $\mathfrak{p}$. We need to prove $\mathfrak{b}=0$. So suppose that $\mathfrak{b} \neq 0$. Take any pair of elements $\alpha \in \mathfrak{c} \backslash \mathfrak{a}$ and $\beta \in \mathfrak{b} \backslash \mathfrak{p}$, so $\alpha \beta \in \mathfrak{a}$. Now $[\alpha] z$ is a nonzero element of $\mathscr{F}(\mathfrak{M})$ that is in the kernel of $[\beta]$. But $[\beta](T)=\beta T+\cdots$ is an isomorphism, because $v(\beta)=0$. Contradiction.
Now suppose again that $E / L_{v}$ is an elliptic curve, given by a Weierstrass equation with coefficients in $R_{v}$. Let $\mathbb{O}=\operatorname{End}_{L_{v}}(E)$ and $\mathfrak{p}=\mathfrak{M} \cap \mathcal{O}$.
Corollary 2.16. Suppose that $Q \in E\left(L_{v}\right)$ is a torsion point. If the annihilator of $Q$ is not $\mathfrak{p}$-primary, then $x(Q)$ is $v$-integral.

## 3. Elliptic divisibility sequences with complex multiplication

Let $E / L$ be an elliptic curve, given by a Weierstrass equation with coefficients in the ring of integers of the number field $L$. Let $\mathbb{O}=\operatorname{End}_{L}(E)$ and let $K$ be the field of fractions of $\mathbb{O}$. There is a natural choice of an embedding of $K$ into $L$ mapping an endomorphism to the element of $L$ by which it multiplies invariant differentials of $E$.

Fix a point $P \in E(L)$ and let $\left(B_{\alpha}\right)_{\alpha \in \mathbb{O}}$ be defined by $x(\alpha P) \mathcal{O}_{L}=A_{\alpha} B_{\alpha}^{-2}$ (with $A_{\alpha}$ and $B_{\alpha}$ coprime). For an example, see Table 1.

In the previous section, we have defined $\mathbb{O}$-submodules $E_{n}\left(L_{v}\right)$ of $E\left(L_{v}\right)$ for which

$$
\begin{equation*}
v\left(B_{\alpha}\right) \geq n \Longleftrightarrow \alpha P \in E_{n}\left(L_{v}\right) \tag{3.1}
\end{equation*}
$$

As a consequence, we get the following result.
Lemma 3.2. For all $\alpha, \beta \in \mathbb{O}$, if $\alpha \mid \beta$, then $B_{\alpha} \mid B_{\beta}$.
The elliptic divisibility sequence associated to $P$ is the sequence $\left(B_{\mathfrak{a}}\right)_{\mathfrak{a}}$, indexed by ideals $\mathfrak{a}$ of $\mathcal{O}$ and given by

$$
B_{\mathfrak{a}}=\sum_{\alpha \in \mathfrak{a}} B_{\alpha}
$$

In other words, for every discrete valuation $v$ of $L$, we have

$$
v\left(B_{\mathfrak{a}}\right)=\min _{\alpha \in \mathfrak{a}} v\left(B_{\alpha}\right)
$$

By Lemma 3.2, we have $B_{\alpha 0}=B_{\alpha}$ for every $\alpha \in \mathbb{O}$. Moreover, by definition we have the weak divisibility property: if $\mathfrak{a} \mid \mathfrak{b}$, then $B_{\mathfrak{a}} \mid B_{\mathfrak{b}}$. Actually, we even have the following strong divisibility property.

| $\alpha$ | $B_{\alpha}$ |
| :---: | :---: |
| 1 | $1=1$ |
| $1+i$ | $1+i$ |
| 2 | $(1+i)^{2}=2$ |
| $2+i$ | $2-i$ |
| $2+2 i$ | (3) $(\underline{1+i})^{3}$ |
| 3 | $(3+2 i)(3-2 i)=13$ |
| $3+i$ | $(\underline{1+i})(\underline{2+i})(4-i)$ |
| $3+2 i$ | $(5+4 i)(6-i)$ |
| $3+3 i$ | $(1+i)(3+2 i)(3-2 i)$ |
| 4 | $(\underline{1+i})^{4}(\underline{3})(7)=\underline{2}^{2} \cdot 3 \cdot 7$ |
| $4+i$ | $(5-2 i)(14-i)$ |
| $4+2 i$ | $(\underline{1+i})^{2}(\underline{4+i})(\underline{2-i})(16+9 i)$ |
| $4+3 i$ | $(2+i)(14-9 i)(32+23 i)$ |
| $4+4 i$ | $(\underline{1+i})^{5}(\underline{3})(\underline{7})(8+7 i)(8-7 i)$ |
| 5 | $(\underline{2+i})^{2}(\underline{2-i})^{2}(6+5 i)(6-5 i)=5^{2} \cdot 61$ |
| $5+i$ | $(\underline{1+i})(\underline{6+i})(\underline{5-4 i})(31-20 i)$ |
| $5+2 i$ | $(11+4 i)(2+7 i)(40+17 i)$ |
| $5+3 i$ | $(1+i)(14+i)(5+2 i)(159-40 i)$ |
| $5+4 i$ | $(17-10 i)(27-2 i)(173+172 i)$ |
| $\vdots$ |  |
| 6 | $(\underline{1+i})^{2}(\underline{3+2 i})(\underline{3-2 i})(239)=\underline{2} \cdot \underline{13} \cdot 239$ |
| 7 | $(1469+84 i)(1469-84 i)=2165017$ |
| 8 | $(\underline{1+i})^{6}(\underline{3})(\underline{7})(31)(\underline{8+7 i})(\underline{8-7 i})(16+i)(16-i)=\underline{2^{3} \cdot \underline{3} \cdot \underline{7} \cdot 31 \cdot 113} \cdot 257$ |

Table 1. The curve $E: y^{2}=x^{3}-2 x$ has $C M$ by $\mathbb{Z}[i]$ via $i(x, y)=(-x, i y)$. This table gives the sequence defined by $P=(-1,1)$. The nonprimitive divisors are underlined in both the $\mathbb{Z}[i]$-indexed sequence on the left and the $\mathbb{Z}$-indexed sequence on the right. Some primitive divisors on the right are not primitive on the left.

Lemma 3.3. For any pair of $(\mathbb{O}$-ideals $\mathfrak{a}, \mathfrak{b}$, we have

$$
B_{\mathfrak{a}+\mathfrak{b}}=B_{\mathfrak{a}}+B_{\mathfrak{b}}
$$

Proof. The divisibility property implies that the left hand side divides the right. Now let $v$ be a discrete valuation of $L$ and let $n$ be the valuation of the right hand side. Then $v\left(B_{\mathfrak{a}}\right), v\left(B_{\mathfrak{b}}\right) \geq n$, so $\alpha P$ and $\beta P$ are in the group $E_{n}\left(L_{v}\right)$ for all $\alpha \in \mathfrak{a}, \beta \in \mathfrak{b}$. As every element of $\mathfrak{a}+\mathfrak{b}$ is of the form $\alpha+\beta$ and we have that
$(\alpha+\beta) P=\alpha P+\beta P$, it follows that $\gamma P \in E_{n}\left(L_{v}\right)$ for every $\gamma \in \mathfrak{a}+\mathfrak{b}$, so the valuation of the right hand side is at least $n$.

Notice that any interpolation of the $\mathbb{O}$-indexed sequence to an ideal-indexed sequence is completely determined by the strong divisibility property.

We call a prime $\mathfrak{q}$ of $L$ a primitive divisor of $B_{\mathfrak{a}}$ if it divides $B_{\mathfrak{a}}$, but does not divide any $B_{\mathfrak{b}}$ with $\mathfrak{a} \nmid \mathfrak{b}$. Given $\mathfrak{q}$, there is a unique ideal $\mathfrak{r}_{\mathfrak{q}}$ of $\mathcal{O}$ such that $\mathfrak{q}$ is a primitive divisor of $B_{\mathfrak{r}_{\mathfrak{q}}}$. We call $\mathfrak{r}_{\mathfrak{q}}$ the rank of apparition of $\mathfrak{q}$. Notice that $\mathfrak{r}_{\mathfrak{q}}$ is the annihilator of $P$ in the $\mathbb{O}$-module $E\left(L_{\mathfrak{q}}\right) / E_{1}\left(L_{\mathfrak{q}}\right)$, which is the reduction of $E$ modulo $\mathfrak{q}$ if $E$ is nonsingular modulo $\mathfrak{q}$. For any ideal $\mathfrak{a}$ of $\mathbb{O}$, we have

$$
\mathfrak{q}\left|B_{\mathfrak{a}} \Longleftrightarrow \mathfrak{r}_{\mathfrak{q}}\right| \mathfrak{a}
$$

For any $\mathfrak{a}$, we can factor the ideal $B_{\mathfrak{a}}$ as a product of an ideal $D_{\mathfrak{a}}$ and an ideal $B_{\mathfrak{a}} / D_{\mathfrak{a}}$ in such a way that all primes dividing $D_{\mathfrak{a}}$ are primitive divisors of $B_{\mathfrak{a}}$ and all primes dividing $B_{\mathfrak{a}} / D_{\mathfrak{a}}$ are not. We call $D_{\mathfrak{a}}$ the primitive part of $B_{\mathfrak{a}}$. In the same way, we can define the primitive part of the classical $\mathbb{Z}$-indexed sequence and denote it by $D_{n}^{\mathbb{Z}}$. The Main Theorem is equivalent to the statement that $D_{\mathfrak{a}}=\mathcal{O}_{L}$ for only finitely many $\mathfrak{a}$ coprime to the conductor.
Valuations. For any discrete valuation $v$ of $L$, let $p$ be the characteristic of the residue field. For any ideal $\mathfrak{a}$ of $\mathcal{O}$, set $v(\mathfrak{a})=\min _{\alpha \in \mathfrak{a}} v(\alpha)$, or equivalently $v(\mathfrak{a})=$ $v\left(\mathfrak{a} O_{L}\right)$. From the theory of formal groups, we get the following important property of elliptic divisibility sequences.

Lemma 3.4. For every pair of nonzero integral $\mathfrak{O}$-ideals $\mathfrak{a}$, $\mathfrak{b}$, if $v\left(B_{\mathfrak{a}}\right)>\frac{v(p)}{p-1}$, then

$$
v\left(B_{\mathfrak{a b}}\right)=v\left(B_{\mathfrak{a}}\right)+v(\mathfrak{b})
$$

Proof. Assume first that $\mathfrak{a}$ and $\mathfrak{b}$ are principal, say $\mathfrak{a}=\alpha 0$ and $\mathfrak{b}=\beta 0$. Then the statement follows immediately from Proposition 2.8 applied to the map $\beta$ and the point $\alpha P$.

Now let $\mathfrak{a}$ and $\mathfrak{b}$ be arbitrary. We claim

$$
v\left(B_{\mathfrak{a b}}\right)=\min _{\substack{\alpha \in \mathfrak{a} \\ \beta \in \mathfrak{b}}} v\left(B_{\alpha \beta}\right) .
$$

Proof of the claim: If $\alpha \in \mathfrak{a}, \beta \in \mathfrak{b}$, then $\alpha \beta \in \mathfrak{a b}$, so " $\leq$ " follows from the divisibility property. On the other hand, let $\gamma \in \mathfrak{a b}$ be such that $v\left(B_{\gamma}\right)$ is minimal. Then $v\left(B_{\mathfrak{a b}}\right)=v\left(B_{\gamma}\right)$. We can write $\gamma$ in the form $\gamma=\alpha_{1} \beta_{1}+\cdots+\alpha_{n} \beta_{n}$, so by (3.1), we have

$$
v\left(B_{\gamma}\right) \geq \min _{1 \leq i \leq n} v\left(B_{\alpha_{i} \beta_{i}}\right) \geq \min _{\substack{\alpha \in \mathfrak{a} \\ \beta \in \mathfrak{b}}} v\left(B_{\alpha \beta}\right),
$$

which proves the claim.

Notice that by the divisibility property, $v\left(B_{\alpha}\right) \geq v\left(B_{\mathfrak{a}}\right)>\frac{v(p)}{p-1}$ for all $\alpha \in \mathfrak{a}$, so the claim implies

$$
v\left(B_{\mathfrak{a b}}\right)=\min _{\substack{\alpha \in \mathfrak{a} \\ \beta \in \mathfrak{b}}}\left(v\left(B_{\alpha}\right)+v(\beta)\right)=\min _{\alpha \in \mathfrak{a}} v\left(B_{\alpha}\right)+\min _{\beta \in \mathfrak{b}} v(\beta)=v\left(B_{\mathfrak{a}}\right)+v(\mathfrak{b})
$$

Lemma 3.4 for $\mathbb{Z}$-indexed sequences is also given by Silverman [1988] for $L=\mathbb{Q}$ and Cheon and Hahn [1998; 1999] for $L$ an arbitrary number field. The versions in [Silverman 1988] and [Cheon and Hahn 1999] are correct, but, unfortunately, [Cheon and Hahn 1998] omits the condition $v\left(B_{m}\right)>v(p) /(p-1)$ and mentions only the weaker condition $v\left(B_{m}\right)>0$, which is too weak, as we can see from the following example.
Example 3.5. Let $E / \mathbb{Q}$ be given by the Weierstrass equation $y^{2}+x y=x^{3}+x^{2}-2 x$ and let $P=\left(-\frac{1}{4}, \frac{7}{8}\right) \in E(\mathbb{Q})$. Then $P$ is a nontorsion point and $2 P=\left(\frac{121}{64}, \frac{913}{512}\right)$, so $B_{1}=2, B_{2}=8$, so that $\operatorname{ord}_{2}\left(B_{2}\right) \neq \operatorname{ord}_{2}\left(B_{1}\right)+\operatorname{ord}_{2}(2)$, contradicting Lemma 1 of [Cheon and Hahn 1998].

Suppose that $v$ is normalized, that is, $v\left(L^{*}\right)=\mathbb{Z}$. If $v(p)<p-1$, then the conditions $v\left(B_{\mathfrak{a}}\right)>0$ and $v\left(B_{\mathfrak{a}}\right)>v(p) /(p-1)$ are equivalent. Notice that we can only have $v(p) \geq p-1$ if $v$ is ramified or $p=2$, so there are only finitely many valuations for which we cannot use the weaker condition $v\left(B_{\mathfrak{a}}\right)>0$.

In fact, if $L=\mathbb{Q}$ and 2 divides the coefficient $a_{1}$ of the Weierstrass equation (2.1), then the duplication formula [Silverman 1986, III.2.3(d)] tells us that even in the case $v(2)>0$ we may use the condition $v\left(B_{m}\right)>0$.

For the finitely many remaining valuations, we will use an asymptotic version. The first step is the following lemma.

Lemma 3.6. For any pair of elements $\alpha, \beta \in \mathbb{Z}$, if $v\left(B_{\alpha}\right)>0$, then

$$
v\left(B_{\alpha \beta}\right) \geq v\left(B_{\alpha}\right)
$$

where we have equality if and only if $v(\beta)=0$.
Proof. Let $n=v\left(B_{\alpha}\right)$. By Corollary 2.10, the 0-module $E_{n}\left(L_{v}\right) / E_{n+1}\left(L_{v}\right)$ is isomorphic to the residue field $l$ of $L_{v}$. If $v(\beta)=0$, then $\beta$ induces an automorphism of $l$, and hence we have equality. Otherwise, $\beta$ acts as multiplication by 0 on $l$ and we have $v\left(B_{\alpha \beta}\right)>n$.

For any valuation $v$, let $r$ be the positive generator of $\mathfrak{r}_{v} \cap \mathbb{Z}$, where $\mathfrak{r}_{v}$ is the rank of apparition of $v$.

Lemma 3.7. There is a bound $F_{v} \in \mathbb{Z}$ such that for all integers $m \in r \mathbb{Z}$, we have $\left|v\left(B_{m}\right)-v(m)\right| \leq F_{v}$.
Proof. Let $r>0$ be a generator of $\mathfrak{r}_{v} \cap \mathbb{Z}$, let $k$ be the smallest integer greater than $v(p) /(p-1)$ and let $p^{l}$ be the largest power of $p$ dividing $m / r$. Then Lemma 3.6
gives $v\left(B_{m}\right)=v\left(B_{r p^{l}}\right)$, so we may assume $m=r p^{l}$. If $l \geq k$, then Lemma 3.4 with $\mathfrak{b}=\left(p^{l-k}\right), \mathfrak{a}=\left(r p^{k}\right)$ gives $v\left(B_{m}\right)-v(m)=v\left(B_{r p^{k}}\right)-v\left(r p^{k}\right)$, which is constant and there are only finitely many remaining possibilities for $l$.

Corollary 3.8. For all pairs $(m, n) \in(r \mathbb{Z} \times \mathbb{Z})$, we have $\left|v\left(B_{m n}\right)-v\left(B_{m}\right)-v(n)\right| \leq$ $2 F_{v}$.

For every ideal $\mathfrak{a}$ of $\mathbb{O}$, set $N(\mathfrak{a})=[\mathcal{O}: \mathfrak{a}]$.
Corollary 3.9. For every ideal $\mathfrak{a}$ of $\mathbb{O}$, we have $v\left(B_{\mathfrak{a}}\right) \leq F_{v}+v(N(\mathfrak{a}))$.
Proof. By the divisibility property, we have $v\left(B_{\mathfrak{a}}\right) \leq v\left(B_{N(\mathfrak{a})}\right) \leq v(N(\mathfrak{a}))+F_{v}$.
Silverman's proof. In [1988], Silverman proved that for $\mathbb{O}=\mathbb{Z}$, all but finitely many terms have a primitive divisor. His proof generalizes to arbitrary number fields $L$, but not to sequences indexed by quadratic imaginary orders. We will now look at Silverman's proof and see what goes wrong if we try to apply it to sequences indexed by (ideals of) the endomorphism ring.

Let $V^{\infty}$ be the set of archimedean valuations of $L$ that restrict to the standard absolute value on $\mathbb{Q}$. Let $V^{0}$ be the set of nonarchimedean valuations of $L$ that are normalized in the sense that each satisfies $\left|\frac{1}{p}\right|_{v}=p$ for some prime number $p \in \mathbb{Z}$. For every $v \in V=V^{\infty} \cup V^{0}$, let $n_{v}=\left[L_{v}: \mathbb{Q}_{v}\right]$. For fractional ideals $I$ of $L$, set $\|I\|=\left|N_{L / \mathbb{Q}}(I)\right|^{1 /[L: \mathbb{Q}]}$. Let $h_{x}$ be the height on $E$ relative to $x$, defined by $h_{x}(P)=h(x(P))$, where $h$ is the logarithmic height on $\overline{\mathbb{Q}}$ as given in [Silverman 1986, § VIII.6]. Then by definition

$$
\begin{align*}
h_{x}(\alpha P) & =\sum_{v \in V} \frac{n_{v}}{[L: \mathbb{Q}]} \log \max \left\{|x(\alpha P)|_{v}, 1\right\} \\
& =\log \left\|B_{\alpha}^{2}\right\|+\sum_{v \in V^{\infty}} \frac{n_{v}}{[L: \mathbb{Q}]} \log \max \left\{|x(\alpha P)|_{v}, 1\right\} . \tag{3.10}
\end{align*}
$$

A theorem of Siegel [Silverman 1986, IX.3.1] says that the (finitely many) terms in the final sum are $o(1) h_{x}(\alpha P)$ as $\|\alpha\|$ tends to infinity, where $o(1)$ denotes something which tends to 0 . At the same time, those terms are clearly nonnegative, so

$$
(1-o(1)) h_{x}(\alpha P) \leq \log \left\|B_{\alpha}^{2}\right\| \leq h_{x}(\alpha P) \quad \text { as }\|\alpha\| \rightarrow \infty .
$$

We express this in terms of the canonical height function $\widehat{h}: E(\overline{\mathbb{Q}}) \rightarrow \mathbb{R}$, as defined in [Silverman 1986, § VIII.9]. That function satisfies

$$
\widehat{h}(P)=(\operatorname{deg}(f))^{-1} h(f(P))+O(1)
$$

for every function $f \in L(E)$ and hence $\widehat{h}(\phi(P))=\operatorname{deg}(\phi) \widehat{h}(P)$ for every isogeny of elliptic curves $\phi$. As the degree of multiplication by $\alpha$ is $\|\alpha\|^{2}$ and the degree
of the function $x$ is 2 , we get

$$
(1-o(1))\|\alpha\|^{2} \widehat{h}(P) \leq \frac{1}{2} \log \left\|B_{\alpha}^{2}\right\| \leq\|\alpha\|^{2} \widehat{h}(P)+O(1) \quad \text { as }\|\alpha\| \rightarrow \infty
$$

The classical proof of the existence of primitive divisors is based on these estimates, combined with the following result. Let $D_{n}^{\mathbb{Z}}$ be the primitive part of $B_{n}$ in the $\mathbb{Z}$-indexed sequence, so $B_{n} / D_{n}^{\mathbb{Z}}$ is the greatest $O_{L}$-ideal dividing $B_{n}$ that is not divisible by any primitive divisors of $B_{n}$.

Lemma 3.11. There is a positive integer $N$ such that for all $n \in \mathbb{Z}$,

$$
\left.\frac{B_{n}}{D_{n}^{\mathbb{Z}}} \right\rvert\, N \prod_{p} p B_{n / p}
$$

where the product ranges over the primes dividing $n$.
Proof. Let $v$ be a discrete valuation of $L$, normalized by $v\left(L^{*}\right)=\mathbb{Z}$ and let $\mathfrak{q} \subset 0_{L}$ be the prime ideal corresponding to $v$.

Suppose that the valuation of the left hand side is positive. Then $\mathfrak{q}$ is not a primitive divisor of $B_{n}$, so there is a prime $p \mid n$ for which $v\left(B_{n / p}\right)>0$.

Let $r>0$ be such that $r \mathbb{Z}=\mathfrak{r}_{v} \cap \mathbb{Z}$ and let $q>0$ be the rational prime such that $v(q)>0$. If $v(q)<q-1$, then apply Lemma 3.4 with $\mathfrak{a}=(n / p)$ and $\mathfrak{b}=(p)$. This yields $v\left(B_{n}\right)=v\left(B_{n / p}\right)+v(p)$, which is at most equal to the valuation of the right hand side.

For the finitely many valuations with $v(q) \geq q-1$, we apply Corollary 3.8 and find that $v\left(B_{n}\right) \leq v\left(B_{n / p}\right)+v(p)+2 F_{v}$. Hence the assertion follows if we take $N$ such that $v(N) \geq 2 F_{v}$ for those finitely many valuations.

The lemma and the estimates together imply

$$
\begin{aligned}
\log \left\|D_{n}^{\mathbb{Z}}\right\| & \geq \log \left\|B_{n}\right\|-\log \|n\|-\sum_{p \mid n} \log \left\|B_{n / p}\right\|-\log \|N\| \\
& \geq\left(1-o(1)-\sum_{p \mid n} p^{-2}\right) n^{2} \widehat{h}(P) \quad(n \rightarrow \infty),
\end{aligned}
$$

where $1-\sum_{p \mid n} p^{-2} \geq 0.547$. From some point on, $\left\|D_{n}^{\mathbb{Z}}\right\|$ has to be greater than 1 , which proves the following theorem.

Theorem 3.12 ([Silverman 1988]). For all but finitely many $n \in \mathbb{N}, B_{n}$ has a primitive divisor in the $\mathbb{Z}$-indexed sequence.

Unfortunately, this proof does not work for elliptic divisibility sequences with complex multiplication, since there are too many primes of small norm: if we
repeat the argument for example with $\mathbb{O}=\mathbb{Z}[i]$, then the estimate becomes

$$
\log \left\|D_{\alpha}\right\| \geq\left(1-o(1)-\sum_{\mathfrak{p} \mid \alpha}|\mathfrak{p}|^{-2}\right)|\alpha|^{2} \widehat{h}(P)
$$

If $30 \mid \alpha$, then $1+i, 2+i, 2-i$ and 3 are prime divisors of $\alpha$ and $\sum_{\mathfrak{p} \mid \alpha}|\mathfrak{p}|^{-2} \geq$ $\frac{1}{2}+\frac{1}{9}+\frac{1}{5}+\frac{1}{5}>1$, which makes the estimate useless.

The proof of Theorem 3.12 that we have seen is an inclusion-exclusion argument with a single inclusion and one exclusion for every prime, which is insufficient in the general case as we have just shown. Therefore, we will go all the way with the inclusion-exclusion principle.

Notice that every inclusion gives an $o(1)$, so if we have a growing number of inclusions, then we need to know more about the $o(1)$ functions involved. Furthermore, inclusion-exclusion works best with unique factorization, so we really need the ideal-indexed sequence and our estimates will need to hold for the ideal-indexed sequence as well.

We start with the estimates for the element-indexed sequence.
David's Theorem. The more explicit version of Siegel's theorem that we will use is David's theorem. It estimates linear forms in elliptic logarithms and the result is similar to Baker's result for ordinary logarithms.

Let $L \subset \mathbb{C}$ be a number field, $k$ an integer and $E / L$ an elliptic curve, together with a lattice $\Lambda$ and a complex analytic isomorphism $f: \mathbb{C} / \Lambda \rightarrow E(\mathbb{C})$. For $1 \leq i \leq k$, fix an $L$-valued point $P_{i} \in E(L)$ and an elliptic logarithm $u_{i}$ of $P_{i}$, that is, a complex number $u_{i}$ such that $f\left(u_{i}\right)=P_{i}$.

Theorem 3.13 (David). Let $\mathscr{L}$ be the linear form $X_{1} u_{1}+\cdots+X_{k} u_{k}$ in the variables $X_{1}, \ldots, X_{k}$. There exists a constant $F$, depending on $E, L, f$ and the $P_{i}$, such that for all $b=\left(b_{1}, \ldots, b_{k}\right) \in L^{n}$, if $B=\max _{i}\left\{H\left(b_{i}\right)\right\}$ is sufficiently large and $\mathscr{L}(b) \neq 0$, then

$$
\log |\mathscr{L}(b)|>-F \log (B)(\log \log (B))^{k+1}
$$

Proof. This is a special case of [David 1995, Théorème 2.1].
Corollary 3.14. Let $E$ be an elliptic curve, given by a general Weierstrass equation with coefficients in a number field $L$ and let $P \in E(L)$ be a point of infinite order. For any archimedean valuation $v$ of $L$, there is a constant $G$ such that for all $\alpha \in \mathcal{O}$ with $\|\alpha\|$ large enough,

$$
\log |x(\alpha P)|_{v}<G \log \|\alpha\|(\log \log \|\alpha\|)^{4}
$$

Proof. Completion with respect to $v$ gives an embedding of $L$ into $\mathbb{C}$. Now let $u_{1}, u_{2} \in \mathbb{C}$ be generators of the period lattice $\Lambda$ of $E$, define $\mathscr{F}=\left(\left[-\frac{1}{2}, \frac{1}{2}\right] u_{1}+\right.$ $\left.\left[-\frac{1}{2}, \frac{1}{2}\right] u_{2}\right)$ and let $u_{3} \in \mathbb{C}$ be an elliptic logarithm of $P$. Take $b_{3}=\alpha$ and let
$b_{1}, b_{2} \in \mathbb{Z}$ be such that $\mathscr{L}=b_{1} u_{1}+b_{2} u_{2}+b_{3} u_{3}$ is in $\mathscr{F}$. Then $f(\mathscr{L})=\alpha P$ and on the compact set $\mathscr{F}$, we have $x(f(z))=z^{-2} g(z)$ for a holomorphic, hence bounded, function $g$. Therefore, there is a constant $C$ such that

$$
\begin{aligned}
\log |x(\alpha P)| & \leq-2 \log |\mathscr{L}|+C \\
& <2 F \log (B)(\log \log (B))^{4}+C
\end{aligned}
$$

if $B=\max _{i}\left|b_{i}\right|$ is large enough.
As $-b_{1} u_{1}$ is the integer multiple of $u_{1}$ that is nearest to the intersection of the line $u_{1} \mathbb{R}$ with the line $\alpha u_{3}+u_{2} \mathbb{R}$, we see that $\left|b_{1}\right|$ is bounded by a linear function in $|\alpha|$. In the same way, $\left|b_{2}\right|$ is also bounded by a linear function in $|\alpha|$.
If we apply this to (3.10), then we get

$$
\log \left\|B_{\alpha}\right\|=\|\alpha\|^{2} \widehat{h}(P)+O\left(\log \|\alpha\|(\log \log \|\alpha\|)^{4}\right) \quad(\|\alpha\| \rightarrow \infty)
$$

Attaching points to the ideal-indexed sequence. David's theorem uses points on elliptic curves, but we need the estimates also for the ideal-indexed sequence. Therefore, for every ideal $\mathfrak{a}$ of $\mathcal{O}$, we will define a point $\mathfrak{a} P$. These points will not all lie on $E$, but they will lie on a finite set of isogenous curves.

For any $\alpha \in \mathbb{O}$, let $E[\alpha]$ be the kernel of $[\alpha]$. Then for any ideal $\mathfrak{a}$, we define

$$
E[\mathfrak{a}]=\bigcap_{\alpha \in \mathfrak{a}} E[\alpha]
$$

and we get a quotient isogeny

$$
\mathfrak{a}: E \rightarrow E / E[\mathfrak{a}]=: E_{\mathfrak{a}}
$$

which is defined over $L$ [Silverman 1986, III.4.13.2]. Let $\mathscr{C}$ be the set of integral $\mathcal{O}$-ideals modulo equivalence, where we call $\mathfrak{a}$ and $\mathfrak{b}$ equivalent if there exists an element $x \in K^{*}$ such that $\mathfrak{a}=x \mathfrak{b}$. By [Cox 1989, Proposition 7.4], the set $\mathscr{C}$ is the union of the class groups of the orders $\mathbb{O}^{\prime} \subset \mathbb{O}_{K}$ that contain $\mathbb{O}$, hence it is finite. If $\mathfrak{a}$ and $\mathfrak{b}$ are in the same class in $\mathscr{C}$, then the curves $E_{\mathfrak{a}}$ and $E_{\mathfrak{b}}$ are isomorphic over $L$. For each class $[\mathfrak{a}] \neq[0]$ in $\mathscr{C}$, we fix an elliptic curve $E_{[\mathfrak{a}]}$, together with a Weierstrass equation with coefficients in $\mathbb{O}_{L}$, such that $E_{[\mathfrak{a}]}$ is isomorphic to $E_{\mathfrak{a}}$. For the trivial class, we take $E_{[0]}=E$. Then we have an isogeny $\mathfrak{a}: E \rightarrow E_{[\mathfrak{a}]}$ which is defined up to automorphism of $E_{[a]}$.

For any pair of ideals $\mathfrak{a}, \mathfrak{b}$ such that $\mathfrak{a} \mid \mathfrak{b}$, there exists a unique quotient isogeny $\lambda=\lambda_{\mathfrak{a}, \mathfrak{b}}$ such that $\mathfrak{b}=\lambda \circ \mathfrak{a}$ [Silverman 1986, III.4.11]. As both $\mathfrak{a}$ and $\mathfrak{b}$ are defined over $L$, so is $\lambda$.

For every ideal $\mathfrak{a}$, the point $\mathfrak{a} P \in E_{[\mathfrak{a}]}(L)$ is defined up to automorphism of $E_{[\mathfrak{a}]}$. We now define $\widetilde{A}_{\mathfrak{a}}$ and $\widetilde{B}_{\mathfrak{a}}$ to be the coprime $\mathcal{O}_{L}$-ideals such that

$$
x(\mathfrak{a} P) \mathbb{O}_{L}=\widetilde{A}_{\mathfrak{a}} \widetilde{B}_{\mathfrak{a}}^{-2}
$$

It follows from Corollary 2.10 that $\widetilde{B}_{\mathfrak{a}}$ depends only on the ideal $\mathfrak{a}$ and the choice of Weierstrass equation, but not on the automorphism. Moreover, $\alpha P=(\alpha \mathbb{O}) P$ (up to automorphism), so if $\mathfrak{a}$ is principal, then $\widetilde{B}_{\mathfrak{a}}=B_{\mathfrak{a}}$.

For every ideal class [ $\mathfrak{a}$ ], define the invariant differential

$$
\omega_{[\mathfrak{a}]}=\omega_{E_{[a]}}=\frac{d x_{E_{[a]}}}{y_{E_{[a]}}}
$$

and the fractional $\mathcal{O}_{L}$-ideal

$$
C_{[\mathfrak{a}]}=\frac{\mathfrak{a}^{*} \omega_{[\mathfrak{a}]}}{\omega_{E}}\left(\mathfrak{a} O_{L}\right)^{-1}
$$

Note that the ideal $C_{[\mathfrak{a}]}$ does not depend on the choice of a representative $\mathfrak{a}$ and that $C_{[0]}$ equals $\mathbb{O}_{L}$.

Let $V$ be the set of normalized discrete valuations of $L$. For any $v$ in $V$, let $p=p_{v}$ be the prime number such that $v(p)>0$ and let $t_{v}$ be the least integer greater than $v(p) /(p-1)+C_{[\mathfrak{a}]}-C_{[\mathfrak{b}]}$ for all [a], [b]. It exists, because the set of ideal classes is finite.
Lemma 3.15. Let $\mathfrak{a} \mid \mathfrak{b}$ be $\mathcal{O}$-ideals and $v \in V$ a normalized discrete valuation. If $v\left(\widetilde{B}_{\mathfrak{a}}\right) \geq t_{v}$, then

$$
v\left(\widetilde{B}_{\mathfrak{b}}\right)=v\left(\widetilde{B}_{\mathfrak{a}}\right)+v(\mathfrak{b})-v(\mathfrak{a})+v\left(C_{[\mathfrak{b}]}\right)-v\left(C_{[\mathfrak{a}]}\right)
$$

Proof. This result follows if we apply Proposition 2.8 to the isogeny $\lambda=\lambda_{\mathfrak{a}, \mathfrak{b}}$, which satisfies $v\left(\lambda^{*} \omega_{[\mathfrak{b ]}} / \omega_{[\mathfrak{a}]}\right)=v(\mathfrak{b})-v(\mathfrak{a})+v\left(C_{[\mathfrak{b}]}\right)-v\left(C_{[\mathfrak{a b}]}\right)$.
Corollary 3.16. Let $v, \mathfrak{a}$ be as above. If $v\left(\widetilde{B}_{\mathfrak{a}}\right) \geq t_{v}$, then $v\left(B_{\mathfrak{a}}\right)=v\left(\widetilde{B}_{\mathfrak{a}}\right)-v\left(C_{[\mathfrak{a}]}\right)$.
Proof. For any $\alpha \in \mathfrak{a}$, we have

$$
v\left(B_{\alpha}\right)=v\left(\widetilde{B}_{\alpha}\right)=v\left(\widetilde{B}_{\mathfrak{a}}\right)+v(\alpha)-v(\mathfrak{a})-v\left(C_{[\mathfrak{a}]}\right) \geq v\left(\widetilde{B}_{\mathfrak{a}}\right)-v\left(C_{[\mathfrak{a}]}\right),
$$

where the inequality is an equality if $v(\alpha)=v(\mathfrak{a})$. As $v\left(B_{\mathfrak{a}}\right)=\min \left\{v\left(B_{\alpha}\right): \alpha \in \mathfrak{a}\right\}$, the result follows.
From now on we restrict to invertible ideals $\mathfrak{a}$. For the general case, see Section 4. Let $S$ be the subset of valuations $v \in V$ such that $t_{v}=1$.
Lemma 3.17. For every $v \in S$ and every invertible $\mathbb{O}$-ideal $\mathfrak{a}$, we have $v\left(\widetilde{B}_{\mathfrak{a}}\right)=$ $v\left(B_{\mathfrak{a}}\right)$.
Proof. Notice first of all that $v \in S$ implies $v\left(C_{[\mathfrak{a}]}\right)=0$ for all $\mathfrak{a}$. By Corollary 3.16, the only thing we need to prove is that if $v\left(B_{\mathfrak{a}}\right)>0$, then $v\left(\widetilde{B}_{\mathfrak{a}}\right)>0$.

Let $\mathfrak{a}=\alpha \mathfrak{O}+\beta \mathfrak{O}$. Then $\alpha \mathfrak{a}^{-1}$ and $\beta \mathfrak{a}^{-1}$ are coprime $\mathbb{O}$-ideals, so we can take $a \in \alpha \mathfrak{a}^{-1}$ and $b \in \beta \mathfrak{a}^{-1}$ such that $a+b=1$. Then $0>v(x(\alpha P)) \geq v(x(a \mathfrak{a} P))$ and $0>v(x(\beta P)) \geq v(x(b \mathfrak{a} P))$. As $E_{[\mathfrak{a}], 1}\left(L_{v}\right)$ is a group, we find $v(x(\mathfrak{a} P))<0$, so we are done.

For the finitely many valuations that are not in $S$, we will be satisfied with the following asymptotic version.
Lemma 3.18. For any invertible $\mathcal{O}$-ideal $\mathfrak{a}$ and any $v \in V$, we have

$$
v\left(B_{\mathfrak{a}}\right)=v\left(\widetilde{B}_{\mathfrak{a}}\right)+O(v(N(\mathfrak{a}))) \quad(N(\mathfrak{a}) \rightarrow \infty)
$$

Proof. If $v\left(\widetilde{B}_{\mathfrak{a}}\right) \geq t_{v}$, then the assertion follows from Corollary 3.16. Otherwise, it is equivalent to Corollary 3.9.
If we apply Lemma 3.17 to the valuations in $S$ and Lemma 3.18 to the rest, then we find

$$
\begin{equation*}
\log N\left(B_{\mathfrak{a}}\right)=\log N\left(\widetilde{B}_{\mathfrak{a}}\right)+O(\log N(\mathfrak{a})) \quad(N(\mathfrak{a}) \rightarrow \infty) \tag{3.19}
\end{equation*}
$$

Next, we apply David's Theorem, so let $v$ be any archimedean valuation of $L$.
Proposition 3.20. There is a constant $G$ such that for all but finitely many invertible 0 -ideals $\mathfrak{a}$,

$$
\log |x(\mathfrak{a} P)|_{v}<G \log \|\mathfrak{a}\|(\log \log \|\mathfrak{a}\|)^{4}
$$

Proof. First of all, notice that it suffices to prove this for every ideal class separately. So fix $[\mathfrak{a}] \in \mathscr{C}$ and a representative $\tilde{\mathfrak{a}}$ of $[\mathfrak{a}]$.

Let $\Lambda=u_{1} \mathbb{Z}+u_{2} \mathbb{Z}$ be a lattice such that $E_{[\mathfrak{a}], L_{v}}(\mathbb{C}) \cong \mathbb{C} / \Lambda$ and let $u_{3} \in \mathbb{C}$ be such that $u_{3}(\bmod \Lambda)$ corresponds to $[\mathfrak{a}] P$.

For any $\mathfrak{a} \in[\mathfrak{a}]$, let $b_{3}=\alpha / \beta$ be a generator of $\mathfrak{a} / \mathfrak{a}$. Then the point $\mathfrak{a} P$ corresponds to $b_{3} u_{3}(\bmod \Lambda)$.

Let $b_{1}, b_{2} \in \mathbb{Z}$ be such that $\mathscr{L}=b_{1} u_{1}+b_{2} u_{2}+b_{3} u_{3}$ is in a fixed fundamental parallelogram for $\Lambda$. Then by David's theorem,

$$
\log |x(\mathfrak{a} P)|<2 F \log (B)(\log \log (B))^{4}
$$

if $B=\max _{i} H\left(b_{i}\right)$ is large enough. Notice that the denominator of $b_{3}$ divides $\tilde{\mathfrak{a}}$, so $\log H\left(b_{3}\right)=\log \left\|b_{3}\right\|+O(1)=\log \|\mathfrak{a}\|+O(1)$. At the same time, $b_{1}$ and $b_{2}$ are bounded by a linear function in $\left\|b_{3}\right\|$, so we find the desired result.

Theorem 3.21. For all invertible 0 -ideals $\mathfrak{a}$, we have

$$
\log \left\|B_{\mathfrak{a}}\right\|=\|\mathfrak{a}\|^{2} \widehat{h}(P)+O\left(\log \|\mathfrak{a}\|(\log \log \|\mathfrak{a}\|)^{4}\right) \quad(\|\mathfrak{a}\| \rightarrow \infty)
$$

where $\|\mathfrak{a}\|=[\mathfrak{O}: \mathfrak{a}]^{1 /[K: \mathbb{Q}]}$.
Proof. If we apply Proposition 3.20 to (3.10), then we get

$$
\log \left\|\widetilde{B}_{\mathfrak{a}}\right\|=\widehat{h}(\mathfrak{a} P)+O\left(\log \|\mathfrak{a}\|(\log \log \|\mathfrak{a}\|)^{4}\right)
$$

The left hand side is $\log \left\|B_{\mathfrak{a}}\right\|+O(\log \|\mathfrak{a}\|)$ by (3.19). If $\mathbb{O}=\mathcal{O}_{K}$, then [Silverman 1994, II.1.5] says that $\mathfrak{a}$ has degree $\|\mathfrak{a}\|^{2}$. In general, it is [Shimura 1998, Proposition II.10].

Corollary 3.22. For any pair of nonzero invertible $\mathbb{O}$-ideals $\mathfrak{a}, \mathfrak{b}$ such that $\|\mathfrak{a}\|$ is suitably large,

$$
B_{\mathfrak{a}}\left|B_{\mathfrak{b}} \Longleftrightarrow \mathfrak{a}\right| \mathfrak{b}
$$

In particular, for any pair of nonzero elements $\alpha, \beta$ such that $\|\alpha\|$ is suitably large,

$$
B_{\alpha}\left|B_{\beta} \Longleftrightarrow \alpha\right| \beta
$$

Proof. Suppose that $B_{\mathfrak{a}} \mid B_{\mathfrak{b}}$. If $\mathfrak{d}=(\mathfrak{a}, \mathfrak{b})$, then $B_{\mathfrak{d}}=\left(B_{\mathfrak{a}}, B_{\mathfrak{b}}\right)=B_{\mathfrak{a}}$ and $\mathfrak{d} \mid \mathfrak{a}$. If $\mathfrak{d}$ strictly contains $\mathfrak{a}$, then this contradicts the bounds of Theorem 3.21.

Proof of the Main Theorem. We will now use the estimates and an inclusionexclusion argument to prove the existence of primitive divisors.

We have seen in Lemma 3.4 that only a small part of the growth of $B_{\mathfrak{a}}$ comes from higher powers of nonprimitive divisors. We "neglect" this by introducing $B_{\mathfrak{a}}^{\prime}=\prod_{\mathfrak{b} \mid \mathfrak{a}} D_{\mathfrak{b}}$, in which these higher powers are eliminated.
Lemma 3.23. For all $\mathfrak{a}$ and almost every discrete valuation $v$, we have

$$
v\left(B_{\mathfrak{a}}^{\prime}\right) \leq v\left(B_{\mathfrak{a}}\right) \leq v\left(B_{\mathfrak{a}}^{\prime}\right)+v(\mathfrak{a})
$$

With an added $F_{v}+\log N(\mathfrak{a})$ on the right hand side, the inequality holds for all $v$.
In particular,

$$
\left|\log \left\|B_{\mathfrak{a}}\right\|-\log \left\|B_{\mathfrak{a}}^{\prime}\right\|\right| \leq \log \|\mathfrak{a}\|+C
$$

Proof. Let $v$ be any discrete valuation of $L$. The first inequality is true by definition. Now suppose that $v\left(B_{\mathfrak{a}}\right)>0$ and let $\mathfrak{r}$ be the rank of apparition of $v$. If $v(p)<p-1$, then Lemma 3.4 implies $v\left(B_{\mathfrak{a}}\right) \leq v\left(B_{\mathfrak{a r}}\right)=v\left(B_{\mathfrak{r}}\right)+v(\mathfrak{a})=v\left(B_{\mathfrak{a}}^{\prime}\right)+v(\mathfrak{a})$. For the finitely many valuations with $v(p) \geq p-1$, Corollary 3.9 shows that the same holds with an added $F_{v}+\log N(\mathfrak{a})$.

The final statement follows if one sums over all $v$.
We will now prove the Main Theorem for ideals coprime to the index $f=$ [ $\left.{ }^{\circ} K: \mathbb{O}\right]$. For the general case, see Section 4.

Proof. Let $\mu$ be the Möbius function for the set of ideals of $\mathbb{O}$ coprime to $f$, so

$$
\mu(\mathfrak{b})= \begin{cases}0 & \text { if a square of an ideal divides } \mathfrak{b} \\ (-1)^{n} & \text { if } \mathfrak{b} \text { is a product of } n \text { distinct primes. }\end{cases}
$$

The inclusion-exclusion principle yields

$$
\begin{aligned}
\log \left\|D_{\mathfrak{a}}\right\| & =\sum_{\mathfrak{b} \mid \mathfrak{a}} \mu(\mathfrak{b}) \log \left\|B_{\mathfrak{a} / \mathfrak{b}}^{\prime}\right\| \\
& =\sum_{\mathfrak{b} \mid \mathfrak{a}} \mu(\mathfrak{b}) \log \left\|B_{\mathfrak{a} / \mathfrak{b}}\right\| O(\log \|\mathfrak{a}\|)
\end{aligned}
$$

to which we can apply Theorem 3.21 and get

$$
\begin{aligned}
\log \left\|D_{\mathfrak{a}}\right\| & =\widehat{h}(P) \sum_{\mathfrak{b} \mid \mathfrak{a}} \mu(\mathfrak{b})\|\mathfrak{a} / \mathfrak{b}\|^{2}+\sum_{\mathfrak{b} \mid \mathfrak{a}} O\left(\log \|\mathfrak{a}\|(\log \log \|\mathfrak{a}\|)^{4}\right) \\
& =\|\mathfrak{a}\|^{2} \widehat{h}(P) \prod_{\mathfrak{p} \mid \mathfrak{a}}\left(1-\|\mathfrak{p}\|^{-2}\right)+O\left(\|\mathfrak{a}\|^{\epsilon}\right) .
\end{aligned}
$$

The product is at least

$$
\prod_{p \leq\|\mathfrak{a}\|}\left(1-p^{-1}\right)^{2}
$$

and Mertens' Theorem [Hardy and Wright 1938, 22.9 Theorem 430] states that

$$
\prod_{p \leq X}\left(1-p^{-1}\right) \sim \frac{e^{-\gamma}}{\log X} \quad(X \rightarrow \infty)
$$

where $\gamma \approx 0.5772$ is the Euler constant. If we pick $\epsilon<2$, then this finishes the proof of the Main Theorem for ideals coprime to the index $f$. In the general case, inclusion-exclusion is harder and we will show how to do it in Section 4.

For $\mathbb{Z}$-indexed sequences, regardless of whether the curve has complex multiplication, (3.24) is exactly Proposition 1.3.

We will now prove the corollary about splitting behavior of primitive divisors in $\mathbb{Z}$-indexed sequences over CM curves. Let $K^{\prime}$ be the field of fractions of $\mathbb{O}^{\prime}=$ $\operatorname{End}_{\bar{L}}(E)$.

Corollary 3.24. Suppose that not all endomorphisms of $E$ over $\bar{L}$ are defined over L. Define for $n \in \mathbb{Z}$, the numbers

$$
\begin{aligned}
& r_{n}=\#\left\{p \in \mathbb{N}: p \mid n, p \text { is a prime ramifying in } \mathbb{O}^{\prime} / \mathbb{Z} \text { and } p \nmid\left[\mathbb{O}_{K^{\prime}}: \mathbb{O}^{\prime}\right]\right\} \\
& s_{n}=\#\left\{p \in \mathbb{N}: p \mid n \text { and } p \text { is a prime splitting in } \mathbb{O}^{\prime} / \mathbb{Z}\right\} .
\end{aligned}
$$

Then for almost all $n$, the term $B_{n}$ has at least $r_{n}+s_{n}+1$ primitive divisors, of which at least $s_{n}$ split in $K^{\prime} L / L$.

Proof. Let $\sigma$ denote the unique nontrivial automorphism of $K L / L$. Notice that $B_{\sigma(\mathfrak{a})}=\sigma\left(B_{\mathfrak{a}}\right)$ for every 0-ideal $\mathfrak{a}$.

Suppose that $n$ is large enough such that $B_{\mathfrak{a}}$ has a primitive divisor (in the 0 -ideal-indexed sequence) for all $\mathfrak{a}$ with $\|\mathfrak{a}\| \geq \sqrt{n}$.

For any prime number $p \mid n$ that splits in $K / \mathbb{Q}$, write $(p)=\mathfrak{p} \sigma(\mathfrak{p})$. Then $B_{n / \mathfrak{p}}$ has a primitive divisor $\mathfrak{q} \subset \mathscr{O}_{L}$. If $\mathfrak{q}$ is ramified or inert in $K L / L$, then $\sigma(\mathfrak{q})=\mathfrak{q}$, so $\mathfrak{q}$ is also a divisor of $B_{n / \sigma(\mathfrak{p})}$, contradicting the assumption that $\mathfrak{q}$ is primitive at $B_{n / \mathfrak{p}}$. Therefore, $\mathfrak{q}$ is a prime of $L$ that splits in $K L / L$ and is a primitive of $B_{n}$ in the $\mathbb{N}$-indexed sequence.

There are at least $r_{n}+1$ more primitive divisors, because $B_{n}$ itself also has a primitive divisor as well as each $B_{n / \mathfrak{p}}$ where $p=\mathfrak{p}^{2}$ is a ramifying prime divisor of $n$.

## 4. The general case

We will now show how to give a proof of the Main Theorem even for ideals that may not be coprime to the index [ $\mathrm{O}_{K}: \mathbb{O}$ ]. The set of all ideals does not have unique factorization, so the Möbius functions become more tricky. Moreover, when we do inclusion-exclusion with invertible ideals that are not coprime to [ $\mathbb{O}_{K}: \mathbb{O}$ ], we will encounter ideals that are not invertible. The first thing we need to do is therefore to generalize Theorem 3.21 to ideals that may not be invertible.

The only part of the proof of Theorem 3.21 that uses invertibility of the ideal $\mathfrak{a}$ is the part of the proof of Lemma 3.17 that states that if $v\left(B_{\mathfrak{a}}\right)>0$, then $v\left(\widetilde{B}_{\mathfrak{a}}\right)>0$. We prove this in the general case for a smaller set of valuations $S^{\prime}$. Recall that $S$ was the set of all normalized discrete valuations $v$ of $L$ for which $v(p)<p-1$ and $v\left(C_{[\mathfrak{a}]}\right)=0$ for all [a]. We let $S^{\prime}$ be the set of valuations in $S$ for which also $v\left(\left[\mathrm{O}_{K}: \mathbb{O}\right]\right)=0$ and the Weierstrass equation of $E_{[\mathfrak{a}]}$ is nonsingular for every $[\mathfrak{a}] \in \mathscr{C}$. Notice that $S^{\prime}$ still contains all but finitely many valuations of $V$.

Lemma 4.1. For every $v \in S^{\prime}$ and every $\mathbb{O}$-ideal $\mathfrak{a}$, we have that $v\left(\widetilde{B}_{\mathfrak{a}}\right)=v\left(B_{\mathfrak{a}}\right)$.
Proof. The only thing left to prove is that if $v\left(B_{\mathfrak{a}}\right)>0$, then $v\left(\widetilde{B}_{\mathfrak{a}}\right)>0$. We already know this for invertible ideals $\mathfrak{a}$. Write $\mathfrak{a}=\mathfrak{b} \mathfrak{c}$, where $\mathfrak{b}$ is coprime to the index $f=\left[\mathbb{O}_{K}: \mathbb{O}\right]$ and $\mathfrak{c}$ divides $f^{n}$ for some integer $n$. Without loss of generality, we may assume that all points in $E_{[c]}\left[f^{n}\right]$ are defined over $L_{v}$ and that $v\left(L_{v}\right)=\mathbb{Z}$. We claim that the reduction morphism

$$
\begin{equation*}
E_{[\mathfrak{b}]}\left(L_{v}\right)\left[f^{n}\right] \rightarrow\left(E_{[\mathfrak{b}]}\left(L_{v}\right) / E_{[\mathfrak{b}], 1}\left(L_{v}\right)\right)\left[f^{n}\right] \tag{4.2}
\end{equation*}
$$

is an isomorphism of $\mathbb{O}$-modules. This morphism of $\mathbb{O}$-modules is injective by [Silverman 1986, VII.3.4] or Lemma 2.15 and since $E_{[\mathfrak{6}]}$ has good reduction modulo $v$ and $v(f)=0$, both sides have the same cardinality $f^{2 n}$ [Silverman 1986, III.6.4(b)], which proves the claim.

Now consider the point $\mathfrak{b} P \in E_{[\mathfrak{b}]}\left(L_{v}\right)$. Since the lemma is already proved for invertible ideals, we know that $\left(\mathfrak{b} P+E_{[\mathfrak{b}], 1}\left(L_{v}\right)\right)$ is $\gamma$-torsion for every $\gamma \in \mathfrak{c}$. As (4.2) is an isomorphism of $\mathbb{O}$-modules, this implies that there is a point $Q \in$ $E_{[\mathfrak{b}]}\left(L_{v}\right)[\mathfrak{c}]$ such that $\mathfrak{b} P \equiv Q$ modulo $E_{[\mathfrak{b}], 1}\left(L_{v}\right)$. In particular, by Lemma 2.13 (or also Proposition 2.8 if we remove some more valuations from $S$ ), $\mathfrak{c b} P \equiv \mathfrak{c} Q$ modulo $E_{[\mathfrak{b c}], 1}\left(L_{v}\right)$ and $\mathfrak{c} Q=O$ on $E_{[\mathfrak{b c}]}$.

It follows that Theorem 3.21 holds for all ideals $\mathfrak{a}$ of $\mathbb{O}$.

Next, we do inclusion-exclusion in general. Let $\mu(\mathfrak{a}, \mathfrak{b})$ be defined recursively for $\mathfrak{b} \mid \mathfrak{a}$ by

$$
\mu(\mathfrak{a}, \mathfrak{a})=1 \quad \text { and } \quad \sum_{\mathfrak{c}|\mathfrak{b}| \mathfrak{a}} \mu(\mathfrak{a}, \mathfrak{b})=0 \quad(\text { for all } \mathfrak{c} \mid \mathfrak{a} \text { with } \mathfrak{c} \neq \mathfrak{a})
$$

Previously, $\mu(\mathfrak{a}, \mathfrak{b})$ depended only on $\mathfrak{a} / \mathfrak{b}$ and we denoted it by $\mu(\mathfrak{a} / \mathfrak{b})$.
The inclusion-exclusion principle, Lemma 3.23 and Theorem 3.21 give

$$
\log \left\|D_{\mathfrak{a}}\right\|=\widehat{h}(P) \sum_{\mathfrak{b} \mid \mathfrak{a}} \mu(\mathfrak{a}, \mathfrak{b})\|\mathfrak{b}\|^{2}+\sum_{\mathfrak{b} \mid \mathfrak{a}} O\left(\log \|\mathfrak{a}\|(\log \log \|\mathfrak{a}\|)^{4}\right)
$$

The set of ideals of $\mathbb{O}$ is the direct sum of the sets of ideals of the localizations of $\mathfrak{O}$ at its primes. Therefore, the Möbius function of the ideals of $\mathbb{O}$ is the product of the Möbius functions of the localizations at the primes of $\mathbb{O}$.

Lemma 4.3. Let $\mathfrak{p}$ be a prime ideal of $\mathbb{O}$ and $I \subset \mathcal{O}_{\mathfrak{p}}$ a nontrivial invertible ideal of the localization. Then there is a unique ideal $J_{0} \mid I$ (which is not necessarily invertible) such that $J_{0} \neq I$ and such that for every ideal $J \mid I$ with $J \neq I$, we have $J \mid J_{0}$. Moreover, the norm of this ideal is $N(I) / N(\mathfrak{p})$.

Note that in terms of the Möbius functions, we have $\mu\left(I, J_{0}\right)=-1$ and $\mu(I, J)=0$ for all $J \neq I, J_{0}$.

Proof. It is clear that any two ideals as in the lemma are equal, so we only need to prove the existence. If $\mathfrak{p}$ is invertible, then the statement holds with $J_{0}=I / \mathfrak{p}$.

So suppose that $\mathfrak{p}$ is singular and let $p$ be the rational prime with $\mathfrak{p} \mid p$. Let $n$ be such that $\mathbb{O}=\mathbb{Z}+n \mathscr{O}_{K}$ and set $\mathbb{O}^{\prime}=\mathbb{Z}+(n / p) \mathscr{O}_{K}$. Let $R$ and $R^{\prime}$ be the localizations of $\mathbb{O}$ and $\mathbb{O}^{\prime}$ at the $\mathbb{O}$-ideal $\mathfrak{p}$. As $I$ is invertible, it is principal, say $I=\alpha R$. Let $J_{0}=\alpha R^{\prime}$. We need to show that every $R$-ideal $J$ that strictly contains $I$ contains $J_{0}$.

If we allow fractional ideals, then without loss of generality, we may assume $\alpha=1$, so $I=R$ and $J_{0}=R^{\prime}$. Let $\omega \in R^{\prime}$ be such that $R^{\prime}=\mathbb{Z}_{(p)}+\omega \mathbb{Z}_{(p)}$ and let $T, N \in \mathbb{Z}_{(p)}$ be such that $\omega^{2}-T \omega+N=0$. We need to prove $\omega \in J$. Take any element $\gamma$ of $J \backslash R$. We have $\gamma=a+b \omega$ with $a, b \in \mathbb{Q}$. After multiplication by a power of $p$, we may assume $\gamma \in(1 / p) R \backslash R$, so $p a$ and $b$ are both in $\mathbb{Z}_{(p)}$, but not both in $p \mathbb{Z}_{(p)}$. If $a \in \mathbb{Z}_{(p)}$, then $b \notin p \mathbb{Z}_{(p)}$, hence $\omega=b^{-1}(\gamma-a) \in J$. Otherwise, $\gamma p \omega=a p \omega+b p(T \omega-N)$ is in $J$ and so is $p \omega$, hence $a p \omega$ is in $J$ and $a p \in R^{*}$.

Finally, from the construction, we get $N(I) / N\left(J_{0}\right)=\left[R^{\prime}: R\right]=p=\left[R: p R^{\prime}\right]=$ $N(\mathfrak{p})$.

We conclude that if $\mathfrak{a}$ is invertible, then

$$
\begin{equation*}
\log \left\|D_{\mathfrak{a}}\right\|=\|\mathfrak{a}\|^{2} \widehat{h}(P) \prod_{\mathfrak{p} \mid \mathfrak{a}}\left(1-\|\mathfrak{p}\|^{-2}\right)+O\left(\|\mathfrak{a}\|^{\epsilon}\right) \tag{4.4}
\end{equation*}
$$

which proves the Main Theorem.
The following example shows why we restrict to invertible ideals in our main result. Suppose that the index $\left[\mathrm{O}_{K}: \mathbb{O}\right]$ is a prime number $p$ and that $p$ is inert in $\mathbb{O}_{K}$. For any $\mathbb{O}$-ideal $\mathfrak{a}$, we have $\mathfrak{a} 0_{K} \supset \mathfrak{a} \supset p \mathfrak{a} 0_{K}$. If $\mathfrak{a}$ is $\mathfrak{p}$-primary, then $\mathfrak{a} 0_{K}=p^{n} \mathbb{O}_{K}$ for some $n$. On the other hand, any group $\mathfrak{a}$ which is strictly between $p^{n} \mathbb{O}_{K}$ and $p^{n+1} \mathbb{O}_{K}$, is an $\mathbb{O}$-module and there are $p+1$ such groups. We find

$$
\mu\left(p^{n} \mathbb{O}_{K}, \mathfrak{a}\right)= \begin{cases}1 & \text { if } \mathfrak{a}=p^{n} \mathbb{O}_{K} \\ -1 & \text { if } \mathfrak{a} \text { is strictly between } p^{n-1} \mathscr{O}_{K} \text { and } p^{n} \mathscr{O}_{K} \\ p & \text { if } \mathfrak{a}=p^{n-1} \mathbb{O}_{K} \\ 0 & \text { otherwise }\end{cases}
$$

The inclusion-exclusion principle now gives

$$
\begin{aligned}
\log \left\|D_{p^{n-1} \mathscr{O}_{K}}\right\| & =\widehat{h}(P)\left(p^{2 n-1}-(p+1) p^{2 n-2}+p p^{2 n-3}\right)+O\left(n \log (n)^{4}\right) \\
& =O\left(n \log (n)^{4}\right)
\end{aligned}
$$

Only the error term remains, so we cannot conclude from this that there exists a primitive divisor. On the other hand, the size of the error term does leave some space for primitive divisors, so other methods are needed to give a result on primitive divisors of $B_{\mathfrak{a}}$ for noninvertible ideals $\mathfrak{a}$.
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# The Coleman-Mazur eigencurve is proper at integral weights 

Frank Calegari

We prove that the Coleman-Mazur eigencurve is proper (over weight space) at integral weights in the center of weight space.

## 1. Introduction

The eigencurve $\mathscr{E}$ is a rigid analytic space parameterizing overconvergent - and hence classical - modular eigenforms of finite slope. Since Coleman and Mazur's original work [1998], there have been numerous generalizations [Buzzard 2008; Chenevier 2004], as well as alternative constructions using modular symbols [Ash and Stevens $\geq 2008$ ] and $p$-adic representation theory [Emerton 2006]. In spite of these advances, several elementary questions about the geometry of $\mathscr{E}$ remain. One such question was raised by Coleman and Mazur: does there exist a $p$-adic family of finite slope overconvergent eigenforms over a punctured disk, and converging, at the puncture, to an overconvergent eigenform of infinite slope? Another way of phrasing this question is to ask whether the projection $\pi: \mathscr{E} \rightarrow \mathscr{W}$ satisfies the valuative criterion for properness ${ }^{1}$. In [Buzzard and Calegari 2006], this was proved in the affirmative for the particular case of tame level $N=1$ and $p=2$. The proof, however, was quite explicit and required (at least indirectly) that the curve $X_{0}(N p)$ have genus zero. In this note, we work with general $p$ and arbitrary tame level, although our result only applies at certain arithmetic weights in the center of weight space.

Recall that the $\mathbb{C}_{p}$-points of $\mathscr{W}$ are the continuous homomorphisms from the Iwasawa algebra

$$
\Lambda:=\mathbb{Z}_{p}\left[\left[\lim \left(\mathbb{Z} / N p^{k} \mathbb{Z}\right)^{\times}\right]\right]
$$

to $\mathbb{C}_{p}$. Let $\chi$ denote the cyclotomic character. Our main theorem is:

[^3]Theorem 1.1. Let $\mathscr{E}$ be the p-adic eigencurve of tame level $N$. Let $D$ denote the closed unit disk, and let $D^{\times}$denote $D$ with the origin removed. Let $h: D^{\times} \rightarrow \mathscr{E}$ be a morphism such that $\pi \circ h$ extends to $D$. Suppose, moreover, that $(\pi \circ h)(0)=\kappa$, where $\kappa$ is of the form

$$
\kappa=\chi^{k} \cdot \psi
$$

for $k \in \mathbb{Z}$ and $\psi$ a finite order character of conductor dividing $N$. Then there exists a map $\widetilde{h}: D \rightarrow \mathscr{E}$ making the following diagram commute:


Our strategy in proving Theorem 1.1 follows that of [Buzzard and Calegari 2006]. We first try to prove that finite slope overconvergent eigenforms extend far into the supersingular region whereas forms of infinite slope do not. Then, since a limit of highly overconvergent forms is also highly overconvergent, this leads to a contradiction. The main technical improvement is Corollary 3.2, which we deduce from a lemma of Wan (who attributes the result to Coleman). It is plausible that the properness of the eigencurve is a global manifestation of a purely local theorem; such an idea was suggested to the author - at least at integral weights - by Mark Kisin. However, even with current advances in the technology of local Galois representations, a natural conjectural statement implying properness has not yet been formulated. One issue to bear in mind is that slightly stronger statements one may conjecture are false. For example, there exists a pointwise sequence of finite slope forms converging to an infinite slope form [Coleman and Stein 2004].

## 2. Overconvergent modular forms

Let $N \geq 5$ be an integer coprime to $p$; let $X=X_{1}(N)$; and let $X_{0}(p)=X\left(\Gamma_{1}(N) \cap\right.$ $\left.\Gamma_{0}(p)\right)$. Since $N \geq 5$, the curves $X$ and $X_{0}(p)$ are the compactifications of smooth moduli spaces. The curve $X$ comes equipped with a natural sheaf $\omega$, which, away from the cusps, is the pushforward of the sheaf of differentials on the universal modular curve. If $p \geq 5$, let $A$ be a characteristic zero lift of the Hasse invariant with coefficients in $W\left(\overline{\mathbb{F}}_{p}\right) \llbracket q \rrbracket$, and thus, $A \in H^{0}\left(X / W\left(\overline{\mathbb{F}}_{p}\right), \omega^{\otimes(p-1)}\right)$ by the $q$-expansion principle. We further insist that $A$ has trivial character. Such an $A$ always exists, for example, $A=E_{p-1}$. Let $X_{0}(p, r) \subseteq X_{0}^{\text {an }}(p)$ denote the connected component containing $\infty$ of the affinoid $\left\{x \in X_{0}^{\mathrm{an}}(p) ;|A(x)| \geq|r|\right\}$. Standard arguments imply that $|A(x)|$ on $X_{0}(p, r)$ is independent of the choice of $A$, provided that $v(r)<1$.

Let $r \in \mathbb{C}_{p}$ be an element with $p /(p+1)>v(r)>0$. Let $\chi$ denote the cyclotomic character; let $\psi$ denote a finite order character of conductor dividing $N$; and let $k \in \mathbb{Z}$.

Definition 2.1. The overconvergent modular forms of weight $\chi^{k} \cdot \psi$, level $N$, and radius of convergence $r$ are sections of $H^{0}\left(X_{0}(p, r), \omega^{\otimes k}\right)$ on which the diamond operators act via $\psi$. We denote this space by $M\left(\mathbb{C}_{p}, N, \chi^{k} \cdot \psi, r\right)$. The space of overconvergent modular forms of weight $\chi^{k} \cdot \psi$ and level $N$ is

$$
M\left(\mathbb{C}_{p}, N, \chi^{k} \cdot \psi\right):=\bigcup_{|r|<1} M\left(\mathbb{C}_{p}, N, \chi^{k} \cdot \psi, r\right)
$$

The space $M\left(\mathbb{C}_{p}, N, \chi^{k} \cdot \psi, r\right)$ has a natural Banach space structure. If $\chi^{k}=1$, the norm $\|\cdot\|$ is the supremum norm.

Let $\kappa \in \mathscr{W}\left(\mathbb{C}_{p}\right)$ denote a point in weight space. Recall that the Eisenstein series $E(\kappa)$ is defined away from zeroes of the Kubota-Leopoldt zeta function $\zeta(\kappa)$ by the following formulas:

$$
E(\kappa)=1+\frac{2}{\zeta(\kappa)} \sum_{n=1}^{\infty} \sigma_{\kappa}^{*}(n) q^{n}, \quad \sigma_{\kappa}^{*}(n)=\sum_{(d, p)=1}^{d \mid n} \kappa(d) d^{-1}
$$

The coefficients of $E(\kappa)$ are rigid analytic functions on $W$ away from the zeroes of $\zeta$. If $\kappa$ is trivial on the roots of unity in $\mathbb{Q}_{p}$, then, as a $q$-expansion, $E(\kappa)$ is congruent to 1 modulo the maximal ideal of $\overline{\mathbb{Z}}_{p}$. Coleman's idea is to define overconvergent forms of weight $\kappa$ using the formal $q$-expansion $E(\kappa)$. Before we recall the definition, we also recall some elementary constructions related to weight space. If

$$
\mathbb{Z}_{p, N}:=\lim _{\leftarrow}\left(\mathbb{Z} / N p^{k} \mathbb{Z}\right)^{\times}
$$

there is a natural isomorphism $\mathbb{Z}_{p, N} \simeq(\mathbb{Z} / N \boldsymbol{q} \mathbb{Z})^{\times} \times\left(1+\boldsymbol{q} \mathbb{Z}_{p}\right)$, where $\boldsymbol{q}=p$ if $p$ is odd, and $\boldsymbol{q}=4$ otherwise. If $a \in \mathbb{Z}_{p, N}$, then $\langle\langle a\rangle\rangle$ denotes the projection of $a$ onto the second factor, and $\tau(a)=a /\langle\langle a\rangle\rangle$ the projection onto the first. The rigid analytic space $W$ has a natural group structure. Denote the connected component of the identity of $\mathscr{W}$ by $\mathscr{B}$; the component group of $\mathscr{W}$ is $(\mathbb{Z} / N \boldsymbol{q} \mathbb{Z})^{\times}$. If $\kappa \in \mathscr{W}\left(\mathbb{C}_{p}\right)$, then let $\langle\kappa\rangle$ denote the weight $a \mapsto \kappa(\langle\langle a\rangle\rangle)$ and $\tau(\kappa)$ the weight $a \mapsto \kappa(\tau(a)) ;\langle\kappa\rangle$ is the natural projection of $\kappa$ onto $\mathscr{B}$. If $\chi$ denotes the cyclotomic character, then for any character $\psi$ of $(\mathbb{Z} / \boldsymbol{q} N \mathbb{Z})^{\times}$, there is a unique congruence class modulo $p-1$ (or modulo 2 if $p=2$ ) such that for any $k \in \mathbb{Z}$ in this congruence class, $\tau\left(\eta \cdot \chi^{-k}\right)$ has conductor dividing $N$. We fix once and for all a choice of representative $k \in \mathbb{Z}$ for this congruence class.

We now recall the definition of overconvergent modular forms of weight $\kappa$ :

Definition 2.2. Overconvergent modular forms of weight $\kappa$ and tame level $N$ are $q$-expansions of the form $V E_{\left\langle\kappa \cdot \chi^{-k}\right\rangle} \cdot F$, where $F \in M\left(\mathbb{C}_{p}, N, \chi^{k} \cdot \tau\left(\kappa \cdot \chi^{-k}\right)\right.$ ).
This is not exactly the definition that occurs in Section 2.4 of [Coleman and Mazur 1998], since we have chosen to work with $\Gamma_{0}(p)$ structure rather than $\Gamma_{1}(p)$ structure. Yet both definitions are easily seen to be equivalent, using, for example, Theorem 2.2.2 of the same reference. We do not define the radius of convergence of an overconvergent form of general weight.

## 3. Hasse invariants

In this section, we prove some estimates for the convergence of certain overconvergent modular forms related to Hasse invariants. As in Section 2, let $A$ be a characteristic zero lift of the Hasse invariant with coefficients in $W\left(\overline{\mathbb{F}}_{p}\right) \llbracket q \rrbracket$ for $p \geq 5$.
Lemma 3.1. Let $v(r)<1 /(p+1)$, and let $x$ be a point on $X_{0}(p, r)$. Then

$$
\frac{A(x)}{V A(x)} \equiv 1 \bmod \frac{p}{A(x)^{p+1}}
$$

Proof. This follows directly from Lemma 2.1 of [Wan 1998], after noting that the argument remains unchanged if $E_{p-1}$ is replaced by $A$.
Corollary 3.2. Suppose that $v(r)<1 /(p+1)$. Then $\log (A / V A) \in M\left(\mathbb{C}_{p}, N, 1, r\right)$. If $s \in \mathbb{C}_{p}$ is sufficiently small, then $(A / V A)^{s} \in M\left(\mathbb{C}_{p}, N, 1, r\right)$.
Proof. From Lemma 3.1, we deduce that $A / V A-1$ has norm less than one on $X_{0}(p, r)$, which implies the first claim. Moreover, $\|s \cdot \log (A / V A)\| \ll 1$ for sufficiently small $s$, and hence, if $s$ is sufficiently small,

$$
(A / V A)^{s}=\exp (s \cdot \log (A / V A))
$$

is well defined and lies in $M\left(\mathbb{C}_{p}, N, 1, r\right)$.
Remark. When $p=2$ or 3 , the conclusions of Corollary 3.2 still hold with $A$ replaced by the classical modular forms $E_{4}$ and $E_{6}$ respectively, as can be seen by a direct computation. To aid the reader in such a computation, let $f=\Delta(2 \tau) / \Delta(\tau)$ and $g=(\Delta(3 \tau) / \Delta(\tau))^{1 / 2}$ be uniformizers for $X_{0}(2)$ and $X_{0}(3)$ respectively. Then

$$
\frac{E_{4}}{V E_{4}}=\frac{1+2^{8} f}{1+2^{4} f}, \quad \frac{E_{6}}{V E_{6}}=\frac{1-2 \cdot 3^{5} g-3^{9} g^{2}}{1+2 \cdot 3^{2} g-3^{3} g^{2}}
$$

## 4. Families of eigenforms

Let $h: D^{\times} \rightarrow \mathscr{E}$ denote an analytic family of overconvergent modular eigenforms of finite slope such that $\pi \circ h$ extends to $D$, and suppose that $(\pi \circ h)(0)=\kappa$,
where $\kappa$ is of the form $\kappa=\chi^{k} \cdot \psi$ with $k \in \mathbb{Z}$ and a finite order character $\psi$ of conductor dividing $N$. We assume that the image of $h$ lies in the cuspidal locus since the Eisenstein locus is finite and hence proper; see [Buzzard and Calegari 2006, Theorem 8.2]. Any weight in $\mathscr{W}\left(\mathbb{C}_{p}\right)$ sufficiently close to $\kappa$ lies in the set $\kappa \cdot \mathscr{B}^{*}$, where $\mathscr{B}^{*}$ is defined as

$$
\begin{array}{rlr}
\left\{\eta(s): a \mapsto\langle\langle a\rangle\rangle^{4 s} \mid s \in \mathbb{C}_{p}, v(s)>-3\right\} & \text { if } p=2, \\
\left\{\eta(s): a \mapsto\langle\langle a\rangle\rangle^{6 s} \mid s \in \mathbb{C}_{p}, v(s)>-\frac{3}{2}\right\} & \text { if } p=3, \\
\left\{\eta(s): a \mapsto\langle\langle a\rangle\rangle^{s(p-1)} \mid s \in \mathbb{C}_{p}, v(s)>-1+\frac{1}{p-1}\right\} & \text { if } p \geq 5 .
\end{array}
$$

Our $\mathscr{B}^{*}$ is normalized slightly differently from that of [Coleman and Mazur 1998, p. 28], as we have included extra factors in the exponent, merely to avoid potentially troublesome notational issues later on. After shrinking $D$, if necessary, we may assume that $(\pi \circ h)\left(D^{\times}\right) \subset \kappa \cdot \mathscr{B}^{*}$. Given $t \in D$, we may consider $h(t)$ to be a normalized eigenform in $M\left(\mathbb{C}_{p}, N, \kappa \cdot \eta(s(t))\right)$, for some $\eta(s(t)) \in \mathscr{B}^{*}\left(\mathbb{C}_{p}\right)$ and analytic function $s(t)$. By assumption, $U h(t)=\lambda(t) h(t)$ for some analytic function $\lambda(t)$ which does not vanish on $D^{\times}$. By considering $q$-expansions, we deduce that $h(0)$ exists as a $p$-adic modular form in the sense of Katz [1973] - for a more detailed proof, see [Buzzard and Calegari 2006, p. 229]. If $p \geq 5$, let $A$ be as in Section 2, otherwise let $A=E_{6}$ if $p=3$ or $A=E_{4}$ if $p=2$. The modular form $A$ has weight $\chi^{p-1}=\eta(1)$ if $p \geq 5$, and weights $\chi^{6}=\eta(1)$ and $\chi^{4}=\eta(1)$ if $p=3$ and 2 respectively. Thus (shrinking $D$ again if necessary), we may construct a map

$$
g: D^{\times} \rightarrow M\left(\mathbb{C}_{p}, N, \kappa\right)
$$

via the formula $g(t)=h(t) / A^{s(t)}$. This map is well defined as an easy consequence of Corollary B4.2.5 of [Coleman 1997], namely that $E_{S} / A^{s}$ is overconvergent of weight zero where $E_{s}$ is the Eisenstein series of weight $\eta(s)$.
Lemma 4.1. Suppose that $v(r)<1 /(p+1)$. After shrinking $D$, if necessary, the image of $g$ lands in $M\left(\mathbb{C}_{p}, N, \kappa, r^{p}\right)$.
Proof. By construction, $g(t)$ lies in $M\left(\mathbb{C}_{p}, N, \kappa, \mu\right)$ for some $\mu$ with $v(\mu)>0$. Since $\kappa$ is of the form $\chi^{k} \cdot \psi$, we may therefore realize $g(t)$ as a section of $H^{0}\left(X_{0}(p, \mu), \omega^{\otimes k}\right)$. Here we use the fact that $\psi$ has conductor coprime to $p$. Consider the operator $U_{t}=U(A / V A)^{s(t)}$, where $U$ is the usual operator on overconvergent modular forms [Coleman 1996; 1997]. If $s(t)$ is sufficiently small, then by Corollary 3.2, the factor $(A / V A)^{s(t)}$ lies in $M\left(\mathbb{C}_{p}, N, 1, r\right)$. On the other hand,

$$
U_{t}(g(t))=U\left(h(t) / V A^{s(t)}\right)=\left(\lambda(t) h(t) / A^{s(t)}\right)=\lambda(t) g(t)
$$

If $g(t) \in M\left(\mathbb{C}_{p}, N, \kappa, \mu\right)$, then $(A / V A)^{s(t)} g(t) \in M\left(\mathbb{C}_{p}, N, \kappa, \max \{r, \mu\}\right)$, and hence it follows that $U_{t} g(t)$ lies in $M\left(\mathbb{C}_{p}, N, \kappa, \max \left\{r^{p}, \mu^{p}\right\}\right)$. Thus, since $\lambda(t) \neq 0$
for $t \in D^{\times}$, we deduce from the equality $g(t)=\lambda(t)^{-1} U_{t}(g(t))$ that $g(t)$ lies in $M\left(\mathbb{C}_{p}, N, \kappa, \max \left\{\mu^{p}, r^{p}\right\}\right)$. By induction, we deduce that $g(t) \in M\left(\mathbb{C}_{p}, N, \kappa, r^{p}\right)$.

As remarked above, the $q$-expansion $g(0)=h(0)$ is a Katz $p$-adic modular form of weight $\kappa$, and moreover, by assumption, lies in the kernel of $U$. The argument now proceeds exactly as in Section 8 of [Buzzard and Calegari 2006]. Namely, as in the proof of Theorem 8.2 of loc. cit., we deduce that $h(0)$ is lies in $M\left(\mathbb{C}_{p}, N, \chi^{k} \cdot \psi, r^{p}\right)$ for any $r$ satisfying the conditions of Lemma 4.1, namely, $v(r)<1 /(p+1)$. In particular, we may choose an $r$ such that $h(0) \in M\left(\mathbb{C}_{p}, N, \chi^{k}\right.$. $\left.\psi, r^{p}\right)$ and $v\left(r^{p}\right)>1 /(p+1)$. Yet this is in direct contradiction to Lemma 6.13 of [Buzzard and Calegari 2006] (note Remark 6.14), which says that modular forms in the kernel of $U$ cannot converge beyond $1 /(p+1)$. This completes the proof.
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# A finiteness property of torsion points 

Matthew Baker, Su-ion Ih and Robert Rumely

Let $k$ be a number field, and let $G$ be either the multiplicative group $\mathbb{G}_{m} / k$ or an elliptic curve $E / k$. Let $S$ be a finite set of places of $k$ containing the archimedean places. We prove that if $\alpha \in G(\bar{k})$ is nontorsion, then there are only finitely many torsion points $\xi \in G(\bar{k})_{\text {tors }}$ that are $S$-integral with respect to $\alpha$. We also formulate conjectural generalizations for dynamical systems and for abelian varieties.

## Introduction

Let $k$ be a number field, with ring of integers $\mathbb{O}_{k}$ and algebraic closure $\bar{k}$. In this paper we prove finiteness theorems for torsion points that are integral with respect to a given nontorsion point, for the multiplicative group $\mathbb{G}_{m} / k$ and for elliptic curves $E / k$. We then attempt to place these results in a conceptual framework, and conjecture generalizations to dynamical systems and abelian varieties.

Let $S$ be a finite set of places of $k$ containing the archimedean places. Given $\alpha, \beta \in \mathbb{P}^{1}(\bar{k})$, let $\operatorname{cl}(\alpha), \operatorname{cl}(\beta)$ be their Zariski closures in $\mathbb{P}_{O_{k}}^{1}$. By definition, $\beta$ is $S$-integral relative to $\alpha$ if $\operatorname{cl}(\beta)$ does not meet $\operatorname{cl}(\alpha)$ outside $S$. Thus, $\beta$ is $S$ integral relative to $\alpha$ if and only if for each place $v$ of $k$ not in $S$, and each pair of $k$-embeddings $\sigma: k(\beta) \hookrightarrow \bar{k}_{v}, \tau: k(\alpha) \hookrightarrow \bar{k}_{v}$, we have $\|\sigma(\beta), \tau(\alpha)\|_{v}=1$ under the spherical metric on $\mathbb{P}^{1}\left(\bar{k}_{v}\right)$. Equivalently, for all $\sigma, \tau$,

$$
\begin{cases}|\sigma(\beta)-\tau(\alpha)|_{v} \geq 1 & \text { if }|\tau(\alpha)|_{v} \leq 1 \\ |\sigma(\beta)|_{v} \leq 1 & \text { if }|\tau(\alpha)|_{v}>1\end{cases}
$$

Theorem 0.1. Let $k$ be a number field, and let $S$ be a finite set of places of $k$ containing all the archimedean places. Fix $\alpha \in \mathbb{P}^{1}(\bar{k})$ with Weil height $h(\alpha)>0$; that is, identifying $\mathbb{P}^{1}(\bar{k})$ with $\bar{k} \cup\{\infty\}, \alpha$ is not 0 or $\infty$ or a root of unity. Then there are only finitely many roots of unity in $\bar{k}$ that are $S$-integral with respect to $\alpha$.

Similarly, let $E / k$ be an elliptic curve, and let $\mathscr{E} / \operatorname{Spec}\left(\mathcal{O}_{k}\right)$ be a model of $E$.

[^4]Theorem 0.2. Let $k$ be a number field, and let $S$ be a finite set of places of $k$ containing all the archimedean places. If $\alpha \in E(\bar{k})$ is nontorsion (has canonical height $\hat{h}(\alpha)>0)$, there are only finitely many torsion points $\xi \in E(\bar{k})_{\text {tors }}$ which are $S$-integral with respect to $\alpha$.
By $S$-integrality we mean that the Zariski closures of $\xi$ and $\alpha$ in $\mathscr{E} / \operatorname{Spec}\left(\mathbb{O}_{k}\right)$ do not meet outside fibres above $S$. Since any two models are isomorphic outside a finite set of places, it follows from the theorem that the finiteness property is independent of the choice of the set $S$ and the model $\mathscr{E}$.

The main ingredients of the proofs of Theorems 0.1 and 0.2 are linear forms in logarithms (Baker's theorem for $\mathbb{G}_{m}$, and David/Hirata-Kohno's theorem for elliptic curves), properties of local height functions, and a strong form of equidistribution for torsion points at all places $v$. In outline, both theorems are proved as follows. By base change, one reduces to the case where $\alpha$ is rational over $k$. Given a place $v$ of $k$, let $\bar{k}_{v}$ be the algebraic closure of the completion $k_{v}$, and let $\lambda_{v}$ be the normalized canonical local height occurring in the decomposition of the global height. On the one hand, well known properties of local and global heights can be used to show that since $\alpha$ is nontorsion, for any torsion point $\xi_{n}$ one has

$$
\begin{equation*}
0<\hat{h}(\alpha)=\frac{1}{\left[k\left(\xi_{n}\right): k\right]} \sum_{v} \sum_{\sigma: k\left(\xi_{n}\right) / k \hookrightarrow \bar{k}_{v}} \lambda_{v}\left(\alpha-\sigma\left(\xi_{n}\right)\right), \tag{1}
\end{equation*}
$$

where $\sigma: k\left(\xi_{n}\right) / k \hookrightarrow \bar{k}_{v}$ means $\sigma$ is an embedding of $k\left(\xi_{n}\right)$ in $\bar{k}_{v}$ fixing $k$. On the other hand, if $\left\{\xi_{n}\right\}$ is a sequence of distinct torsion points which are $S$-integral with respect to $\alpha$, then for each $v$, by equidistribution and the normalization of $\lambda_{v}$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{\left[k\left(\xi_{n}\right): k\right]} \sum_{\sigma: k\left(\xi_{n}\right) / k \hookrightarrow \bar{k}_{v}} \lambda_{v}\left(\alpha-\sigma\left(\xi_{n}\right)\right)=0 . \tag{2}
\end{equation*}
$$

By the integrality hypothesis, the outer sum in (1) can be restricted to $v \in S$, allowing the limit and the sum to be interchanged. This gives $\hat{h}(\alpha)=0$, contradicting the assumption that $\alpha$ is nontorsion.

Examples show that the conclusion is false if $\alpha$ is a torsion point, and that it can fail if $\left\{\xi_{n}\right\}$ is merely a sequence of small points (that is, a sequence of points with $\hat{h}\left(\xi_{n}\right) \rightarrow 0$ ). In particular, our results cannot be strengthened to theorems of Bogomolov type.

The paper is divided into three sections. In Section 1, we prove Theorem 0.1 for $\mathbb{G}_{m}$; in Section 2, we prove Theorem 0.2 for elliptic curves. In Section 3, we attempt to provide perspective on these results, comparing them with other arithmetic finiteness theorems, and formulating conjectural generalizations.

Throughout the paper, we use the following notation. For each place $v$ of $k$, let $k_{v}$ be the completion of $k$ at $v$ and let $|x|_{v}$ be the normalized absolute value which
coincides with the modulus of additive Haar measure on $k_{v}$. If $v$ is archimedean and $k_{v} \cong \mathbb{R}$, then $|x|_{v}=|x|$, while if $k_{v} \cong \mathbb{C}$ then $|x|_{v}=|x|^{2}$. If $v$ is nonarchimedean and lies over the rational prime $p$, then $|p|_{v}=p^{-\left[k_{v}: \mathbb{Q}_{p}\right]}$. For $0 \neq \alpha \in k$, the product formula reads

$$
\prod_{v}|\alpha|_{v}=1
$$

If $\bar{k}_{v}$ is an algebraic closure of $k_{v}$, there is a unique extension of $|x|_{v}$ to $\bar{k}_{v}$, also denoted $|x|_{v}$. Given a finite extension $L / k$, for each place $w$ of $L$ we have the normalized absolute value $|x|_{w}$ on $L_{w}$. If we embed $L_{w}$ in $\bar{k}_{v}$, then $|x|_{w}=|x|_{v}^{\left[L_{w}: k_{v}\right]}$ for each $x \in L_{w}$. Write $\log x$ for the natural logarithm of $x$. Given $\beta \in L$ and a place $v$ of $k$, as $\sigma$ ranges over all embeddings of $L$ into $\bar{k}_{v}$ fixing $k$ we have

$$
\begin{equation*}
\sum_{\sigma: L / k \hookrightarrow \bar{k}_{v}} \log |\sigma(\beta)|_{v}=\sum_{w \mid v} \log |\beta|_{w} \tag{3}
\end{equation*}
$$

The absolute Weil height of $\alpha \in k$ (also called the naive height) is defined to be

$$
h(\alpha)=\frac{1}{[k: \mathbb{Q}]} \sum_{v} \max \left(0, \log |\alpha|_{v}\right)
$$

with the convention that $\log 0=-\infty$. It is well known that for $\alpha \in \overline{\mathbb{Q}}, h(\alpha)$ is independent of the field $k$ containing $\mathbb{Q}(\alpha)$ used to compute it, so $h$ extends to a function on $\overline{\mathbb{Q}}$. Furthermore $h(\alpha) \geq 0$, with $h(\alpha)=0$ if and only if $\alpha=0$ or $\alpha$ is a root of unity.

## 1. The finiteness theorem for $\mathbb{G}_{m}$

Limitations. Before giving the proof of Theorem 0.1, we note some examples that limit possible strengthenings of the theorem.
(A) The hypothesis $h(\alpha)>0$ is necessary. To see this, take $k=\mathbb{Q}$. If $\alpha=0$ or $\alpha=\infty$, then each root of unity $\zeta_{n}$ is integral with respect to $\alpha$ at all finite places. If $\alpha=1$, then each root of unity whose order is divisible by at least two distinct primes is integral with respect to $\alpha$ at all finite places. If $\alpha=\zeta_{N}$ is a primitive $N$-th root of unity with $N>1$, let $\zeta_{m}$ be a primitive $m$-th root of unity with $(m, N)=1$ and $m>1$. Then $\zeta_{N}^{-1} \zeta_{m}$ is a primitive $m N$-th root of unity whose order is divisible by at least two distinct primes, so $1-\zeta_{N}^{-1} \zeta_{m}$ is a unit in $\overline{\mathbb{Z}}$, the ring of all algebraic integers, and $\zeta_{N}-\zeta_{m}$ is also a unit. This holds for all conjugates of $\zeta_{N}$ and $\zeta_{m}$. Hence $\zeta_{m}$ is integral with respect to $\alpha$ at all finite places.
(B) When $h(\alpha)>0$, one can ask if the theorem could be strengthened to a result of Bogomolov type: is there a number $B=B(\alpha)>0$ such that there are only finitely
many points $\beta \in \bar{k}$ with $h(\beta)<B$ which are $S$-integral with respect to $\alpha$ ? That is, could finiteness for roots of unity be strengthened to finiteness for small points?

The following example ${ }^{1}$ shows this is not possible (see [Autissier 2006] for similar examples). Take $k=\mathbb{Q}, \alpha=2$, and $S=\{\infty\}$. For each $n$, let $\beta_{n}$ be a root of the polynomial

$$
f_{n}(x)=x^{2^{n}-1}(x-2)-1
$$

Here $f_{n}(x+1)$ is Eisenstein with respect to the prime $p=2$, so $f_{n}(x)$ is irreducible over $\mathbb{Q}$. Note that each $\beta_{n}$ is a unit. By Rouché's theorem, $\beta_{n}$ has one conjugate very near 2 and the rest of its conjugates very close to the unit circle; this can be used to show that $\lim _{n \rightarrow \infty} h\left(\beta_{n}\right)=0$. Finally, $\beta_{n}-2$ is also a unit, so $\beta_{n}$ is integral with respect to 2 at all finite places.

Proof of Theorem 0.1. By replacing $k$ with $k(\alpha)$, and $S$ with the set of places $S_{k(\alpha)}$ lying over $S$, we are reduced to proving the theorem when $\alpha \in k$. Indeed, if $\zeta$ is a root of unity which is $S$-integral with respect to $\alpha$ over $k$, then each $k$-conjugate of $\zeta$ is $S_{k(\alpha)}$-integral with respect to $\alpha$ over $k(\alpha)$.

Suppose $\alpha \in k$, and that there are infinitely many distinct roots of unity $\zeta_{n}$ which are $S$-integral with respect to $\alpha$. For each $n$, we will evaluate the sum

$$
\begin{equation*}
A_{n}=\frac{1}{\left[k\left(\zeta_{n}\right): \mathbb{Q}\right]} \sum_{v \text { of } k_{\sigma: k\left(\zeta_{n}\right) / k \hookrightarrow \bar{k}_{v}}} \log \left(\left|\sigma\left(\zeta_{n}\right)-\alpha\right|_{v}\right) \tag{4}
\end{equation*}
$$

in two different ways. On the one hand, we will see that each $A_{n}=0$. On the other hand, by applying the integrality hypothesis, A. Baker's theorem on linear forms in logarithms, and a strong form of equidistribution for roots of unity, we will show that $\lim _{n \rightarrow \infty} A_{n}=h(\alpha)>0$. This contradiction will give the desired result. The details are as follows.

First, using (3), formula (4) can be rewritten as

$$
A_{n}=\frac{1}{\left[k\left(\zeta_{n}\right): \mathbb{Q}\right]} \sum_{w \text { of } k\left(\zeta_{n}\right)} \log \left|\zeta_{n}-\alpha\right|_{w}
$$

Since $\alpha$ is not a root of unity, we have $\zeta_{n}-\alpha \neq 0$; hence the product formula gives $A_{n}=0$.

Next, take $v \notin S$. If $|\alpha|_{v}>1$, we have $\left|\sigma\left(\zeta_{n}\right)-\alpha\right|_{v}=|\alpha|_{v}$ for each $\sigma: k\left(\zeta_{n}\right) / k \hookrightarrow$ $\bar{k}_{v}$, by the ultrametric inequality. On the other hand, if $|\alpha|_{v} \leq 1$, the integrality hypothesis gives $\left|\sigma\left(\zeta_{n}\right)-\alpha\right|_{v}=1$. It follows that for each $v \notin S$

$$
\begin{equation*}
\frac{1}{\left[k\left(\zeta_{n}\right): \mathbb{Q}\right]} \sum_{\sigma: k\left(\zeta_{n}\right) / k \hookrightarrow \bar{k}_{v}} \log \left(\left|\sigma\left(\zeta_{n}\right)-\alpha\right|_{v}\right)=\frac{1}{[k: \mathbb{Q}]} \max \left(0, \log |\alpha|_{v}\right) \tag{5}
\end{equation*}
$$

[^5]$$
A_{n}=\sum_{v \in S} \frac{1}{\left[k\left(\zeta_{n}\right): \mathbb{Q}\right]} \sum_{\sigma: k\left(\zeta_{n}\right) / k \hookrightarrow \bar{k}_{v}} \log \left(\left|\sigma\left(\zeta_{n}\right)-\alpha\right|_{v}\right)+\frac{1}{[k: \mathbb{Q}]} \sum_{v \notin S} \max \left(0, \log |\alpha|_{v}\right)
$$

Now let $n \rightarrow \infty$. Since $S$ is finite, we can interchange the limit and the sum over $v \in S$, obtaining

$$
\begin{aligned}
0=\sum_{v \in S}\left(\operatorname { l i m } _ { n \rightarrow \infty } \frac { 1 } { [ k ( \zeta _ { n } ) : \mathbb { Q } ] } \sum _ { \sigma : k ( \zeta _ { n } ) / k \hookrightarrow \overline { k } _ { v } } \operatorname { l o g } \left(\mid \sigma\left(\zeta_{n}\right)\right.\right. & \left.\left.-\left.\alpha\right|_{v}\right)\right) \\
& +\frac{1}{[k: \mathbb{Q}]} \sum_{v \notin S} \max \left(0, \log |\alpha|_{v}\right) .
\end{aligned}
$$

We will now show that for each $v \in S$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{\left[k\left(\zeta_{n}\right): \mathbb{Q}\right]} \sum_{\sigma: k\left(\zeta_{n}\right) / k \hookrightarrow \bar{k}_{v}} \log \left(\left|\sigma\left(\zeta_{n}\right)-\alpha\right|_{v}\right)=\frac{1}{[k: \mathbb{Q}]} \max \left(0, \log |\alpha|_{v}\right) \tag{6}
\end{equation*}
$$

Inserting this in the previous equation gives $h(\alpha)=0$, a contradiction.
For each nonarchimedean $v \in S$, (6) is trivial if $|\alpha|_{v}>1$ or $|\alpha|_{v}<1$. In the first case $\left|\sigma\left(\zeta_{n}\right)-\alpha\right|_{v}=|\alpha|_{v}$ for all $n$ and all $\sigma$, and in the second case $\left|\sigma\left(\zeta_{n}\right)-\alpha\right|_{v}=1$ for all $n$ and all $\sigma$. Hence we can assume that $|\alpha|_{v}=1$. We can then apply the following result, part (i) of which is a special case of the Tate-Voloch conjecture for semiabelian varieties proved by Scanlon [1999].

Lemma 1.1. Let $v$ be nonarchimedean, and suppose $|\alpha|_{v}=1$. Then
(i) there is a bound $M(\alpha)>0$ such that $|\zeta-\alpha|_{v} \geq M(\alpha)$ for all roots of unity $\zeta \in \bar{k}_{v}$ and
(ii) for each $0<r<1$, there are only finitely many roots of unity $\zeta \in \bar{k}_{v}$ with $|\zeta-\alpha|_{v}<r$.

Proof. Since $\alpha$ is not a root of unity, (i) follows immediately from (ii). For (ii), note that if $\zeta$ and $\zeta^{\prime}$ are roots of unity with $|\zeta-\alpha|_{v}<r$ and $\left|\zeta^{\prime}-\alpha\right|_{v}<r$, then $\left|\zeta-\zeta^{\prime}\right|_{v}<r$ and so $\zeta^{\prime \prime}=\zeta^{-1} \zeta^{\prime}$ is a root of unity with $\left|1-\zeta^{\prime \prime}\right|_{v}<r$. There are only finitely many such $\zeta^{\prime \prime}$. Indeed, if $p$ is the rational prime under $v$, the only roots of unity $\xi \in \bar{k}_{v}$ with $|1-\xi|_{v}<1$ are those with order $p^{n}$ for some $n$. If $\xi$ is a primitive $p^{n}$-th root of unity, then $|1-\xi|_{v}=p^{-\left[k_{v}: \mathbb{Q}_{p}\right] / p^{n-1}(p-1)}$ so $1>r>|1-\xi|_{v}$ for only finitely many $n$.

Assuming $v$ is nonarchimedean and $|\alpha|_{v}=1$, let $M(\alpha)$ be as in Lemma 1.1. Fix $0<r<1$, and let $N(r)$ be the number of roots of unity in $\bar{k}_{v}$ with $|\zeta-\alpha|_{v}<r$.

For each $\zeta_{n}$ and each $\sigma: k\left(\zeta_{n}\right) / k \rightarrow \bar{k}_{v}$, we have $\left|\sigma\left(\zeta_{n}\right)-\alpha\right|_{v} \leq 1$, so

$$
\begin{aligned}
0 & \geq \lim _{n \rightarrow \infty} \frac{1}{\left[k\left(\zeta_{n}\right): \mathbb{Q}\right]} \sum_{\sigma: k\left(\zeta_{n}\right) / k \hookrightarrow \bar{k}_{v}} \log \left(\left|\sigma\left(\zeta_{n}\right)-\alpha\right|_{v}\right) \\
& \geq \lim _{n \rightarrow \infty} \frac{1}{\left[k\left(\zeta_{n}\right): \mathbb{Q}\right]}\left(\left(\left[k\left(\zeta_{n}\right): k\right]-N(r)\right) \log r+N(r) \cdot \log M(\alpha)\right)=\frac{1}{[k: \mathbb{Q}]} \log r .
\end{aligned}
$$

Since $r<1$ is arbitrary, the limit in (6) is 0 , verifying (6) in this case.
Now suppose $v$ is archimedean. To simplify notation, view $k$ as a subfield of $\mathbb{C}$ and identify $\bar{k}_{v}$ with $\mathbb{C}$. (Thus, the way $k$ is embedded depends on the choice of $v$.)

By Jensen's formula [Conway 1973, p. 280] applied to $f(z)=z-\alpha$,

$$
\begin{equation*}
\frac{1}{2 \pi} \int_{0}^{2 \pi} \log \left|e^{i \theta}-\alpha\right| d \theta=\max (0, \log |\alpha|) \tag{7}
\end{equation*}
$$

Here $|x|$ can be replaced by $|x|_{v}$, since $|x|_{v}$ is either $|x|$ or $|x|^{2}$.
The $\operatorname{Gal}(\bar{k} / k)$-conjugates of roots of unity equidistribute in the unit circle. We will give a direct proof of this below, but we note that it also follows from Bilu's theorem [1997] and restriction of scalars, or from the equidistribution theorem for polynomial dynamical systems given in [Baker and Hsia 2005]. Those theorems show that if $\mu_{n}$ is the discrete measure

$$
\mu_{n}=\frac{1}{\left[k\left(\zeta_{n}\right): k\right]} \sum_{\sigma: k\left(\zeta_{n}\right) / k \hookrightarrow \mathbb{C}} \delta_{\sigma\left(\zeta_{n}\right)}(x)
$$

where $\delta_{P}(x)$ is the Dirac measure with mass 1 at $P$, then the $\mu_{n}$ converge weakly to the Haar measure $\mu=(1 / 2 \pi) d \theta$ on the unit circle.

If $|\alpha|_{v}>1$ or $|\alpha|_{v}<1$ then $\log |z-\alpha|_{v}$ is continuous on the unit circle. In these cases, (6) follows from (7) and weak convergence. If $|\alpha|_{v}=1$ then $\log |z-\alpha|_{v}$ is not continuous on $|z|=1$ and weak convergence is not enough to give $\int_{|z|=1} \log \mid z-$ $\left.\alpha\right|_{v} d \mu_{n}(z) \rightarrow 0$ : there could be a problem if some conjugate of $\zeta_{n}$ were extremely close to $\alpha$,or if too many conjugates of $\zeta_{n}$ clustered near $\alpha$.

The first problem is solved by A. Baker's theorem on lower bounds for linear forms in logarithms [Baker 1975, Theorem 3.1, p. 22]. We are assuming that $|\alpha|_{v}=1$, and $\alpha$ is not a root of unity. Fix a branch of $\log$ with $\log z=\log |z|+i \theta$, for $-\pi<\theta \leq \pi$, and write $\log \alpha=i \theta_{0}$. For another branch, $\log 1=2 \pi i$. The following is a special case of Baker's theorem. (In his statement of the theorem, Baker uses an exponential height having bounded ratio with $H(\beta)=e^{h(\beta)}$.)

Proposition 1.2 (A. Baker). There is a constant $C=C(\alpha)>0$ such that for each $\beta=a / N \in \mathbb{Q}$, with $a, N \in \mathbb{Z}$ coprime,

$$
\left|i \theta_{0}-\beta \cdot 2 \pi i\right| \geq e^{-C \cdot \max (1, h(\beta))}
$$

where $h(\beta)=\log \max (|a|,|N|)$ is the Weil height of $\beta$.

The second problem is settled by a strong form of equidistribution for roots of unity, proved starting on page 226. It says that for any $0<\gamma<1$, the conjugates of the $\zeta_{n}$ are asymptotically equidistributed in arcs of length $\left[k\left(\zeta_{n}\right): k\right]^{-\gamma}$. Note that weak convergence is equivalent to equidistribution in arcs of fixed length.

Proposition 1.3 (Strong equidistribution). Let $k \subset \mathbb{C}$ be a number field. Then the $\operatorname{Gal}(\bar{k} / k)$-conjugates of the roots of unity in $\bar{k}$ (viewed as embedded in $\mathbb{C}$ ) are strongly equidistributed in the unit circle, in the following sense.

Given an arc $I$ in the unit circle, write $\mu(I)=\frac{1}{2 \pi}$ length $(I)$ for its normalized Haar measure. If $\zeta \in \bar{k}$ is a root of unity, put

$$
N(\zeta, I)=\#\{\sigma(\zeta) \in I: \sigma \in \operatorname{Gal}(\bar{k} / k)\}
$$

Fix $0<\gamma<1$. Then for all roots of unity $\zeta$ and all $I$,

$$
\begin{equation*}
\frac{N(\zeta, I)}{[k(\zeta): k]}=\mu(I)+O_{k, \gamma}\left([k(\zeta): k]^{-\gamma}\right) \tag{8}
\end{equation*}
$$

Assuming Proposition 1.3, we will now complete the proof of Theorem 0.1 by showing that (6) holds for archimedean $v$ such that $|\alpha|_{v}=1$.

Let $\mu=(1 / 2 \pi) d \theta$ be the normalized Haar measure on the unit circle, and for each $n$, put

$$
\mu_{n}=\frac{1}{\left[k\left(\zeta_{n}\right): k\right]} \sum_{\sigma: k\left(\zeta_{n}\right) / k \rightarrow \mathbb{C}} \delta_{\sigma\left(\zeta_{n}\right)}(x)
$$

Then the $\mu_{n}$ are supported on the unit circle and converge weakly to $\mu$ as $n \rightarrow \infty$. We must show that

$$
\int_{|z|=1} \log |z-\alpha| d \mu_{n}(z)=\frac{1}{\left[k\left(\zeta_{n}\right): k\right]} \sum_{\sigma} \log \left(\left|\sigma\left(\zeta_{n}\right)-\alpha\right|\right) \rightarrow 0
$$

The idea is to split the integrand $\log |z-\alpha|$ into two parts: a continuous "background" function that can be handled by weak convergence, and a function with a logarithmic pole at $\alpha$ supported in a small neighborhood of $\alpha$. The terms nearest $\alpha$ can then be dealt with using Baker's theorem, while the other terms can be treated by strong equidistribution. Define

$$
\operatorname{larg}_{\alpha, \varepsilon}(z)=\min \left(0, \log \left(\left|\theta-\theta_{0}\right| / \varepsilon\right)\right)
$$

taking $\operatorname{larg}_{\alpha, \varepsilon}\left(\theta_{0}\right)=-\infty$. Then there is a continuous function $g_{\alpha, \varepsilon}(z)$ on $|z|=1$ for which $\log |z-\alpha|=\operatorname{larg}_{\alpha, \varepsilon}(z)+g_{\alpha, \varepsilon}(z)$.

Fix $0<\epsilon<1$. We will show that for all sufficiently large $n$,

$$
\begin{equation*}
\left|\int_{|z|=1} \log \right| z-\alpha\left|d \mu_{n}(z)\right|<6 \epsilon . \tag{9}
\end{equation*}
$$

Note that $\int_{0}^{\varepsilon} \log (t / \varepsilon) d t=-\varepsilon$. For the remainder of the proof, we restrict to $|z|=1$; write $\alpha=e^{i \theta_{0}}$ where $-\pi<\theta_{0} \leq \pi$, and write $z=e^{i \theta}$ where $\theta_{0}-\pi<\theta \leq \theta_{0}+\pi$. Recalling that $\int_{|z|=1} \log |z-\alpha| d \mu(z)=0$, we have

$$
\int_{|z|=1} g_{\alpha, \varepsilon}(z) d \mu(z)=-\int_{|z|=1} \operatorname{larg}_{\alpha, \varepsilon}(z) d \mu(z)=-2 \int_{0}^{\varepsilon} \log (\theta / \varepsilon) \frac{d \theta}{2 \pi}=\frac{\varepsilon}{\pi}
$$

By weak convergence, it follows that for all sufficiently large $n$,

$$
\begin{equation*}
\left|\int_{|z|=1} g_{\alpha, \varepsilon}(z) d \mu_{n}(z)\right|<\varepsilon \tag{10}
\end{equation*}
$$

To obtain (9), it suffices to show that for all sufficiently large $n$,

$$
\left|\int_{|z|=1} \operatorname{larg}_{\alpha, \varepsilon}(z) d \mu_{n}(z)\right|<5 \varepsilon
$$

For each interval $[c, d]$ let $I_{\alpha}([c, d])$ be the arc $\left\{\alpha e^{2 \pi i t}: t \in[c, d]\right\}$. Noting that $\operatorname{larg}_{\alpha, \varepsilon}(z)$ is supported on $I_{\alpha}([-\varepsilon, \varepsilon])$, put $D=D_{n}=\left\lceil\left[k\left(\zeta_{n}\right): k\right]^{1 / 2}\right\rceil$ and divide $I_{\alpha}([-\varepsilon, \varepsilon])$ into $2 D$ equal subarcs. Taking $\gamma=2 / 3$ in Proposition 1.3, it follows that if $n$ is sufficiently large, each such subarc contains at most $2 \varepsilon\left[k\left(\zeta_{n}\right): k\right]^{1 / 2}$ conjugates of $\zeta_{n}$.

First consider the union of the two central subarcs, $I_{\alpha}([-\varepsilon / D, \varepsilon / D])$. Let $N$ be the order of $\zeta_{n}$. Let $\sigma_{0}\left(\zeta_{n}\right)=e^{2 \pi i a / N}$ be the conjugate of $\zeta_{n}$ closest to $\alpha=e^{i \theta_{0}}$. We can assume that $|a / N| \leq 1$, which implies that $h(a / N)=\max (\log |a|, \log N)=$ $\log N$. By Baker's theorem,

$$
\left|2 \pi(a / N)-\theta_{0}\right|>e^{-C \max (1, \log N)} .
$$

Hence if $n$ is sufficiently large,

$$
\operatorname{larg}_{\alpha, \varepsilon}\left(\sigma_{0}\left(\zeta_{n}\right)\right)>-C \log N-\log \varepsilon \geq-C \log N
$$

Since there are at most $4 \varepsilon\left[k\left(\zeta_{n}\right): k\right]^{1 / 2}$ conjugates of $\zeta_{n}$ in $I_{\alpha}([-\varepsilon / D, \varepsilon / D])$,

$$
0 \geq \int_{I_{\alpha}([-\varepsilon / D, \varepsilon / D])} \operatorname{larg}_{\alpha, \varepsilon}(|z-\alpha|) d \mu_{n}(z)>-4 \frac{C \log N}{\left[k\left(\zeta_{n}\right): k\right]^{1 / 2}} \varepsilon
$$

Note that $\left[k\left(\zeta_{n}\right): k\right] \geq\left[\mathbb{Q}\left(\zeta_{n}\right): \mathbb{Q}\right] /[k: \mathbb{Q}]=\varphi(N) /[k: \mathbb{Q}]$. For all large $N$, $\varphi(N) \geq N^{1 / 2}$, so there is a constant $B$ such that $\left[k\left(\zeta_{n}\right): k\right]^{1 / 2} \geq B N^{1 / 4}$. Thus for all sufficiently large $n$,

$$
\begin{equation*}
\left|\int_{I_{\alpha}([-\varepsilon / D, \varepsilon / D])} \log \right| z-\alpha\left|d \mu_{n}(z)\right|<\varepsilon \tag{11}
\end{equation*}
$$

Finally, consider the remaining subarcs. For $\ell=1, \ldots, D-1$, if

$$
z \in I_{\alpha}([\ell \varepsilon / D,(\ell+1) \varepsilon / D]) \quad \text { or } \quad z \in I_{\alpha}([-(\ell+1) \varepsilon / D,-\ell \varepsilon / D])
$$

then $0 \geq \operatorname{larg}_{\alpha, \varepsilon}(z) \geq \log (\ell / D)$. As before, by Proposition 1.3, for sufficiently large $n$, each subarc contains at most $2\left[k\left(\zeta_{n}\right): k\right](\varepsilon / D)$ conjugates of $\zeta_{n}$. It follows that

$$
\begin{align*}
0 & \geq \int_{I_{\alpha}([-\varepsilon, \varepsilon]) \backslash I_{\alpha}([-\varepsilon / D, \varepsilon / D])} \operatorname{larg}_{\alpha, \varepsilon}(z) d \mu_{n}(z) \\
& \geq 2 \cdot \sum_{\ell=1}^{D-1} \log \left(\left(\frac{\ell \varepsilon}{D}\right) / \varepsilon\right) \cdot \frac{2 \varepsilon}{D}>4 \int_{0}^{\varepsilon} \log (t / \varepsilon) d t=-4 \epsilon \tag{12}
\end{align*}
$$

Combining (10), (11), and (12) gives (9), which completes the proof of Theorem 0.1.

In the course of writing this paper, the authors learned of several results related to Theorem 0.1, some of which imply it in special cases.
A. Bang's theorem [1886] says that if $\alpha \neq \pm 1$ is a nonzero rational number, then for all sufficiently large integers $n$ there is a prime $p$ such that the order of $\alpha$ modulo $p$ is exactly $n$. This can be rephrased as saying that for all sufficiently large $n$, there exists a primitive $n$-th root of unity $\zeta_{n}$ and a nonzero prime ideal $\mathfrak{p}$ of $\mathbb{Z}\left[\zeta_{n}\right]$ such that $\alpha \equiv \zeta_{n}(\bmod \mathfrak{p})$. Since all primitive $n$-th roots are conjugate over $\mathbb{Q}$, this implies Theorem 0.1 in the case $\alpha \in \mathbb{Q}$. A. Schinzel [1974] gave an effective generalization of Bang's theorem to arbitrary number fields; Schinzel's theorem implies Theorem 0.1 for number fields $k$ which are linearly disjoint from the maximal cyclotomic field $\mathbb{Q}^{a b}$, and $\alpha \in k$.
J. Silverman [1995] has shown that if $\alpha \in \overline{\mathbb{Q}}$ is an algebraic unit which is not a root of unity, there are only finitely many $m$ for which $\Phi_{m}(\alpha)$ is a unit, where $\Phi_{m}(x)$ is the $m$-th cyclotomic polynomial. In fact, if $d=[\mathbb{Q}(\alpha): \mathbb{Q}]$ he shows there is an absolute, effectively computable constant $C$ such that the number of such $m$ 's is at most

$$
C \cdot d^{1+0.7 / \log \log d}
$$

In the case when $\alpha$ is a unit, this yields Theorem 0.1 in the same situations as Schinzel's theorem.
G. Everest and T. Ward [1999, Lemma 1.10] show that if $F(x) \in \mathbb{Z}[x]$ is monic and irreducible, with roots $\alpha_{1}, \ldots, \alpha_{d}$, and if $F(x)$ is not a constant multiple of $x$ or a cyclotomic polynomial $\Phi_{m}(x)$, then the quantity $\Delta_{n}(F)=\prod_{i=1}^{d}\left(\alpha_{i}^{n}-1\right)$ satisfies

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{n} \log \Delta_{n}(F)=m(F)>0 \tag{13}
\end{equation*}
$$

where $m(F)=\operatorname{deg}(F) \cdot h\left(\alpha_{i}\right)$ is the logarithm of the Mahler measure of $F(x)$. When $k=\mathbb{Q}$, and $\alpha=\alpha_{1}$ is an algebraic integer, the product formula tells us that $\prod_{v \text { of } \mathbb{Q}}\left|\Delta_{n}(F)\right|_{v}=1$, so for all large $n$ there must be some nonarchimedean $v$ and some $\alpha_{i}$ such that $\left|\alpha_{i}^{n}-1\right|_{v}<1$, and this in turn means there is some $n$-th root of unity $\zeta$ with $\left|\alpha_{i}-\zeta\right|_{v}<1$. This implies there are infinitely many roots of unity
which are not integral with respect to some $\alpha_{i}$, as also follows from Theorem 0.1. However, the Everest-Ward theorem does not yield Theorem 0.1.

Strong equidistribution for roots of unity. We will now prove Proposition 1.3, the strong equidistribution theorem for roots of unity. At least when $k=\mathbb{Q}$, the result is well known to analytic number theorists, but we are not aware of a reference in the literature.

The proof rests on the following lemma, for which we thank Carl Pomerance. Let $\varphi(N)$ denote Euler's function and let $d(N)=\sum_{m \mid N, m \geq 1} 1$ be the divisor function. We write $\lambda(m)$ for the number of distinct primes dividing $m$, and use $\theta(x)$ to denote a quantity satisfying $-|x| \leq \theta(x) \leq|x|$.

Lemma 1.4 (Pomerance). Fix an integer $Q>1$ and an integer $b$ coprime to $Q$. Then for each integer $N \geq 1$ divisible by $Q$ and each interval $(C, D] \subset \mathbb{R}$,

$$
\#\{a \in(C, D] \cap \mathbb{Z}:(a, N)=1, a \equiv b(\bmod Q)\}=\frac{\varphi(N)}{N \varphi(Q)}(D-C)+\theta(d(N))
$$

In particular, the error depends only on $N$, and not on $Q$ or $(C, D]$.
Proof. Let $p_{1}, \ldots, p_{r}$ be the distinct primes dividing $N$ but not $Q$. (If there are no such primes, take $p_{1} \cdots p_{r}=1$ below.) Take $b_{0} \in \mathbb{Z}$ with $b_{0} \equiv b(\bmod Q)$, $b_{0} \equiv 0\left(\bmod p_{1} \ldots p_{r}\right)$. Then

$$
\begin{aligned}
& \{a \in(C, D] \cap \mathbb{Z}: a \equiv b(\bmod Q),(a, N)=1\} \\
& \quad=\left\{a \in(C, D] \cap \mathbb{Z}: Q \mid a-b_{0}, p_{1}, \ldots, p_{r} \nmid a-b_{0}\right\} .
\end{aligned}
$$

If $m$ is a positive integer dividing $p_{1} \cdots p_{r}$, put

$$
r_{m, b, Q}(C, D)=\#\left\{a \in(C, D] \cap \mathbb{Z}: Q m \mid a-b_{0}\right\}
$$

Then

$$
r_{m, b, Q}(C, D)=\left\lfloor\frac{d-b_{0}}{Q m}\right\rfloor-\left\lfloor\frac{c-b_{0}}{Q m}\right\rfloor=\frac{1}{Q m}(D-C)+\theta(1) .
$$

Carrying out inclusion/exclusion relative to the primes $p_{1}, \ldots, p_{r}$, we have $\#\{a \in(C, D] \cap \mathbb{Z}: a \equiv b(\bmod Q),(a, N)=1\}$
$=\sum_{m \mid p_{1} \cdots p_{r}}(-1)^{\lambda(m)} r_{m, b, Q}(C, D)=\frac{1}{Q} \prod_{i=1}^{r}\left(1-\frac{1}{p_{i}}\right)(D-C)+\theta\left(d\left(p_{1} \cdots p_{r}\right)\right)$
$=\frac{\varphi(N)}{N \varphi(Q)}(D-C)+\theta(d(N))$.
Proof of Proposition 1.3. Let $\zeta_{N}$ denote a primitive $N$-th root of unity. There are only finitely many subfields of $k$, so there are only finitely subfields of the form $k_{N}=k \cap \mathbb{Q}\left(\zeta_{N}\right)$ for some $N$. For each $N$ there is a minimal $Q$ for which $k_{N}=k_{Q}$,
and then $\mathbb{Q}\left(\zeta_{Q}\right) \subset \mathbb{Q}\left(\zeta_{N}\right)$ so $Q \mid N$. We will call $Q=Q_{N}$ the cyclotomic conductor of $\zeta_{N}$ relative to $k$, and write $T_{N}=\left[\mathbb{Q}\left(\zeta_{Q_{N}}\right): k_{N}\right]$.

As $\mathbb{Q}\left(\zeta_{N}\right)$ is galois over $\mathbb{Q}$, it is linearly disjoint from $k$ over $k_{N}$, and

$$
\operatorname{Gal}\left(k\left(\zeta_{N}\right) / k\right) \cong \operatorname{Gal}\left(\mathbb{Q}\left(\zeta_{N}\right) / k_{N}\right)
$$

Since $k_{N} \subset \mathbb{Q}\left(\zeta_{Q_{N}}\right) \subset \mathbb{Q}\left(\zeta_{N}\right)$, the conjugates of $\zeta_{N}$ over $k$ are a union of $T_{N}$ sets of the form

$$
\left\{e^{2 \pi i a / N}: a \equiv b_{i}\left(\bmod Q_{N}\right),(a, N)=1\right\}
$$

for certain numbers $b_{i}$ coprime to $Q_{N}$.
Let $I$ be an arc of the unit circle corresponding to an angular interval $\left(\theta_{1}, \theta_{2}\right]$. Put $(C, D]=(N / 2 \pi)\left(\theta_{1}, \theta_{2}\right]$. Then $e^{2 \pi i a / N} \in I$ if and only if $a \in(C, D]$. By Lemma 1.4,

$$
\begin{equation*}
N\left(\zeta_{N}, I\right)=T_{N} \cdot \frac{\varphi(N)}{N \varphi\left(Q_{N}\right)} \cdot \frac{N}{2 \pi}\left(\theta_{2}-\theta_{1}\right)+\theta\left(T_{N} \cdot d(N)\right) \tag{14}
\end{equation*}
$$

Recall that for any $\delta>0$, if $N$ is sufficiently large then $d(N) \leq N^{\delta}$ and $\varphi(N) \geq$ $N^{1-\delta}$ [Hardy and Wright 1954, Theorem 315, p. 260, and Theorem 327, p. 267]. Take $\delta$ such that $0<2 \delta<1-\gamma$. Noting that $\left[k\left(\zeta_{N}\right): k\right]=T_{N} \varphi(N) / \varphi\left(Q_{N}\right)$, and that $\varphi\left(Q_{N}\right)$ is bounded independent of $N$, (14) gives

$$
\begin{equation*}
\frac{N\left(\zeta_{N}, I\right)}{\left[k\left(\zeta_{N}\right): k\right]}=\mu(I)+O_{\gamma}\left(N^{-\gamma}\right) \tag{15}
\end{equation*}
$$

Since $\left[k\left(\zeta_{N}\right): k\right] \leq N$, the error bound in (15) holds with $N$ replaced by $\left[k\left(\zeta_{N}\right): k\right]$. Since $\left[k\left(\zeta_{N}\right): k\right] / N^{\gamma} \rightarrow \infty$ as $N \rightarrow \infty$, adjoining or removing endpoints of $I$ will not affect the form of the estimate, so (8) applies to all intervals.

## 2. The finiteness theorem for elliptic curves

Preliminaries. Let $k$ be a number field, and let $E / k$ be an elliptic curve. We can assume $E$ is defined by a Weierstrass equation

$$
\begin{equation*}
y^{2}+a_{1} x y+a_{3} y=x^{3}+a_{2} x^{2}+a_{4} x+a_{6} \tag{16}
\end{equation*}
$$

with coefficients in $\mathbb{O}_{k}$. More precisely, $E$ is the hypersurface in $\mathbb{P}^{2} / \operatorname{Spec}(k)$ defined by the homogenization of (16). Let $\Delta$ be its discriminant.

Given a nonarchimedean place $v$ of $k$ and points $\alpha, \beta \in E(\bar{k})$, we will say that $\beta$ is integral with respect to $\alpha$ at $v$ if the Zariski closures $\operatorname{cl}(\beta)$ and $\operatorname{cl}(\alpha)$ do not meet in the model $\mathscr{E}_{v} / \operatorname{Spec}\left(\mathbb{O}_{v}\right)$ defined by the homogenization of (16). Equivalently, if $\|z, w\|_{v}$ is the restriction of the spherical metric on $\mathbb{P}^{2}\left(\bar{k}_{v}\right)$ to $E\left(\bar{k}_{v}\right)$ [Rumely 1989, §1.1], then for each pair of embeddings $\sigma, \tau: \bar{k} / k \hookrightarrow \bar{k}_{v}$,

$$
\|\sigma(\beta), \tau(\alpha)\|_{v}=1
$$

If $S$ is a set of places of $k$ containing all the archimedean places, we say $\beta$ is $S$-integral with respect to $\alpha$ if $\beta$ is integral with respect to $\alpha$ at each $v \notin S$.

Write $\hat{h}(\alpha)$ for the canonical height on $E(\bar{k})$, defined by

$$
\hat{h}(\alpha)=\frac{1}{2} \lim _{n \rightarrow \infty} \frac{1}{4^{n}} h_{\mathbb{P}^{1}}\left(x\left(\left[2^{n}\right] \alpha\right)\right)=\frac{1}{3} \lim _{n \rightarrow \infty} \frac{1}{4^{n}} h_{\mathbb{P}^{2}}\left(\left[2^{n}\right] \alpha\right),
$$

where $h_{\mathbb{P}^{1}}\left(\right.$ respectively, $\left.h_{\mathbb{P}^{2}}\right)$ is the naive height on $\mathbb{P}^{1}(\bar{k})$ (respectively, $\mathbb{P}^{2}(\bar{k})$ ), $x$ is the coordinate function on the Weierstrass model (16), and $[m]$ is multiplication by $m$ on $E(\bar{k})$. (For a discussion of $\hat{h}(\alpha)$ and its properties, see [Silverman 1986, pp. 227-231 and 365-366; or 1994, § VI].) Recall that $\hat{h}(\alpha) \geq 0$, that $\hat{h}([m] \alpha)=$ $m^{2} \hat{h}(\alpha)$ for all $m$, and that $\hat{h}(\alpha)=0$ if and only if $\alpha \in E(\bar{k})_{\text {tors }}$. From these facts it follows (as is well known) that if $\xi \in E(\bar{k})_{\text {tors }}$, then

$$
\begin{equation*}
\hat{h}(\alpha)=\hat{h}(\alpha-\xi) \tag{17}
\end{equation*}
$$

There is also a decomposition of $\hat{h}(\alpha)$ as a sum of local terms. For each place $v$ of $k$, let $\lambda_{v}(P)$ be the local Néron-Tate height function on $E\left(\bar{k}_{v}\right)$. For compatibility with our absolute values we normalize $\lambda_{v}(P)$ so that $\lambda_{v}(P)=\left[k_{v}: \mathbb{Q}_{p}\right] \cdot \lambda_{v, \mathrm{Sil}}(P)$, where $\lambda_{v, \mathrm{Sil}}(P)$ is the local Néron-Tate height defined in Silverman [1986, p. 365]. For each $0 \neq \alpha \in E(k)$ we have

$$
\begin{equation*}
\hat{h}(\alpha)=\frac{1}{[k: \mathbb{Q}]} \sum_{v \text { of } k} \lambda_{v}(\alpha) \tag{18}
\end{equation*}
$$

see [Silverman 1986, Theorem 18.2, p. 365]. Only finitely many terms in the sum are nonzero.

If $L / k$ is a finite extension, for each place $w$ of $L$ there is a normalized local Néron-Tate height $\lambda_{w}(P)$ on $E\left(\bar{L}_{w}\right)$. If we fix a $k_{v}$-isomorphism $\bar{L}_{w} \cong \bar{k}_{v}$, then for all $P \in E\left(\bar{k}_{v}\right)$,

$$
\begin{equation*}
\lambda_{w}(P)=\left[L_{w}: k_{v}\right] \lambda_{v}(P) \tag{19}
\end{equation*}
$$

It follows that if $\beta \in E(L)$, then for each place $v$ of $k$, as $\sigma$ runs over all embeddings of $L$ into $\bar{k}_{v}$ fixing $k$,

$$
\begin{equation*}
\sum_{\sigma: L / k \hookrightarrow \bar{k}_{v}} \lambda_{v}(\sigma(\beta))=\sum_{w \mid v} \lambda_{w}(\beta) \tag{20}
\end{equation*}
$$

We will use the following explicit formulas.
Proposition 2.1. Let $k$ be a number field, and let $E / k$ be an elliptic curve. Let $v$ be a place of $k$.
(i) If $v$ is archimedean, fix an isomorphism $E\left(\bar{k}_{v}\right) \cong \mathbb{C} / \Lambda$ for an appropriate lattice $\Lambda \subset \mathbb{C}$. Let $\sigma(z, \Lambda)$ be the Weierstrass $\sigma$-function, let $\Delta(\Lambda)=g_{2}(\Lambda)^{3}-$ $27 g_{3}(\Lambda)^{2}$ be the discriminant of $\Lambda$, and let $\eta: \mathbb{C} \rightarrow \mathbb{R}$ be the $\mathbb{R}$-linearized
period map associated to the Weierstrass $\zeta$-function $\zeta(z, \Lambda)$. If $P \in E\left(\bar{k}_{v}\right)$ corresponds to $z \in \mathbb{C}$, then

$$
\lambda_{v}(P)=-\log \left(\left|\Delta(\Lambda)^{1 / 12} e^{-z \eta(z) / 2} \sigma(z, \Lambda)\right|_{v}\right)
$$

If $\mu_{v}(z)$ is the additive Haar measure on $E\left(\bar{k}_{v}\right)$ that gives $E\left(\bar{k}_{v}\right) \cong \mathbb{C} / \Lambda$ total mass 1 , then

$$
\int_{E\left(\bar{k}_{v}\right)} \lambda_{v}(z) d \mu_{v}(z)=0
$$

(ii) If $v$ is nonarchimedean and $E$ has split multiplicative reduction at $v$ (so $E$ is $k_{v}$-isomorphic to a Tate curve), fix a Tate isomorphism $E\left(\bar{k}_{v}\right) \cong \bar{k}_{v}^{\times} / q^{\mathbb{Z}}$ where $q \in \bar{k}_{v}^{\times}$satisfies $|q|_{v}=|1 / j(E)|_{v}<1$. Let $B_{2}(x)=x^{2}-x+\frac{1}{6}$ be the second Bernoulli polynomial, and put

$$
\tilde{\lambda}_{v}(x)=\frac{1}{2} B_{2}\left(\frac{x}{\operatorname{ord}_{v}(q)}\right)\left(-\log |q|_{v}\right) .
$$

If $P \in E\left(\bar{k}_{v}\right)$ corresponds to $z \in \bar{k}_{v}^{\times}$, with $z$ chosen so that $|q|_{v}<|z|_{v} \leq 1$, then

$$
\lambda_{v}(P)=-\log |1-z|_{v}+\tilde{\lambda}_{v}\left(\operatorname{ord}_{v}(z)\right)
$$

If $\mu_{v}$ is the Haar measure $d x / \operatorname{ord}_{v}(q)$, which gives the loop $\mathbb{R} /\left(\mathbb{Z} \cdot \operatorname{ord}_{v}(q)\right)$ total mass 1 , then

$$
\int_{0}^{\operatorname{ord}_{v}(q)} \tilde{\lambda}_{v}(x) d \mu_{v}(x)=0
$$

(iii) If $v$ is nonarchimedean and $E$ has good reduction at $v$, let $\|z, w\|_{v}$ be the spherical metric on $E\left(\bar{k}_{v}\right)$ induced by a projective embedding $E \hookrightarrow \mathbb{P}^{2}$ corresponding to a minimal Weierstrass model for $E$ at $v$. Then for each $P \in E_{v}\left(\bar{k}_{v}\right)$

$$
\lambda_{v}(P)=-\log \|P, O\|_{v}
$$

Proof. This is a summary of results in [Silverman 1994, § VI]; see in particular Theorems 1.1 (p. 455), 3.2 (p. 466), 3.3 (p. 468) and 4.1 (p. 470).

The finiteness theorem. For the convenience of the reader, we recall Theorem 0.2 from the Introduction:

Theorem 0.2. Let $k$ be a number field, and let $S$ be a finite set of places of $k$ containing all the archimedean places. If $\alpha \in E(\bar{k})$ is nontorsion (has canonical height $\hat{h}(\alpha)>0)$, there are only finitely many torsion points $\xi \in E(\bar{k})_{\text {tors }}$ which are $S$-integral with respect to $\alpha$.

Again there are limitations to possible strengthenings of the theorem:
(A) As noted by Silverman, it is necessary that $\alpha$ be nontorsion. If $\alpha=O$ and $S$ is the set of archimedean places, then by Cassels' generalization of the Lutz-Nagell theorem (Proposition 2.4 below), each torsion point whose order is divisible by at least two distinct primes is $S$-integral with respect to $\alpha$.

Similarly, if $\alpha$ is a torsion point of order $N>1$, let $S$ contain all places of bad reduction for $E$. Then for each $q$ coprime to $N$, all $q$-torsion points are $S$-integral with respect to $\alpha$.
(B) When $\hat{h}(\alpha)>0$, Zhang has pointed out that Theorem 0.2 cannot in general be strengthened to a result of Bogomolov type. A result of E. Ullmo [1995, Theorem 2.4] shows that if $E$ has good reduction at all finite places, then for each $\varepsilon>0$, there are infinitely many distinct points $\beta \in E(\bar{k})$ with $\hat{h}(\beta)<\varepsilon$ which are $S_{\infty}$-integral with respect to $\alpha$, where $S_{\infty}$ is the set of archimedean places of $k$.

Proof of Theorem 0.2. The argument is similar to the proof of Theorem 0.1, but requires more machinery. It should be possible to axiomatize some of the arguments and combine both proofs, but for overall clarity of exposition we have chosen not to.

We begin with some reductions.
First, after replacing $k$ by $k(\alpha)$, and $S$ by the set $S_{k(\alpha)}$ of places lying over $S$, we can assume that $\alpha \in k$.

Second, after replacing $k$ by a finite extension $K / k$, and replacing $S$ with the set $S_{K}$ of places of $K$ lying above places in $S$, we can assume that $E$ has semistable reduction. Thus we can assume without loss of generality that for nonarchimedean $v$, either $E$ has good reduction, or $E$ is $k_{v}$-isomorphic to a Tate curve.

Third, after enlarging $S$ if necessary, we can assume that $S$ contains all $v$ for which $|\Delta|_{v} \neq 1$. In particular, we can assume that the model of $E$ defined by (16) has good reduction for all $v \notin S$.

We claim that if $\xi_{n} \in E(\bar{k})_{\text {tors }}$ is any torsion point, then

$$
\begin{equation*}
\hat{h}(\alpha)=\frac{1}{\left[k\left(\xi_{n}\right): \mathbb{Q}\right]} \sum_{v} \sum_{\sigma: k\left(\xi_{n}\right) / k \hookrightarrow \bar{k}_{v}} \lambda_{v}\left(\alpha-\sigma\left(\xi_{n}\right)\right) . \tag{21}
\end{equation*}
$$

To see this, let $L$ be the galois closure of $k\left(\xi_{n}\right)$ in $\bar{k}$ over $k$. By (17) and (18), for each conjugate $\sigma\left(\xi_{n}\right)$,

$$
\hat{h}(\alpha)=\hat{h}\left(\alpha-\sigma\left(\xi_{n}\right)\right)=\frac{1}{[L: \mathbb{Q}]} \sum_{w \text { of } L} \lambda_{w}\left(\alpha-\sigma\left(\xi_{n}\right)\right)
$$

Averaging over all $k$-embeddings $\sigma: L \hookrightarrow \bar{k}$, fixing a $k$-embedding $\bar{k} \hookrightarrow \bar{k}_{v}$ for each place $v$ of $K$, using (19), and noting that there are only finitely many nonzero
terms in each sum, we have

$$
\begin{aligned}
\hat{h}(\alpha) & =\frac{1}{[L: k]} \sum_{\sigma: L / k \hookrightarrow \bar{k}} \frac{1}{[L: \mathbb{Q}]} \sum_{w \text { of } L} \lambda_{w}\left(\alpha-\sigma\left(\xi_{n}\right)\right) \\
& =\frac{1}{[L: \mathbb{Q}]} \sum_{v \text { of } k_{\sigma: L / k \hookrightarrow \bar{k}_{v}}} \frac{1}{[L: k]} \sum_{w \mid v}\left[L_{w}: k_{v}\right] \cdot \lambda_{v}\left(\alpha-\sigma\left(\xi_{n}\right)\right) \\
& =\frac{1}{[L: \mathbb{Q}]} \sum_{v \text { of } k} \sum_{\sigma: L / k \hookrightarrow \bar{k}_{v}} \lambda_{v}\left(\alpha-\sigma\left(\xi_{n}\right)\right)
\end{aligned}
$$

Since each conjugate $\sigma\left(\xi_{n}\right)$ occurs [ $L: k\left(\xi_{n}\right)$ ] times in the final inner sum, this is equivalent to (21).

Suppose there were an infinite sequence of distinct torsion points $\left\{\xi_{n}\right\}$ which were $S$-integral with respect to $\alpha$.

If $v \notin S$, our initial reductions assure that $E$ has good reduction at $v$. By Proposition 2.1(iii) and the integrality hypothesis, $\lambda_{v}\left(\alpha-\sigma\left(\xi_{n}\right)\right)=0$ for each $n$ and $\sigma$. It follows that

$$
\begin{equation*}
\hat{h}(\alpha)=\sum_{v \in S} \frac{1}{\left[k\left(\xi_{n}\right): k\right]} \sum_{\sigma: k\left(\xi_{n}\right) / k \hookrightarrow \bar{k}_{v}} \lambda_{v}\left(\alpha-\sigma\left(\xi_{n}\right)\right) \tag{22}
\end{equation*}
$$

From now through page 237, we will show in a series of cases that for each $v \in S$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left(\frac{1}{\left[k\left(\xi_{n}\right): \mathbb{Q}\right]} \sum_{\sigma: k\left(\xi_{n}\right) / k \hookrightarrow \bar{k}_{v}} \lambda_{v}\left(\alpha-\sigma\left(\xi_{n}\right)\right)\right)=0 \tag{23}
\end{equation*}
$$

This will complete the proof of Theorem 0.2 , for then, combining (22) and (23) and letting $n \rightarrow \infty$ in (22), we would have $\hat{h}(\alpha)=0$, contradicting the assumption that $\alpha$ is nontorsion.

The archimedean case. Let $v$ be an archimedean place of $k$. To simplify notation we view $k$ as embedded in $\mathbb{C}$ and fix an isomorphism of $\bar{k}_{v}$ with $\mathbb{C}$. Thus, the way $k$ is embedded depends on the choice of $v$.

To prove (23) we will need a theorem of David and Hirata-Kohno on linear forms in elliptic logarithms and a strong form of equidistribution for torsion points.
Proposition 2.2 (a special case of [David and Hirata-Kohno 2002, Theorem 1]). Let $E / k$ be an elliptic curve defined over a number field $k \subset \mathbb{C}$. Fix an isomorphism $\theta: \mathbb{C} / \Lambda \cong E(\mathbb{C})$ for an appropriate lattice $\Lambda \subset \mathbb{C}$. Let $\omega_{1}, \omega_{2}$ be generators for $\Lambda$. Fix a nontorsion point $\alpha \in E(k)$ and let $a \in \mathbb{C}$ be such that $\theta(a \bmod \Lambda)=\alpha$. There is a constant $C=C(E, \alpha)>0$ such that for all rational numbers $\ell_{1} / N, \ell_{2} / N$ with $\ell_{1}, \ell_{2}, N \in \mathbb{Z}$,

$$
\left|a-\left(\frac{\ell_{1}}{N} \omega_{1}+\frac{\ell_{2}}{N} \omega_{2}\right)\right| \geq e^{-C \max (1, \log N)}
$$

By the Szpiro-Ullmo-Zhang theorem [1997], the galois conjugates of the $\xi_{n}$ are equidistributed in $E(\mathbb{C})$. As we will see, they are in fact strongly equidistributed, in a sense analogous to that in Proposition 1.3.

If $\xi \in E(\bar{k})_{\text {tors }}$, write $\operatorname{Gal}(\bar{k} / k) \cdot \xi$ for the orbit $\{\sigma(\xi): \sigma \in \operatorname{Gal}(\bar{k} / k)\}$. For each set $U \subset E(\mathbb{C})$, write

$$
N(\xi, U)=\#((\operatorname{Gal}(\bar{k} / k) \cdot \xi) \cap U)
$$

Let $\mathscr{G} \subset \mathbb{C}$ be a bounded, convex, centrally symmetric set with 0 in its interior. For each $a \in \mathbb{C}$ and $0 \leq r \in \mathbb{R}$, write $\mathscr{S}(a, r)=\{a+r z: z \in \mathscr{Y}\}$. For example, if $\mathscr{S}=B(0,1)$ then $\mathscr{S}(a, r)=B(a, r)$.

Let $\Lambda \subset \mathbb{C}$ be a lattice such that $E(\mathbb{C}) \cong \mathbb{C} / \Lambda$. Let $r_{0}=r_{0}(\mathscr{Y}, \Lambda)>0$ be the largest number such that $\mathscr{(} a, r)$ injects into $\mathbb{C} / \Lambda \cong E(\mathbb{C})$ under the natural projection for all $a \in \mathbb{C}$ and all $0 \leq r<r_{0}$. Write $\mathscr{S}_{E}(a, r)$ for the image of $\mathscr{S}(a, r)$ in $E(\mathbb{C})$.

Proposition 2.3 (Strong equidistribution). Let $k \subset \mathbb{C}$ be a number field, and let $E / k$ be an elliptic curve. Then the $\operatorname{Gal}(\bar{k} / k)$-conjugates of the torsion points in $E(\bar{k})$ are strongly equidistributed in $E(\mathbb{C})$ in the following sense:

Let $\mu$ be the additive Haar measure on $E(\mathbb{C})$ with total mass 1 . Fix $\gamma$ with $0<$ $\gamma<1 / 2$, and fix a bounded, convex, centrally symmetric set $\mathscr{S}$ with 0 in its interior. Then for each $r$ such that $\mathscr{S}(a, r)$ injects into $E(\mathbb{C})$, and for all $\xi \in E(\bar{k})_{\text {tors }}$,

$$
\frac{N\left(\xi, \mathscr{S}_{E}(a, r)\right)}{[k(\xi): k]}=\mu\left(\mathscr{S}_{E}(a, r)\right)+O\left([k(\xi): k]^{-\gamma}\right)
$$

where the implied constant depends only on $k, \mathscr{S}, E$, and $\gamma$.
The proof will be given starting on page 237.
We can now complete the proof of (23) in the archimedean case. The argument is similar to the one in the proof of Theorem 0.1. By the Szpiro-Ullmo-Zhang theorem [1997], or by Proposition 2.3 when $\mathscr{S}$ has the shape of a period parallelogram (so $E$ can be tiled with sets $\mathscr{S}_{E}(a, r)$ ), one knows that as $n \rightarrow \infty$ the discrete measures

$$
\mu_{n}=\frac{1}{\left[k\left(\xi_{n}\right): k\right]} \sum_{\sigma: k\left(\xi_{n}\right) / k \hookrightarrow \mathbb{C}} \delta_{\sigma\left(\xi_{n}\right)}(x)
$$

converge weakly to the Haar measure $\mu$ on $E(\mathbb{C})$ having total mass 1 . Proving (23) is equivalent to showing that

$$
\lim _{n \rightarrow \infty} \int_{E(\mathbb{C})} \lambda_{v}(\alpha-z) d \mu_{n}(z)=0
$$

Choose a lattice $\Lambda \subset \mathbb{C}$ such that $E(\mathbb{C}) \cong \mathbb{C} / \Lambda$, and let $F$ be the area of a fundamental domain for $\Lambda$. After scaling $\Lambda$, if necessary, we can assume that
$F=1$. After this normalization, $\mu$ coincides with Lebesgue measure. Let $\theta$ : $\mathbb{C} / \Lambda \cong E(\mathbb{C})$ be an isomorphism as in the David/Hirata-Kohno theorem, and let $a \in \mathbb{C}$ be a point with $\theta(a \bmod \Lambda)=\alpha$.

Fix $\varepsilon>0$ small enough that $B(a, \varepsilon)$ injects into $\mathbb{C} / \Lambda$, and identify $B(a, \varepsilon)$ with its image $B_{E}(a, \varepsilon)=\theta(B(a, \varepsilon)) \subset E(\mathbb{C})$. (In particular, identify $a$ with $\alpha$ ). Without loss, we can assume that $\varepsilon<1 / \pi$, so $\pi \varepsilon^{2}<\varepsilon$. We will show that for all large $n$,

$$
\begin{equation*}
\left|\int_{E(\mathbb{C})} \lambda_{v}(\alpha-z) d \mu_{n}(z)\right|<6 \varepsilon . \tag{24}
\end{equation*}
$$

Put

$$
\operatorname{labs}_{\alpha, \varepsilon}(z)=\left\{\begin{array}{cl}
\infty & \text { if } z=a \\
-\left[k_{v}: \mathbb{R}\right] \log \frac{|z-a|}{\varepsilon} & \text { if } z \in B(a, r) \backslash\{a\}, \\
0 & \text { if } z \in E(\mathbb{C}) \backslash B(a, r),
\end{array}\right.
$$

and note that

$$
\begin{aligned}
0 & <\int_{E(\mathbb{C})} \operatorname{labs}_{\alpha, \varepsilon}(z) d \mu(z)=\int_{B(a, \varepsilon)}-\left[k_{v}: \mathbb{R}\right] \log (|z-a| / \varepsilon) d \mu(z) \\
& =\left[k_{v}: \mathbb{R}\right] \int_{0}^{\varepsilon}-2 \pi t \log \frac{t}{\varepsilon} d t=\left[k_{v}: \mathbb{R}\right] \frac{\pi \varepsilon^{2}}{2}<\varepsilon .
\end{aligned}
$$

By Proposition 2.1(i) there is a continuous function $g_{\alpha, \varepsilon}(z)$ on $E(\mathbb{C})$ such that

$$
\lambda_{v}(\alpha-z)=\operatorname{labs}_{\alpha, \varepsilon}(z)+g_{\alpha, \varepsilon}(z)
$$

Since $\int_{E(\mathbb{C})} \lambda_{v}(\alpha-z) d \mu(z)=0$ (also by Proposition 2.1(i)), we get

$$
\left|\int_{E(\mathbb{C})} g_{\alpha, \varepsilon}(z) d \mu(z)\right|=\left|\int_{B(a, \varepsilon)}-\operatorname{labs}_{\alpha, \varepsilon}(z) d \mu(z)\right|<\varepsilon .
$$

By weak convergence, it follows that for all sufficiently large $n$,

$$
\begin{equation*}
\left|\int_{E(\mathbb{C})} g_{\alpha, \varepsilon}(z) d \mu_{n}(z)\right|<2 \varepsilon . \tag{25}
\end{equation*}
$$

To complete the proof of (24), it suffices to show that for all sufficiently large $n$,

$$
\begin{equation*}
\left|\int_{B(a, r)} \log (|z-a| / \varepsilon) d \mu_{n}(z)\right|<2 \varepsilon \tag{26}
\end{equation*}
$$

For this, put $D=D_{n}=\left\lceil\left[k\left(\xi_{n}\right): k\right]^{1 / 8}\right\rceil$, and subdivide $B(a, \varepsilon)$ into a disc $A_{0}(n)=$ $B(a, \varepsilon / D)$ and annuli $A_{\ell}(n)=B(a,(\ell+1) \varepsilon / D) \backslash B(a, \ell \varepsilon / D)$ for $\ell=1, \ldots, D-1$.

For the central disc, we have $\mu\left(A_{0}(n)\right)=\pi \varepsilon^{2} / D^{2} \leq \pi \varepsilon^{2} /\left[k\left(\xi_{n}\right): k\right]^{1 / 4}$. Applying Proposition 2.3 when $\mathscr{S}$ is a disc, taking $\gamma=3 / 8$, gives

$$
N\left(\xi_{n}, A_{0}(n)\right) /\left[k\left(\xi_{n}\right): k\right] \leq 2 \mu\left(A_{0}(n)\right)
$$

for all sufficiently large $n$. If $\xi_{n}$ has order $N_{n}$, the David/Hirata-Kohno theorem tells us that for each conjugate $\sigma\left(\xi_{n}\right) \in A_{0}(n)$ (where as before we are identifying $B(a, \varepsilon)$ with its image $\theta(B(a, \varepsilon)) \subset E(\mathbb{C}))$

$$
|\log | \sigma\left(\xi_{n}\right)-a| | \leq C \log N_{n}
$$

Using (41) and (42) below, one sees that $\left[k\left(\xi_{n}\right): k\right] \geq N_{n}^{1 / 2}$ for all sufficiently large $n$. Thus $0 \leq|\log | \sigma\left(\xi_{n}\right)-\alpha| | \leq 2 C \log \left[k\left(\xi_{n}\right): k\right]$ and

$$
\begin{equation*}
0 \leq\left|\int_{A_{0}(n)} \log \right| z-\alpha\left|d \mu_{n}(z)\right| \leq 4 \pi \varepsilon^{2} C \frac{\log \left[k\left(\xi_{n}\right): k\right]}{\left[k\left(\xi_{n}\right): k\right]^{1 / 4}}<\varepsilon \tag{27}
\end{equation*}
$$

for all sufficiently large $n$.
For each annulus $A_{\ell}(n), \ell=1, \ldots, D-1$, one has

$$
\mu\left(A_{\ell}(n)\right)=\pi(2 \ell+1) \varepsilon^{2} / D^{2} \cong \pi(2 \ell+1) \varepsilon^{2} /[k(\xi): k]^{1 / 4} .
$$

Since $A_{\ell}(n)$ is the difference of two sets to which Proposition 2.3 applies, we find as above that for sufficiently large $n$,

$$
N\left(\xi_{n}, A_{\ell}(n)\right) /\left[k\left(\xi_{n}\right): k\right] \leq 2 \mu\left(A_{\ell}(n)\right) .
$$

Note that on $A_{\ell}(n),|\log (|z-\alpha| / \varepsilon)| \leq-\log (\ell / D)$. Summing over these annuli, and bounding the resulting Riemann sum by an integral, we find that

$$
\begin{aligned}
\left|\int_{B(a, \varepsilon) \backslash A_{0}(n)} \log \frac{|z-a|}{\varepsilon} d \mu_{n}(z)\right| & \leq \sum_{\ell=1}^{D-1}-\log \left(\frac{\ell \varepsilon / D}{\varepsilon}\right) \cdot 2 \mu\left(A_{\ell}(n)\right) \\
& <2 \int_{B(a, \varepsilon)}-2 \pi t \log (t / \varepsilon) d t=\pi \varepsilon^{2}<\varepsilon .
\end{aligned}
$$

Combining this with (27) gives (26), which completes the proof of (23) in the archimedean case (assuming Proposition 2.3).

The nonarchimedean case. In the nonarchimedean case, the proof of (23) depends on a well known result of Cassels on the denominators of torsion points [Silverman 1986, Theorem 3.4, p. 177]. Write $\overline{\widetilde{O}}_{v}$ for the ring of integers of $\bar{k}_{v}$.

Proposition 2.4 (Cassels). Let $k_{v}$ be a local field of characteristic 0 and residue characteristic $p>0$, and let $E / k_{v}$ be an elliptic curve defined by a Weierstrass equation

$$
y^{2}+a_{1} x y+a_{3} y=x^{3}+a_{2} x^{2}+a_{4} x+a_{6}
$$

whose coefficients belong to $\mathbb{O}_{v}$ (note that the Weierstrass equation need not be minimal). Let $P \in E\left(\bar{k}_{v}\right)_{\text {tors }}$ be a point of exact order $m \geq 2$.
(i) If $m$ is not a power of $p$, then $x(P), y(P) \in \overline{0}_{v}$.
(ii) If $m=p^{n}$, then $x(P)=a / D^{2}, y(P)=b / D^{3}$ where $a, b, D \in \overline{\mathcal{O}}_{v}$ and

$$
\operatorname{ord}_{v}(D) \leq \frac{\operatorname{ord}_{v}(p)}{p^{n}-p^{n-1}}
$$

Proof. Silverman [1986, Theorem 3.4] states the theorem for torsion points belonging to $E\left(k_{v}\right)$, with $a, b, D \in k_{v}$ in part (ii) and $D$ satisfying

$$
\begin{equation*}
\operatorname{ord}_{v}(D)=\left\lfloor\frac{\operatorname{ord}_{v}(p)}{p^{n}-p^{n-1}}\right\rfloor \tag{28}
\end{equation*}
$$

where $\lfloor x\rfloor$ denotes the floor of $x$. Since the Weierstrass equation for $E$ need not be minimal, we can replace $k_{v}$ by an arbitrary finite extension $L_{w} / k_{v}$, and if $e_{w / v}$ is the ramification index of $L_{w} / k_{v}$, then for $P \in E\left(L_{w}\right)_{\text {tors }}$ and $a, b, D \in L_{w}$, (28) becomes

$$
\begin{equation*}
\operatorname{ord}_{v}(D)=\frac{1}{e_{w / v}} \cdot\left\lfloor\frac{e_{w / v} \operatorname{ord}_{v}(p)}{p^{n}-p^{n-1}}\right\rfloor . \tag{29}
\end{equation*}
$$

This yields the result for all $P \in E\left(\bar{k}_{v}\right)_{\text {tors }}$.
As a consequence, we obtain the following result, part (i) of which is a special case of the Tate-Voloch conjecture proved in [Scanlon 1999].
Corollary 2.5. Let $E / k_{v}$ be an elliptic curve defined over a nonarchimedean local field. Then for each nontorsion point $\alpha \in E\left(\bar{k}_{v}\right)$ :
(i) There is a number $M=M(\alpha)$ such that for all $\xi \in E\left(\bar{k}_{v}\right)_{\text {tors }}$,

$$
\lambda_{v}(\alpha-\xi) \leq M
$$

(ii) If $E$ has good reduction, then for each $\varepsilon>0$, there are only finitely many $\xi \in E\left(\bar{k}_{v}\right)_{\text {tors }}$ with $\lambda_{v}(\alpha-\xi)>\varepsilon$. If $E$ is a Tate curve, then for each $\varepsilon>0$, there are only finitely many $\xi \in E\left(\bar{k}_{v}\right)_{\text {tors }}$ with $\lambda_{v}(\alpha-\xi)>\varepsilon+\frac{1}{12}\left(-\log |\Delta(E)|_{v}\right)$.
Proof. After a finite base extension, we can assume that $E$ either has good reduction or is a Tate curve. Since (ii) implies (i), it suffices to prove (ii). Fix $\varepsilon>0$.

First suppose $E$ has good reduction. Then $\lambda_{v}(x-y)=-\log \|x, y\|_{v}$, where $\|x, y\|_{v}$ is the spherical distance on the minimal Weierstrass model for $E / k_{v}$. If $\xi_{1}, \xi_{2} \in E\left(\bar{k}_{v}\right)_{\text {tors }}$ satisfy $\lambda_{v}\left(\alpha-\xi_{i}\right)>\varepsilon$, then $\left\|\xi_{1}, \alpha\right\|_{v},\left\|\xi_{2}, \alpha\right\|_{v}<(N v)^{-\varepsilon}$, where $N v$ is the order of the residue field of $\mathrm{O}_{v}$. By the ultrametric inequality for the spherical distance [Rumely 1989, § 1.1], $\left\|\xi_{1}, \xi_{2}\right\|_{v}<(N v)^{-\varepsilon}$. By translation invariance, $\left\|\xi_{1}-\xi_{2}, 0\right\|_{v}<(N v)^{-\varepsilon}$. Put $\xi:=\xi_{1}-\xi_{2}$. By the definition of the spherical distance, if $x, y$ are the coordinate functions in the minimal Weierstrass model,

$$
-\log \|\xi, 0\|_{v}=\min \left(\operatorname{ord}_{v}(x(\xi)), \operatorname{ord}_{v}(y(\xi))\right) \cdot \log (N v)
$$

By Cassels' theorem, there are only finitely many torsion points for which

$$
\min \left(\operatorname{ord}_{v}(x(\xi)), \operatorname{ord}_{v}(y(\xi))\right)>\varepsilon / \log (N v)
$$

Next suppose $E$ is a Tate curve. Fix a Tate isomorphism $E\left(\bar{k}_{v}\right) \cong \bar{k}_{v}^{\times} / q^{\mathbb{Z}}$ where $|q|_{v}=|\Delta(E)|_{v}<1$, and let $y^{2}+x y=x^{3}+a_{4}(q) x+a_{6}(q)$ be the corresponding Weierstrass equation. Let $a, u_{1}, u_{2} \in \bar{k}_{v}^{\times}$correspond to $\alpha, \xi_{1}, \xi_{2}$ respectively; we can assume that $|q|_{v}<|a|_{v},\left|u_{1}\right|_{v},\left|u_{2}\right|_{v} \leq 1$. By the formula for $\lambda_{v}(x-y)$ in Proposition 2.1(ii), if $\lambda_{v}\left(\alpha-\xi_{i}\right)>\varepsilon+\frac{1}{12}\left(-\log |\Delta(E)|_{v}\right)$, then $|a|_{v}=\left|u_{1}\right|_{v}=\left|u_{2}\right|_{v}$ and

$$
-\log \left|1-a^{-1} u_{i}\right|_{v}=\operatorname{ord}_{v}\left(1-a^{-1} u_{i}\right) \cdot \log (N v)>\varepsilon .
$$

Put $\xi=\xi_{1}-\xi_{2}$ and $u=u_{2}^{-1} u_{1}$. Then $\xi$ corresponds to $u$ under the Tate isomorphism, and $\operatorname{ord}_{v}(1-u)>\varepsilon / \log (N v)$. By the formulas for $x(\xi), y(\xi)$ in [Silverman 1994, p. 425],

$$
\operatorname{ord}_{v}(x(\xi))=2 \operatorname{ord}_{v}(1-u) \quad \text { and } \quad \operatorname{ord}_{v}(y(\xi))=3 \operatorname{ord}_{v}(1-u)
$$

Again by Cassels' theorem, only finitely many torsion points $\xi$ can satisfy

$$
\min \left(\operatorname{ord}_{v}(x(\xi)), \operatorname{ord}_{v}(y(\xi))\right)>\varepsilon / \log (N v)
$$

We can now prove (23) when $E$ has good reduction at $v$.
Fix $\varepsilon>0$. Let $M$ be the upper bound in Corollary 2.5(i), and let $N$ be the number of points $\xi \in E\left(\bar{k}_{v}\right)_{\text {tors }}$ with $\lambda_{v}(\alpha-\xi)>\varepsilon$ given by Corollary 2.5(ii). For all sufficiently large $n, M N /\left[k\left(\xi_{n}\right): k\right]<\varepsilon$, giving
$0 \leq \frac{1}{\left[k\left(\xi_{n}\right): k\right]} \sum_{\sigma: \bar{k} / k \hookrightarrow \bar{k}_{v}} \lambda_{v}\left(\alpha-\sigma\left(\xi_{n}\right)\right) \leq \frac{\left(\left[k\left(\xi_{n}\right): k\right]-N\right)}{\left[k\left(\xi_{n}\right): k\right]} \varepsilon+\frac{N}{\left[k\left(\xi_{n}\right): k\right]} M<2 \varepsilon$.
Thus

$$
\lim _{n \rightarrow \infty} \frac{1}{\left[k\left(\xi_{n}\right): k\right]} \sum_{\sigma: \bar{k} / k \hookrightarrow \bar{k}_{v}} \lambda_{v}\left(\sigma\left(\xi_{n}\right)-\alpha\right)=0 .
$$

To prove (23) when $E$ is a Tate curve at $v$, we will need the following equidistribution theorem of Chambert-Loir [2006, corollaire 5.5].

Fix a Tate isomorphism $E\left(\bar{k}_{v}\right) \cong \bar{k}_{v} / q^{\mathbb{Z}}$, put $L=\mathbb{Z} \cdot \operatorname{ord}_{v}(q) \subset \mathbb{R}$, and define a "reduction map" $r: E(\bar{k}) \rightarrow \mathbb{R} / L$ by setting $r(P)=\operatorname{ord}_{v}(a)(\bmod L)$ if $P \in E\left(\bar{k}_{v}\right)$ corresponds to $a \in \bar{k}_{v}^{\times}$.

For each global point $P \in E(\bar{k})$, define a measure $\mu_{P, v}$ on $\mathbb{R} / L$ by

$$
\mu_{P, v}(z)=\frac{1}{[k(P): k]} \sum_{\sigma: \bar{k} / k \hookrightarrow \bar{k}_{v}} \delta_{r(\sigma(P))}(z)
$$

and let $\mu_{v}$ be the Haar measure on $\mathbb{R} / L$ with total mass 1 .
Proposition 2.6 (Chambert-Loir). For each sequence of distinct points $\left\{P_{n}\right\}$ in $E(\overline{\bar{k}})$ with $\hat{h}\left(P_{n}\right) \rightarrow 0$, the sequence of measures $\left\{\mu_{P_{n}, v}\right\}$ converges weakly to $\mu_{v}$.

We can now prove (23) when $E$ is a Tate curve. Recall that $\left\{\xi_{n}\right\}$ is a sequence of distinct torsion points which are $S$-integral with respect to $\alpha$.

Fix $\varepsilon>0$. Let $M$ be the upper bound in Corollary 2.5(i). Put $a=r(\alpha)$ and let $\delta>0$ be such that $\mu((a-\delta, a+\delta))<\varepsilon / M$, where by abuse of notation we identify a sufficiently short interval in $\mathbb{R}$ with its image in $\mathbb{R} / L$. By Chambert-Loir's theorem, $\mu_{\xi_{n}, v}((a-\delta, a+\delta))<2 \varepsilon / M$ for all sufficiently large $n$.

By the formulas in Proposition 2.1(ii), $\int_{\mathbb{R} / L} \tilde{\lambda}_{v}(z) d \mu_{v}(z)=0$ and

$$
\begin{aligned}
\left\lvert\, \frac{1}{\left[k\left(\xi_{n}\right): k\right]} \sum_{\sigma: \bar{k} / k \hookrightarrow \bar{k}_{v}} \lambda_{v}\right. & \left(\sigma\left(\xi_{n}\right)-\alpha\right) \mid \\
& \leq\left|\int_{\mathbb{R} / L} \tilde{\lambda}_{v}(z-a) d \mu_{\xi_{n}, v}(z)\right|+M \mu_{\xi_{n}, v}((a-\delta, a+\delta))
\end{aligned}
$$

For all sufficiently large $n$ the right side is at most $3 \varepsilon$. Hence

$$
\lim _{n \rightarrow \infty} \frac{1}{\left[k\left(\xi_{n}\right): k\right]} \sum_{\sigma: \bar{k} / k \hookrightarrow \bar{k}_{v}} \lambda_{v}\left(\sigma\left(\xi_{n}\right)-\alpha\right)=0 .
$$

This completes the proof of Theorem 0.2.
Several results in the literature use methods related to ours.
J. Cheon and S. Hahn [1999] proved an elliptic curve analogue of Schinzel's theorem [1974]. Likewise, Everest and B. Ní Flathúin [1996] evaluate "elliptic Mahler measures" in terms of limits involving division polynomials, obtaining results similar to (13). They use David/Hirata-Kohno's theorem on elliptic logarithms in place of Baker's theorem, much as we do.

More recently, L. Szpiro and T. Tucker [2005] proved that local canonical heights for a dynamical system can be evaluated by taking limits over "division polynomials" for the dynamical system. (These polynomials have periodic points as their roots.) Their work uses Roth's theorem rather than Baker's or David/HirataKohno's theorem. It would be interesting to see if this could be brought to bear on Conjecture 3.1 below.

Strong equidistribution for torsion points on elliptic curves. We will now prove Proposition 2.3, the strong equidistribution theorem for galois orbits of torsion points on elliptic curves, which was used in the proof of Theorem 0.2.

Proof of Proposition 2.3. The proof breaks into two cases, depending on whether or not $E$ has complex multiplication. Both cases are similar, and are modeled on Proposition 1.3. We find an extension field over which there is a two-dimensional geometric interpretation of the galois orbits, and by carrying out inclusion/exclusion, we are able to count the number of conjugates over that field lying in a convex,
centrally symmetric set, with a good error bound. The conjugates over the original field can then be counted by breaking into cosets.
Case 1. Suppose $E$ does not have complex multiplication. The action of $\operatorname{Gal}(\bar{k} / k)$ on $E(\bar{k})_{\text {tors }}$ induces an injective homomorphism

$$
\eta: \operatorname{Gal}(\bar{k} / k) \rightarrow \underset{\leftarrow}{\lim \mathrm{GL}_{2}(\mathbb{Z} / N \mathbb{Z}) \cong \prod_{p} \mathrm{GL}_{2}\left(\mathbb{Z}_{p}\right) . . . . . .}
$$

By Serre's theorem [1972, théorème 3], the image of $\operatorname{Gal}(\bar{k} / k)$ in $\prod_{p} \mathrm{GL}_{2}\left(\mathbb{Z}_{p}\right)$ is open. Hence there is a number $Q$ such that $\operatorname{Im}(\eta)$ contains the subgroup

$$
\prod_{p \mid Q}\left(1+Q M_{2}\left(\mathbb{Z}_{p}\right)\right) \times \prod_{p \nmid Q} \mathrm{GL}_{2}\left(\mathbb{Z}_{p}\right)
$$

Let $G_{Q} \subset \operatorname{Gal}(\bar{k} / k)$ be the preimage of this subgroup.
Step 1: Determining the size of a galois orbit under $G_{Q}$. Let $\xi \in E(\bar{k})_{\text {tors }}$ have order $N$, and put $Q_{N}=\operatorname{gcd}(Q, N)$. For suitable right coset representatives $\sigma_{1}, \ldots, \sigma_{T}$ of $G_{Q}$ in $\operatorname{Gal}(\bar{k} / k)$, the galois orbit $\operatorname{Gal}(\bar{k} / k) \cdot \xi$ decomposes as a disjoint union of $G_{Q}$-orbits:

$$
\operatorname{Gal}(\bar{k} / k) \cdot \xi=\bigcup_{i=1}^{T} G_{Q} \cdot \sigma_{i}(\xi)
$$

Since $G_{Q}$ is normal in $\operatorname{Gal}(\bar{k} / k)$, the orbits $G_{Q} \cdot \sigma_{i}(\xi)=\sigma_{i}\left(G_{Q} \cdot \xi\right)$ all have the same size. Thus $[k(\xi): k]=T \cdot \#\left(G_{Q} \cdot \xi\right)$. By considering the action of $G_{Q}$ on the $p$-parts of $\xi$, one sees that
$\#\left(G_{Q} \cdot \xi\right)=\prod_{p \mid Q_{N}} p^{2\left(\operatorname{ord}_{p}(N)-\operatorname{ord}_{p}\left(Q_{N}\right)\right)} \prod_{\substack{p \mid N \\ p \nmid Q_{N}}} p^{2 \operatorname{ord}_{p}(N)}\left(1-\frac{1}{p^{2}}\right)=\frac{N^{2}}{Q_{N}^{2}} \cdot \prod_{\substack{p \mid N \\ p \nmid Q}}\left(1-\frac{1}{p^{2}}\right)$.
Indeed, let $\xi_{p}$ be the $p$-component of $\xi$ in $E[N] \cong \prod_{p \mid N}\left(\mathbb{Z} / p^{\operatorname{ord}_{p}(N)} \mathbb{Z}\right)^{2}$. Identify $\xi_{p}$ with an element of $\left(\mathbb{Z} / p^{\operatorname{ord}_{p}(N)} \mathbb{Z}\right)^{2}$ : then $\xi_{p}$ generates that group. If $p$ divides $Q_{N}$, the image of $G_{Q}$ in $\mathrm{GL}_{2}\left(\mathbb{Z} / p^{\operatorname{ord}_{p}(N)} \mathbb{Z}\right)$ is $I+p^{\operatorname{ord}_{p}\left(Q_{N}\right)} M_{2}\left(\mathbb{Z} / p^{\operatorname{ord}_{p}(N)} \mathbb{Z}\right)$, and

$$
G_{Q} \cdot \xi_{p}=\xi_{p}+p^{\operatorname{ord}_{p}\left(Q_{N}\right)} \cdot\left(\mathbb{Z} / p^{\operatorname{ord}_{p}(N)} \mathbb{Z}\right)^{2}
$$

On the other hand, if $p \nmid Q_{N}$, the image of $G_{Q}$ in $\mathrm{GL}_{2}\left(\mathbb{Z} / p^{\operatorname{ord}_{p}(N)} \mathbb{Z}\right)$ is the full group, so

$$
G_{Q} \cdot \xi_{p}=\left(\mathbb{Z} / p^{\operatorname{ord}_{p}(N)} \mathbb{Z}\right)^{2} \backslash p \cdot\left(\mathbb{Z} / p^{\operatorname{ord}_{p}(N)} \mathbb{Z}\right)^{2}
$$

Step 2: Counting translated lattice points in convex domains. Let $\mathscr{F}$ be a fundamental domain for $\Lambda$; we can assume $\mathscr{F}$ is bounded and contains 0 . Let $C$ be such that $\mathscr{F} \subset \mathscr{P}(0, C)$. Note that since $\mathscr{S}$ is convex, if $z_{1} \in \mathscr{F}\left(a_{1}, r_{1}\right)$ and $z_{2} \in \mathscr{Y}\left(a_{2}, r_{2}\right)$, then $z_{1}+z_{2} \in \mathscr{S}\left(a_{1}+a_{2}, r_{1}+r_{2}\right)$. Put $F=$ area $\mathscr{F}$ and $S=\operatorname{area} \mathscr{S}$.

For each $0<t \in \mathbb{R}$, we have area $(t \mathscr{F})=t^{2} F$ and area $\mathscr{S}(a, r)=r^{2} S$. Each lattice $t \Lambda_{N}$ is homothetic to $\Lambda_{N}$, and hence has fundamental domain $t \mathscr{F} \subset \mathscr{S}(0, t C)$. Fix $x_{0} \in \mathbb{C}$. As $y$ runs over $x_{0}+t \Lambda$, the sets $y+t \mathscr{F}$ are pairwise disjoint and cover $\mathbb{C}$. If $y \in \mathscr{S}(a, r)$, then $y+t \mathscr{F} \subset \mathscr{S}(a, r+t C)$. Hence

$$
\begin{equation*}
\#\left(\left(x_{0}+t \Lambda\right) \cap \mathscr{S}(a, r)\right) \leq \frac{\operatorname{area}(\mathscr{S}(a, r+t C))}{\operatorname{area}(t \mathscr{F})}=\frac{r^{2} S}{F} \cdot \frac{1}{t^{2}}+\frac{2 C S r}{F} \cdot \frac{1}{t}+\frac{C^{2} S}{F} \tag{31}
\end{equation*}
$$

Similarly, if $r>t C$, take $z \in \mathscr{S}(a, r-t C)$, and let $y \in x_{0}+t \Lambda$ be such that $z \in y+t \mathscr{F}$. Then $z-y \in t \mathscr{F}$, so $z-y \in \mathscr{S}(0, t C)$, and since $\mathscr{S}$ is centrally symmetric $y-z \in \mathscr{S}(0, t C)$. Thus $y=z+(y-z) \in \mathscr{S}(a, r)$. It follows that $\mathscr{S}(a, r-t C) \subset \bigcup_{y \in\left(x_{0}+t \Lambda\right) \cap \mathscr{S}(a, r)}(y+t \mathscr{F})$, so

$$
\begin{equation*}
\#\left(\left(x_{0}+t \Lambda\right) \cap \mathscr{S}(a, r)\right) \geq \frac{\operatorname{area}(\mathscr{}(a, r-t C))}{\operatorname{area}(t \mathscr{F})}>\frac{r^{2} S}{F} \cdot \frac{1}{t^{2}}-\frac{2 C S r}{F} \cdot \frac{1}{t}-\frac{C^{2} S}{F} . \tag{32}
\end{equation*}
$$

If $r \leq t C$, the right side of (32) is negative, so the inequality between the first and last quantities holds trivially.

Now let $D$ be a positive divisor of $N / Q_{N}$. Taking $t=Q_{N} D / N$, and combining (31), (32), we obtain

$$
\begin{align*}
\left\lvert\, \#\left(\left(x_{0}+\frac{Q_{N} D}{N} \Lambda_{N}\right) \cap \mathscr{S}(a, r)\right)-\frac{\operatorname{area}(\mathscr{S}(a, r))}{\operatorname{area}(\mathscr{F})}\right. & \left.. \frac{N^{2}}{Q_{N}^{2} D^{2}} \right\rvert\, \\
& \leq \frac{2 C S r}{F} \cdot \frac{N}{Q_{N} D}+\frac{C^{2} S}{F} \tag{33}
\end{align*}
$$

Step 3: Inclusion/exclusion. Write $\Lambda_{N}=\frac{1}{N} \Lambda$, fix $\sigma_{i}$, and let $x \in \Lambda_{N}$ correspond to $\sigma_{i}(\xi)$. Since $E[N] \cong \Lambda_{N} / \Lambda$, the considerations above show there is a one-to-one correspondence between elements of $G_{Q} \cdot \sigma_{i}(\xi)$, and cosets $y+\Lambda$ for $y \in \Lambda_{N}$ such that $y-x \in Q_{N} \Lambda_{N}$ and $y+\Lambda$ has exact order $N$ in $\Lambda_{N} / \Lambda$. Equivalently, $y-x \in Q_{N} \Lambda_{N}$ and $y \notin p \Lambda_{N}$ for each prime $p$ dividing $N$ but not $Q$.

Let $p_{1}, \ldots, p_{R}$ be the distinct primes dividing $N$ but not $Q$; if there are no such primes, take $p_{1} \cdots p_{R}=1$. Since $Q_{N}$ and $p_{1}, \cdots, p_{R}$ are pairwise coprime, there is an $x_{0} \in \Lambda_{N}$ such that $x_{0} \equiv x\left(\bmod Q_{N} \Lambda_{N}\right)$ and $x_{0} \equiv 0\left(\bmod p_{1} \cdots p_{R} \Lambda_{N}\right)$. Then $y-x_{0} \in Q_{N} \Lambda_{N}$ if and only if $y \in x_{0}+Q_{N} \Lambda_{N}$, and $y \in p_{i} \Lambda_{N}$ if and only if $y \in x_{0}+p_{i} \Lambda_{N}$. Note that if $D \mid p_{1} \cdots p_{R}$ then $Q_{N} \Lambda_{N} \cap D \Lambda_{N}=Q_{N} D \Lambda_{N}$. Recalling that $r_{0}$ is the supremum over positive numbers $r$ for which $\mathscr{S}(a, r)$ injects into $\mathbb{C} / \Lambda$, take $a \in \mathbb{C}$ and take $0<r \leq r_{0}$. Applying inclusion/exclusion, we obtain

$$
\begin{equation*}
\#\left(G_{Q} \cdot \sigma_{i}(\xi) \cap \mathscr{S}_{E}(a, r)\right)=\sum_{D \mid p_{1} \cdots p_{R}}(-1)^{\lambda(D)} \cdot \#\left(\left(x_{0}+Q_{N} D \Lambda_{N}\right) \cap \mathscr{S}(a, r)\right) \tag{34}
\end{equation*}
$$

where $\lambda(D)$ is the number of distinct primes dividing $D$.

Inserting (33) in (34) and summing over all $\sigma_{i}(\xi), i=1, \ldots, T$, we find

$$
\begin{aligned}
N\left(\xi, \mathscr{G}_{E}(a, r)\right)=\frac{\operatorname{area} \mathscr{C}(a, r)}{\mathscr{F}} & \cdot \frac{T N^{2}}{Q_{N}^{2}} \prod_{\substack{p \mid N \\
p \nmid Q}}\left(1-\frac{1}{p^{2}}\right) \\
& +\theta\left(\frac{2 C S r}{F} \cdot \frac{T N}{Q_{N}} \prod_{\substack{p \mid N \\
p \nmid Q}}\left(1+\frac{1}{p}\right)\right)+\theta\left(\frac{C^{2} S}{F} \cdot T 2^{R}\right),
\end{aligned}
$$

where, as before, $\theta(x)$ denotes a quantity with $-x \leq \theta(x) \leq x$. By (30),

$$
\begin{equation*}
[k(\xi): k]=T \cdot \#\left(G_{Q} \cdot \xi\right)=\frac{T N^{2}}{Q_{N}^{2}} \prod_{\substack{p \mid N \\ p \nmid Q}}\left(1-\frac{1}{p^{2}}\right) \tag{35}
\end{equation*}
$$

Since $r \leq r_{0}$, it follows that

$$
\begin{aligned}
\frac{N\left(\xi, \mathscr{S}_{E}(a, r)\right)}{[k(\xi): k]}=\frac{\operatorname{area} \mathscr{C}(a, r)}{\operatorname{area} \mathscr{F}}+\theta\left(\frac{2 C S r_{0}}{F}\right. & \left.\cdot \frac{Q_{N}}{N \prod_{\substack{p \mid N \\
p \nmid Q}}\left(1-\frac{1}{p}\right)}\right) \\
& +\theta\left(\frac{C^{2} S}{F} \cdot \frac{2^{R} Q_{N}^{2}}{N^{2} \prod_{\substack{p \mid N \\
p \nmid Q}}\left(1-\frac{1}{p^{2}}\right)}\right)
\end{aligned}
$$

Here area $\mathscr{S}(a, r) /$ area $\mathscr{F}=\mu\left(\mathscr{S}_{E}(a, r)\right)$. Note that $T$ is bounded by the order of $\left.\mathrm{GL}_{2}(\mathbb{Z} / Q \mathbb{Z})\right), Q_{N}$ is bounded by $Q$, and

$$
N \prod_{p \mid N}\left(1-\frac{1}{p}\right) \geq N^{1-\varepsilon}
$$

for each $\varepsilon>0$ and each sufficiently large $N$. Using (35) and the fact that

$$
1 \geq \prod_{p \mid N, p \nmid Q}\left(1-\frac{1}{p^{2}}\right) \geq 1 / \zeta(2)
$$

one sees that the first error term is $O_{\gamma}\left([k(\xi): k]^{-\gamma}\right)$ for each $\gamma<1 / 2$. Similarly, $2^{R} \leq d(N) \leq N^{\varepsilon}$ for each $\varepsilon>0$ and each sufficiently large $N$. Thus the second error term is negligible in comparison with the first. This completes the proof when $E$ does not have complex multiplication.
Case 2. Suppose $E$ has complex multiplication. Let $K$ be the CM field of $E$, and let $\mathbb{O} \subset \mathcal{O}_{K}$ be the order corresponding to $E$. After enlarging $k$ if necessary, we can assume that $K \subset k$. Let $\Lambda \subset \mathbb{C}$ be a lattice such that $E \cong \mathbb{C} / \Lambda$. Without loss of generality, we can assume that $\Lambda \subset K$. Fix an analytic isomorphism $\vartheta: \mathbb{C} / \Lambda \cong$ $E(\mathbb{C})$.

By the theory of complex multiplication (see [Shimura 1971], [Lang 1973], or [Silverman 1994, Chapter II]), $E(\bar{k})_{\text {tors }}$ is rational over $k^{a b}$, the maximal abelian extension of $k$. Let $k_{\mathrm{A}}^{\times}$be the idèle ring of $k$, and for $s \in k_{\mathrm{A}}^{\times}$let $[s, k]$ be the Artin map acting on $k^{a b}$. Given $\sigma \in \operatorname{Gal}(\bar{k} / k)$, take $s \in k_{\mathbb{A}}^{\times}$with $\left.\sigma\right|_{k^{a b}}=[s, k]$, and put $w=N_{k / K}(s) \in K_{\mathrm{A}}^{\times}$. There is an action of $K_{\mathrm{A}}^{\times}$on lattices, defined semilocally, which associates to $w$ and $\Lambda$ a new lattice $w^{-1} \Lambda$. This action extends to a map $w^{-1}: K / \Lambda \rightarrow K / w^{-1} \Lambda$. There is also a homomorphism $\psi: k_{\mathrm{A}}^{\times} \rightarrow K^{\times}$, the grössencharacter of $E$, which has the property that $\psi(s) N_{k / K}(s)^{-1} \Lambda=\Lambda$. Put $\kappa=\psi(s) \in K^{\times}$.

With this notation, there is a commutative diagram

in which the vertical arrows on the left are multiplication by $w^{-1}$ and $\kappa$ respectively, and those on the right are the galois action (see [Shimura 1971, Proposition 7.40, p. 211], or [Lang 1973, Theorem 8, p. 137]). Note that the same analytic isomorphism $\vartheta$ appears in the top and bottom rows. Thus, if $\xi \in E(\bar{k})_{\text {tors }}$ corresponds to $x \in K / \Lambda$, and $\left.\sigma\right|_{k^{a b}}=[s, k]$, then

$$
\sigma(\xi)=\vartheta\left(\psi(s) N_{k / K}(s)^{-1} x\right)
$$

This gives an explicit description of the galois action on torsion points in terms of adelic "multiplication".

The action of $K_{\mathrm{A}}^{\times}$in the diagram is as follows. Let $L \subset K$ be a lattice. For each rational prime $p$ of $\mathbb{Q}$, write $L_{p}=L \otimes_{\mathbb{Z}} \mathbb{Z}_{p}$ and $K_{p}=K \otimes_{\mathbb{Q}} \mathbb{Q}_{p}$; if $w \in K_{A}^{\times}$, let $w_{p}$ be its $p$-component. Then $w_{p}^{-1} L_{p}$ is a $\mathbb{Z}_{p}$-lattice in $K_{p}$. There is a unique lattice $M \subset K$ such that $M_{p}=w_{p}^{-1} L_{p}$ for each $p$ [Lang 1973, Theorem 8, p. 97], and $w^{-1} L$ is defined to be $M$. Likewise, if $x \in K / L$, lift it to an element of $K \subset K_{\mathrm{A}}$ and write $x_{p} \in K_{p}$ for its $p$-component; there is a $y \in K$ such that $w_{p}^{-1} x_{p}\left(\bmod w^{-1} L_{p}\right)=y\left(\bmod M_{p}\right)$ for each $p$, and $w^{-1}(x(\bmod L))$ is defined to be $y(\bmod M)$.

The order $\mathbb{O}$ has the form $\mathbb{O}=\mathbb{Z}+c \mathbb{O}_{K}$ for some integer $c \geq 1$, and $c$ is called the conductor of $\mathcal{O}$. The lattice $\Lambda$ is a proper $\mathbb{O}$-lattice, meaning that $\mathbb{O}=\{x \in K: x \Lambda \subset$ $\Lambda\}$. For any order $\mathbb{O}$, there are only finitely many homothety classes of proper $\mathbb{O}-$ lattices [Lang 1973, Theorem 7, p. 95]. Write $\mathbb{O}_{p}=\mathbb{O} \otimes_{\mathbb{Z}} \mathbb{Z}_{p}$ and $\mathbb{O}_{K, p}=\mathbb{O}_{K} \otimes_{\mathbb{Z}} \mathbb{Z}_{p}$.

If $p \nmid c$, then $\mathbb{O}_{p}=\mathbb{O}_{K, p} \cong \prod_{\mathfrak{p} \mid p} \mathbb{O}_{K, \mathfrak{p}}$, where $\mathfrak{p}$ runs over the primes of $K$ lying over $p$, and $\mathbb{O}_{K, \mathfrak{p}}$ is the completion of $\mathbb{O}_{K}$ at $\mathfrak{p}$.

Let $U$ be the kernel of the grössencharacter $\psi: k_{\text {A }}^{\times} \rightarrow K^{\times}$, and take $W=$ $N_{k / K}(U) \subset K_{\mathrm{A}}^{\times}$. Since $\psi$ is continuous, there is an integer $Q \geq 1$ such that, for each $p \mid Q$, the subgroup $1+Q \mathscr{O}_{K, p} \subset \mathcal{O}_{K, p}^{\times}$is contained in $W_{p}$ and for each $p \nmid Q$, $\mathbb{O}_{K, p}^{\times} \subset W_{p}$. If $w \in W$, then $w^{-1} \Lambda=\Lambda$, so $w_{p} \in \mathbb{O}_{p}^{\times}$. Hence $c \mid Q$.

Noting that $\mathbb{O}_{p}=\mathbb{O}_{K, p}$ if $p \nmid Q$, let $W_{Q} \subset K_{A}^{\times}$be the subgroup

$$
\mathbb{C}^{\times} \times \prod_{p \mid Q}\left(1+Q \mathcal{O}_{p}\right) \times \prod_{p \nmid Q} \mathbb{O}_{p}^{\times} \subset W,
$$

and let $U_{Q}$ be its preimage in $k_{\mathrm{A}}^{\times}$under the norm map. Put

$$
G_{Q}=\left\{\sigma \in \operatorname{Gal}(\bar{k} / k):\left.\sigma\right|_{k^{a b}}=[s, k] \text { for some } s \in U_{Q}\right\}
$$

Then $G_{Q}$ is open and normal in $\operatorname{Gal}(\bar{k} / k)$.
Step 1: Determining the size of a galois orbit under $G_{Q}$. Fix $\xi \in E(\bar{k})_{\text {tors }}$. Suppose $\xi$ has order $N$; put $Q_{N}=\operatorname{gcd}(Q, N)$. For suitable right coset representatives $\sigma_{1}, \ldots, \sigma_{T}$ of $G_{Q}$ in $\operatorname{Gal}(\bar{k} / k)$, the orbit $\operatorname{Gal}(\bar{k} / k) \cdot \xi$ decomposes as a disjoint union of $G_{Q}$-orbits:

$$
\operatorname{Gal}(\bar{k} / k) \cdot \xi=\bigcup_{i=1}^{T} G_{Q} \cdot \sigma_{i}(\xi)
$$

As before, the orbits $G_{Q} \cdot \sigma_{i}(\xi)=\sigma_{i}\left(G_{Q} \cdot \xi\right)$ all have the same size, and $[k(\xi)$ : $k]=T \cdot \#\left(G_{Q} \cdot \xi\right)$.

Let $\xi$ correspond to $x+\Lambda \in K / \Lambda$. Write $\Lambda(x)$ for the $\mathbb{O}$-lattice $\mathbb{O} x+\Lambda$; since $\xi$ has order $N,[\Lambda(x): \Lambda] \geq N$. More generally, for any integer $m$, put $\Lambda(m x)=$ $\mathcal{O} \cdot m x+\Lambda=m \mathcal{O} x+\Lambda$. Note that

$$
\Lambda(m x) / \Lambda \cong \prod_{p \mid N} \Lambda(m x)_{p} / \Lambda_{p}=\prod_{p \mid N}\left(m \mathscr{O}_{p} x+\Lambda_{p}\right) / \Lambda_{p}
$$

If $p \mid Q$, then $G_{Q}$ acts on $\xi_{p}$ through the subgroup $1+p^{\operatorname{ord}_{p}(Q)} \mathcal{O}_{p} \subset \mathcal{O}_{p}^{\times}$. Noting that $\operatorname{ord}_{p}\left(Q_{N}\right)=\min \left(\operatorname{ord}_{p}(Q), \operatorname{ord}_{p}(N)\right)$ and that $p^{\operatorname{ord}_{p}(Q)} x \in \Lambda_{p}$ if $\operatorname{ord}_{p}(Q) \geq$ $\operatorname{ord}_{p}(N)$, we have

$$
G_{Q} \cdot \xi_{p} \cong\left(x+p^{\operatorname{ord}_{p}(Q)} \mathbb{O}_{p} x+\Lambda_{p}\right) / \Lambda_{p}=\left(x+\Lambda\left(p^{\operatorname{ord}_{p}\left(Q_{N}\right)} x\right)_{p}\right) / \Lambda_{p}
$$

Thus \# $\left(G_{Q} \cdot \xi_{p}\right)=\left[\Lambda\left(p^{\operatorname{ord}_{p}\left(Q_{N}\right)} x\right)_{p}: \Lambda_{p}\right]$.
If $p \nmid Q$, then $\mathbb{O}_{p}=\mathbb{O}_{K, p}$ and $G_{Q}$ acts on $\xi_{p}$ through $\mathbb{O}_{p}^{\times} \cong \prod_{\mathfrak{p} \mid p} \mathbb{O}_{K, \mathfrak{p}}^{\times}$. For each $\mathfrak{p} \mid p$, and each $\mathbb{O}$-lattice $L$, we have $L_{p} \cong\left(O_{K} L\right)_{p}$ where $\mathbb{O}_{K} L$ is an $\mathbb{O}_{K^{-}}$ fractional ideal. Thus $\operatorname{ord}_{\mathfrak{p}}(L):=\operatorname{ord}_{\mathfrak{p}}\left(0_{K} L\right)$ is well defined. Write $\operatorname{ord}_{\mathfrak{p}}(\xi)=$
$\operatorname{ord}_{\mathfrak{p}}(\Lambda)-\operatorname{ord}_{\mathfrak{p}}(\Lambda(x))$. Then $\Lambda(x)_{p} / \Lambda_{p} \cong \prod_{\mathfrak{p} \mid p} \mathcal{O}_{K} / \mathfrak{p}^{\operatorname{ord}_{\mathfrak{p}}(\xi)}$ and

$$
\#\left(G_{Q} \cdot \xi_{p}\right)=\left[\Lambda(x)_{p}: \Lambda_{p}\right] \cdot \prod_{\substack{\mathfrak{p} \mid p \\ \operatorname{ord}_{\mathfrak{p}}(\xi)>0}}\left(1-\frac{1}{N \mathfrak{p}}\right)
$$

where $N \mathfrak{p}=\#\left(0_{K} / \mathfrak{p}\right)$ is the norm of $\mathfrak{p}$.
Combining these formulas, and using that

$$
\prod_{p \mid N}\left[\Lambda\left(p^{\operatorname{ord}_{p}\left(Q_{N}\right)} x\right)_{p}: \Lambda_{p}\right]=\left[\Lambda\left(Q_{N} x\right): \Lambda\right]
$$

we obtain

$$
\begin{equation*}
\#\left(G_{Q} \cdot \xi\right)=\left[\Lambda\left(Q_{N} x\right): \Lambda\right] \cdot \prod_{\substack{\mathfrak{p} \mid N, \mathfrak{p} \nmid Q \\ \operatorname{ord}_{\mathfrak{p}}(\xi)>0}}\left(1-\frac{1}{N \mathfrak{p}}\right) \tag{36}
\end{equation*}
$$

Step 2: Counting translated lattice points in convex domains. If $L$ is any $\mathbb{O}$-lattice, and $F(L)$ is the area of a fundamental domain for $\mathbb{C} / L$, then by Minkowski's theorem there is a point $0 \neq \ell \in L$ with $|\ell| \leq(4 / \pi)^{1 / 2} F(L)^{1 / 2}$. Here $L$ is a proper $0^{\prime}$-lattice for some order $\mathcal{O}^{\prime}$ with conductor $c^{\prime} \mid c$. There are only finitely many such orders $\mathbb{O}^{\prime}$, and for each $\mathbb{O}^{\prime}$ there are only finitely many homothety classes of proper $\mathbb{O}^{\prime}$-lattices, so there are only finitely many homothety classes of $\mathbb{O}$-lattices. Hence there is a constant $C_{1}$, independent of $L$, such that $L$ has a fundamental domain $\mathscr{F}(L)$ contained in the ball $B\left(0, C_{1} \cdot F(L)^{1 / 2}\right)$. In turn, there is a constant $C$, independent of $L$, such that $\mathscr{F}(L) \subset \mathscr{S}\left(0, C \cdot F(L)^{1 / 2}\right)$. This fact is the crux of the argument in the CM case.

Again, if $L$ is an $\mathbb{O}$-lattice, then for each ideal $\varpi$ of $\mathcal{O}_{K}$ coprime to $c$, there is a unique lattice $\varpi L$ defined by the property that $(\varpi L)_{q}=\left(\varpi 0_{K} L\right)_{q}$ for all primes $q \mid N \varpi$, and $(\varpi L)_{q}=L_{q}$ for all primes $q \nmid N \varpi$. This lattice has index $[L: \varpi L]=N \varpi$.

We will apply this taking $L=\Lambda\left(Q_{N} x\right)=Q_{N} 0 x+\Lambda$. Note that the fundamental domain $\mathscr{F}\left(\varpi \Lambda\left(Q_{N} x\right)\right)$ has area $F \cdot N \varpi /\left[\Lambda\left(Q_{N} x\right): \Lambda\right]$, where $F$ is the area of a fundamental domain $\mathscr{F}$ for $\Lambda$. By the same argument leading to (33) we find that for each $x_{0} \in \mathbb{C}$

$$
\begin{align*}
\mid \#\left(\left(x_{0}+\varpi \Lambda\left(Q_{N} x\right)\right) \cap \mathscr{(}(a, r)\right)- & \left.\frac{\operatorname{area} \mathscr{C}(a, r)}{\operatorname{area} \mathscr{F}} \cdot \frac{\left[\Lambda\left(Q_{N} x\right): \Lambda\right]}{N \varpi} \right\rvert\, \\
& \leq \frac{2 C S r}{F} \cdot\left(\frac{\left[\Lambda\left(Q_{N} x\right): \Lambda\right]}{N \varpi}\right)^{1 / 2}+\frac{C^{2} S}{F} . \tag{37}
\end{align*}
$$

Step 3: Inclusion/exclusion. Now consider a set $\mathscr{( a , r ) \text { , where } a \in \mathbb { C } \text { and } r \leq , ~ ( a ) ~}$ $r_{0}$. For each $\sigma_{i}(\xi)$, we will compute $\#\left(\left(G_{Q} \cdot \sigma_{i}(\xi)\right) \cap \mathscr{S}_{E}(a, r)\right)$. Fix $\sigma_{i}$, and replace $\xi$ by $\sigma_{i}(\xi)$ in the discussion above. Let $x \in K / \Lambda$ correspond to $\sigma_{i}(\xi)$, and let $\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{R}$ be the distinct primes of $\mathbb{O}_{K}$ dividing $N$ but not $Q$, for which
$\operatorname{ord}_{\mathfrak{p}}(\Lambda(x)) \neq \operatorname{ord}_{\mathfrak{p}}(\Lambda)$. If there are no such primes, take $\mathfrak{p}_{1} \cdots \mathfrak{p}_{R}=1$ in the argument below. (Note that the $\mathfrak{p}_{j}$ are independent of $\sigma_{i}$, since $K \subset k$ and for $p \nmid Q, \sigma_{i}$ acts on $\xi$ through $\mathbb{O}_{p}^{\times}$.) Thus there is a one-to-one correspondence between elements of $G_{Q} \cdot \sigma_{i}(\xi)$, and cosets $y+\Lambda$ for $y \in K$ such that $y \in x+\Lambda\left(Q_{N} x\right)$ and $y \notin \mathfrak{p}_{j} \Lambda(x)$ for $j=1, \ldots, R$. Since $\Lambda\left(Q_{N} x\right) \subset \Lambda(x)$, such $y$ necessarily belong to $\Lambda(x)$. The index $\left[\Lambda\left(Q_{N} x\right): \Lambda\right]$ in (37) is independent of $\sigma_{i}$ by (36), since $\#\left(G_{Q} \cdot \sigma_{i}(\xi)\right)$ and the $\mathfrak{p}_{j}$ are independent of $\sigma_{i}$.

The lattices $\Lambda\left(Q_{N} x\right)$ and $\mathfrak{p}_{1} \cdots \mathfrak{p}_{R} \Lambda(x)$ have coprime indices in $\Lambda(x)$, so there is an $x_{0} \in \Lambda(x)$ such that $x_{0} \equiv x\left(\bmod \Lambda\left(Q_{N} x\right)\right)$ and $x_{0} \equiv 0\left(\bmod \mathfrak{p}_{1} \cdots \mathfrak{p}_{R} \Lambda(x)\right)$. Further, for any $0_{K}$-ideal $\varpi$ dividing $\mathfrak{p}_{1} \cdots \mathfrak{p}_{R}$,

$$
\Lambda\left(Q_{N} x\right) \cap\left(\bigcap_{\mathfrak{p}_{j} \mid \varpi} \mathfrak{p}_{j} \Lambda(x)\right)=\varpi \Lambda\left(Q_{N} x\right)
$$

Clearly $y \in x+\Lambda\left(Q_{N} x\right)$ if and only if $y \in x_{0}+\Lambda\left(Q_{N} x\right)$, and $y \in \mathfrak{p}_{j} \Lambda(x)$ if and only if $y \in x_{0}+\mathfrak{p}_{j} \Lambda(x)$. Since $\mathscr{S}(a, r)$ injects into $\mathbb{C} / \Lambda$, by inclusion/exclusion

$$
\begin{align*}
& \#\left(\left(G_{Q} \cdot \sigma_{i}(\xi)\right) \cap \mathscr{S}_{E}(a, r)\right) \\
&=\sum_{\omega \mid \mathfrak{p}_{1} \cdots \mathfrak{p}_{R}}(-1)^{\lambda_{K}(\varpi)} \cdot \#\left(\left(x_{0}+\varpi \Lambda\left(Q_{N} x\right)\right) \cap \mathscr{S}(a, r)\right) \tag{38}
\end{align*}
$$

where $\lambda_{K}(\varpi)$ is the number of distinct prime ideals of $0_{K}$ dividing $\varpi$.
Inserting (37) in the inclusion/exclusion formula (38) and summing over all $\sigma_{i}(\xi)$, we get

$$
\begin{aligned}
& N\left(\xi, \mathscr{S}_{E}(a, r)\right) \\
& \quad=\frac{\operatorname{area} \mathscr{S}(a, r)}{\operatorname{area} \mathscr{F}} \cdot T\left[\Lambda\left(Q_{N} x\right): \Lambda\right] \prod_{j=1}^{R}\left(1-\frac{1}{N \mathfrak{p}_{j}}\right) \\
& \quad+\theta\left(\frac{2 C S r}{F} \cdot T\left[\Lambda\left(Q_{N} x\right): \Lambda\right]^{1 / 2} \prod_{j=1}^{R}\left(1+\frac{1}{N \mathfrak{p}_{j}^{1 / 2}}\right)\right)+\theta\left(\frac{C^{2} S}{F} \cdot T 2^{R}\right) .
\end{aligned}
$$

By (36), $[k(\xi): k]=T\left[\Lambda\left(Q_{N} x\right): \Lambda\right] \prod_{j=1}^{R}\left(1-\frac{1}{N \mathfrak{p}_{j}}\right)$. Since $r \leq r_{0}$ and

$$
\prod_{j=1}^{R}\left(1+\frac{1}{N \mathfrak{p}_{j}^{1 / 2}}\right) \leq 2^{R}
$$

we have

$$
\begin{align*}
\frac{N\left(\xi, \mathscr{S}_{E}(a, r)\right)}{[k(\xi): k]}= & \frac{\operatorname{area} \mathscr{\mathscr { C }}(a, r)}{\operatorname{area} \mathscr{F}}+\theta\left(\frac{C^{2} S}{F} \cdot \frac{T 2^{R}}{[k(\xi): k]}\right) \\
& +\theta\left(\frac{2 C S r_{0}}{F} \cdot \frac{T^{1 / 2} 2^{R}}{\left(\prod_{j=1}^{R}\left(1-1 / N \mathfrak{p}_{j}\right)\right)^{1 / 2}} \cdot \frac{1}{[k(\xi): k]^{1 / 2}}\right) \tag{39}
\end{align*}
$$

As before, area $\mathscr{P}(a, r) /$ area $\mathscr{F}=\mu\left(\mathscr{S}_{E}(a, r)\right)$. Here $T \leq\left[\operatorname{Gal}(\bar{k} / k): G_{Q}\right]$ is fixed. For each $\varepsilon>0$ and each sufficiently large $N, 2^{R} \leq 2^{\Lambda_{K}(N)} \leq 2^{2 \lambda(N)} \leq$ $d(N)^{2} \leq N^{\varepsilon}$. Likewise, $\prod_{j=1}^{R}(1-1 / N \mathfrak{p}) \geq \prod_{p \mid N}(1-1 / p)^{2} \geq C /(\log \log N)^{2}$ for some constant $C>0$, where the last inequality follows from [Hardy and Wright 1954, Theorem 328, p. 267]. Finally, since $\xi$ has order $N$ and $Q_{N} \leq Q$ is bounded, $\left[\Lambda\left(Q_{N} x\right): \Lambda\right] \geq N / Q$, and so

$$
\begin{equation*}
[k(\xi): k] \geq T \cdot N / Q \cdot C /(\log \log N)^{2} \geq T C / Q \cdot N^{1-\varepsilon} \tag{40}
\end{equation*}
$$

for all large $N$. Combining these shows that for each $0<\gamma<1 / 2$, the first error term is $\mathcal{O}_{\gamma}\left([k(\xi): k]^{-\gamma}\right)$. The same estimates show the second error term is negligible in comparison to the first. This completes the proof when $E$ has complex multiplication.

Before leaving this section, we note that the arguments above provide lower bounds for the degree $[k(\xi): k]$ in terms of the order $N$ of $\xi$, as required by (27). When $E$ does not have complex multiplication, then since $T$ is fixed, $Q_{N} \leq Q$, and $\prod_{p}\left(1-1 / p^{2}\right)$ converges to a nonzero limit, (35) shows there is a constant $C_{1}$ depending only on $E$ such that

$$
\begin{equation*}
[k(\xi): k] \geq C_{1} N^{2} \tag{41}
\end{equation*}
$$

When $E$ has complex multiplication, then since $T$ and $Q$ are fixed, (40) shows that there is a constant $C_{2}$ depending only on $E$ such that

$$
\begin{equation*}
[k(\xi): k] \geq C_{2} N /(\log \log N)^{2} \tag{42}
\end{equation*}
$$

## 3. Context

Theorems 0.1 and 0.2 are the first known cases of general conjectures by the second author (which were refined through conversations with J. Silverman and S. Zhang) concerning dynamical systems and abelian varieties.

As before, let $k$ be a number field, and let $S$ be a finite set of places of $k$ containing the archimedean places. Let $\mathbb{O}_{k, S}$ be the ring of $S$-integers of $k$.
Conjecture 3.1 (Su-Ion Ih). Let $R(x) \in k(x)$ be a rational function of degree at least 2 , and consider the dynamical system associated to the map $R_{*}: \mathbb{P}^{1} \rightarrow \mathbb{P}^{1}$. Let $\alpha \in \mathbb{P}^{1}(\bar{k})$ be nonpreperiodic for $R_{*}$. Then there are only finitely many preperiodic points $\xi \in \mathbb{P}^{1}(\bar{k})$ that are $S$-integral with respect to $\alpha$, that is, whose Zariski closures in $\mathbb{P}^{1} / \operatorname{Spec}\left(0_{k, S}\right)$ do not meet the Zariski closure of $\alpha$.
Conjecture 3.2 (Su-Ion Ih). Let $A / k$ be an abelian variety, and let $\mathscr{A}_{S} / \operatorname{Spec}\left(\mathbb{O}_{k, S}\right)$ be a model of $A$. Let $D$ be a nonzero effective divisor on $A$, defined over $\bar{k}$, at least one of whose irreducible components is not the translate of an abelian subvariety by a torsion point, and let $\operatorname{cl}(D)$ be its Zariski closure in $\mathscr{A}_{S}$. Then the set

| Type of variety | Type of rationality | $k$ | $\bar{k}$ |
| :--- | :---: | :---: | :---: |
| Compact | $k, \bar{k}$-rationality | Mordell-Lang | Manin-Mumford |
| Nonjecture | Conjecture |  |  |
|  | $\mathbb{O}_{k}, \overline{\mathbb{Z}}$-rationality | Lang's <br> Conjecture | Ih's <br> Conjecture 3.2 |

$A_{D, S}(\overline{\mathbb{Z}})_{\text {tors }}$, consisting of all torsion points of $A(\bar{k})$ whose closure in $\mathscr{A}_{S}$ is disjoint from $\mathrm{cl}(D)$, is not Zariski dense in $A$.

Theorem 0.1 establishes Conjecture 3.1 for the maps $R(x)=x^{d}$ with $|d| \geq 2$, whose preperiodic points are $0, \infty$ and the roots of unity. It is possible to prove the conjecture for Chebyshev maps by similar methods, though we do not do so here.

Theorem 0.2, in addition to being the one-dimensional case of Conjecture 3.2, is equivalent to Conjecture 3.1 for Lattès maps. That is, if $E / k$ is an elliptic curve, let $R \in k(x)$ be the degree 4 map on the $x$-coordinate corresponding to the doubling map on $E$, so that the following diagram commutes:


Then $\beta \in E(\bar{k})$ is a torsion point if and only $x(\beta)$ is preperiodic for $R_{*}$.
Part of the motivation for Conjecture 3.2 is the following analogy between diophantine theorems over $k$ and $\bar{k}$, and over $\mathscr{O}_{k}$ and $\overline{\mathbb{Z}}$ (the ring of all algebraic integers). Let $A / k$ be an abelian variety, and let $X$ be a nontorsion subvariety of $A$ (that is, $X$ is not the translate of an abelian subvariety by a torsion point). Recall that the Mordell-Lang Conjecture (proved by Faltings) says that $A(k) \cap X$ is not Zariski dense in $X$; while the Manin-Mumford Conjecture (first proved by Raynaud) says that $A(\bar{k})_{\text {tors }} \cap X$ is not Zariski dense in $X$. Likewise, Lang's conjecture (also proved by Faltings) says that if $D$ is an effective ample divisor on $A$, then the set $A_{D}\left(\mathbb{O}_{k}\right)$ of $\mathscr{O}_{k}$-integral points of $A$ not meeting $\operatorname{supp}(D)$ is finite. Note that $A$ is compact, whereas $A_{D}=A \backslash \operatorname{supp}(D)$ is noncompact.

Conjecture 3.1 is motivated by Conjecture 3.2 and the familiar analogy between torsion points of abelian varieties and preperiodic points of rational maps.
J. Silverman [1993] proved the following result, which is somewhat related to Conjecture 3.1: If the backward orbit of $\alpha \in \mathbb{P}^{1}(\bar{k})$ under a rational function $R$ of degree $\geq 2$ is infinite, then for every $\beta \in \mathbb{P}^{1}(\bar{k})$, there are only finitely many points in the forward orbit of $\beta$ under $R$ that are $S$-integral with respect to $\alpha$.

More recently, C. Petsche [2007] has proved Conjecture 3.1 under the additional hypothesis that $\alpha$ is "totally Fatou", meaning that for every place $v$ of $k$ and every embedding $\sigma$ of $\bar{k}$ into $\bar{k}_{v}, \sigma(\alpha)$ is in the $v$-adic Fatou set of $R$.

In closing, we note that an important ingredient of the proofs of Theorems 0.1 and 0.2 was a quantitative equidistribution theorem for torsion points. A quantitative equidistribution theorem for points of small height with respect to an arbitrary dynamical system on $\mathbb{P}^{1}$ has recently been proved by C. Favre and J. RiveraLetelier [2006, théorème 6].
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