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Kei-Ichi Watanabe Nihon University, Japan

Andrei Zelevinsky Northeastern University, USA

Efim Zelmanov University of California, San Diego, USA

PRODUCTION

ant@mathscipub.org
Paulo Ney de Souza, Production Manager Silvio Levy, Senior Production Editor

See inside back cover or www.jant.org for submission instructions.

The subscription price for 2008 is US $120/year for the electronic version, and $180/year for print and electronic. Subscriptions,
requests for back issues from the last three years and changes of subscribers address should be sent to Mathematical Sciences
Publishers, Department of Mathematics, University of California, Berkeley, CA 94720-3840, USA.

Algebra & Number Theory (ISSN 1937-0652) at Mathematical Sciences Publishers, Department of Mathematics, University
of California, Berkeley, CA 94720-3840 is published continuously online. Periodical rate postage paid at Berkeley, CA 94704,
and additional mailing offices.

ANT peer review and production are managed by EditFLOW™ from Mathematical Sciences Publishers.

PUBLISHED BY
mathematical sciences publishers

http://www.mathscipub.org
A NON-PROFIT CORPORATION

Typeset in LATEX
Copyright ©2008 by Mathematical Sciences Publishers

http://dx.doi.org/10.2140/ant
mailto:ant@mathscipub.org
http://dx.doi.org/10.2140/ant
http://www.mathscipub.org
http://www.mathscipub.org


ALGEBRA AND NUMBER THEORY 2:4(2008)

Root systems and the quantum
cohomology of ADE resolutions

Jim Bryan and Amin Gholampour

We compute the C∗-equivariant quantum cohomology ring of Y , the minimal
resolution of the DuVal singularity C2/G where G is a finite subgroup of SU (2).
The quantum product is expressed in terms of an ADE root system canonically
associated to G. We generalize the resulting Frobenius manifold to nonsimply
laced root systems to obtain an n parameter family of algebra structures on the
affine root lattice of any root system. Using the Crepant Resolution Conjecture,
we obtain a prediction for the orbifold Gromov–Witten potential of [C2/G].

1. Introduction

1.1. Overview. Let G be a finite subgroup of SU (2), and let

Y → C2/G

be the minimal resolution of the corresponding DuVal singularity. The classical
McKay correspondence describes the geometry of Y in terms of the representation
theory of G [McKay 1980; Gonzalez-Sprinberg and Verdier 1983; Reid 2002].

The geometry of Y gives rise to a Dynkin diagram of ADE type. The nodes of
the diagram correspond to the irreducible components of the exceptional divisor
of Y . Two nodes have a connecting edge if and only if the corresponding curves
intersect.

Associated to every Dynkin diagram of ADE type is a simply laced root system.
In this paper, we describe the C∗-equivariant quantum cohomology of Y in terms
of the associated root system. This provides a quantum version of the classical
McKay correspondence.

1.2. Results. The set {E1, . . . , En} of irreducible components of the exceptional
divisor of Y forms a basis of H2(Y,Z). The intersection matrix Ei · E j defines a
perfect pairing on H2(Y,Z). Let R be the simply laced root system associated to
the Dynkin diagram of Y . We can identify H2(Y,Z) with the root lattice of R in a
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370 Jim Bryan and Amin Gholampour

way so that E1, . . . , En correspond to simple roots α1, . . . , αn and the intersection
matrix is minus the Cartan matrix

Ei · E j =−〈αi , α j 〉.

Using the above pairing, we identify H 2(Y,Z) with H2(Y,Z) (and hence with
the root lattice). Since the scalar action of C∗ on C2 commutes with the action of
G, C∗ acts on C2/G and this action lifts to an action on Y . The cycles E1, . . . , En

are C∗ invariant, and so the classes α1, . . . , αn have natural lifts to equivariant
(co)homology. Additively, the equivariant quantum cohomology ring is thus a free
module generated by the classes {1, α1, . . . , αn}. The ground ring is

Z[t][[q1, . . . , qn]]

where t is the equivariant parameter and q1, . . . , qn are the quantum parameters
associated to the curves E1, . . . , En . So additively we have

QH∗C∗(Y )∼= H∗(Y,Z)⊗Z[t][[q1, . . . , qn]].

We extend the pairing 〈 · , · 〉 to a

Q[t, t−1
][[q1, . . . , qn]]

valued pairing on QH∗
C∗
(Y ) by making 1 orthogonal to αi and setting

〈1, 1〉 =
−1

t2|G|
.

The product structure of QH∗
C∗
(Y ) is determined by our main theorem:

Theorem 1. Let v,w ∈ H 2(Y,Z) which we identify with the root lattice of R as
above. Then the quantum product of v and w is given by

v ?w =−t2
|G| 〈v,w〉+

∑
β∈R+
〈v, β〉 〈w, β〉 t

1+ qβ

1− qβ
β,

where the sum is over the positive roots of R and for β =
∑n

i=1 bi αi , qβ is defined
by

qβ =
n∏

i=1

qbi
i .

The quantum product satisfies the Frobenius condition

〈v ?w, u〉 = 〈v,w ? u〉 ,

making QH∗
C∗
(Y ) a Frobenius algebra over Q[t, t−1

][[q1, . . . , qn]].
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Note that by a standard fact in root theory [Bourbaki 1968, VI.1.1 Proposition 3
and V.6.2 Corollary to Theorem 1], the formula in Theorem 1 can alternatively be
written as

v ?w =
∑
β∈R+
〈v, β〉 〈w, β〉

(
−t2 |G|

h
+ t

1+ qβ

1− qβ
β
)
,

where h = |R|n is the Coxeter number of R.
We remark that we can regard H 0(Y )⊕ H 2(Y ) as the root lattice for the affine

root system and consequently, we can regard QH∗
C∗
(Y ) as defining a family of

algebra structures on the affine root lattice depending on variables t, q1, . . . , qn .
We also remark that even though the product in Theorem 1 is expressed purely in
terms of the root system, we know of no root theoretic proof of associativity, even
in the “classical” limit qi → 0.

In Section 4, which can be read independently from the rest of this paper, we
will generalize our family of algebras to root systems which are not simply-laced
(Theorem 6). We will prove associativity of the product in the nonsimply laced
case by reducing it to the simply laced case. Our formula also allows us to prove
that the action of the Weyl group induces automorphisms of the Frobenius algebra
(Corollary 7).

Our theorem is formulated as computing small quantum cohomology, but since
the cohomology of Y is concentrated in degree 0 and degree 2, the large and
small quantum cohomology rings contain equivalent information. The proof of
Theorem 1 requires the computations of genus 0 equivariant Gromov–Witten in-
variants of Y . This is done in Section 2.

In Section 5, we use the Crepant Resolution Conjecture [Bryan and Graber 2008]
and our computation of the Gromov–Witten invariants of Y , to obtain a prediction
for the orbifold Gromov–Witten potential of [C2/G] (Conjecture 11).

1.3. Relationship to other work. A certain specialization of the Frobenius algebra
QH∗

C∗
(Y ) appears as the quantum cohomology of the G-Hilbert scheme resolu-

tion of C3/G for G ⊂ SO(3) [Bryan and Gholampour 2008]. The equivariant
Gromov–Witten theory of Y in higher genus has been determined by recent work
of Maulik [2008].

2. Gromov–Witten theory of Y

In this section we compute the equivariant genus zero Gromov–Witten invari-
ants of Y . The invariants of nonzero degree are computed by relating them to
the invariants of a certain threefold W constructed as the total space of a fam-
ily of deformations of Y . The invariants of W are computed by the method of
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Bryan, Katz, and Leung [2001]. The degree zero invariants are computed by lo-
calization.

2.1. Invariants of nonzero degree. Def (Y ), the versal space of C∗-equivariant
deformations of Y , is naturally identified with the complexified root space of the
root system R [Katz and Morrison 1992]. A generic deformation of Y is an affine
variety and consequently has no compact curves. The hyperplane Dβ ⊂ Def (Y )
perpendicular to a positive root

β =

n∑
i=1

biαi

parameterizes those deformations of Y for which the curve

b1 E1+ · · ·+ bn En

also deforms. Moreover, for a generic point t ∈ Dβ , the corresponding curve is a
smooth P1 which generates the Picard group of the corresponding surface [Katz
and Morrison 1992, Theorem 1; Bryan et al. 2001, Proposition 2.2].

Let
ı : C→ Def (Y )

be a generic linear subspace. We obtain a threefold W by pulling back the universal
family over Def (Y ) by ı . The embedding ı can be made C∗-equivariant by defining
the action on C to have weight 2. This follows from [Katz and Morrison 1992,
Theorem 1] after noting that the C∗ action in that paper is the square of the action
induced by the action on C2/G. Clearly Y ⊂ W and the normal bundle NY/W is
isomorphic to OY . However, the action of C∗ is nontrivial of weight two and hence
it has a nontrivial Chern class in equivariant cohomology:

c1(NY/W )= 2t

(recall that t is the equivariant parameter).
The threefold W is Calabi–Yau and its Gromov–Witten invariants are well de-

fined in the nonequivariant limit. This assertion follows from the fact that the
moduli space of stable maps to W is compact. This in turn follows from the fact
that W admits a birational map

W →Waff

contracting E1 ∪ · · · ∪ En such that Waff is an affine variety [Katz and Morrison
1992; Bryan et al. 2001]. Consequently, all nonconstant stable maps to W must
have image contained in the exceptional set of W → Waff and thus, in particular,
all nonconstant stable maps to W have their image contained in Y .
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There is a standard technique in Gromov–Witten theory for comparing the vir-
tual class for stable maps to a submanifold to the virtual class for the stable maps
to the ambient manifold when all the maps have image contained in the submani-
fold [Behrend and Fantechi 1997]. This allows us to compare the Gromov–Witten
invariants of W and Y .

For any nonzero class
A ∈ H2(Y )∼= H2(W ),

let
〈 〉

Y
A and 〈 〉

W
A

denote the genus zero, degree A, zero insertion Gromov–Witten invariant of Y and
W respectively. We have

〈 〉
W
A =

∫
[M0,0(Y,A)]vir

e(−R•π∗ f ∗NY/W )

where M0,0(Y, A) is the moduli space of stable maps, π : C→ M0,0(Y, A) is the
universal curve, f : C → Y is the universal map, and e is the equivariant Euler
class.

Since the line bundle NY/W is trivial up to the C∗ action, and π is a family of
genus zero curves, we get

R•π∗ f ∗NY/W = R0π∗ f ∗NY/W = O⊗C2t

where C2t is the C∗ representation of weight 2 so that we have

c1(O⊗C2t)= 2t.

Consequently, we have

e(−R•π∗ f ∗NY/W )=
1
2t

and so

〈 〉
W
A =

∫
[M0,0(Y,A)]vir

1
2t

=
1
2t
〈 〉

Y
A .

To compute 〈 〉WA , we use the deformation invariance of Gromov–Witten invari-
ants. Although W is noncompact, the moduli space of stable maps is compact,
and the deformation of W is done so that the stable map moduli spaces are com-
pact throughout the deformation. The technique is identical to the deformation
argument used in [Bryan et al. 2001] where it is presented in greater detail.

We deform W to a threefold W ′ as follows. Let

ı ′ : C→ Def (Y )
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be a generic affine linear embedding and let W ′ be the pullback by ı ′ of the uni-
versal family over Def (Y ). The threefold W ′ is a deformation of W since ı ′ is a
deformation of ı .

Lemma 2. The compact curves of W ′ consist of isolated P1s, each having normal
bundle

O (−1)⊕O (−1),

one in each homology class β ∈ H2(W ′)∼= H2(Y ) corresponding to a positive root.

Proof. The map ı ′ intersects each hyperplane Dβ transversely in a single generic
point t . The surface St over the point t contains a single curve Ct ∼= P1 of normal
bundle NCt/St

∼= O (−2) and this curve is in the class β. There is a short exact
sequence

0→ NCt/St → NCt/W ′→ O→ 0

and since ı ′ intersects Dβ transversely, Cβ does not have any deformations (even
infinitesimally) inside W ′. Consequently, we must have

NCβ/W ′ ∼= O (−1)⊕O (−1). �

Since all the curves in W ′ are isolated (−1,−1) curves, we can compute the
Gromov–Witten invariants of W ′ using the Aspinwall–Morrison multiple cover
formula. Combined with the deformation invariance of Gromov–Witten invariants,
we obtain

Lemma 3. For A 6= 0 we have

〈 〉
Y
A = 2t 〈 〉WA = 2t 〈 〉W

′

A =

2t
1
d3 if A = dβ where β is a positive root,

0 otherwise.

Since all the cohomology of Y is in H 0(Y ) and H 2(Y ), the n-point Gromov–
Witten invariants of nonzero degree are determined from the 0-point invariants by
the divisor and the fundamental class axioms.

2.2. Degree 0 invariants. The only nontrivial degree zero invariants have 3 in-
sertions and are determined by classical integrals on Y . They are given in the
following lemma.

Lemma 4. Let 1 be the generator of H 0
C∗
(Y ) and let {α1, . . . , αn} be the basis for

H 2
C∗
(Y ) which is also identified with the simple roots of R as in Section 1. Then the
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degree 0, 3-point Gromov–Witten invariants of Y are given as follows:

〈1, 1, 1〉0 =
1

t2|G|
, (2-1)

〈αi , 1, 1〉0 = 0, (2-2)

〈αi , α j , 1〉0 =−〈αi , α j 〉, (2-3)

〈αi , α j , αk〉0 =−t
∑
β∈R+
〈αi , β〉〈α j , β〉〈αk, β〉. (2-4)

Proof. The degree zero, genus zero, 3-point Gromov–Witten invariants are given
by integrals over Y :

〈x, y, z〉0 =
∫

Y
x ∪ y ∪ z.

Because Y is noncompact, the integral must be defined1 via C∗ localization and
takes values in Q[t, t−1

], the localized equivariant cohomology ring of a point:∫
Y
: H∗C∗(Y )−→Q[t, t−1

],

φ 7→

∫
F

φ|F

e(NF/Y )
.

Here F ⊂ Y is the (compact) fixed point locus of the action of C∗ on Y .
By correspondence of residues [Bertram 2000], integrals over Y can be com-

puted by first pushing forward to C2/G followed by (orbifold) localization on
C2/G. Equation (2-1) follows immediately:∫

Y
1=

∫
C2/G

1=
1

t2|G|
.

The factor t2 is the equivariant Euler class of the normal bundle of [0/G]⊂ [C2/G]
and the factor 1

|G| accounts for the automorphisms of the point [0/G].
Let L i → Y be the C∗ equivariant line bundle with

c1(L i )= αi .

Since αi was defined to be dual to Ei via the intersection pairing, we have∫
E j

c1(L i )= Ei · E j =−〈αi , α j 〉.

1This method of defining the Gromov–Witten invariants of a noncompact space does not affect the
desired properties of quantum cohomology: the associativity still holds and the Frobenius structure
still exists with the novelty that the pairing takes values in the ring Q[t, t−1

]. See [Bryan and Graber
2008, section 1.4], for a discussion.
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Computing the left hand side using localization, we see that the weight of the C∗

action on L i at a fixed point p ∈ Ei must be the same as the weight of the C∗ action
on the normal bundle NEi/Y at p, and the weight of the action on L i is 0 over fixed
points not on Ei .

Equations (2-3) and (2-2) then easily follow from localization.
To prove (2-4), we compute the left hand side by localization to get

〈αi , α j , αk〉0 =


0 if Ei ∪ E j ∪ Ek =∅,
−8t if i = j = k,

wi j j if i 6= j = k and Ei ∪ E j 6=∅

where
wi j j = c1(NE j/Y |pi j )

is the weight of the C∗ action on the normal bundle of E j at the point pi j = Ei∪E j .
The normal weights wi j j satisfy the following three conditions:

(1) Since KY is the trivial bundle with a C∗ action of weight 2t , the sum of the
normal weights at p = Ei ∩ E j is 2t and so

wi j j +w j i i = 2t when Ei ∩ E j 6=∅ and i 6= j .

(2) Since Ei is C∗ invariant, the sum of the tangent weights of any two distinct
fixed points on Ei is zero. Combined with the above, we see that the sum of
the normal weights at any two distinct fixed points is 4t so

wikk +w jkk = 4t when Ei ∩ Ek 6=∅, E j ∩ Ek 6=∅, and i 6= j 6= k.

(3) Since automorphisms of the Dynkin diagrams induce equivariant automor-
phisms of Y , the normal weights are invariant under such automorphisms.

The normal weights are completely determined by the above three conditions.
Indeed, it is clear that once one normal weight is known, then properties (1) and
(2) determine the rest. Moreover, in the case of Dynkin diagrams of type Dn or En ,
the curve corresponding to the trivalent vertex of the Dynkin graph must be fixed
by C∗ and so its tangent weights are zero. In the An case, condition (3) provides
the needed extra equation.

To summarize the above, the three point degree zero invariants 〈αi , α j , αk〉0

satisfy the following conditions and are uniquely determined by them.

(i) 〈αi , α j , αk〉0 is symmetric in {i, j, k};

(ii) 〈αi , α j , αk〉0 is invariant under any permutation of indices induced by a Dyn-
kin diagram automorphism;

(iii) 〈αi , α j , αk〉0 = 0 if 〈α j , αk〉 = 0;
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(iv) 〈αi , α j , αk〉0 =−8t if i = j = k;

(v) 〈αi , αi , α j 〉0+〈α j , α j , αi 〉0 = 2t if 〈αi , α j 〉 = −1;

(vi) 〈αi , αk, αk〉0+〈α j , αk, αk〉0 = 4t if i 6= j and 〈αi , αk〉 = 〈α j , αk〉 = −1.

So to finish the proof of Lemma 4, it suffices to show that the right hand side
of (2-4) also satisfies all the above properties. This is precisely the content of
Proposition 10, a root theoretic result which we prove in Section 4. �

3. Proof of the main theorem

Having computed all the Gromov–Witten invariants of Y , we can proceed to com-
pute the quantum product and prove our main theorem.

Proof. The quantum product ? is defined in terms of the genus 0, 3-point invariants
of Y by

−〈x ? y, z〉 =
∑

A∈H2(Y,Z)

〈x, y, z〉A q A

where the strange looking minus sign is due to the fact that the pairing 〈 · , · 〉, which
coincides with the Cartan pairing on the roots, is the negative of the cohomological
pairing.

To prove our formula for v ?w, it suffices to check that the formula holds after
pairing both sides with 1 and with any u ∈ H 2(Y ).

By definition and Lemma 4 we have

−〈v ?w, 1〉 =
∑

A∈H2(Y )

〈v,w, 1〉A q A

= 〈v,w, 1〉0
=−〈v,w〉 ,

which is in agreement with the right hand side of the formula in Theorem 1 when
paired with 1 since 1 is orthogonal to H 2(Y ) and

〈1, 1〉 = −
1

t2|G|
.

For u ∈ H 2(Y ) we apply the divisor axiom to get

−〈v ?w, u〉 =
∑

A∈H2(Y )

〈v,w, u〉A q A

= 〈v,w, u〉0−
∑
A 6=0

〈v, A〉 〈w, A〉 〈u, A〉 〈 〉A q A.
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Applying Lemmas 4 and 3 we get

−〈v ?w, u〉 = −t
∑
β∈R+
〈v, β〉 〈w, β〉〈u, β〉

−

∑
β∈R+

∞∑
d=1

〈v, dβ〉 〈w, dβ〉 〈u, dβ〉
2t
d3 qdβ

=−t
∑
β∈R+
〈v, β〉 〈w, β〉 〈u, β〉

(
1+

2qβ

1− qβ

)
=−t

∑
β∈R+
〈v, β〉 〈w, β〉 〈u, β〉

(1+ qβ

1− qβ

)
.

Pairing the right hand side of the formula in Theorem 1 with u, we find agreement
with the above and the formula for ? is proved.

To prove that the Frobenius condition holds, we only need to observe that the
pairing on QH∗

C∗
(Y ) is induced by the three point invariant with one insertion of 1:

−〈x, y〉 = 〈x, y, 1〉0 .

This indeed follows from (2-1), (2-2), and (2-3). �

4. The algebra for arbitrary root systems

In this section we construct a Frobenius algebra QHR associated to any irreducible,
reduced root system R (Theorem 6). This section can be read independently from
the rest of the paper.

4.1. Root system notation. Let R be an irreducible, reduced, rank n root system.
That is,

R = {R, V, 〈 · , · 〉}

consists of a finite subset R of a real inner product space V of dimension n satis-
fying

(1) R spans V ;

(2) if α ∈ R then kα ∈ R implies k =±1;

(3) for all α ∈ R, the reflection sα about α⊥, the hyperplane perpendicular to α
leaves R invariant;

(4) for any α, β ∈ R, the number 2〈α,β〉
〈α,α〉 is an integer; and

(5) V is irreducible as a representation of W , the Weyl group (that is, the group
generated by the reflections sα, for α ∈ R).



Root systems and the quantum cohomology of ADE resolutions 379

We will also assume that the inner product 〈 · , · 〉 takes values in Z on R.
Let {α1, . . . , αn} be a system of simple roots, namely a subset of R spanning

V and such that for every β =
∑n

i=1 biαi in R the coefficients bi are either all
nonnegative or all nonpositive. As is customary, we define

α∨ =
2α
〈α, α〉

.

We will also require a certain constant εR which depends on the root system and
scales linearly with the inner product.

Definition 5. Let ni be the i-th coefficient of the largest root

α̃ =

n∑
i=1

niαi .

We define

εR =
1
2 〈 α̃, α̃ 〉+

1
2

n∑
i=1

n2
i 〈αi , αi 〉 .

Note that in the case where R is as in Section 1, namely of ADE type and the roots
have a norm square of 2, then

εR = 1+
n∑

i=1

n2
i

and we have that
εR = |G|

where G is the corresponding finite subgroup of SU (2). This is a consequence
of the McKay correspondence, part of which implies that 1, n1, . . . , nn are the di-
mensions of the irreducible representations of G [Gonzalez-Sprinberg and Verdier
1983, page 411].

4.2. The algebra QHR. Let

HR = Z⊕Zα1⊕ · · ·⊕Zαn

be the affine root lattice and let QHR be the free module over Z[t][[q1, . . . , qn]]

generated by 1, α1, . . . , αn ,

QHR = HR ⊗Z[t][[q1, . . . , qn]].

We extend the pairing 〈 · , · 〉 to a Q[t, t−1
][[q1, . . . , qn]] valued pairing on QHR by

making 1 orthogonal to αi and setting

〈1, 1〉 =
−1

t2εR
.
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For β =
∑n

i=1 biαi , we use the notation

qβ =
n∏

i=1

qbi
i .

Theorem 6. Define a product operation ? on QHR by letting 1 be the identity and
defining

αi ? α j =−t2εR〈αi , α j 〉+
∑
β∈R+
〈αi , β〉 〈α j , β

∨
〉 t

1+ qβ

1− qβ
β.

Then the product is associative, and moreover, it satisfies the Frobenius condition

〈x ? y, z〉 = 〈x, y ? z〉

making QHR into a Frobenius algebra over the ring Q[t, t−1
][[q1, . . . , qn]].

Corollary 7. The Weyl group acts on QHR (and thus on QH∗
C∗
(Y )) by automor-

phisms. Namely, if we define
g(qβ)= qgβ

for g ∈W , then for v,w ∈ QHR we have

g(v ?w)= (gv) ? (gw).

Proof. Let sk be the reflection about the hyperplane orthogonal to αk . By [Bourbaki
1968, VI.1.6 Corollary 1], sk permutes the positive roots other than αk . And since
the terms

1+ qβ

1− qβ
β and 〈αi , β〉〈α j , β

∨
〉

remain unchanged under β 7→ −β, the effect of applying sk to the formula for
αi ? α j is to permute the order of the sum:

sk(αi ? α j )=−t2εR〈αi , α j 〉+
∑
β∈R+
〈αi , β〉〈α j , β

∨
〉 t

1+ qskβ

1− qskβ
skβ

=−t2εR〈skαi , skα j 〉+
∑
β∈R+
〈αi , skβ〉〈α j , skβ

∨
〉 t

1+ qβ

1− qβ
β

= sk(αi ) ? sk(α j ).

The Corollary follows. �

4.3. The proof of Theorem 6. When R is of ADE type and the pairing is normal-
ized so that the roots have a norm square of 2, then QHR coincides with QH∗

C∗
(Y )

and so Theorem 6 for this case then follows from Theorem 1.
For any R, the Frobenius condition follows immediately from the formulas for

? and 〈 · , · 〉.
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So what needs to be established in general is the associativity of the ? product.
This is equivalent to the expression

AssR
xyuv =

1
t2 〈(x ? y) ? u, v〉

being fully symmetric in {x, y, u, v}. Written out, we have

AssR
xyuv =−εR 〈x, y〉 〈u, v〉

+

∑
β,γ∈R+

〈x, β〉 〈y, β〉 〈u, γ 〉 〈v, γ 〉
(1+ qβ

1− qβ

)(1+ qγ

1− qγ

)
〈β∨, γ ∨〉.

Recalling that εR scales linearly with the pairing, we see that if AssR
xyuv is fully

symmetric in {x, y, u, v}, then it remains so for any rescaling of the pairing.
To prove the associativity of QHR for root systems not of ADE type, we reduce

the nonsimply laced case to the simply laced case.
Let {R, V, 〈 · , · 〉} be an ADE root system and let 8 be a group of admissible

automorphisms of the Dynkin diagram. An automorphism g of a graph is admis-
sible if there is no edge joining two vertices in the same g-orbit [Lusztig 1993,
Definition 12.1.1]. We construct a new root system{

R8, V8, 〈 · , · 〉8
}

as follows. A somewhat similar construction can be found in [Springer 1998, Sec-
tion 10.3.1]. Let

V8
⊂ V

be the 8 invariant subspace equipped with 〈 · , · 〉8, the restriction of 〈 · , · 〉 to V8,
and let the roots of R8 be the 8 averages of the roots of R:

R8 =
{
α =

1
|8|

∑
g∈8

gα, α ∈ R
}
.

Then it is easily checked that {R8, V8, 〈 · , · 〉8} is an irreducible root system,
specifically of type given by

R A2n−1 Dn+1 E6 D4

8 Z2 Z2 Z2 Z3

R8 Cn Bn F4 G2

Thus all the irreducible, reduced root systems arise in this way.
We will frequently use the fact that if y ∈ V8, then

〈x, y〉 = 〈x̄, y〉

which easily follows from the equalities 〈x, y〉 = 〈gx, gy〉 = 〈gx, y〉 for g ∈8.
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We will also need the following two lemmas which we will prove at the end of
the section.

Lemma 8. The constants defined in Definition 5 coincide for the root systems R
and R8:

εR8 = εR.

Lemma 9. Let β ∈ R+ and let 8β be the 8 orbit of β. Then∑
β ′∈8β

β ′ = β ∨.

The simple roots of R8 are given by αi , the averages of the simple roots of R.
Thus if I = {1, . . . , n} is the index set for the simple roots of R, then 8 acts on I
and

J = I/8

is the natural index set for the simple roots of R8. For [ i] ∈ J , we let α[ i] ∈ R8
denote the simple root given by αi .

We specialize the variables {qi }i∈I to variables {q [ i]}[ i]∈J by setting

qi = q [ i] (4-1)

and it is straightforward to see that under the above specialization,

qβ = qβ .

Now let R be an ADE root system whose roots have norm square 2. Then
AssR

xyuv is fully symmetric in {x, y, u, v}. We specialize the q variables to the q
variables as in (4-1) and we assume that x, y, v, u ∈ V8. Then

AssR
xyuv +εR 〈x, y〉 〈u, v〉

=

∑
β,γ∈R+

〈x, β〉 〈y, β〉 〈u, γ 〉 〈v, γ 〉
(1+ qβ

1− qβ

)(1+ qγ

1− qγ

)
〈β∨, γ ∨〉

=

∑
β,γ∈R+

〈x, β〉〈y, β〉 〈u, g〉 〈v, g〉
(1+ qβ

1− qβ

)(1+ qg

1− qg

)
〈β, γ 〉

=

∑
β,g∈R+8

〈x, β〉〈y, β〉 〈u, g〉 〈v, g〉
(1+ qβ

1− qβ

)(1+ qg

1− qg

)〈 ∑
β ′∈8β

β ′,
∑
γ ′∈8γ

γ ′
〉

=

∑
β,g∈R+8

〈x, β〉8〈y, β〉8 〈u, g〉8 〈v, g〉8
(1+ qβ

1− qβ

)(1+ qg

1− qg

)
〈β∨, g∨〉8

= AssR8
xyuv +εR8 〈x, y〉8 〈u, v〉8
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and thus

AssR8
xyuv = AssR

xyuv

is fully symmetric in {x, y, u, v} and the theorem is proved once we establish Lem-
mas 8 and 9.

4.4. Proofs of Lemmas 8 and 9. We prove Lemma 9 first. If β is fixed by 8, the
lemma is immediate. We claim that if β is not fixed then 〈β, gβ〉 = 0 for nontrivial
g ∈ 8. For simple roots, this follows from the admissibility condition: a node is
never adjacent to a node in its orbit. For other roots this can also be seen from
a direct inspection of the positive roots (listed, for example, in [Bourbaki 1968,
Plates I, IV–VII]). For β not fixed by 8 we then have

〈β, β〉 =
1
|8|2

〈∑
g

gβ,
∑

h

hβ
〉
=

1
|8|2

∑
g

〈gβ, gβ〉 =
2
|8|

,

and Lemma 9 follows.
The preceding formula generalizes to all roots β by

〈β, β〉 = 2
stab(β)
|8|

,

where stab(β) is the order of the stabilizer of the action of 8 on β.
To prove Lemma 8 we must find the coefficients of the longest root of R8. Since

the longest root of R is unique, it is fixed by 8 and so it coincides with the longest
root of R8:

α̃ = α̃ =
∑
i∈I

niαi =
∑
[ i]∈J

n[ i]
∑

i ′∈8i

αi =
∑
[ i]∈J

n[ i] α∨[ i] =
∑
[ i]∈J

2n[ i]
〈α[ i], α[ i]〉

α[ i].

Thus we have

2εR8 = 〈̃α, α̃〉+
∑
[ i]∈J

( 2n[ i]
〈α[ i], α[ i]

)2
〈α[ i], α[ i]〉

= 〈̃α, α̃〉+
∑
i∈I

stab(αi )

|8|

4n2
i

〈αi , αi 〉

= 〈̃α, α̃〉+
∑
i∈I

2n2
i

= 2εR

and Lemma 8 is proved.
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4.5. The root theoretic formula for triple intersections. Here we prove the root
theoretic result required to finish the proof of (2-4). Recall that R is a root system
of ADE type normalized so that the roots have norm square 2. We write

gi j = 〈αi , α j 〉.

Proposition 10. Let

Gi jk =−
∑
β∈R+
〈αi , β〉 〈α j , β〉 〈αk, β〉 .

(i) Gi jk is symmetric in {i, j, k}.

(ii) Gi jk is invariant under any permutation of indices induced by a Dynkin dia-
gram automorphism.

(iii) Gi jk = 0 if g jk = 0.

(iv) Gi jk =−8 if i = j = k.

(v) Gi i j +G j j i = 2 if gi j =−1.

(vi) Gikk +G jkk = 4 if i 6= j and gik = g jk =−1.

Proof. From the definition of Gi jk , properties (i) and (ii) are clearly satisfied.
Let sk be reflection about the hyperplane perpendicular to αk so that

skαi = αi − gikαk .

Since sk permutes the positive roots other than αk [Bourbaki 1968, VI.1.6 Corol-
lary 1], we get the following expression for Gi jk :

Gi jk =−2gik g jk gkk −
∑
β∈R+
〈αi , skβ〉 〈α j , skβ〉 〈αk, skβ〉

= −4gik g jk −
∑
β∈R+
〈αi − gikαk, β〉 〈α j − g jkαk, β〉 〈−αk, β〉

= −4gik g jk −Gi jk + gik G jkk + g jk Gikk − gik g jk Gkkk

and so
Gi jk =−2gik g jk +

1
2(gik G jkk + g jk Gikk − gik g jk Gkkk). (4-2)

Setting i = j = k = n we obtain property (iv):

Gnnn =−8

which we can substitute back into (4-2) and then specialize i = j = a to get

Gaak = 2g2
ak + gak Gakk . (4-3)

Property (iii) then follows from (4-2) and (4-3) and property (v) follows from (4-3).



Root systems and the quantum cohomology of ADE resolutions 385

For property (vi), observe that if gik = g jk = −1 then gi j = 0 and so Gi jk = 0
and (4-2) then simplifies to prove property (vi). �

5. Predictions for the orbifold invariants via
the Crepant Resolution Conjecture

Let G ⊂ SU (2) be a finite subgroup and let

X= [C2/G]

be the orbifold quotient of C2 by G. Recall that

π : Y → X

is the minimal resolution of X , the singular variety underlying the orbifold X.
The Crepant Resolution Conjecture [Bryan and Graber 2008] asserts that FY ,

the genus zero Gromov–Witten potential of Y , coincides with FX, the genus zero
orbifold Gromov–Witten potential of X after specializing the quantum parameters
of Y to certain roots of unity and making a linear change of variables in the coho-
mological parameters.

Using the Gromov–Witten computations of Section 2, we obtain a formula for
FY . By making an educated guess for the change of variables and roots of unity,
and then applying the conjecture, we obtain a prediction for the orbifold Gromov–
Witten potential of X (Conjecture 11). This prediction has been verified in the cases
where G is Z2, Z3, Z4 in [Bryan and Graber 2008; Bryan et al. 2008; Bryan and
Jiang ≥ 2008] respectively, and recently it has been verified for all Zn by Coates,
Corti, Iritani, and Tseng [Coates et al. 2007].

5.1. The statement of the conjecture. The variables of the potential function FY

are the quantum parameters
{q1, . . . , qn}

and cohomological parameters

{y0, . . . , yn}

corresponding the generators {1, α1, . . . , αn} for H∗
C∗
(Y ).

The potential function is the natural generating function for the genus 0 Gromov–
Witten invariants of Y . It is defined by

FY (q1, . . . , qn, y0, . . . , yn)=
∑

k0,...,kn

∑
A∈H2(Y )

〈
1k0αk1

1 · · ·α
kn
n
〉Y
A

yk0
0

k0!
· · ·

ykn
n

kn!
q A.

The potential function for the orbifold X= [C2/G] depends on variables

{x0, . . . , xn}
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which correspond to a basis {1, γ1, . . . , γn} of H∗orb(X), the orbifold cohomology
of X. The orbifold cohomology of [C2/G] has a natural basis which is indexed by
conjugacy classes of G. If g ∈ G is an element of the group, we will write x[g] for
the variable corresponding to the conjugacy class of g. There are no curve classes
in X and hence no quantum parameters so the potential function is given by

FX(x0, . . . , xn)=
∑

k0,...,kn

〈
1k0γ k1

1 · · · γ
kn
n
〉X xk0

0

k0!
· · ·

xkn
n

kn!
.

The conjecture states that there exists roots of unity ω1, . . . , ωn and an analytic
continuation of FY to the points

qi = ωi

such that the equality

FY (ω1, . . . , ωn, y0, . . . , yn)= FX(x0, . . . , xn)

holds after making a (grading preserving) linear change of variables

xi =

n∑
j=0

L j
i y j .

Thus to obtain a prediction for the potential FX, we must determine the roots of
unity ωi and the change of variables matrix2 L .

5.2. The prediction. The only nontrivial invariants involving 1 are degree zero
three point invariants. We split up the potentials FX and FY into terms involving
x0 and y0 respectively and terms without x0 and y0 respectively.

Let F0
Y be the part of FY with nonzero y0 terms. It follows from Lemma 4 that

F0
Y is given by

F0
Y =

1
t2|G|

y3
0

3!
−

y0

2

n∑
i, j=1

〈αi , α j 〉yi y j .

Let F0
X be the part of FX with nonzero x0 terms. An easy localization computa-

tion shows that F0
X is given by

F0
X =

1
t2|G|

x3
0

3!
+

x0

2
1
|G|

∑
g∈G,g 6=I d

x[g]x[g−1].

Since the change of variables respects the grading, the terms in FY which are
linear and cubic in y0 must match up with the terms in FX which are linear and

2Our matrix L here is the inverse of the matrix called L in [Bryan and Graber 2008].
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cubic in x0. Consequently we must have x0 = y0 and moreover, the change of
variables must take the quadratic form

1
|G|

∑
g∈G,g 6=I d

x[g]x[g−1] (5-1)

to the quadratic form
n∑

i, j=1

−〈αi , α j 〉yi y j . (5-2)

We can rewrite the above quadratic form in terms of the representation theory
of G using the classical McKay correspondence [1980] as follows. The simple
roots α1, . . . , αn , which correspond to nodes of the Dynkin diagram, also corre-
spond to nontrivial irreducible representations of G, and hence to their characters
χ1, . . . , χn . Under this correspondence, the Cartan paring can be expressed in
terms of 〈 · | · 〉, the natural pairing on the characters of G:

−〈αi , α j 〉 = 〈(χV − 2)χi |χ j 〉 =
1
|G|

∑
g∈G

(χV (g)− 2)χi (g)χ j (g),

where V is the two-dimensional representation induced by the embedding G ⊂
SU (2).

This discussion leads to an obvious candidate for the change of variables. That
is, if we substitute

x[g] =
√
χV (g)− 2

n∑
i=1

χi (g)yi (5-3)

into (5-1) we obtain (5-2). Since χV (g) is always real and less than or equal to 2,
we can fix the sign of the square root by making it a positive multiple of i .

Thus we have seen that
F0

Y = F0
X

under the change of variables given by (5-3) and x0 = y0. So from here on, we set
x0 = y0 = 0 and deal with just the part of the potentials FX and FY not involving
x0 and y0.

We apply the divisor axiom and the computations of Section 2:

FY (y1, . . . , yn, q1, . . . , qn)

=
1
6

n∑
i, j,k=1

〈αi , α j , αk〉0 yi y j yk +
∑

A∈H2(Y )
A 6=0

〈 〉A q Ae
∑n

i=1 yi
∫

A αi

=
−t
6

n∑
i, j,k=1

∑
β∈R+
〈αi , β〉 〈α j , β〉 〈αk, β〉 yi y j yk +

∞∑
d=1

∑
β∈R+

2t
d3 qdβe

∑n
i=1−d〈αi ,β〉yi .
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Taking triple derivatives we get

∂3 FY

∂yi∂y j∂yk
=−t

∑
β∈R+
〈αi , β〉 〈α j , β〉 〈αk, β〉

(
1+

2qβe
∑

i −〈β,αi 〉yi

1− qβe
∑

i −〈β,αi 〉yi

)
=−t

∑
β∈R+
〈αi , β〉 〈α j , β〉 〈αk, β〉

1+ qβe
∑

i −〈β,αi 〉yi

1− qβe
∑

i −〈β,αi 〉yi
.

We specialize the quantum parameters to roots of unity by

q j = exp
(2π in j

|G|

)
where n j is the j-th coefficient of the largest root as in Definition 5. Note that n j

is also the dimension of the corresponding representation.
After specializing the quantum parameters, the triple derivatives of the potential

FY can be expressed in terms of the function

H(u)= 1
2i

(1+ ei(u−π)

1− ei(u−π)

)
=

1
2

tan
(
−u
2

)
as follows:

∂3 FY

∂yi∂y j∂yk
=−2i t

∑
β∈R+
〈αi , β〉 〈α j , β〉 〈αk, β〉 H(Qβ)

where for β =
∑n

j=1 b jα j we define

Qβ = π +

n∑
j=1

(2πn j b j

|G|
+ i〈β, α j 〉y j

)
.

It then follows that
FY (y1, . . . , yn)= 2t

∑
β∈R+

h(Qβ)

where h(u) is a series satisfying

h′′′(u)= 1
2 tan

(
−u
2

)
.

We can now make the change of variables given by (5-3):
n∑

j=1

i〈β, α j 〉y j =

n∑
j,k=1

ibk〈αk, α j 〉y j =

n∑
j,k=1

−ibk

|G|

∑
g∈G

(χV (g)− 2) χ k(g)χ j (g)y j

=

n∑
k=1

bk

|G|

∑
g∈G

√
2−χV (g) χ k(g)x[g].
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Substituting this back into Qβ we arrive at our conjectural formula for FX.

Conjecture 11. Let FX(x1, . . . , xn) denote the C∗ equivariant genus zero orbifold
Gromov–Witten potential of the orbifold X=[C2/G]where we have set the unit pa-
rameter x0 equal to zero. Let R be the root system associated to G as in Section 1.
Then

FX(x1, . . . , xn)= 2t
∑
β∈R+

h(Qβ)

where h(u) is a series with

h′′′(u)= 1
2 tan

(
−u
2

)
and

Qβ = π +

n∑
k=1

bk

|G|

(
2πnk +

∑
g∈G

√
2−χV (g) χ k(g)x[g]

)
where bk are the coefficients of β ∈ R+, nk are the coefficients of the largest
root, and V is the two-dimensional representation induced by the embedding G ⊂
SU (2).

Note that the index set {1, . . . , n} in the above formula corresponds to

(1) simple roots of R,

(2) nontrivial irreducible representations of G, and

(3) nontrivial conjugacy classes of G.

The index of a conjugacy class containing a group element g is denoted by [g].
Finally note that the terms of degree less than three are ill-defined for both the
potential FX and our conjectural formula for it.

The above conjecture has been proved in the cases where G is Z2, Z3, Z4 in
[Bryan and Graber 2008; Bryan et al. 2008; Bryan and Jiang ≥ 2008] respectively,
and recently it has been verified for all Zn by Coates, Corti, Iritani, and Tseng
[2007].

We have also performed a number of checks of the conjecture for nonabelian
G. Many of the orbifold invariants must vanish by monodromy considerations,
and our conjecture is consistent with this vanishing. One can geometrically derive
a relationship between some of the orbifold invariants of [C2/G] and certain com-
binations of the orbifold invariants of [C2/H ] when H is a normal subgroup of G.
This leads to a simple relationship between the corresponding potential functions.
We have checked that this relationship is consistent with our conjecture.
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Mass formulas for
local Galois representations to

wreath products and cross products
Melanie Matchett Wood

Bhargava proved a formula for counting, with certain weights, degree n étale
extensions of a local field, or equivalently, local Galois representations to Sn .
This formula is motivation for his conjectures about the density of discriminants
of Sn-number fields. We prove there are analogous “mass formulas” that count
local Galois representations to any group that can be formed from symmetric
groups by wreath products and cross products, corresponding to counting towers
and direct sums of étale extensions. We obtain as a corollary that the above
mentioned groups have rational character tables. Our result implies that D4 has
a mass formula for certain weights, but we show that D4 does not have a mass
formula when the local Galois representations to D4 are weighted in the same
way as representations to S4 are weighted in Bhargava’s mass formula.

1. Introduction

Bhargava [2007] proved the following mass formula for counting isomorphism
classes of étale extensions of degree n of a local field K :

∑
[L:K ]=n étale

1
|Aut(K )|

·
1

Norm(DiscK L)
=

n−1∑
k=0

p(k, n− k)q−k, (1-1)

where q is the cardinality of the residue field of K , and p(k, n − k) denotes the
number of partitions of k into at most n− k parts. Equation (1-1) is proven using
the beautiful mass formula of Serre [1978] which counts totally ramified degree
n extensions of a local field. Equation (1-1) is at the heart of [Bhargava 2007,
Conjecture 1] for the asymptotics of the number of Sn-number fields with discrim-
inant ≤ X , and also [Bhargava 2007, Conjectures 2–3] for the relative asymptotics
of Sn-number fields with certain local behaviors specified. These conjectures are
theorems for n ≤ 5 [Davenport and Heilbronn 1971; Bhargava 2005; ≥ 2008].
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Kedlaya [2007, Section 3] has translated Bhargava’s formula into the language
of Galois representations so that the sum in (1-1) becomes a sum over Galois rep-
resentations to Sn as follows:

1
n!

∑
ρ:Gal(K sep/K )→Sn

1
qc(ρ) =

n−1∑
k=0

p(k, n− k)q−k, (1-2)

where c(ρ) denotes the Artin conductor of ρ composed with the standard repre-
sentation Sn→ GLn(C).

What is remarkable about the mass formulas in (1-1) and (1-2) is that the right
hand side only depends on q and, in fact, is a polynomial (independent of q)
evaluated at q−1. A priori, the left hand sides could depend on the actual local
field K , and even if they only depended on q, it is not clear there should be a
uniform way to write them as a polynomial function of q−1. This motivates the
following definitions. Given a local field K and a finite group 0, let SK ,0 denote
the set of continuous homomorphisms Gal(K sep/K )→ 0 (for the discrete topol-
ogy on 0) and let qK denote the size of the residue field of K . Given a function
c : SK ,0→ Z≥0, we define the total mass of (K , 0, c) to be

M(K , 0, c) :=
∑
ρ∈SK ,0

1

qc(ρ)
K

.

(If the sum diverges, we could say the mass is∞ by convention. In most interesting
cases, for example see [Kedlaya 2007, Remark 2.3], and all cases we consider in
this paper, the sum will be convergent.) Kedlaya gave a similar definition, but one
should note that our definition of mass differs from that in [Kedlaya 2007] by a
factor of |0|. In [Kedlaya 2007], c(ρ) is always taken to be the Artin conductor of
the composition of ρ and some 0→ GLn(C). We refer to such c as the counting
function attached to the representation 0→ GLn(C). In this paper, we consider
more general c.

Given a group 0, a counting function for 0 is any function

c :
⋃
K

SK ,0→ Z≥0

where the union is over all isomorphism classes of local fields, such that

c(ρ)= c(γργ−1)

for every γ ∈0. (Since an isomorphism of local fields only determines an isomor-
phism of their absolute Galois groups up to conjugation, we need this condition in
order for the counting functions to be sensible.) Let c be a counting function for
0 and S be a class of local fields. We say that (0, c) has a mass formula for S if
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there exists a polynomial f (x) ∈ Z[x] such that for all local fields K ∈ S we have

M(K , 0, c)= f
( 1

qK

)
.

We also say that 0 has a mass formula for S if there is a c such that (0, c) has a
mass formula for S.

Kedlaya [2007, Theorem 8.5] proved that (W (Bn), cBn ) has a mass formula
for all local fields, where W (Bn) is the Weyl group of Bn and cBn is the count-
ing function attached to the Weyl representation of Bn . This is in analogy with
(1-2) which shows that (W (An), cAn ) has a mass formula for all local fields, where
W (An)∼= Sn is the Weyl group of An and cAn is the counting function attached to
the Weyl representation of An . Kedlaya’s analogy is very attractive, but he found
that it does not extend to the Weyl groups of D4 or G2 when the counting function
is the one attached to the Weyl representation; he showed that mass formulas for all
local fields do not exist for those groups and those particular counting functions.

The main result of this paper is the following.

Theorem 1.1. Any permutation group that can be constructed from the symmetric
groups Sn using wreath products and cross products has a mass formula for all
local fields.

The mass formula of Kedlaya [2007, Theorem 8.5] for W (Bn) ∼= S2 o Sn was the
inspiration for this result, and it is now a special case of Theorem 1.1.

Bhargava [2007, Section 8.2] asks whether his conjecture for Sn-extensions
about the relative asymptotics of the number of global fields with specified local
behaviors holds for other Galois groups. Ellenberg and Venkatesh [2005, Section
4.2] suggest that we can try to count extensions of global fields by quite general
invariants of Galois representations. In [Wood 2008], it is shown that when count-
ing by certain invariants of abelian global fields, such as conductor, Bhargava’s
question can be answered affirmatively. It is also shown in [Wood 2008] that
when counting abelian global fields by discriminant, the analogous conjectures
fail in at least some cases. In light of the fact that Bhargava’s conjectures for the
asymptotics of the number of Sn-number fields arise from his mass formula (1-1)
for counting by discriminant, one naturally looks for mass formulas that use other
ways of counting, such as Theorem 1.1, which might inspire conjectures for the
asymptotics of counting global fields with other Galois groups.

In Section 2, we prove that if groups A and B have certain refined mass formulas,
then AoB and A×B also have such refined mass formulas, which inductively proves
Theorem 1.1. Bhargava’s mass formula for Sn , given in (1-2), is our base case. In
Section 3, as a corollary of our main theorem, we see that any group formed from
symmetric groups by taking wreath and cross products has a rational character
table. This result, at least in such simple form, is not easily found in the literature.
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In order to suggest what our results say in the language of field extensions, in
Section 4 we mention the relationship between Galois representations to wreath
products and towers of field extensions.

In Section 5, we discuss some situations in which groups have mass formulas
for one way of counting but not another. In particular, we show that D4 ∼= S2 o S2

does not have a mass formula for all local fields when c(ρ) is the counting function
attached to the standard representation of S4 restricted to D4⊂ S4. Consider quartic
extensions M of K , whose Galois closure has group D4, with quadratic subfield
L . The counting function that gives the mass formula for D4 of Theorem 1.1
corresponds to counting such extensions M weighted by∣∣Disc(L|K )NL|K (Disc(M |L))

∣∣−1
,

whereas the counting function attached to the standard representation of S4 re-
stricted to D4 ⊂ S4 corresponds to counting such extensions M weighted by

|Disc(M |K )|−1
=
∣∣Disc(L|K )2 NL|K (Disc(M |L))

∣∣−1
.

So this change of exponent in the Disc(L|K ) factor affects the existence of a mass
formula for all local fields.

Notation. Throughout this paper, K is a local field and G K := Gal(K sep/K ) is
the absolute Galois group of K . All maps in this paper from G K or subgroups
of G K are continuous homomorphisms, with the discrete topology on all finite
groups. We let IK denote the inertia subgroup of G K . Recall that SK ,0 is the set
of maps G K → 0, and qK is the size of residue field of K . Also, 0 will always be
a permutation group acting on a finite set.

2. Proof of Theorem 1.1

In order to prove Theorem 1.1, we prove finer mass formulas first. Instead of
summing over all representations of G K , we stratify the representations by type and
prove mass formulas for the sum of representations of each type. Let ρ : G K → 0

be a representation such that the action of G K has r orbits m1, . . . ,mr . If, under
restriction to the representation ρ : IK→0, orbit mi breaks up into fi orbits of size
ei , then we say that ρ is of type ( f e1

1 f e2
2 · · · f er

r ) (where the terms f ei
i are unordered

formal symbols, as in [Bhargava 2007, Section 2]). Let L i be the fixed field of the
stabilizer of an element in mi . So, [L i : K ] = |mi |. Since IL i = GL i ∩ IK is the
stabilizer in IK of an element in mi , we conclude that ei = [IK : IL i ], which is the
ramification index of L i/K . Thus, fi is the inertial degree of L i/K .

Given 0, a counting function c for 0, and a type

σ = ( f e1
1 f e2

2 · · · f er
r ),
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we define the total mass of (K , 0, c, σ ) to be

M(K , 0, c, σ ) :=
∑
ρ∈SK ,0
type σ

1

qc(ρ)
K

.

We say that (0, c) has mass formulas for S by type if for every type σ there exists
a polynomial f(0,c,σ )(x) ∈ Z[x] such that for all local fields K ∈ S we have

M(K , 0, c, σ )= f(0,c,σ )
( 1

qK

)
.

Bhargava [2007, Proposition 1] actually proved that Sn has mass formulas for all
local fields by type. Of course, if (0, c) has mass formulas by type, then we can
sum over all types to obtain a mass formula for (0, c).

The key step in the proof of Theorem 1.1 is the following.

Theorem 2.1. If A and B are finite permutation groups, S is some class of local
fields, and (A, cA) and (B, cB) have mass formulas for S by type, then there exists
a counting function c (given in (2-3)) such that (A o B, c) has mass formulas for S
by type.

Proof. Let K be a local field in S. Let A act on the left on the set A and B act
on the left on the set B. We take the natural permutation action of A o B acting
on a disjoint union of copies of A indexed by elements of B. Fix an ordering on
B so that we have canonical orbit representatives in B. Given ρ : G K → A o B,
there is a natural quotient ρ̄ : G K → B. Throughout this proof, we use j as an
indexing variable for the set B and i as an indexing variable for the r canonical
orbit representatives in B of the ρ(G K ) action. Let i j be the index of the orbit
representative of j’s orbit. Let S j ⊂ G K be the stabilizer of j , and let S j have
fixed field L j . We define ρ j : GL j → A to be the given action of GL j on the j-th
copy of A. We say that ρ has wreath type

6 = ( f e1
1 (σ1) · · · f er

r (σr )) (2-1)

if ρ̄ has type σ = ( f e1
1 · · · f er

r ) (where f ei
i corresponds to the orbit of i) and ρi

has type σi . Note that type is a function of wreath type; if ρ has wreath type 6 as
above where

σi =
(

f ei,1
i,1 · · · f

ei,ri
i,ri

)
,

then ρ has type (( fi fi,k)
ei ei,k )1≤i≤r, 1≤k≤ri .

We consider the function c defined as follows:

c(ρ)= cB(ρ̄)+
∑
j∈B

cA(ρ j )

|{ρ̄(IK ) j}|
. (2-2)
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Since cB(ρ̄) only depends on the B-conjugacy class of ρ̄ and cA(ρ j ) depends only
on the A-conjugacy class of ρ j , we see that conjugation by elements of A o B does
not affect the right hand side of (2-3) except by reordering the terms in the sum.
Thus c is a counting function.

Since ρ j and ρi j are representations of conjugate subfields of G K and since cA

is invariant under A-conjugation, cA(ρ j )= cA(ρi j ). There are fi ei elements in the
orbit of i under ρ̄(G K ) and ei j elements in the orbit of j under ρ̄(IK ), so

c(ρ)= cB(ρ̄)+

r∑
i=1

fi ei

ei
cA(ρi )

and thus

c(ρ)= cB(ρ̄)+

r∑
i=1

fi cA(ρi ). (2-3)

Using this expression for c(ρ), we will prove that (A o B, c) has mass formulas by
wreath type. Then, summing over wreath types that give the same type, we will
prove that (A o B, c) has mass formulas by type.

Remark 2.2. For a permutation group 0, let d0 be the counting function attached
to the permutation representation of 0 (which is the discriminant exponent of the
associated étale extension). Then we can compute

dAoB = |A| dB(ρ̄)+

r∑
i=1

fi dA(ρi ),

which is similar to the expression given in (2-3) but differs by the presence of |A| in
the first term. In particular, when we have mass formulas for (A, dA) and (B, dB),
the mass formula for AoB that we find in this paper is not with the counting function
dAoB . We will see in Section 5, when A and B are both S2, that S2 o S2 ∼= D4 does
not have a mass formula with dAoB .

Lemma 2.3. The correspondence ρ 7→ (ρ̄, ρ1, . . . , ρr ) described above gives a
function9 from SK ,AoB to tuples (φ, φ1, . . . , φr ) where φ :G K→ B, the groups Si

are the stabilizers of canonical orbit representatives of the action of φ on B, and
φi : Si → A. The map 9 is (|A||B|−r )-to-one and surjective.

Proof. Lemma 2.3 holds when G K is replaced by any group. It suffices to prove
the lemma when ρ̄ and φ are transitive because the general statement follows by
multiplication. Let b ∈B be the canonical orbit representative. Given a

φ : G K → B (or a ρ̄ : G K → B)

for all j ∈B, choose a σ j ∈G K such that φ(σ j ) takes b to j . Given a ρ : G K→ AoB,
let α j be the element of A such that ρ(σ j ) acts on the b-th copy of A by α j and
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then moves the b-th copy of A to the j-th copy. Then for g ∈ G K , the map ρ is
given by

ρ(g)= ρ̄(g)(a j ) j∈B ∈ B A|B| = A o B, (2-4)

where
a j = αρ̄(g)( j)ρ1

(
σ−1
ρ̄(g)( j)gσ j

)
α−1

j ,

and a j ∈ A acts on the j-th copy of A. For any transitive maps φ : G K → B and
φb : Sb→ A and for any choices of α j ∈ A for all j ∈B such that αb = φb(σb), we
can check that (2-4) for ρ̄=φ and ρ1=φb gives a homomorphism ρ : G K→ A oB
with (ρ̄, ρ1)= (φ, φb), which proves the lemma. �

If 6 is as in (2-1), then∑
ρ:G K→AoB

wreath type 6

1

qc(ρ)
K

= |A||B|−r
∑

φ:G K→B
type σ

∑
φ1:S1→A

type σ1

∑
φ2:S2→A

type σ2

· · ·

∑
φr :Sr→A

type σr

1

qcB(φ)+
∑r

i=1 fi cA(φi )

K

(2-5)
where Si is the stabilizer under φ of a canonical orbit representative of the action
of φ on B. The right hand side of (2-5) factors, and Si ⊂ G K has fixed field L i

with residue field of size q fi
K . We conclude that∑

ρ:G K→AoB
wreath type 6

1

qc(ρ)
K

=|A||B|−r
∑

φ:G K→B
type σ

1

qcA(φ)
K

∑
φ1:GL1→A

type σ1

1

q f1cB(φ1)
K

· · ·

∑
φr :GLr→A

type σr

1

q fr cB(φr )

K

=|A||B|−r f(B,cB ,σ )

( 1
qK

) r∏
i=1

f(A,cA,σi )

( 1

q fi
K

)
.

So, (A o B, c) has mass formulas by wreath type, and thus by type. �

Kedlaya [2007, Lemma 2.6] noted that if (0, c) and (0′, c′) have mass formulas
f and f ′, then (0×0′, c′′) has mass formula f f ′, where c′′(ρ×ρ ′)= c(ρ)+c′(ρ ′).
We can strengthen this statement to mass formulas by type using a much easier
version of our argument for wreath products. We define the product type of a
representation ρ × ρ ′ : G K → 0×0′ to be (σ, σ ′), where σ and σ ′ are the types
of ρ and ρ ′ respectively. Then∑

ρ×ρ′:G K→0×0
′

product type (σ,σ ′)

1

qc′′(ρ×ρ′)
K

=

∑
φ:G K→0

type σ

1

qc(ρ)
K

∑
φ1:GL1→0

′

type σ ′

1

qc′(ρ′)
K

.

If 0 and 0′ have mass formulas by type, then the above gives mass formulas of
0 × 0′ by product type. Since type is a function of product type, we can sum
the mass formulas by product type to obtain mass formulas by type for 0 × 0′.
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This, combined with Theorem 2.1 and Bhargava’s mass formula for Sn by type
[Bhargava 2007, Proposition 1], proves Theorem 1.1.

3. Groups with rational character tables

Kedlaya [2007, Proposition 5.3, Corollary 5.4, Corollary 5.5] showed that if c(ρ) is
the counting function attached to 0→GLn(C), then the following statement holds:
(0, c) has a mass formula for all local fields K with qK relatively prime to |0| if
and only if the character table of 0 has all rational entries. The proofs of [Kedlaya
2007, Proposition 5.3, Corollary 5.4, Corollary 5.5] hold for any counting function
c that is determined by ρ(IK ). This suggests that we define a proper counting
function to be a counting function c that satisfies the following: if we have

ρ : G K → 0 and ρ ′ : G K ′→ 0

with qK , qK ′ relatively prime to |0|, and if ρ(IK )= ρ
′(IK ′), then c(ρ)= c(ρ ′).

For proper counting functions, we always have partial mass formulas proven as
in [Kedlaya 2007, Corollary 5.4].

Proposition 3.1. Let a be an invertible residue class mod |0| and c be a proper
counting function. Then (0, c) has a mass formula for all local fields K with
qK ∈ a.

The following proposition says exactly when these partial mass formulas agree,
again proven as in [Kedlaya 2007, Corollary 5.5].

Proposition 3.2. Let c be a proper counting function for 0. Then (0, c) has a mass
formula for all local fields K with qK relatively prime to |0| if and only if 0 has a
rational character table.

So, when looking for a group and a proper counting function with mass formulas for
all local fields, we should look among groups with rational character tables (which
are relatively rare, for example including only 14 of the 93 groups of order < 32
[Conway 2006]). All specific counting functions that have been so far considered
in the literature are proper. It is not clear if there are any interesting nonproper
counting functions.

Our proof of Theorem 2.1 has the following corollary.

Corollary 3.3. Any permutation group that can be constructed from the symmetric
groups using wreath products and cross products has a rational character table.

Proof. We first show that the counting function c defined in (2-2) is proper if cA

and cB are proper. We consider only fields K with qK relatively prime to |0|.
Since cB(ρ̄) only depends on ρ̄(IK ), it is clear that the cB(ρ̄) term only depends
on ρ(IK ).
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Since IL j = IK ∩ S j , we have

ρ j (IL j )= ρ(IL j )= ρ(IK )∩Stab( j).

Since cA(ρ j ) depends only on ρ j (IL j ), we see that it depends only on ρ(IK ). The
sum in (2-2) then depends only on ρ(IK ). So the c defined in (2-2) is proper.
Clearly the c′′(ρ × ρ ′) defined for cross products is proper if c and c′ are proper.
The counting function in Bhargava’s mass formula for Sn (see (1-2)) is an Artin
conductor and thus is proper. So we can prove Theorem 1.1 with a proper counting
function and conclude the corollary.

One can show in a similar way that even in wild characteristics, the counting
function c defined in (2-3) depends only on the images of the higher ramification
groups Gm

K , that is, if

ρ : G K → A o B and ρ ′ : G ′K → A o B

have ρ(Gm
K )= ρ

′(Gm
K ′) for all m ∈ [0,∞), then c(ρ)= c(ρ ′), as long as the same

is true for cA and cB . �

So, for example, ((S7 o S4)× S3) o S8 has a rational character table. Corollary 3.3
does not seem to be a well-reported fact in the literature; the corollary shows that
all Sylow 2-subgroups of symmetric groups (which are cross products of wreath
products of S2’s) have rational character table, which was posed as an open prob-
lem in [Mazurov and Khukhro 1999, Problem 15.25] and solved in [Revin 2004;
Kolesnikov 2005]. However, since

A o (B oC)= (A o B) oC and A o (B×C)= (A o B)× (A oC),

any of the groups of Corollary 3.3 can be constructed only using the cross product
and oSn operations. It is well known that the cross product of two groups with
rational character tables has a rational character table. Furthermore, Pfeiffer [1994]
explains how GAP computes the character table of G o Sn from the character table
of G, and one can check that if G has rational character table then all of the values
constructed in the character table of G o Sn are rational, which implies Corollary
3.3.

One might hope that all groups with rational character tables have mass formulas
by type, but this is not necessarily the case. For example, considering

(C3×C3)o C2

(where C2 acts nontrivially on each factor separately) in the tame case in type
(13 21 11), one can check that for q ≡ 1 (mod 3) the mass is zero and for q ≡ 2
(mod 3) the mass is nonzero.
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4. Towers and direct sums of field extensions

Kedlaya explains the correspondence between Galois permutation representations
and étale extensions in [Kedlaya 2007, Lemma 3.1]. We have seen this correspon-
dence already in other terms. If we have a representation ρ :G K→0 with r orbits,
Si is the stabilizer of an element in the i-th orbit, and L i is the fixed field of Si ,
then ρ corresponds to L =

⊕r
i=1 L i . For a local field F , let ℘F be the prime of F .

In this correspondence, if c is the counting function attached to the permutation
representation of 0, then c is the discriminant exponent of the extension L/K
[Kedlaya 2007, Lemma 3.4]. In other words,

℘
c(ρ)
K = Disc(L|K ).

We can interpret the representations ρ :G K→ AoB as towers of étale extensions
M/L/K . If we take ρ̄ : G K → B, then L =

⊕r
i=1 L i is just the étale extension of

K corresponding to ρ̄. Then if M is the étale extension of K corresponding to ρ,
we see that M =

⊕r
i=1 Mi , where Mi is the étale extension of L i corresponding

to ρi : GL i → A. So we see that M is an étale extension of L , though L might not
be a field.

Let c be the counting function of our mass formula for wreath products, given
by (2-3). From (2-3), we obtain

℘
c(ρ)
K = ℘

cB(ρ̄)
K

r∏
i=1

NL i |K
(
℘

cA(ρi )
L i

)
.

For example, if cA and cB are both given by the discriminant exponent (or equiv-
alently, attached to the permutation representation), then

℘
c(ρ)
K = Disc(L|K )

r∏
i=1

NL i |K (Disc(Mi |L i )). (4-1)

For comparison,

Disc(M |K )= Disc(L|K )[M :L]
r∏

i=1

NL i |K (Disc(Mi |L i )).

As we will see for 0 = D4 in the next section, representations ρ : G K → 0 can
give not only field extensions of K whose Galois closure has Galois group 0, but
also field extensions whose Galois closure has Galois group a proper subgroup of
0, as well as direct sums of field extensions. One could say that representations
ρ : G K → A o B correspond to towers of “A-extensions” over “B-extensions” and
further relate iterated wreath products to iterated towers. Similarly, one could say
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that a representation ρ : G K → A × B corresponds to a direct sum of an “A-
extension” and a “B-extension.” The quotes indicate that the extensions do not
necessarily have Galois closure with group A or B. In fact, it seems the most
convenient way to define “A-extensions” or isomorphisms of “A-extensions” is
simply to use the language of Galois representations as we have in this paper.

5. Masses for D4

By Proposition 3.2 we know, at least for proper counting functions, that the exis-
tence of a mass formula for a group 0 for fields with qK relatively prime to |0|
does not depend on the choice of the counting function. However, in wild charac-
teristic this is not the case. For example, D4, the dihedral group with 8 elements,
is isomorphic to S2 o S2, so by Theorem 1.1 there is a c (given in (2-3)) for which
D4 has a mass formula for all local fields. An expression for c in terms of étale
extensions can be read off from (4-1). In particular, for a surjective representation
ρ : G K → D4 corresponding to a quartic field extension M of K with a quadratic
subextension L ,

℘
c(ρ)
K = Disc(L|K )NL|K (Disc(M |L)). (5-1)

For this c, for all local fields K , we have that

M(K , D4, c) :=
∑

ρ∈SK ,D4

1

qc(ρ)
K

= 8+
16
qK
+

16
q2

K
.

From the definition of c given in (2-2) and the description of the absolute tame
Galois group of a local field, we can compute M(K , D4, c) for a field K with qK

odd. By Theorem 2.1 we know the formula holds for all K .
However, the counting function for D4 that has been considered when counting

global extensions (for example in [Cohen et al. 2002]) is the one attached the
faithful permutation representation of D4 on a four element set (equivalently the
discriminant exponent of the corresponding étale extension). We call this counting
function d, and in comparison with (5-1) we have

℘
d(ρ)
K = Disc(M |K )= Disc(L|K )2 NL|K (Disc(M |L)).

With d , we now show that D4 does not have a mass formula for all local fields.
Using the correspondence of Section 4, we can analyze the representations

ρ : G K → D4 ⊂ S4

in Table 1, where

I = image(ρ), j =
∣∣{s ∈ S4

∣∣ s I s−1
⊂ D4

}∣∣ and k = |CentralizerS4(I )|.

We take the D4 in S4 generated by (1 2 3 4) and (1 3).
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I j k L

D4 8 2 degree 4 field whose
Galois-closure/K has group D4

C4 8 4 degree 4 field Galois/K
with group C4 ∼= Z/4

〈(1 2)(3 4), (1 3)(2 4)〉 24 4 degree 4 field Galois/K
with group V4 ∼= Z/2×Z/2

〈(1 3), (2 4)〉 8 4 L1⊕ L2 with [L i : K ]=2
and L i distinct fields

〈(1 3)(2 4)〉, 〈(1 2)(3 4)〉 24 8 L1⊕ L2 with [L i : K ]=2
or 〈(1 4)(2 3)〉 and L1 ∼= L2 fields

〈(2 4)〉 or 〈(1 3)〉 8 4 L1⊕ K ⊕ K with [L1 : K ]=2
and L1 a field

1 24 24 K ⊕ K ⊕ K ⊕ K

Table 1

Each isomorphism class of algebras appears j
k times from a representation ρ :

G K → D4 (see [Kedlaya 2007, Lemma 3.1]). Let S(K ,G,m) be the set of iso-
morphism classes of degree m field extensions of K whose Galois closure over K
has group G. Then from the above table we see that

M(K , D4, d)=
∑

F∈S(K ,D4,4)

4
|Disc F |

+

∑
F∈S(K ,C4,4)

2
|Disc F |

+

∑
F∈S(K ,V4,4)

6
|Disc F |

+

∑
F1,F2∈S(K ,C2,2)

F1 6∼=F2

2
|Disc F1||Disc F2|

+

∑
F∈S(K ,C2,2)

3
|Disc F |2

+

∑
F∈S(K ,C2,2)

2
|Disc F |

+ 1,

where if ℘F is the prime of F and Disc F = ℘m
F , then |Disc F | = qm

F . Us-
ing the Database of Local Fields [Jones and Roberts 2006] we can compute that
M(Q2, D4, d) = 121

8 . For fields with 2 - qK , the structure of the tame quotient of
the absolute Galois group of a local field allows us to compute the mass to be

8+
8

qK
+

16
q2

K
+

8
q3

K
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(also see [Kedlaya 2007, Corollary 5.4]) which evaluates to 17 for qK = 2. Thus
(D4, d) does not have a mass formula for all local fields.

As another example, Kedlaya [2007, Proposition 9.3] found that W (G2) does
not have a mass formula for all local fields of residual characteristic 2 when c is
the Artin conductor of the Weyl representation. However, W (G2) ∼= S2 × S3 and
thus it has a mass formula for all local fields with counting function the sum of the
Artin conductors of the standard representations of S2 and S3.

It would be interesting to study what the presence or absence of mass formulas
tells us about a counting function, in particular with respect to how global fields
can be counted asymptotically with that counting function. As in Bhargava [2007,
Section 8.2], we can form an Euler series

Mc(0, s)= C(0)
( ∑
ρ∈SR,0

1
|0|

)∏
p

(
1
|0|

∑
ρ∈SQp ,0

1
pc(ρ)s

)
=

∑
n≥1

mnn−s,

where C(0) is some simple, yet to be explained, rational constant. (We work over
Q for simplicity, and the product is over rational primes.) For a representation
ρ : GQ→ 0, let ρp be the restriction of ρ to GQp . The idea is that mn should be a
heuristic of the number of 0-extensions of Q (that is, surjective ρ : GQ→ 0) with∏

p

pc(ρp) = n,

though mn is not necessarily an integer.
Bhargava [2007, Section 8.2] asks the following question.

Question 5.1. Does

lim
X→∞

∑X
n=1 mn∣∣{isom. classes of surjective ρ : GQ→ 0 with

∏
p pc(ρp) ≤ X

}∣∣ = 1?

Bhargava in fact asks more refined questions in which some local behaviors are
fixed. With the counting function d for D4 attached to the permutation represen-
tation (that is, the discriminant exponent), we can form Md(D4, s) and compute
numerically the above limit. We use the work of Cohen, Diaz y Diaz, and Oliver
on counting D4-extensions by discriminant (see [Cohen et al. 2006] for a recent
value of the relevant constants) to calculate the limit of the denominator, and we
use standard Tauberian theorems (see [Narkiewicz 1983, Corollary, p. 121]) and
PARI/GP [2006] to calculate the limit of the numerator. Of course, C(D4) has not
been decided, but it does not appear (by using the algdep function in PARI/GP)
that any simple rational C(D4) will give an affirmative answer to the above ques-
tion.
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In light of our mass formula for a different counting function c for D4, we
naturally wonder about Question 5.1 in the case of D4 and that c. Answering this
question would require counting D4 extensions M with quadratic subfield L by

Disc(L|Q) NL|Q(Disc(M |L))

instead of by discriminant, which is

Disc(L|Q)2 NL|Q(Disc(M |L)).
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Operad of formal homogeneous spaces
and Bernoulli numbers

Sergei A. Merkulov

It is shown that for any morphism, φ : g→h, of Lie algebras the vector space un-
derlying the Lie algebra h is canonically a g-homogeneous formal manifold with
the action of g being highly nonlinear and twisted by Bernoulli numbers. This
fact is obtained from a study of the 2-coloured operad of formal homogeneous
spaces whose minimal resolution gives a new conceptual explanation of both Ziv
Ran’s Jacobi–Bernoulli complex and Fiorenza–Manetti’s L∞-algebra structure
on the mapping cone of a morphism of two Lie algebras. All these constructions
are iteratively extended to the case of a morphism of arbitrary L∞-algebras.

1. Introduction

1.1. The theory of operads and props gives a universal approach to the defor-
mation theory of many algebraic and geometric structures [Merkulov and Vallette
2007]. It also gives a conceptual explanation of the well-known “experimental”
observation that a deformation theory is controlled by a differential graded (dg,
for short) Lie algebra or, more generally, a L∞-algebra. What happens is the
following:

(I) an algebraic or a (germ of) geometric structure, s, on a vector space V (which
is an object in the corresponding category, S, of algebraic or geometric structures)
can often be interpreted as a morphism, αs :O

S
→EndV , in the category of operads

(or props), where OS and EndV are operads (or props) canonically associated to
the category S and the vector space V ;

(II) the operad/prop OS often admits a unique minimal1 dg resolution, OS
∞

, which,
by definition, is a free dg operad/prop generated by some S-(bi)module E together
with a epimorphism π :OS

∞
→OS which induces an isomorphism on cohomology;

it was proven in [Merkulov and Vallette 2007] (in two different ways) that the
set of all possible morphisms, OS

∞
→ EndV , can be identified with the set of

Maurer–Cartan elements of a uniquely defined Lie (or, more generally, filtered

MSC2000: primary 18D50; secondary 11B68, 55P48.
Keywords: operad, Lie algebra, Bernoulli number.

1In fact there is no need to work with minimal resolutions: any free resolution of OS will do.
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L∞-) algebra G := HomS(E,EndV )[−1] whose Lie brackets can be read directly
from the generators and differential of the minimal resolution OS

∞
;

(III) thus, to our algebraic or geometric structure s there corresponds a Maurer–
Cartan element γs := π ◦ αs in G; twisting G by γs one obtains finally a Lie (or
L∞-) algebra Gs which controls the deformation theory of the structure s we began
with.

Many important dg Lie algebras in homological algebra and geometry (such as
Hochschild, Schouten and Frölicher–Nijenhuis algebras) are proven in [Kontsevich
and Soibelman 2000; Merkulov 2006; 2005; Merkulov and Vallette 2007; van der
Laan 2002] to be of this operadic or propic origin. For example, if s is a structure
of an associative algebra on a vector space V , then,

(i) there is an operad, Ass, uniquely associated with the category of associative
algebras, and the structure s corresponds to a morphism, αs : Ass → EndV , of
operads;

(ii) there is a unique minimal resolution, Ass∞, of Ass which is generated by the
S-module E = {K[Sn][n− 2]} and whose representations, π :Ass∞→ EndV , in
a dg space V are in one-to-one correspondence with Maurer–Cartan elements in
the Lie algebra,(

G := HomS(E,EndV )[−1] =
⊕
n≥1

HomK(V
⊗

n, V )[1− n], [ , ]G

)
,

where [ , ]G are Gerstenhaber brackets (see, for example, [Kontsevich and Soibel-
man 2000; Merkulov and Vallette 2007]);

(iii) therefore, the particular associative algebra structure s on V gives rise to the
associated Maurer–Cartan element γs := αs ◦ π in G; twisting G by γs gives the
Hochschild dg Lie algebra,

Gs =

(⊕
n

HomK(V
⊗

n, V )[1− n], [ , ]G, dH := [γs, ]G

)
,

which indeed controls the deformation theory of s.

1.2. Recently Ziv Ran introduced a so-called Jacobi–Bernoulli deformation com-
plex and used it to study deformations of pairs of geometric structures such as a
given complex manifold X and the moduli space, MX , of vector bundles on X ,
a complex manifold X and its complex compact submanifold Y , and others [Ran
2006; 2004]. The differential in this complex is, rather surprisingly, twisted by
Bernoulli numbers. Fiorenza and Manetti [2007] discovered independently the
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same thing under the name of L∞-algebra structure on the mapping cone of a mor-
phism of Lie algebras using completely different approach based on explicit homo-
topy transfer formulae of Kontsevich and Soibelman [2000] and Merkulov [1999];
they also showed its relevance to the deformation theory of complex submanifolds
in complex manifolds using the earlier results of Manetti [2005].

In view of the above paradigm one can raise a question: which operad gives rise
to a deformation complex with such an unusual differential?

We suggest an answer in this paper. Surprisingly, this answer is not a straight-
forward operadic translation of the notion of Lie atom introduced and studied in
[Ran 2006; 2004] but is based instead on another algebraic+geometric structure
which we call a formal homogeneous space and which is, by definition, a triple,
(g, h, F), consisting of a Lie algebra g, a vector space h, and a morphism,

F : g−→ Th

of Lie algebras, where Th is the Lie algebra of smooth formal vector fields on
the space h. Let HS be the 2-coloured operad whose representations are formal
homogeneous spaces, (g, h, F), and let LP be the 2-coloured operad whose rep-
resentations are Lie pairs, that is, the triples, (g, h, φ), consisting of Lie algebras
g and h as well as a morphism,

φ : g→ h

of Lie algebras. We prove in Theorem 4.1.1 below that there exists a unique non-
trivial morphism of coloured operads,

JB :HS−→ LP,

which we call the Jacobi–Bernoulli morphism because it involves Bernoulli num-
bers and eventually explains the differential in Ziv Ran’s Jacobi–Bernoulli com-
plex. It means the following: given a morphism of Lie algebras, φ : g→ h, there
is a canonically associated morphism of other Lie algebras, Fφ : g→Th, which is
determined by φ and the Lie algebra brackets [ , ] in h. It means, therefore, that
there is always a canonically associated nonlinear action of g on the space h which
is twisted by Bernoulli numbers (and is given in local coordinates by (11)).

Thus one can think of the deformation theory of any given Lie pair, φ : g→ h,
in two different worlds:

(1) the world of algebraic morphisms of Lie algebras which allows deformations
of three things — of a Lie algebra structure on g, of a Lie algebra structure on h

and of a morphism φ— and which is governed by the well-known 2-coloured dg
operad, LP∞, describing pairs of L∞-algebras and L∞-morphisms between them,
and
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(2) the world of formal g-homogeneous spaces h which allows deformations of
two things — of a Lie algebra structure on g and of its action, Fφ : g→Th, on h —
which is governed by the minimal resolution, HS∞, of the 2-coloured operad of
formal homogeneous spaces which we explicitly describe below in Theorem 2.6.1.

These two worlds have very different deformation theories. The first one is
controlled by the L∞-algebra associated with LP∞ as explained in [Merkulov and
Vallette 2007, § 5.8]. The second one, as we show in Section 4 below, naturally
gives rise to Ziv Ran’s Jacobi–Bernoulli complex. This part of our story develops
as follows: with a given Lie pair, φ : g→ h, the Jacobi–Bernoulli morphism JB
associates a Maurer–Cartan element, γφ , in the Lie algebra, Gg,h, which describes
all possible morphisms, HS∞→ Endg,h, of 2-coloured operads; this algebra Gg,h

is proven to be a Lie subalgebra of the Lie algebra of coderivations of the graded
commutative coalgebra

⊙
•(g[1] ⊕ h) (see Proposition 2.7.1); hence the Maurer–

Cartan element γφ equips this coalgebra with an associated codifferential, dφ , and
the resulting complex coincides precisely with the Jacobi–Bernoulli complex of
Ran [2004], or, equivalently, with L∞-structure on g ⊕ h[−1] of Fiorenza and
Manetti [2007].

We also briefly discuss in our paper a strong homotopy extension of all the above
constructions. It is proven that there exits a morphism of 2-coloured dg operads,

JB∞ :HS∞ −→ LP∞,

which associates a formal homogeneous∞ space to any triple, (g, h, φ∞), consist-
ing of L∞-algebras g and h and a L∞-morphism φ∞ : g→ h. Hence there exists
an associated Jacobi–Bernoulli∞ complex which has the same graded vector space
structure as Ziv Ran’s Jacobi–Bernoulli complex but a more complicated differen-
tial (and hence a more complicated L∞-algebra structure on the mapping cone of
φ∞). We first show an iterative procedure for computing JB∞ in full generality and
then, motivated by the deformation quantization of Poisson structures [Kontsevich
2003], give explicit formulae for the natural composition

JB 1
2∞
:HS∞

JB∞
−→ LP∞→ LP 1

2∞
,

where LP 1
2∞

is the 2-coloured operad describing L∞-morphisms, φ∞ : g→ h,
between ordinary dg Lie algebras.

1.3. In this paper we extensively use the language of (coloured) operads. For an
introduction of the theory of operads we refer to [Markl et al. 2002; Merkulov
2008b] and especially to [Berger and Moerdijk 2007; Kontsevich and Soibelman
2000; Longoni and Tradler 2003]. Some key ideas of this language can be grasped
by looking at the basic example of the 2-coloured endomorphism operad, Endg,h,
canonically associated to an arbitrary pair of vector spaces g and h as follows: (a)
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as an S-module the operad Endg,h is given, by definition, by a collection of vector
spaces, { ⊕

m+n=N

K[SN ]⊗Sm×Sn
Hom

(
g
⊗

m
⊗ h

⊗
n, g⊕ h

)}
N≥1

on which the permutation groups SN naturally act; (b) the operadic compositions
in Endg,h are given, by definition, by plugging the output of one linear map into a
particular input (of the same “colour” g or h) of another map. These compositions
satisfy numerous “associativity” conditions which, when axiomatized, are used as
the definition of an arbitrary 2-coloured operad.

1.4. Notations. If V =
⊕

i∈Z V i is a graded vector space, then V [k] is the graded
vector space with V [k]i :=V i+k . For any pair of natural numbers m<n the ordered
set {m,m+ 1, . . . , n− 1, n} is denoted by [m, n]. The ordered set [1, n] is further
abbreviated to [n]. For a finite set J the symbol (−1)J stands for (−1)cardinality of J .
For a subdivison, [n] = I1 t I2 t . . . t Ik , of the naturally ordered set [n] into k
disjoint naturally ordered subsets, we denote by σ(I1t I2t . . .t Ik) the associated
permutation [n] → I1 t I2 t . . . t Ik and by (−1)σ(I1t...tIk) the sign of the latter.
We work throughout over a field K of characteristic zero.

2. Operad of Lie actions and its minimal resolution

2.1. Motivation. Ran [2006; 2004] introduced a notion of Lie atom as a means to
describe relative deformation problems in which deformations (controlled by some
Lie algebra, say, g) of a geometric object leave some (controlled by another Lie
algebra, say, h) aspect invariant. More precisely, a Lie atom (for algebra to module
[Ran 2006]) is defined as a collection of data (g, h, 〈 , 〉, φ) consisting of

(i) a Lie algebra g with Lie brackets [ , ],

(ii) a vector space h equipped with a g-module structure, that is, with a linear
map,

〈 , 〉 : g⊗ h −→ h,

a⊗m 7→ 〈a,m〉,
satisfying the equation,

〈[a, b],m〉 = 〈a, 〈b,m〉〉− (−1)ab
〈b, 〈a,m〉〉,

and

(iii) a morphism, φ : g → h, of g-modules, that is, a linear map from g to h

satisfying the equation

φ([a, b])= 〈a, φ(b)〉 = −(−1)ab
〈b, φ(a)〉

for any a, b ∈ g.
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According to a general philosophy of the deformation theory outlined in Section
1.1, one might attempt to introduce a 2-coloured operad of Lie atoms, resolve it
and then study the associated deformation complex of Lie atoms. It is easy to
see, however, that the resulting deformation complex must be much larger than the
Jacobi–Bernoulli complex and the theory of operads, if pushed in that direction,
does not explain the results of Ran [2006; 2004].

This fact forces us to work with different versions of atoms which we call formal
(affine) homogeneous spaces.

2.2. Definition. An affine homogeneous space is a collection of data (g, h, 〈 , 〉, φ)
consisting of

(i) a Lie algebra g with Lie brackets [ , ],

(ii) a vector space h equipped with a g-module structure, 〈 , 〉 : g⊗ h→ h, and

(iii) a linear map, φ : g→ h, satisfying the equation

φ([a, b])= 〈a, φ(b)〉− (−1)ab
〈b, φ(a)〉

for any a, b ∈ g.

The only difference between the definition of Lie atom in Section 2.1 and the
present one lies in item (iii). This difference is substantial: for example, a pair of
Lie algebras g and h together with a morphism, φ : g→ h, of Lie algebras makes
a Lie atom, (g, h, 〈 , 〉, φ), with 〈a,m〉 := [φ(a),m] but does not make an affine
homogeneous space as the condition (iii) in Section 2.2 is not satisfied.

The terminology is justified by the following lemma.

Lemma 2.2.1. An affine homogeneous space structure on a pair, (g, h), consisting
of a Lie algebra g and a vector space h is the same as a morphism of Lie algebras,

F : g−→ Taff
h ,

where Taff
h is the Lie algebra of affine vector fields on h.

Proof. A Lie algebra, Th, of smooth formal vector fields on h is, by definition, the
Lie algebra of derivations of the graded commutative ring,

Oh :=

∏
n≥0

n⊙
h∗,

of smooth formal functions on h. Its subalgebra, Taff
h , consists, by definition, of

those vector fields, V ∈ Th, whose values, V (λ), on arbitrary linear functions,
λ ∈ h∗, lie in the subspace K⊕ h∗ ⊂ Oh. Thus,

Taff
h = End(h)⊕ h,



Operad of formal homogeneous spaces and Bernoulli numbers 413

and the map F : g−→ Taff
h gives rise to a pair of linear maps,

F0 : g→ h and F1 : g→ End(h).

The map F1 can be equivalently interpreted as a linear map F̂1 : g⊗ h→ h. Now
it is a straightforward to check that the conditions for F to be a morphism of Lie
algebras are precisely conditions (ii) and (iii) in Section 2.2 for the maps φ := F0

and 〈 , 〉 := −F̂1. �

Example 2.2.2. Let g and h be Lie algebras. And ψt : g → h is a smooth 1-
parameter family of morphisms of Lie algebras, with −ε < t < ε and ε > 0. There
is a naturally associated affine homogeneous space (g, h, 〈 , 〉, φ) with

〈a,m〉 := [ψ0(a),m] and φ :=
dψt

dt

∣∣∣
t=0

for any a ∈ g, m ∈ h. Indeed, the condition (ii) in Section 2.2 is obviously satisfied,
while the differentiation of the equality,

ψt([a, b])= [ψt(a), ψt(b)],

at t = 0 gives the condition (iii).

Example 2.2.3. Let (g=
⊕

i∈Z gi , [ , ], d) be a nilpotent dg Lie algebra. There is
an associated gauge action of the nilpotent group G0 := {eg

|g∈g0
} on the subspace

g1 given by

R : G0× g1
−→ g1,

(eg, 0) 7→ eadg0− eadg − 1
adg

dg,

where adg stands for the adjoint action by g. This action makes the pair (g0, g1)

into an affine homogeneous space.

2.3. Operad of affine homogeneous spaces. This is a 2-coloured operad gener-
ated by the labelled corollas2

•

1

1 2

=− •

1

2 1
,

O�
O�

�_
�_•

1

σ(1) σ (2)

σ ∈ S2 , and
O�
O�
•

1

1

2All our graphs are by default directed with the flow running from the bottom to the top.
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representing the operations [ , ] :
∧2 g→ g, −〈 , 〉 : g⊗ h→ h and φ : g→ h,

modulo the obvious relations

•
•

1

1 2
3

+ •
•

1

3 1
2

+ •
•

1

2 3
1

= 0,

O�
O�

�_
�_•

•

1

1 2
3

+

O�
O�

�_
�_•

1

1 •
�_

�_

32

−

O�
O�

�_
�_•

1

2 •
�_

�_

31

= 0,

O�
O�
•
•

1

1 2

+

O�
O�

�_
�_•

1

1 •

2

−

O�
O�

�_
�_•

1

2 •

1

= 0.

The interpretation in Lemma 2.2.1 of the notion of affine homogeneous space
prompts us to introduce its generalization.

2.4. Definition. A formal homogeneous space is a triple, (g, h, F), consisting of
a Lie algebra g, a vector space h and a morphism of Lie algebras,

F : g−→ Th,

where Th is the Lie algebra of smooth formal vector fields on h.

Example 2.4.1. Let a Lie group G with the Lie algebra g act on a vector space
h viewed as a smooth manifold (that is, the action may not necessarily preserve
the linear structure on h). Then there is an associated formal homogeneous space,
g→ Th.

Example 2.4.2. Let g be the Lie algebra of formal vector fields on Rn , and let
Rcoor be the space of infinite jets of smooth maps, Rn

→ Rn . There is a canonical
morphism of Lie algebras,

g−→ TRcoor ,

which, for any point t in Rcoor , restricts to an isomorphism of vector spaces,
g→ (TRcoor )t , where (TRcoor )t is tangent vector space at t . This observation lies
in the heart of the so-called formal geometry which provides us with a formal
homogeneous space approach to many problems in differential geometry such as
pseudogroup structures, foliations, characteristic classes, and so on (see [Bernšteı̆n
and Rosenfel′d 1973] and references cited there).

Example 2.4.3. Let X ⊂ h be an analytic submanifold of h = Kn . There is an
associated formal homogeneous space (g, h) with g being the Lie subalgebra of
Th consisting of analytic vector fields on h tangent to X along X .
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Example 2.4.4. It will be proven below in Theorem 4.1.1 that for any morphism
of Lie algebras, φ : g→ h, there is a canonically associated formal homogeneous
space Fφ : g→Th with Fφ uniquely and rather nontrivially determined by both φ
and the Lie algebra brackets [ , ] in h.

In accordance with the general operadic paradigm [Merkulov and Vallette 2007,
§ 1], in order to obtain the deformation theory of formal homogeneous spaces one
has to first describe the associated operad, HS, and then compute its minimal dg
resolution HS∞. The first step is very easy.

2.5. Operad of formal homogeneous spaces. An arbitrary formal vector field,
h ∈ Th, on a vector space h is uniquely determined by its Taylor components,{
hn ∈ HomK(h

⊙
n, h)

}
n≥0, with

h =
∑

a

ha(x)
∂

∂xa
1−1
←→

{
hn '

1
n!

∂nha(x)
∂xb1 . . . ∂xbn

∣∣∣
x=0

}
n≥0

implying that an arbitrary linear map F : g→Th is uniquely described by a collec-
tion of its components

{
Fn ∈ HomK(g⊗ h

⊙
n, h)

}
n≥0. Thus a 2-coloured operad,

HS, whose representations,

ρ :HS−→ Endg,h,

in an arbitrary pair of vector spaces (g, h) are the same as formal homogeneous
space structures on (g, h), can be described as follows.

Definition 2.5.1. The operad formal homogeneous spaces, HS, is a 2-coloured
operad generated3 by corollas

•

1

1 2

=− •

1

2 1
,

O�
O�
•
�R
�R

�_
�_

*j*j*j*j*j*j

...

1

1 2 3 n

=

O�
O�
•
�R
�R

�_
�_

*j*j*j*j*j*j

...

1

1 σ(2)σ (3) σ (n)

∀σ ∈ Sn−1, n ≥ 0, (1)

which correspond to the Lie brackets, [ , ], in g and, respectively, to the Taylor
component, Fn , of the map F , modulo the relations,

•
•

1

1 2
3

+ •
•

1

3 1
2

+ •
•

1

2 3
1

= 0, (2)

3 That is, spanned by all possible graphs built from the corollas described in (1) by gluing the
output leg of one corolla to an input leg (with the same — “straight” or “wavy” — colour) of another
corolla.
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corresponding to the Jacobi identities for [ , ], and

O�
O�
•
�R
�R

�_
�_

*j*j*j*j*j*j

...

1

3 4 n•

1 2

+

∑
[3,n]=I1tI2
|I1|≥0,|I2|≥0


O�
O�
•
�L
�L

�_
�_

*j*j*j*j*j*j

...

1

1 •

2
�L
�L
�U

�U
(h(h(h(h

...
︸ ︷︷ ︸

I2︸ ︷︷ ︸
I1

−

O�
O�
•
�L
�L

�_
�_

*j*j*j*j*j*j

...

1

2 •

1
�L
�L
�U

�U
(h(h(h(h

...
︸ ︷︷ ︸

I2︸ ︷︷ ︸
I1


= 0, n≥ 2, (3)

corresponding to the compatibility of Fn with the Lie algebra structures in g and Th.
Here the summation runs over all splittings of the ordered set [3, n] := {3, 4, . . . , n}
into two (possibly empty) disjoint subsets I1 and I2.

2.5.2. Dilation symmetry. For any λ ∈ K∗ := K \ {0} let

ψλ : h −→ h,

x 7→ λx,

be the associated dilation automorphism of h. It induces an automorphism of the
Lie algebra of formal vector fields,

dψλ : Th −→ Th.

Therefore, the group K∗ acts on the set of Lie action structures on a given pair,
(g, h), of vector spaces,

φ : g→ Th −→ φλ := dψλ ◦φ : g→ Th.

It implies that the group K∗ acts as an automorphism group of the operad HS as
follows:

•

1

1 2

−→ •

1

1 2 ,

O�
O�
•
�R
�R

�_
�_

*j*j*j*j*j*j

...

1

1 2 3 n

−→ λn−1
O�
O�
•
�R
�R

�_
�_

*j*j*j*j*j*j

...

1

1 2 3 n
.

2.6. Minimal resolution of HS. This is, by definition, a free4 2-coloured operad,
HS∞, equipped with a decomposable differential δ and with an epimorphism of
dg operads,

π : (HS∞, δ)−→ (HS, 0),

which induces an isomorphism in cohomology. Here we understand (HS, 0) as a
dg operad with the trivial differential. A minimal resolution is defined uniquely up
to an isomorphism.

4That is, generated by a family of corollas with no relations.
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Theorem 2.6.1. The minimal resolution, HS∞, is a free 2-coloured operad gener-
ated by m-corollas,

•

...
1 2 ... m

m ≥ 2, (4)

of degree 2−m with skewsymmetric input legs,

•

...
1 2 ... m

= (−1)σ ••

...
σ(1)σ (2) ... σ (m)

∀ σ ∈ Sn,

and (m, n)-corollas,

O�
O�

...
1 2 . . .m

•
�R
�R

�_
�_

*j*j*j*j*j*j

...

1

m+1 . . . m+n

m ≥ 1, n ≥ 0,m+ n ≥ 2, (5)

of degree 1−m with skewsymmetric m input legs in “straight” colour and sym-
metric n input legs in “wavy” colour,

O�
O�

...
1 . . . m

•
�R
�R

�_
�_

*j*j*j*j*j*j

...

1

m+1 . . . m+n

= (−1)σ
O�
O�

...
σ(1) ... σ(m)

•
�R
�R

�_
�_

*j*j*j*j*j*j

...

1

m+1 . . . m+n

=

O�
O�

...
1 . . .m

•
�R
�R

�_
�_

*j*j*j*j*j*j

...

1

τ(m+1) ... τ(m+n)

for any σ ∈Sn and any τ ∈Sm . The differential is given on the generating corollas
by

δ ••

...
1 2 m-1 m

=

∑
[m]=J1tJ2
|J1|≥2,|J2|≥1

(−1)J1(J2+1)+σ(J1tJ2) ••

•

...︸︷︷︸
J1

︸ ︷︷ ︸
J2

...
and

δ
O�
O�

...
1 2 . . .m

•
�R
�R

�_
�_

*j*j*j*j*j*j

...

1

m+1 . . . m+n

=

∑
[m]=J1tJ2
|J1|≥2,|J2|≥0

(−1)(J1+1)J2+σ(J1tJ2)
O�
O�

...
•
�R
�R

�_
�_

*j*j*j*j*j*j

...

1

m+1 . . . m+n•
...︸︷︷︸
J1

︸︷︷︸
J2

−

∑
[m]=J1tJ2

[m+1,m+n]=I1tI2
|J1|≥1,|J2|≥1
|I1|≥0,|I2|≥0

(−1)J1(J2+1)+σ(J1tJ2)
O�
O�
O�
O�...
•

�_
�_

*j*j*j*j*j*j

...

1

•
... �_

�_
*j*j*j*j*j*j

...

︸︷︷︸
J1︸︷︷︸
J2

︸︷︷︸
I1︸︷︷︸

I2

where (−1)σ(J1tJ2) is the sign of the permutation [m] → [J1 t J2].
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Proof. It is a straightforward but tedious calculation to check that δ2
=0. We define

a projection π :HS∞→HS by its values on the generators,

π

(
•

...
1 2 ... m

)
=


•

1

1 2

for m = 2,

0 otherwise,

and

π

( O�
O�

...
1 2 . . .m

•
�R
�R

�_
�_

*j*j*j*j*j*j

...

1

m+1 . . . m+n

)
=


O�
O�
•
�R
�R

�_
�_

*j*j*j*j*j*j

...

1

1 2 3 n+1

for m = 1,

0 otherwise,

and notice that it commutes with the differentials and induces a surjection in co-
homology. Thus to prove that π is a quasiisomorphism it is enough to show that
the cohomology H(HS∞) is contained in HS.

Let

. . .⊂ F−p ⊂ F−p+1 ⊂ . . .⊂ F0 =HS∞

be a filtration with F−p being a subspace of HS∞ = {HS∞(n)}n≥1 spanned by
graphs with at least p wavy internal edges. This filtration is exhaustive and, as each
HS∞(n) is a finite-dimensional vector space, bounded, and hence the associated
spectral sequence (Er , dr )r≥0 is convergent to H(HS∞). The 0-th term of this
sequence has the differential given by

d0 ••

...
1 2 m-1 m

=

∑
[m]=J1tJ2
|J1|≥2,|J2|≥1

(−1)J1(J2+1)+σ(J1tJ2) ••

•

...︸︷︷︸
J1

︸ ︷︷ ︸
J2

... ,
and

d0

O�
O�

...
1 2 . . .m

•
�R
�R

�_
�_

*j*j*j*j*j*j

...

1

m+1 . . . m+n

=

∑
[m]=J1tJ2
|J1|≥2,|J2|≥0

(−1)(J1+1)J2+σ(J1tJ2)
O�
O�

...
•
�R
�R

�_
�_

*j*j*j*j*j*j

...

1

m+1 . . . m+n•
...︸︷︷︸
J1

︸︷︷︸
J2

.

To compute the cohomology H(E0, d0) = E1 we consider an increasing filtra-
tion,

0⊂ F0 ⊂ . . .⊂ Fp ⊂ Fp+1 ⊂ . . . ,

of E0 with Fp being a subspace spanned by graphs whose vertices of type (5)
have total homological degree ≥ −p. It is again bounded and exhaustive so the
associated spectral sequence, {Er , ∂r }r≥0, converges to E1. The differential in E0
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is given by

∂0 ••

...
1 2 m-1 m

=

∑
[m]=J1tJ2
|J1|≥2,|J2|≥1

(−1)J1(J2+1)+σ(J1tJ2) ••

•

...︸︷︷︸
J1

︸ ︷︷ ︸
J2

...
and

∂0

O�
O�

...
1 2 . . .m

•
�R
�R

�_
�_

*j*j*j*j*j*j

...

1

m+1 . . . m+n

= 0.

Thus modulo actions of finite groups, the complex (E0, ∂0) is isomorphic to the
direct sum of tensor powers of the well-known complex (L∞, δ), the minimal res-
olution of the operad of Lie algebras, tensored with trivial complexes. We conclude
immediately that E1 = H(E0, ∂0) is a 2-coloured operad generated by corollas

•

1

1 2

and
O�
O�

...
1 2 . . .m

•
�R
�R

�_
�_

*j*j*j*j*j*j

...

1

m+1 . . . m+n

modulo relations (2). The differential ∂1 in E1 is given on generators by

∂1 •

1

1 2

= 0 , and

∂1

O�
O�

...
1 2 . . .m

•
�R
�R

�_
�_

*j*j*j*j*j*j

...

1

m+1 . . . m+n

=

∑
[m]=J1tJ2
|J1|=2,|J2|≥0

(−1)J2+σ(J1tJ2)
O�
O�

...
•
�R
�R

�_
�_

*j*j*j*j*j*j

...

1

m+1 . . . m+n•︸︷︷︸
J1

︸︷︷︸
J2

.

Thus, modulo actions of finite groups, the complex (E1, ∂1) is isomorphic to the
direct sum of tensor products of trivial complexes with tensor powers of the dg
properad (S, δ) which is, by definition, generated by corollas

•

1

1 2

=− •

1

2 1

and

•
...

1 2 m

= (−1)σ •
...

σ(1)σ (2) σ (m)

∀ σ ∈ Sm, m ≥ 1,
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of degrees 0 and, respectively, 1−m modulo relation (2). The differential in S is
given by

δ •

1

1 2

= 0 , and

δ •
...

1 2 m

=

∑
[m]=J1tJ2
|J1|=2,|J2|≥0

(−1)J2+σ(J1tJ2) •
...

• ︸︷︷︸
J2︸︷︷︸

J1

.

This complex (more precisely, a complex isomorphic to S) was studied in [Merku-
lov 2008a, § 4.1.1] where it was proven that

H(S, δ)= span〈•〉.

Thus E2 is concentrated in degree 0 so all the other terms of both our spectral
sequences degenerate and we get E2 = E∞ = E1 = E∞ ' H(HS∞). This fact
implies that H(HS∞) is generated by corollas (1) modulo relations (2) and (3)
completing thereby the proof. �

Corollary 2.6.2. The operad, HS, of formal homogeneous spaces is Koszul.

Proof. By Theorem 2.6.1, the operad HS admits a quadratic minimal model. The
claim then follows from a straightforward analogue of [Merkulov and Vallette
2007, Theorem 34] (see also [Vallette 2007]) for coloured operads. �

2.7. HS∞-algebras as Maurer–Cartan elements. An HS∞-algebra structure on
a pair of dg vector spaces (g, h) is, by definition, a morphism of 2-coloured dg op-
erads, ρ : (HS∞, δ)→ (Endg,h, d). First we give an explicit algebraic description
of such a structure.

Proposition 2.7.1. There is a one-to-one correspondence between HS∞-algebra
structures on a pair of dg vector spaces (g, h) and degree 1 codifferentials, D, in
the free graded cocommutative coalgebra without counit,

⊙
•≥1(g[1] ⊕ h), such

that

(a) D respects the subcoalgebra
⊙
≥1(g[1]), that is

D
(⊙≥1

(g[1])
)
⊂

⊙≥1
(g[1]);

(b) D respects the natural epimorphism of coalgebras,

c :
⊙•≥1

(g[1]⊕ h)→
⊙≥1

(g[1]),

that is, D ◦ c = c ◦ D;
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(c) D is trivial on the subcoalgebra
⊙
≥1 h, that is

D
(⊙≥1

h
)
= 0.

Proof. An arbitrary degree 1 coderivation, D, of
⊙
•≥1(g[1] ⊕ h) is uniquely de-

termined by two collections of degree 1 linear maps,{
D′n :

n⊙
(g[1]⊕ h)=

⊕
p+q=n

p∧
g⊗

q⊙
h[p] → g[1]

}
n≥1

and

{
D′′n :

n⊙
(g[1]⊕ h)=

⊕
p+q=n

p∧
g⊗

q⊙
h[p] → h

}
n≥1.

Conditions (a) and (b) say that D′ is zero on all components
∧p g⊗

⊙q h[p] with
q 6= 0, while condition (c) says that D′′ is zero on all components

∧p g⊗
⊙q h[p]

with p= 0. Thus there is a one-to-one correspondence between degree 1 coderiva-
tions, D, in the coalgebra

⊙
•≥1(g[1] ⊕ h), and morphisms of non-differential

2-coloured operads, ρ :HS∞→Endg,h, with D′n being the values of ρ on corollas
(4) and D′′n the values of ρ on corollas (5). Having established an explicit corre-
spondence between coderivations D and morphisms ρ, it is now a straightforward
computation (which we leave to the reader as an exercise) to check that the com-
patibility of ρ with the differentials, that is, the equation ρ ◦ δ = d ◦ ρ, translates
precisely into the equation D2

= 0. �

Recall that a L∞-structure on a vector space V is, by definition, a degree 1
codifferential µ in the free cocommutative coalgebra

⊙
≥1(V [1]). It is often rep-

resented as a collection of linear maps,{
µn :

n∧
V → V [2− n]

}
n≥1,

satisfying a system of quadratic equations which encode the relationµ2
=0. Hence

we can reformulate Proposition 2.7.1 in this language as follows.

Corollary 2.7.2. There is a one-to-one correspondence between HS∞-algebra
structures on a pair of dg vector spaces (g, h) and L∞-structures, {µn :

∧n V →
V [2−n]}n≥1, on the vector space V := g⊕h[−1] such that, for any g1, . . . , gp ∈ g

and h1, . . . , hq ∈ g one has

πg ◦µp+q(g1, . . . , gp, h1, . . . , hq)= 0 if q 6= 1, and

πh ◦µp+q(g1, . . . , gp, h1, . . . , hq)= 0 if p = 0,

where πg : V → g and πh : V → h[−1] are the natural projections.
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It is straightforward to check that, for any dg spaces g and h, the space of
coderivations of the coalgebra

⊙
•≥1(g[1] ⊕ h) which satisfy conditions (a)–(c)

of Proposition 2.7.1 is closed with respect to the ordinary commutator, [ , ], of
coderivations. Let us denote the Lie algebra of such coderivations by (Gg,h, [ , ]).
As a vector space,

Gg,h '

⊕
n≥1

Hom
( n∧

g, g

)
[2− n] ⊕

⊕
n≥1,p≥0

Hom
( n∧

g⊗

p⊙
h, h

)
[1− n].

Hence we get another useful reformulation of Proposition 2.7.1.

Corollary 2.7.3. There is a one-to-one correspondence between HS∞-algebra
structures on a pair of dg vector spaces (g, h) and Maurer–Cartan elements in
the Lie algebra (Gg,h, [ , ]).

Note that
Gg,h = HomS(E,Endg,h)[−1]

where E is the S-bimodule spanned as a vector space by corollas (4) and (5). The
Lie algebra we got above in Corollary 2.7.3 is an independent confirmation of the
general principle (II) in Section 1.1 (which is the same as [Merkulov and Vallette
2007, Theorem 58]). Hence, applying next principle (III) (or [Merkulov and Val-
lette 2007, Proposition 66]) we may conclude this subsection with the following
observation.

Fact 2.7.4. Let γ be an HS∞-algebra structure, HS∞
γ
→ Eg,h, on a pair of dg

spaces g and h. The deformation theory of γ is then controlled by the dg Lie
algebra (Gg,h, [ , ], d := [γ, ]).

2.8. Geometric interpretations of HS∞-algebras. There are two ways to under-
stand HS∞-algebras geometrically.

The first one uses the language of formal manifolds [Kontsevich 2003]. Let X be
a formal manifold associated with the coalgebra

⊙
•≥1(g[1]) and let E be a formal

manifold associated with the total space of the trivial bundle over X with typical
fiber h. The structure sheaf of E is then the coalgebra

⊙
•≥1(g[1] ⊕ h). We have

a natural projection of formal manifolds π : E→ X and an embedding, X ⊂ E,
of X into E as a zero section. Then a HS∞-algebra structure on a pair of vector
spaces g and h is the same as a homological vector field on E which is tangent to
the submanifold X and vanishes on the fiber of the projection π .

Another geometric picture uses an idea of L∞-homogeneous formal manifolds:

Proposition 2.8.1. There is a one-to-one correspondence between representations,

ρ :HS∞ −→ Endg,h,
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and the triples, (g, h, F∞), consisting of a L∞-algebra g, a complex (h, d) and a
L∞-morphism,

F∞ : g−→ Th,

where Th is viewed as a dg Lie algebra equipped with the ordinary commutator,
[ , ], of vector fields and with the differential ∂ defined by

∂V := [d, V ], ∀V ∈ Th,

where d is interpreted as a linear vector field on h.

The proof is a straightforward calculation (see Section 2.5). We omit the details.

3. Operad of Lie pairs and its minimal resolution

3.1. Definition. A Lie pair is a collection of data (g, h, φ) consisting of

(i) Lie algebras (g, [ , ]g) and (h, [ , ]h), and

(ii) a morphism, φ : g→ h of Lie algebras.

Let LP be the 2-coloured operad whose representations, LP → Endg,h, are
structures of Lie pairs on the vector spaces g and h. This operad of Lie pairs, LP,
is, therefore, generated by the corollas

•

1

1 2

=− •

1

2 1
,

O�
O�

�?
�?

�_
�_•

1

1 2

=−

O�
O�

�?
�?

�_
�_•

1

2 1

and
O�
O�
•

1

1

(6)

(which correspond, respectively, to the Lie brackets, [ , ]g, Lie brackets [ , ]h and
the morphism φ) modulo the relations

•
•

1

1 2
3

+ •
•

1

3 1
2

+ •
•

1

2 3
1

= 0,

O�
O�

�?
�?

�_
�_•

•
�?

�?
�_

�_

1

1 2
3

+

O�
O�

�?
�?

�_
�_•

•
�?

�?
�_

�_

1

3 1
2

+

O�
O�

�?
�?

�_
�_•

•
�?

�?
�_

�_

1

2 3
1

= 0

(7)

(corresponding to the Jacobi identities for [ , ]g and [ , ]h), and

O�
O�
•

1

•

1 2

−

O�
O�

�?
�?

�_
�_•

• •

1

1 2

= 0
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(corresponding to the compatibility of φ with Lie brackets). It is well-known
[Markl et al. 2002] that the minimal resolution of LP is a dg free 2-coloured
operad, LP∞, whose representations, LP∞→Endg,h, describe L∞-algebra struc-
tures in vector spaces g and h together with a morphism, φ∞ : g → h, of L∞-
algebras. For completeness of the paper we show below a new short proof of this
result.

Theorem 3.1.1. The minimal resolution, LP∞, of the operad of Lie pairs is a
free 2-coloured operad generated by three families of corollas with skewsymmetric
input legs,

•

...
1 2 ... m

, •

O�
O�

|<
|<

|<
�E
�E
... �Y

�Y
"b

"b
"b

1 2 ... n
, •

O�
O�

...
1 2 ... p

, m ≥ 2, n ≥ 2, p ≥ 1,

of degrees 2−m, 2− n and 1− p respectively, and equipped with the differential
given by

δ ••

...
1 2 m-1 m

=

∑
[m]=I1tI2
|I1|≥2,|I2|≥1

(−1)I1(I2+1)+σ(I1tI2) ••

•

...︸︷︷︸
I1

︸ ︷︷ ︸
I2

... ,

δ •

O�
O�
•

|<
|<

|<
�E
�E

... �Y
�Y

"b
"b

"b

1 2 n-1 n

=

∑
[m]=I1tI2
|I1|≥2,|I2|≥1

(−1)I1(I2+1)+σ(I1tI2) •

O�
O�
•

z:
z:

z:
z:

•
�B
�B

�Y
�Y

	I
	I

...︸︷︷︸
I1

︸ ︷︷ ︸
I2

�D
�D
... �[

�[
$d

$d
$d

,

δ •

O�
O�
•

...
1 2 p-1 p

=

∑
[m]=I1tI2
|I1|≥2,|I2|≥1

(−1)I2(I1+1)+σ(I1tI2) •

O�
O�
•

•

...︸︷︷︸
I1

︸ ︷︷ ︸
I2

...

+

∑
[p]=I1t...tIk
|Ii |≥1,k≥2

(−1)ε+σ(I1t...tIk) •

O�
O�
•

z:
z:

z:

•

...︸︷︷︸
I1

�G
�G

... $d
$d

$d

•

...︸︷︷︸
I2

•

...︸︷︷︸
Ik

,

(8)

where

ε = 1+
k−1∑
i=1

Ii (i − 1+ Ii+1+ . . .+ Ik).
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Proof. The projection ν : LP∞→ LP defined by

ν

 •

...
1 2 ... m

=

•

1

1 2

for m = 2 ,

0 otherwise ,

ν

 •

O�
O�

|<
|<

|<
�E
�E
... �Y

�Y
"b

"b
"b

1 2 ... n

=


O�
O�

�?
�?

�_
�_•

1

1 2

for n = 2 ,

0 otherwise ,

ν

 •

O�
O�
•

...
1 2 p-1 p

=


O�
O�
•

1

1

for p = 1 ,

0 otherwise

commutes with the differentials and is obviously surjective in cohomology. Thus to
prove that π is a quasiisomorphism it is enough to show that H(HS∞)=HS which
in turn would follow if one proves that the cohomology H(HS∞) is concentrated
in degree zero.

Let
. . .⊂ F−q ⊂ F−q+1 ⊂ . . .⊂ F0 =HS∞

be a filtration with F−q being a subspace of LP∞ = {LP∞(n)}n≥1 spanned by
graphs with at least q vertices of the form

•

O�
O�
•

... .

This filtration is exhaustive and, as each L∞P(n) is a finite-dimensional vector
space, bounded, and hence the associated spectral sequence (Er , dr )r≥0 is conver-
gent to H(HS∞). The 0-th term of this sequence has the differential given by
formulae (8) without the second sum. Hence the complex (E0, d0) is isomorphic,
modulo actions of finite groups, to the tensor products of trivial complexes with
two copies of the classical complex L∞ and the complex S defined in the proof
of Theorem 2.6.1. Hence its cohomology E1= H(E0, d0) is generated by corollas
(6) and is concentrated, therefore, in degree 0. This proves that H(HS∞) is con-
centrated in degree zero which in turn implies the required result. �

4. The Jacobi–Bernoulli morphism and its strong homotopy generalization

4.1. The Jacobi–Bernoulli morphism. The following result shows that, modulo
actions of the dilation group K∗ on the operad HS (see Section 2.5.2), there exists
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a unique nontrivial morphism of 2-coloured operads HS→ LP which is identity
on the generators, • , with pure “straight” colour.

Theorem 4.1.1. There is a unique morphism of 2-coloured dg operads,

JB : (HS∞, δ)−→ (LP, 0)

such that

JB
( O�

O�
•

)
=

O�
O�
• and JB

(
•

1

1 2

)
= •

1

1 2
.

It is given on the generators by

JB
(

•

...
1 2 ... m

)
=


•

1

1 2

for m = 2 ,

0 otherwise ,

JB
( O�

O�

...
1 2 . . .m

•
�R
�R

�_
�_

*j*j*j*j*j*j

...

1

m+1 . . . m+n

)
=



Bn

n!

∑
σ∈Sn

O�
O�

�?
�?

�_
�_•

•�?
�_

�_
�?
•

�?
�?

�_
�_

�_
�_

•

1

1
σ(1)+1

σ(n−1)+1
σ(n)+1

for m = 1 ,

0 otherwise ,

where Bn are the Bernoulli numbers, that is,
∑

n≥0
Bn
n! z

n
=

z
ez−1 , in particular,

B0 = 1, B1 =−
1
2 , B2 =

1
6 , and so on.

Proof. Since LP is concentrated in degree zero, the required morphism factors
through the canonical projection,

JB : (HS∞, δ)
π
−→ (HS, 0)−→ (LP, 0),

for some morphism of 2-coloured operads, HS −→ LP, which we denote by the
same letter JB. Thus to prove Theorem 4.1.1 we have to show the existence of a
unique morphism of operads,

JB :HS−→ LP,

such that

JB
( O�

O�
•

)
=

O�
O�
• and JB

(
•

1

1 2

)
= •

1

1 2
.
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For equivariance reasons it must be of the form

JB
( O�

O�
•
�R
�R

�_
�_

*j*j*j*j*j*j

...

1

1 2 3 n+1

)
= cn

∑
n∈6n

O�
O�

�?
�?

�_
�_•

•�?
�_

�_
�?
•

�?
�?

�_
�_

�_
�_

•

1

1
σ(1)+1

σ(n−1)+1
σ(n)+1

for some cn ∈K with c0= 1. Thus to prove the theorem we have to show that there
exists a unique collection of numbers {cn} ∈ K such that, for any n ≥ 0,

JB


O�
O�
•
�R
�R

�_
�_

*j*j*j*j*j*j

...

1

3 4 n+2
•

1 2

+

∑
[3,n+2]=I1tI2
|I1|≥0,|I2|≥0


O�
O�
•
�L
�L

�_
�_

*j*j*j*j*j*j

...

1

1 •

2
�L
�L
�U

�U
(h(h(h(h

...
︸ ︷︷ ︸

I2︸ ︷︷ ︸
I1

−

O�
O�
•
�L
�L

�_
�_

*j*j*j*j*j*j

...

1

2 •

1
�L
�L
�U

�U
(h(h(h(h

...
︸ ︷︷ ︸

I2︸ ︷︷ ︸
I1


=0. (9)

We claim that the above equation gives an iterative procedure which uniquely spec-
ifies cn+1 in terms of c≤n starting with c0 = 1. Equation (9) is a sum of elements
of the operad LP with all input legs of “wavy” colour being symmetrized; it is
easier to control the relevant combinatorics by slightly changing the viewpoint:
Equation (9) holds in LP if and only if it holds for an arbitrary representation
ρg,h : LP → Endg,h, that is, if for arbitrary pair of Lie algebras g and h and
a morphism φ : g → h one has ρg,h(9) ≡ 0, which, as it is not hard to see, is
equivalent to the following system of equations (with c0 = 1),

∑
0≤k,l≤n
k+l≤n

ckcn+1−k
(
[φ(a1)@bl, φ(a2)@bk

]−[φ(a2)@bl, φ(a1)@bk
]
)
@bn−k−l

+cn[φ(a1), φ2(a2)]@bn
= 0 (10)

for any a1, a2 ∈ g and b ∈ h. Here we used the notation of Ran [2004]

x@bk
:= [. . . [[x, b] , b] , . . . , b]︸ ︷︷ ︸

k

, ∀ x, b ∈ h.

The second summand in (10) corresponds to the first summand in (9) while the
summand

ckcn+1−k[φ(a1)@bl, φ(a2)@bk
]@bn−k−l
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in (10) corresponds to the summand

ckcn+1−k

O�
O�

�?
�?

�_
�_•

•�?
�_

�_
�?
•

�?
�?

�_
�_

�_
�_

•
�?

�?

�_
�_

�_
�_

•
�?

�?
�_

�_

•�?
�_

�_

•
�?

�?
�?

�_
�_

•

•
�_

�_
�?

�?

•
�?

�?
�_

�_

•�?
�_

�_

•
�?

�?
�?

�_
�_

•
1

2

︸ ︷︷ ︸
I1

︸ ︷︷ ︸
I ′′2

︷ ︸︸ ︷I ′2

in the image

JB


O�
O�
•
�L
�L

�_
�_

*j*j*j*j*j*j

...

1

1 •

2
�L
�L
�U

�U
(h(h(h(h

...
︸ ︷︷ ︸

I2︸ ︷︷ ︸
I1

 , |I1| = k, |I2| = n− k,

which is uniquely determined by a decomposition, I2= I ′2t I ′′2 , of the indexing set
I2 into two disjoint subsets with

|I ′2| = l (and hence with |I ′′2 | = n− k− l).

Equation (10) can be rewritten as follows,

cn+1

n∑
k=0

(
[φ(a1), φ(a2)@bk

]@bn−k
− [φ(a2), φ(a1)@bk

]@bn−k)
=−cn[φ(a1), φ2(a2)]@bn

−

∑
1≤k≤n
0≤l≤n
k+l≤n

ckcn+1−k
(
[φ(a1)@bl, φ(a2)@bk

] − [φ(a2)@bl, φ(a1)@bk
]
)
@bn−k−l .

implying that if system (9) has a solution, then it is unique. For example, for n= 0,
we have

2c1 =−c0 =−1,

while for n = 1,

3c2 =−c1− c2
1 =

1
4
.

It was proven in [Ran 2004] (see Equation 1.2.4 there) that the collection cn =

Bn/n!, where Bn are the Bernoulli numbers, does solve system of equations (10),
completing the proof of existence and uniqueness of the morphism JB. �
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Corollary 4.1.2. For every morphism of Lie algebras φ : g→ h there is a canoni-
cally associated structure of formal g-homogeneous space on h, that is, a morphism
of Lie algebras,

Fφ : g−→ Th,

given in local bases {ea} in g and {eα} in h as follows,

Fφ(ea)=
∑
n≥0

Bn

n!
φγ1

a Cγ2
γ1β1

Cγ3
γ2β2

. . .Cα
γnβn

tβ1 tβ2 . . . tβn
∂

∂tα
, (11)

where Cγ
αβ are the structure constants of Lie brackets in h, [eα, eβ] =

∑
γ Cγ

αβeγ ,
φαa are the structure constants of the morphism φ, φ(ea) =

∑
α φ

α
a eα, and {tα} is

the dual basis in h∗.

Corollary 4.1.3. For every morphism of dg Lie algebras φ : g → h there is a
canonically associated codifferential, Dφ , in the free coalgebra J :=

⊙
•(g[1]⊕h)

making the data (J, Dφ) into the Jacobi–Bernoulli complex as defined in [Ran
2004].

Proof. Morphism of Lie algebras φ : g→ h gives rise to an associated morphism
of 2-coloured operads,

ρφ : LP−→ Endg,h.

The composition,

γφ :HS∞
JB
−→ LP

ρφ
−→ Endg,h,

gives, by Proposition 2.7.1, rise to an associated codifferential Dφ . The rest of the
proof is just a comparison of Dφ with the codifferential defined in [Ran 2004]. �

Corollary 4.1.4. For every morphism of dg Lie algebras φ : g → h there is a
canonically associated L∞-algebra structure on the vector g⊕ h[−1].

Proof. The claimed L∞-structure is given by the morphism of operads γφ as
above and Corollary 2.7.3. A straightforward inspection shows that this structure
is identical to the one constructed in [Fiorenza and Manetti 2007] with the help
of the explicit homotopy transfer formulae of [Kontsevich and Soibelman 2000;
Merkulov 1999]. �

4.2. Morphisms of L∞-algebras. The following theorem generalizes all the above
constructions to the case of an arbitrary morphism, φ∞ : g→ h, of L∞-algebras.
The proof given below provides us with an iterative construction of the morphism
J B∞ (and hence with the associated differential in the Jacobi–Bernoulli complex
or, equivalently, a L∞-algebra structure on the mapping cone g⊕ h[−1]).

Theorem 4.2.1. There exists a morphism of 2-coloured dg operads,

JB∞ : (HS∞, δ)−→ (LP∞, δ)
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making the diagram,

HS∞

π

��

JB∞ // LP∞

ν

��
HS

JB
// LP

commutative.

Proof. We have a solid arrow diagram,

LP∞

ν

��
HS∞

JB∞
;;

JB
// LP

with morphism ν being a surjective quasiisomorphism and the operad HS∞ being
cofibrant. Then the existence of the dotted arrow JB∞ making the diagram above
commutative follows immediately from the model category structure on operads.
In fact, one can see it directly using an analogue of the classical Whitehead lifting
trick (first used in the theory of CW complexes in algebraic topology): let ν−1

be an arbitrary section of the surjection ν in the category of dg spaces; as a first
step in the inductive procedure we set JB∞(C0) := ν−1

◦ JB(C0) on degree 0
generating corollas, C0, of the operad HS∞. Assume by induction that the val-
ues of a morphism JB∞ are already defined on all generating corollas of degrees
≥ −r , and let Cr+1 be a generating corolla of degree −r − 1. As δ(Cr+1) is a
linear combination of graphs built from corollas of degrees ≥−r , JB∞(δCr+1) is
a well-defined element of LP∞. Moreover, as JB∞ commutes, by the induction
assumption, with the differentials, we have an equation in the complex (LP∞, δ),

δ JB∞(δCr+1)= 0.

Since there are no nontrivial cohomology classes in (LP∞, δ) of degree −r for
r ≥ 1, we must have,

JB∞(δCr+1)= δer+1

for some er+1 ∈ LP∞. We finally set JB∞(Cr+1) := er+1 completing thereby the
inductive construction of the required morphism JB∞. �

Corollary 4.2.2. For every morphism of L∞-algebras, φ∞ : g→ h, there is an
associated codifferential, D∞, in the free coalgebra J :=

⊙
•(g[1] ⊕ h) which

coincides precisely with Ziv Ran’s Jacobi–Bernoulli codifferential in the case of g,
h being dg Lie algebras and φ a morphism of dg Lie algebras.
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4.3. L∞-morphisms of dg Lie algebras. Let I be the ideal in the free nondiffer-
ential operad LP∞ generated by corollas

•

...
1 2 ... m

and •

O�
O�

|<
|<

|<
�E
�E
... �Y

�Y
"b

"b
"b

1 2 ... n

with m ≥ 3 and n ≥ 3, and let (I, d I ) be the differential closure of I in the dg
operad (LP∞, δ). The quotient operad,

LP 1
2∞
:=

LP∞

(I, d I )

is a differential 2-coloured operad generated by corollas

•

1

1 2
,

O�
O�

�?
�?

�_
�_•

1

1 2
, •

O�
O�

...
1 2 ... p

p ≥ 1,

modulo relations (7); the differential is given on the generators by

δ •

1

1 2

= 0,

δ
O�
O�

�?
�?

�_
�_•

1

1 2

= 0,

δ •

O�
O�
•

...
1 2 p-1 p

=

∑
[m]=I1tI2
|I1|=2,|I2|≥1

(−1)p−1+σ(I1tI2) •

O�
O�
•

•︸︷︷︸
I1

︸ ︷︷ ︸
I2

...

+

∑
[p]=I1tI2
|I1|,|I2|≥1

(−1)σ(I1tI2) •

O�
O�
•

�A
�A

�]
�]

•

...︸︷︷︸
I1

•

...︸︷︷︸
I2

.

Representations,
LP 1

2∞
→ Endg,h,

of this dg operad are the same as triples, (g, h, F∞), consisting of ordinary dg Lie
algebras g and h together with a L∞-morphism, F∞ : g→ h, between them. Thus
this operad describes a special class of representations of the operad LP∞ which
is, probably, the most important one in applications. For example, for any smooth
manifold M , the triple, (

∧
•TM ,D

poly
M , FK ), consisting of a Schouten Lie algebra
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of polyvector fields on M , the Hochschild dg Lie algebra, D
poly
M , of polydifferential

operators and Kontsevich’s formality morphism

FK :
∧•

TM → D
poly
M

is a representation of LP 1
2∞

.
It is not hard to describe explicitly the quotient part,

JB 1
2∞
:HS∞

JB∞
−→ LP∞

proj
−→ LP 1

2∞
,

of a morphism JB∞.

Theorem 4.3.1. The morphism of 2-coloured dg operads,

JB 1
2∞
: (HS∞, δ)−→

(
LP 1

2∞
, δ
)

is given on the generators by

JB 1
2∞

(
•

...
1 2 ... m

)
:=


•

1

1 2

for m = 2 ,

0 otherwise ,

JB 1
2∞

( O�
O�

...
1 2 . . .m

•
�R
�R

�_
�_

*j*j*j*j*j*j

...

1

m+1 . . . m+n

)
:=

Bn

n!

∑
σ∈Sn

O�
O�

�?
�?

�_
�_•

•�?
�_

�_
�?
•

�?
�?

�_
�_

�_
�_

•

1

1 2... m
σ(1)+m

σ(n−1)+m
σ(n)+m

where Bn are the Bernoulli numbers.

The proof is similar to that of Theorem 4.1.1. We omit the details.
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On the algebra of some group schemes
Daniel Ferrand

The algebra of a finite group over a field k of characteristic zero is known to be a
projective separable k-algebra; but these separable algebras are of a very special
type, characterized by Brauer and Witt.

In contrast with that, we prove that any projective separable k-algebra is a
quotient of the group algebra of a suitable group scheme, finite étale over k. In
particular, any finite separable field extension K ⊂ L , even a noncyclotomic one,
may be generated by a finite étale K -group scheme.
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Introduction

Following Wedderburn and Brauer, the rational group algebra Q〈0〉 of a finite
group 0 may be described as follows: its center is a product K1 × · · · × Ks of
fields, each isomorphic to a subfield of the cyclotomic extension Q(ζm), where m
is the exponent of 0, and the group algebra itself is a product A1×· · ·× As , where
Ai is a central simple Ki -algebra.

In general, the factors Ki of the center are not equal to cyclotomic extensions
of Q, i.e., they cannot be generated themselves by a finite group, as shown by
the following example (which I owe to Vincent Beck). Let p be a prime; denote
by L = Q(ζp) the cyclotomic extension of level p. Let S ⊂ F×p ' Gal(L/Q)
be any subgroup, and write K = L S for its invariant subfield. Then one has an
isomorphism of Q-algebras

Q〈Fp o S〉 →Q〈S〉×EndK (L).

MSC2000: primary 20C05; secondary 14L15, 16S34, 16S35, 16W30.
Keywords: group algebra, finite étale group scheme, Weil restriction, separable algebra.
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(The map Q〈Fp o S〉 → EndK (L) is defined by (a, s) 7→ (ζ i
p 7→ ζ a+si

p )). The
center of this group algebra is thus equal to Q〈S〉× K ; for a suitable choice of S,
the extension Q→ K is not cyclotomic.

The question of characterizing which algebras may occur as a quotient of the
algebra of a finite group was already raised by Schur, but solved only around 1950,
by Brauer and Witt. Even then, they got a characterization only up to Morita
equivalence; see [Fontaine 1971; Yamada 1974].

In this paper, we shift this problem a little: the base ring k is now a semilo-
cal ring, containing the field Q, and we are dealing with projective separable k-
algebras; this notion is the natural generalization of the “absolute semisimplicity”
which is used when k is a field, and it is equivalent, for commutative algebras, to
being étale.

We prove in Section 5 that any projective separable k-algebra is a quotient of
the group algebra of a suitable group scheme, finite étale over k. In particular, we
prove that any finite separable field extension K ⊂ L , even a noncyclotomic one,
may be generated by a finite étale K -group scheme. Roughly speaking, a separable
algebra is a finite product of matrix algebras twisted by some étale torsor; the group
scheme we propose is a finite group generating the split form of the algebra, but
twisted by the same torsor.

Despite a formal analogy with the Brauer–Witt theory, our result does not add
much to it: even in the simplest case, that of the quaternions, our method gives a
nonconstant group scheme for generating this R-algebra, in fact a group which is
a definitely twisted form of the dihedral group D4.

Notation. The categories in use will be denoted by the following symbols:

Gp stands for the category of groups.

For a commutative ring k,

k-Al denotes the category of k-algebras; its objects are thus the ring morphisms
k→ A such that the image of k is contained in the center of A.

k-Alc denotes the category of commutative k-algebras.

We say that a commutative ring k is connected if its spectrum Spec(k) is con-
nected; that is, if k is not isomorphic to a proper finite product of rings.

Local rank. In this paper, most of the k-modules are locally free, but the base rings
are seldom connected, and the rank of these modules seldom constant. Moreover,
the constructions we have in mind, because they use the Weil restriction relative to
a finite flat morphism X → S, cannot be done locally on X . Thus we can’t avoid
introducing and using the local rank of a locally free k-module M of finite type,
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which is the map

n : Spec(k)→ N, p 7→ rankkp(Mp).

This map is constant on each connected component of Spec(k). We need words to
refer to these things; we propose the terms

• k-integer for a locally constant map Spec(k)→ N, and

• k-rank (of a locally free k-module M of finite type) for the local rank alluded
to above.

For a k-integer n, we can define the k-algebra Mn(k), the k-group scheme µn,k ,
and any other object which may be defined locally on Spec(k) for the Zariski
topology. We have to be careful with the connected components where the k-
integer vanishes: M0(k)= 0 (endomorphisms of the null space), but µ0,k =Gm,k ,
since for every invertible element x , one has x0

= 1.

1. The algebra of a group scheme

1.1. The algebra of a constant group. At first, let us recall, in the case of a con-
stant group scheme, the well known constructions of its ring of functions (also
called its representing algebra), and the construction of the algebra of such a group.
Compare [Waterhouse 1979, Chapter 2].

1.1.1. Let k be a commutative ring. For a finite group 0, we let
∏
0k denote the

ring of the maps from the set 0 to k (we reserve the notation k0 for the ring of
invariants when is given an action of 0 on k); it is contravariant in 0. The product
in 0 induces a morphism of commutative k-algebras∏

0

k →
∏
0×0

k '
∏
0

k⊗k
∏
0

k.

More explicitly, let (δρ)ρ∈0 be the basis made up with the usual Kronecker maps
δρ : 0→ k; then the morphism above is given by

δρ 7→
∑
στ=ρ

δσ ⊗ δτ .

We thus get what is sometimes called a k-Hopf-algebra, but we prefer to emphasize
the scheme point of view: Spec

(∏
0k
)

is a k-group scheme; it is called the constant
k-group 0, and it is denoted by 0k .

1.1.2. The group algebra of 0 over k will be denoted by k〈0〉, instead of k[0],
because the symbol with brackets k[V ] often denotes also the commutative ring of
algebraic, or regular, functions on the scheme V ; see [Waterhouse 1979, 4.5], for
example.
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Recall that the group algebra k〈0〉 is the free k-module based on the set 0, with
multiplication induced by that of 0. It is equipped with a commutative coproduct
given by the map

k〈0〉 → k〈0〉⊗k k〈0〉,
∑
σ

aσσ 7→
∑
σ

aσσ ⊗ σ

The dual of this ring is isomorphic to the ring of functions on 0; namely, consider
the k-linear isomorphism∏

0

k→ Homk(k〈0〉, k), δρ 7→
(∑
σ

aσσ 7→ aρ
)
. (1-1)

The right-hand side (the dual as a k-module) may be endowed with the multiplica-
tion coming from dualizing the coproduct mentioned above; then this k-linear map
is an isomorphism of k-algebras, as one can check immediately.

By dualizing the preceding morphism, we get the isomorphism

Homk
(∏
0

k, k
)
→ k〈0〉, ξ 7→

∑
σ∈0

ξ(δσ )σ.

In Section 1.3, we will proceed along the same lines to define the algebra of a
k-group scheme, and to get, in Proposition 1.3.2, an analogue of this well-known
result:

Lemma 1.1.1. Let 0 be a finite group, and let k → A be a k-algebra, whose
multiplicative group is denoted by A×. Then one has an isomorphism of bifunctors

Homk-Al(k〈0〉, A) −̃→ HomGp(0, A×).

1.2. The multiplicative group functor. Let k→ A be a k-algebra; recall that the
ring A is not assumed to be commutative, but the morphism is required to send k
into the center of A.

We will denote by Gm,A/k the multiplicative group functor of A, namely the
functor

Gm,A/k : k-Alc→ Gp, k ′ 7→Gm,A/k(k ′) = (k ′⊗k A)×.

It is also written GL1(A) by Borel, and µA by Demazure and Gabriel.

Lemma 1.2.1 [Waterhouse 1979, 7.5; Demazure and Gabriel 1970, p. 149]. Sup-
pose that the k-algebra A is a projective (i.e., locally free) k-module of finite type.
Then the functor Gm,A/k is representable by an affine k-group scheme of finite type.

Sketch of proof. Let AD
= Homk(A, k) be the linear dual of A, and let

S = Symk(A
D)

be the symmetric algebra of that module. Let ξ ∈ AD
⊗k A be the element that corre-

sponds to the identity of A under the canonical isomorphism AD
⊗k A →̃ Endk(A).
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(If you prefer more explicit things, you can choose a basis (ei ) of A, and the dual
basis (X i ) of AD; this allows you to write ξ =

∑
X i ⊗ ei .) We must consider this

element
ξ ∈ AD

⊗k A ⊂ S⊗k A

as the generic element of A, since each specification S → k ′ of the parameters
towards a commutative k-algebra k ′, gives rise to an element in k ′ ⊗k A, namely
the image of ξ .

Since S⊗k A is a finite and locally free S-module, we dispose of the usual norm
N : S⊗k A→ S, namely, N (x)= det(y 7→ xy). Then we can check easily that the
algebra of fractions SN (ξ) represents Gm,A/k as a functor from k-Alc to the category
of sets.

The group structure is induced by the algebra morphism SN (ξ)→ SN (ξ)⊗k SN (ξ)

given by extending to symmetric algebra, and localizing, the linear map

AD (mult.)D

−→ (A⊗k A)D
←̃− AD

⊗k AD
⊂ Symk(A

D)⊗k Symk(A
D). �

1.3. The group-algebra. We now deal with group schemes over k, instead of con-
stant groups; their category will be denoted by k-Gp. We are looking for something
like a left adjoint to the multiplicative group functor, that is, a functor which, to a k-
group scheme G, would associate a k-algebra k〈G〉, endowed with an isomorphism
of functors

Homk-Al(k〈G〉, A) −̃→ Homk-Gp(G,Gm,A).

Fortunately, in what follows, we have available strong enough finiteness assump-
tions to guarantee that these objects exist.

1.3.1. We will try to stick to the notations and terminology used in [Waterhouse
1979]. We recall some of them:

Let G = Spec(R) be an affine k-group scheme.

• u : k→ R stands for the canonical map,

• m : R⊗k R→ R stands for the multiplication,

• 1 : R→ R⊗k R denotes the coproduct,

• ε : R→ k denotes the counit,

• S indicates the coinverse.

Suppose that R is finite and locally free as a k-module; let RD
= Homk(R, k)

be the linear dual of R; then the k-module RD may be endowed with a structure
of a (usually noncommutative) k-algebra: the product is defined as the map

RD
⊗k RD

' (R⊗k R)D 1D

−→ RD
;
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the associativity of this multiplication comes from the associativity of the product
in the group G, and the map εD

: k→ RD actually defines a morphism of algebras
since it corresponds to the unity of G.

Definition 1.3.1. Let G = Spec(R) be an affine k-group scheme with R finite and
locally free as a k-module. We define the k-algebra of the group G, and we note
k〈G〉 the linear dual RD endowed with the algebra structure given above.

Let k→ k ′ be a commutative k-algebra. We denote by Gk′ = Spec(k ′⊗k R) the
group scheme over k ′ obtained by base change. For G finite and locally free, there
is an isomorphism

k〈G〉⊗k k ′ −̃→ k ′〈Gk′〉

since one has the following sequence of standard isomorphisms, the first one com-
ing from the local freeness of R over k:

k〈G〉⊗k k ′ = Homk(R, k)⊗k k ′ ' Homk(R, k ′) ' Homk′(k ′⊗k R, k ′) = k ′〈Gk′〉.

Proposition 1.3.2. Let G=Spec(R) be an affine k-group scheme with R finite and
locally free as a k-module.Then, for any finite and locally free k-algebra k → A,
there is a bijection of functors in G

Homk-Al(k〈G〉, A) −̃→ Homk-Gp(G,Gm,A/k).

Proof. For every k-algebra k ′ ∈ k-Alc, consider the multiplications in the group
G(k ′) and in the ring k〈G〉⊗k k ′, that is the multiplications in Homk-Alc(R, k ′) and
in Homk(R, k ′); they are both given by dualizing the same map 1 : R→ R⊗k R;
therefore, from the mere inclusion

Homk-Alc(R, k ′)⊂ Homk(R, k ′)

we deduce a morphism of multiplicative monoids

G(k ′)→ k ′⊗k k〈G〉.

Since every element of G(k ′) has an inverse, its image is invertible in the ring
k ′ ⊗k k〈G〉. We have thus defined a morphism of (ordinary) groups, which is
functorial in k ′,

G(k ′)= Homk-Alc(R, k ′) → (Homk(R, k ′))× =Gm,k〈G〉/k(k ′),

that is a morphism of group functors on k-Alc

G→Gm,k〈G〉/k . (1-2)

A morphism of k-algebras k〈G〉 → A clearly induces a morphism of group
functors

Gm,k〈G〉/k→Gm,A/k .
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By composition with (1-2), we get a map which is functorial in G

Homk-Al(k〈G〉, A)→ Homk-Gp(G,Gm,A/k). (1-3)

Conversely, let G → Gm,A/k be a morphism of k-group schemes. We want to
produce from it a morphism of k-algebras k〈G〉→ A. Since the k-group Gm,A/k is
not finite over k (except if k= A), the above elementary construction does not allow
to define something like k〈Gm,A/k〉, nor, of course, a morphism k〈Gm,A/k〉 → A.
At first sight, we are given, for each commutative k-algebra k ′, the two solid arrows
in the following diagram, and we need to complete it with the dotted one:

Homk-Alc(R, k ′) //

((

k ′⊗k A

Homk(R, k ′)

88

To achieve this, we must use the representability of Gm,A/k (Lemma 1.2.1): since
the groups G and Gm,A/k are affine, the given morphism G→Gm,A/k is associated
to a morphism of k-algebras

Symk(A
D)N (ξ)→ R.

The compatibility with the group laws implies the commutativity of the squares

AD //

(mult.)D

��

Symk(A
D)N (ξ) //

��

R

1

��
AD
⊗k AD // Symk(A

D)N (ξ)⊗k Symk(A
D)N (ξ) // R⊗k R

By dualizing, one gets a k-linear map

RD
→ A

(Recall that both R and A are locally free k-modules of finite rank). Now the above
diagram shows that this map is compatible with 1D and with the multiplication in
A. We have thus defined a map

Homk-Al(k〈G〉, A)← Homk-Gp(G,Gm,A/k).

which we can easily check to be the inverse of (1-3). �

1.4. Another approach to the group algebra. We now sketch a very general def-
inition of an algebra that looks like a “group algebra”, and which may appear to
be more natural than the previous one, if less explicit; but, this new algebra can
be proven to satisfy the required left adjoint property only when the group is finite
étale; and, for these groups, this algebra coincides with the previous one.
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1.4.1. Let k be a ring, and let G be a group functor on k-Alc; let F : k-Alc→ k-Al

be the functor defined by
F(k ′)= k ′〈G(k ′)〉.

Thus, F(k ′) is the usual k ′-algebra of the discrete group G(k ′).
Let F̃ be the sheaf associated to F for the étale topology. The algebra F̃(k) of

global sections of this sheaf is equipped with the map

Homk-Gp(G,Gm,A/k)→ Homk-Al(F̃(k), A), (1-4)

defined as follows: a morphism of functors G→Gm,A gives, for each k ′ ∈ k-Alc,
a group homomorphism

G(k ′)→Gm,A(k ′)= (k ′⊗k A)×

which gives rise to a morphism of k ′-algebras

F(k ′)= k ′〈G(k ′)〉 → k ′⊗k A.

We thus get a morphism of sheaves from F̃ to the sheaf k ′ 7→ k ′⊗k A, and, finally,
taking their global sections, we get a morphism of k-algebras F̃(k)→ A. It is not
clear if the map (1-4) should be bijective without strong hypothesis.

Proposition 1.4.1. For a finite étale k-group G, the group algebra k〈G〉, defined
in Definition 1.3.1, is canonically isomorphic to the ring of global sections of the
étale sheaf associated to the functor k ′ 7→ k ′〈G(k ′)〉, considered above.

For the proof, we need the following variant of the Dedekind independence
result.

Lemma 1.4.2. Let G=Spec(R) be a finite étale k-group, and let k〈G〉 be its group
algebra in the sense of Definition 1.3.1. Then, for k ′ ∈ k-Alc, the morphism

k ′〈G(k ′)〉 → k〈G〉⊗k k ′ = Homk(R, k ′)

is injective. In other words, the elements of G(k ′) = Homk-Alc(R, k ′) are linearly
independent in Homk(R, k ′).

Moreover, there exists a finite étale k-algebra k ′ for which this morphism is an
isomorphism.

We may suppose that Spec(k ′) is connected, and we rewrite k ′ as k for simplicity.
Let g1, . . . , gs ∈G(k) be distinct elements, seen as k-morphisms R→ k; since R is
étale over k, each morphism gi : R→ k gives a projective R-module structure on k,
in other words, each kernel Ji =Ker(gi )⊂ R is generated by an idempotent ei ∈ R.
These ideals are pairwise comaximal: in fact, the ring R/Ji ' k being assumed
to be connected, the image of an idempotent e j is either 0, and then Ji = J j and
i = j , or this image is 1, implying that Ji + J j = R.
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The Chinese remainder theorem then implies that the morphism induced by the
s morphisms gi ,

R→ ks,

is surjective. This, in turn, clearly implies that the gi are linearly independent.
Since R is finite and étale over k, it is split by a finite étale morphism k→ k ′,

i.e one has an isomorphism of k ′-algebras

k ′⊗k R −̃→
∏

G(k′)
k ′.

It is now clear that any linear form R→ k ′ is a linear combination, with coefficients
in k ′, of the projections k ′⊗k R→k ′, which indeed correspond to elements in G(k ′).

Proof of the proposition. Denote by H the functor given by H(k ′)= k〈G〉⊗k k ′ =
Homk(R, k ′); it is clearly a sheaf in the étale topology. We have to show that the
functor map F→ H induces an isomorphism

F̃ −̃→ H.

According to the previous lemma, for any k ′ étale over k, the map F(k ′)→ H(k ′)
is injective, and it is even bijective if k→ k ′ factors trough a k0 which splits R.

Then, following [Artin 1962, chapter II], we use the construction F  F+ to
get the associated sheaf F̃ ; roughly speaking, a section of F+(U ) “is” a coherent
family of sections of F given locally on U , that is, an element of the kernel

F(U ′) //// F(U ′×U U ′) ,

where U ′ → U is an étale covering. Since F is a subfunctor of the sheaf H , it
is a “separated” presheaf, or, with Artin’s notations, F satisfy the property (+);
therefore, by [Artin 1962, II.1.4], F+ is already the associated sheaf F̃ . But the
injectivity of F → H , and the definition of F+, alluded to above, imply that the
map F̃→ H is still injective. Now, over the “covering” Spec(k0)→ Spec(k), the
morphism F→ H becomes an isomorphism, thus also the morphism F̃→ H ; as
F̃ and H are sheaves, the map F̃→ H is an isomorphism everywhere. �

1.5. Galois description. We now translate essentially the same considerations to
the more concrete situation of Galois extensions. Let k → K be a finite Galois
extension of fields, with Galois group π =Gal(K/k); suppose the k-group scheme
G be split by K , i.e., that G K is isomorphic to the constant (finite) group 0K ; this
group G is thus associated to an action of π on 0, that is to a morphism

π→ AutGp(0).
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(See [Waterhouse 1979, 6.3] or [Demazure and Gabriel 1970, II.5.1.7, p. 237].)
The ring of polynomial maps on G is then given by

R =
(∏
0

K
)π
,

where the action of σ ∈ π on an element x : 0→ K ∈
∏
0K is

σ x = (γ 7→ σ(x(σ−1γ )).

Proposition 1.5.1. The k-group-algebra of G is the ring

k〈G〉 = (K 〈0〉)π ,

where both the coefficients in K and the basis 0 are acted on by the Galois group π .

To prove this we go back to the isomorphism (1-1)

ϕ :
∏
0

K −̃→ HomK (K 〈0〉, K ), δγ 7→
(∑
γ ′

aγ ′γ ′ 7→ aγ
)
,

and we must see that it induces an isomorphism(∏
0

K
)π
−̃→ Homk(K 〈0〉π , k).

The morphism ϕ may be characterized as follows: Given (x :0→ K )∈
∏
0K , the

K -linear map ϕ(x) is defined on the basis 0, by ϕ(x)(γ )= x(γ ). It is clear that ϕ
is π -equivariant (if HomK (K 〈0〉, K ) is acted on by π , both on K 〈0〉 and on K );
taking the invariants, we thus get an isomorphism(∏

0

K
)π
−̃→ HomK (K 〈0〉, K )π .

Since k → K is a Galois extension, one has k = K π . It remains to produce an
isomorphism

HomK (K 〈0〉, K )π −̃→ HomK π ((K 〈0〉)π , K π ).

We will apply to V = K 〈0〉 the following general result: let V be a K -vector space
endowed with a semilinear action of π ; that means that the group V is equipped
with a morphism π → AutZ(V ) such that, for σ ∈ π , x ∈ V and λ ∈ K , one has
σ(λx) = σ(λ)σ (x). The group V π is then a vector space over K π , and we have
an isomorphism

K ⊗K π V π
−̃→ V

(See [Bourbaki 1981, A V, §10, Prop. 7, p. 61], for example.) From this we deduce
the sequence of isomorphisms

HomK (V, K )π'HomK (K⊗K π V π , K )π'HomK π (V π , K )π'HomK π (V π , K π ).
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Remark 1.5.2. It is easy to show an example where k〈G〉* k〈0〉: with notations
as above, suppose there exist an element γ ∈0, and an element a ∈ K , having both
a trivial stabilizer for the action of π . Let

x =
∑
σ∈π

σ(a)σ (γ ) ∈ K 〈0〉.

It is clear that x is π -invariant and does not lie in k〈0〉. Thus, in this case,
(K 〈0〉)π * K π

〈0π 〉.

2. Group generation of finite étale algebras

2.1. The Weil restriction. Let k→ K be a finite étale morphism of (commutative)
rings. The direct image, or Weil restriction, or norm, is the functor

RK/k : K -Alc→ k-Alc

which is left adjoint to the base change functor; for any (commutative) k-algebra
A, and any (commutative) K -algebra A′, we thus have a bijection

Homk-Alc(RK/k(A′), A) −̃→ HomK -Alc(A′, K ⊗k A),

which is functorial in A and in A′. The existence and the main properties of this
functor are explained in [Demazure and Gabriel 1970, I.1.6.6, p. 30] and in [Bosch
et al. 1990, 7.6].

Suppose that K is a product K = K1×K2; then a K -algebra A′ also decomposes
as a product A′ = A′1× A′2, where A′i is a Ki -algebra, and one has an isomorphism

RK/k(A′)' RK1/k(A′1)⊗k RK2/k(A′2).

In particular, in the split case K = kd , where A′ =
∏d

i=1 Ai , we have

Rkd/k(A1× · · ·× Ad)= A1⊗k · · · ⊗k Ad .

(From a scheme-theoretic viewpoint, the Weil restriction transforms disjoint unions
into products.)

We will use this functor only for K -algebras coming from k, that is, for algebras
of the form A′ = K ⊗k B for a k-algebra B. The bijection above then reads as

Homk-Alc(RK/k(K ⊗k B), A) −̃→ Homk-Alc(B, K ⊗k A).

We may regard the ring RK/k(K⊗k B) as the form of the tensor product B⊗d twisted
by the Sd -torsor P associated to K ; this torsor is the functor P : k-Alc→ Ens

defined by
P(k ′)= Isomk′-Alc(k ′⊗k K , k ′d)
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This point of view, if easy to conceive, is a little hard writing down (but see [Ferrand
1998, 6.2.2 and 7.3.2], and Section 2.2 below). Anyway, it is clear that for the trivial
étale algebra K = kd , the k-algebra RK/k(K ⊗k B) is indeed isomorphic to B⊗d ,
due to the above isomorphism, or to the explicit bijections

Homk-Alc(B, K ⊗k A) ' Homk-Alc(B, Ad) ' Homk-Alc(B, A)d

' Homk-Alc(B⊗d , A).

We will use the same symbol RK/k for the Weil restriction of schemes; in par-
ticular, if G ′ = Spec(A′) is an affine K -group, we write RK/k(G ′) for the scheme
Spec(RK/k(A′)); letting G = Spec(RK/k(A′)), one has, for any k ′ ∈ k-Alc,

G(k ′)= Homk-Alc(RK/k(A′), k ′)= HomK -Alc(A′, K ⊗k k ′)= G ′(K ⊗k k ′).

(This isomorphism shows, among other properties, that G = RK/k(G ′) is a k-
group).

The Weil restriction of a constant K -group is usually not a constant k-group.

2.2. The twisted Klein group RC/R(µ2,C). As an example which anticipates the
next result, and which is also used later, we now compute the Weil restriction from
C to R, of the group µ2,C = Spec(C[T ]/(T 2

− 1)); this Weil restriction will also
appear as a twisted form of the Klein group µ2 ×µ2. Let A be the R-algebra of
regular functions on this Weil restriction; so we have

RC/R(µ2,C)= Spec(A).

We find that
A = R[X, Y ]/(X2

− Y 2
− 1, XY ).

(To see this, the usual trick is to construct the Weil restriction in order for the
canonical morphism

RC/R(µ2,C)C −→ µ2,C (2-1)

to exist. So, we start with the map C[T ] −→ C⊗R R[X, Y ] given by

T 7→ 1⊗ X + i ⊗ Y,

and we impose the conditions on X and Y for the image of T 2
−1 to be zero; that

immediately gives the required relations.)
Let x and y be the classes in A, of X and Y respectively. We will then show

that A is an R-vector space of rank 4, and that the set {x, y} may be included in
a basis; the simplest way for doing so is to introduce the element s = x + y ∈ A,
whose powers are s2

= x2
+ y2, s3

= x − y and s4
= 1; it is then clear that one

gets a morphism
R[S]/(S4

− 1)−→ A
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which is easily checked to be an isomorphism. Despite this isomorphism, the
group RC/R(µ2,C) is obviously not isomorphic to µ4,R. In fact, the group law on
RC/R(µ2,C) is associated to the morphism 1 : A→ A⊗R A given by

1(x)= x ⊗ x − y⊗ y, 1(y)= x ⊗ y+ y⊗ x .

The conjugation in C induces an involution of the functor RC/R, and thus an
involution u on A, compatible with 1; it is given by u(x) = x, u(y) = −y. By
composing with (2-1), we thus get another morphism C[T ]/(T 2

− 1)→ C⊗R A;
putting both together, we get

C[T1, T2]/(T 2
1 −1, T 2

2 −1)−→C⊗R A, t1 7→ 1⊗ x+ i⊗ y, t2 7→ 1⊗ x− i⊗ y

It is clearly an isomorphism; moreover, the conjugation in C induces on C⊗R A an
automorphism which corresponds, in the left hand algebra, to the transposition of
T1 and T2: this is the algebraic meaning of the statement that the Weil restriction
RC/R(µ2,C) is a twisted form of the Klein group µ2×µ2.

We now define a surjective morphism from the R-algebra of the Weil restriction,
to C

R〈RC/R(µ2,C)〉 −→ C.

(This is the simplest example for Theorem 2.3 below.) Actually, since {x, y} is
part of a basis of A, the map

R〈RC/R(µ2,C)〉 = AD
= HomR(A,R)→ C, α 7→ α(x)+ iα(y),

is surjective; it is also a morphism of algebras, as one can check from the definition
of 1 given above.

But, if, instead of the nonconstant group RC/R(µ2,C), you prefer to generate C

with a constant one, you can, as everybody does, use the cyclic group of order four
{±1,±i}.

Theorem 2.3. Let k→ K be a finite étale morphism. Let n : Spec(K )→ N be an
K -integer which is invertible in k. Then the Weil restriction

G = RK/k(µn,K )= Ker(Gm,K/k
n
−→ Gm,K/k)

is a finite étale group scheme over Spec(k). According to Proposition 1.3.2, the
inclusion G ⊂Gm,K/k induces a morphism of k-algebras

k〈G〉 → K . (2-2)

This morphism is surjective.
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Recall form Section 1.2 that Gm,K/k denotes the group scheme over Spec(k)
given by the multiplicative group of K ; since K is commutative one has, here,
Gm,K/k = RK/k(Gm,K ).

Proof. The hypothesis on n means that we are given a decomposition as a product
K =K1×· · ·×Ks , and a family (n1, . . . , ns) of integers, each of which is invertible
in k; the K -group µn,K is equal, over the open-closed set Spec(Ki ), to µni ,Ki .

The properties of the Weil restriction do not allow to reduce to the case where
n is constant, but we may suppose Spec(k) to be connected; then there exists a
faithfully flat étale morphism k→ k ′, with Spec(k ′) connected, a finite set I and
an isomorphism of k ′-algebras

k ′⊗k K '
∏
I

k ′.

The decomposition of K as the product associated to n gives the surjective map

α : I → {1, 2, . . . , s}

such that, for j = 1, . . . , s, one has

k ′⊗k K j =
∏

α−1( j)
k ′.

The definition of the direct image now gives

G(k ′)= µn(k ′⊗k K )=
∏
i∈I
µnα(i)(k

′).

This last group will be noted as
∏

Iµnα(k ′). Since n is supposed to be invertible
in k, the group schemes µn j are étale and finite; this shows that G is finite and
étale over k.

Now the surjectivity of the morphism (2-2) can be checked after any faithfully
flat base change k→ k ′; so we may suppose that the ring k ′, connected as above,
is big enough so that it contains, for all i ∈ I , an nα(i)-th root of unity ζi different
from 1; by connectedness, 1− ζi is invertible.1

We have to show that every idempotent of
∏

I k ′ is in the image of the morphism

k ′
〈∏

I
µnα(k ′)

〉
→
∏
I

k ′.

1A quick proof I learned from Pascal Autissier: Let R be a connected ring containing two roots
u an v of a separable polynomial P(T ); then either u − v is zero, or it is invertible in R. In fact,
letting P(T ) = (T − u)Q(T ), one has P ′ = (T − u)Q′+ Q, so (T − u)P ′ = (T − u)2 Q′+ P , and
then (v−u)P ′(v)= (v−u)2 Q′(v); since P is separable, P ′(v) is invertible in R, and thus, the ideal
(v − u)R is equal to its square; it is therefore generated by an idempotent. But, by assumption, R
doesn’t contain any nontrivial idempotent.
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Fix i0 ∈ I , and let e= (ei )∈
∏

I k ′= k ′⊗k K , be the idempotent given by ei0 = 1,
and ei = 0 for i 6= i0. Consider the element f = ( fi ) ∈

∏
Iµnα(k ′), with fi0 = ζi0 ,

and for i 6= i0, fi = 1. One has

(1− ζi0)e = 1− f.

But 1− ζi0 is invertible in the base ring k ′. So we are done. �

2.4. The case of a Galois field extension. By using the Galois descent machinery,
we now generalize Section 2.2 to a Galois extension of fields k→ K , with Galois
group π , and where 2 is invertible in k; we take n = 2.

One has the inclusion

µ2 = {±1} → K× ⊂ K

Extend it as ∏
π
µ2→

∏
π

K .

The elements of these sets will be seen as maps from π toµ2, and to K respectively.
We define a left action of π on these maps: for σ, τ ∈ π ,

(σu)(τ )= u(τσ ).

(Note that, for this action, π acts on the source (= π ), but not the target (= K ).)
We consider the ring

∏
πK as a K -algebra via the morphism K →

∏
πK given

by x 7→ (σ 7→ σ(x)); this morphism is π -equivariant, and taking the invariants
gives back the initial morphism

k = K π
→ K '

(∏
π

K
)π
.

The group scheme G is now defined by the abstract group G(K ) =
∏
πµ2,

equipped with the given above action of π . We thus have a π -equivariant map

G(K )→
(∏
π

K
)×
⊂
∏
π

K .

It induces a morphism of K -algebras

K 〈G(K )〉 →
∏
π

K .

To be explicit: for x ∈ K , and g ∈ G(K ), the image of xg ∈ K 〈G(K )〉 is the map
π → K given by σ 7→ σ(x)g(σ ); this morphism is π -equivariant for π acting on
K 〈G(K )〉 by the rule τ (xg) = τ(x)τ g; it is also surjective since the Kronecker
idempotent δσ ∈

∏
πK is the image of 1

2(1+ g), where g(τ ) = −1 if τ 6= σ , and
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g(σ )= 1. Taking the invariants, one gets the surjective morphism

k〈G〉 1.5.1
=

(
K 〈G(K )〉

)π
→ K =

(∏
π

K
)π
.

3. Some properties of separable algebras

Let k be a commutative ring. A k-algebra k→ A is said to be separable if A is a
projective A⊗k Aopp-module, for the module structure given by

A⊗k Aopp
× A→ A, (x ⊗ y, a) 7→ xay.

This notion was introduced and studied by Auslander and Goldman [Auslander
and Goldman 1960] (or see [Knus and Ojanguren 1974]); it generalizes what is
called absolutely semisimplicity when k is a field. Nowadays, separable algebras
are as ubiquitous as their commutative counterparts, the étale algebras.

The definition above is equivalent to the more explicit following one:

Definition 3.1. Let p : A⊗k A → A be the product map, given by p(a⊗b)= ab;
this map is A⊗k Aopp-linear. The separability is equivalent to the existence of an
element e ∈ A⊗k A such that p(e)= 1, and, for all c ∈ A, c⊗ 1 · e = e · 1⊗ c. To
avoid any doubt on which product is used in this equality, we write e=

∑
i ai⊗bi ;

then one must have
∑

ai bi = 1, and for any c ∈ A,
∑

cai ⊗ bi =
∑

ai ⊗ bi c.

Such an element e is called a separability idempotent for A.

Lemma 3.2. Let k→ A be a separable algebra, and let M be a left A-module. If
M is k-projective, then it is A-projective as well.

We give the proof from [Orzech and Small 1975, p. 13], because it shows how
the product by e acts as taking the mean value, which is usual when dealing with
finite groups. So let u : P → M be a surjective map of left A-modules, and let
v : M → P be a k-linear right inverse (uv = 1). Look at Homk(M, P) as a left
A⊗k Aopp-module, by letting

(x ⊗ y · v)(m)= xv(ym).

Then it makes sense to consider the map ev; we check that it is an A-linear right
inverse of u. It is A-linear since, for c ∈ A, one has

c(ev)= (c⊗ 1 · e)v = (e · 1⊗ c)v,

and then
c(ev)(m)= (

∑
aiv(bi cm))= (ev)(cm)

Moreover, it is easy to check that u(ev)= 1. Therefore, M is A-projective.
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3.3. In the following, we only consider separable algebras which in addition are
projective k-modules of finite type; since a projective separable algebra must be
a finitely generated k-module (see [Knus and Ojanguren 1974, p. 82] or [Orzech
and Small 1975, p. 13]), we call such algebras simply projective separable. The
main examples of projective separable algebras are

• finite étale (commutative) k-algebras;

• k-algebras Endk(P) of endomorphisms of a projective k-module of finite type;
if P is free, and denoting by (ei j ) the usual basis of the ring of matrices, the
element

∑
i, j ei j ⊗ e j i is a separability idempotent;

• the algebra k〈0〉 of a finite group 0 whose order n is invertible in k; for a
separability idempotent one may then take 1

n

∑
σ∈0 σ ⊗ σ

−1.

3.4. Let A be a k-algebra. Then A is projective separable if and only if there
exists a faithfully flat morphism k→ k ′ (even an étale one), a finite family (ni )i∈I

of k ′-integers ni , and an isomorphism of k ′-algebras

k ′⊗k A '
∏
i∈I

Mni (k
′)

This characterization, or a direct proof, shows:

Proposition. Let A be a projective separable k-algebra. Then the center K of A
is finite étale over k and A is projective separable over K [Knus and Ojanguren
1974, III, 5.5].

A K -algebra that is projective separable and central is called an Azumaya K -
algebra.

In this paper, we shall not consider the Morita equivalence between Azumaya
algebra, nor the Brauer group.

3.5. Existence of a maximal étale subalgebra. A careful reading of the proof
given in [Auslander and Goldman 1960, p. 384] or in [Knus and Ojanguren 1974,
III,6.4], which both concern a local base ring, leads to the following very slight
generalization:

Proposition. Let k be a semilocal ring and k→ A a projective separable algebra,
with center K . Then there exists a maximal commutative subalgebra L ⊂ A, which
is finite étale over the center K , and then also finite étale over k. Moreover, if the
rank of A as a K -module is constant, equal to n2, then the rank of L over K is n.

3.6. Let L be a maximal étale subalgebra of A. From the inclusion L⊂ A come two
structures of L-module on A: we note respectively by L A and AL the L-modules
given by multiplication of “scalars” in L on the left, and on the right. Since L is
étale over K , both these L-modules are projective (Lemma 3.2).
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Proposition 3.7 [Knus and Ojanguren 1974, III.6.1]. The morphism from A⊗K L
to EndL(AL) given by a⊗ λ 7→ (a′ 7→ aa′λ), is an isomorphism.

4. Construction of the group G

For this section, we fix the following notations:

• k→ A is a projective separable k-algebra;
• K denotes the center of A;
• L denotes a chosen maximal étale subalgebra L ⊂ A;
• L A is the L-module for the law given by the multiplication on the left; it is a

locally free L-module.

We thus have the algebra inclusions

k ⊂ K ⊂ L ⊂ A.

4.1. Introducing the “normalizer” of L in A. The inclusion of k-algebras L ⊂ A
gives rise to a closed immersion of multiplicative group functors

Gm,L/k ⊂Gm,A/k .

Denote the normalizer of this subgroup by

N= NormGm,A/k (Gm,L/k)

Let us be more explicit. For k ′ ∈ k-Alc, one has

N(k ′)=
{
a ∈ (k ′⊗k A)× | a(k ′⊗k L)×a−1

= (k ′⊗k L)×
}
.

We show, by the standard Lie-type argument, that N(k ′) acts, in fact, on the
whole algebra k ′⊗k L , and not only on its invertible elements. Let, as usual, k ′[ε]
be the ring of dual numbers over k ′ (ε2

= 0); one has an exact sequence of groups

0−→ k ′⊗k L
x 7→1+εx
−−−→ Gm,L/k(k ′[ε])−→Gm,L/k(k ′),

where the first term k ′⊗k L stands for the additive underlying group of that ring. As
the group functor Gm,L/k is acted upon by N, one sees that N also acts on the above
kernel, that is on the functor in additive groups k ′ 7→ k ′⊗k L; to be precise, a section
a ∈ N(k ′) induces the inner automorphism x 7→ axa−1 of the group (k ′ ⊗k L)×,
and thus it defines an automorphism w of the k ′-algebra k ′⊗k L , characterized by

ax = w(x)a for all x ∈ k ′⊗k L . (4-1)

By its very definition, this automorphismw is the identity on the subalgebra k ′⊗k K .
Therefore we get a morphism of group functors

N= NormGm,A/k (Gm,L/k)→ Aut(L/K ),
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where Aut(L/K ) is the functor on the category of commutative k-algebras given
by

Aut(L/K )(k ′) = Aut(k′⊗k K )-Alc(k ′⊗k L)

(Technically, the base ring k should appear in the symbol Aut(L/K ), but it is clear
from the context that this functor, like most of the others under consideration, is
defined on the category of commutative k-algebras.)

Let us introduce the local rank of A as a K -module; since A is locally a matrix
algebra, this rank is a square; so, let n : Spec(K )→ N be the map defined by

rankKq(Aq)= n(q)2.

Since L is étale over K the L-module L A is locally free by Lemma 3.2. As the
K -rank of L is n, the L-rank of L A is also n — with a slight abuse of notation, this
last n being the composite map

Spec(L)→ Spec(K )
n
→ N.

Denote by L the determinant of the L-module L A, that is the invertible L-module
defined by

L= detL(L A)=
∧

n
L A

Fix k ′ ∈ k-Alc, and consider a section a ∈ N(k ′); as above, we write w for the
inner automorphism of k ′⊗k L defined by a — see (4-1). The product by a on the
left in k ′⊗k A is thus a w-semilinear map, that we may write as a k ′⊗k L-linear
map

k ′⊗k A→ w?(k ′⊗k A), a′ 7→ aa′

The n-th exterior power of this map gives a k ′⊗k L-linear map

det(a) : k ′⊗k L→ w?(k ′⊗k L)

(The notation det(a), usually reserved for endomorphisms, is a bit improper here;
but it cannot cause any confusion.)

4.2. Constructing the group functor G. Because k is supposed to be semilocal,
the ring L is also semilocal since it is finite over k; hence, the invertible L-module
L is isomorphic to L; we choose a basis e ∈ L, i.e., an isomorphism

L −̃→ L, x 7→ xe.

We now define the group functor G as the stabilizer of the basis e of L, for its
action through det; more precisely,

G(k ′)=
{
a ∈ NormGm,A/k (Gm,L/k)(k ′) | det(a)(1⊗ e)= 1⊗ e

}
.

(Although the map det is not a morphism, G is indeed a group.)



454 Daniel Ferrand

Proposition 4.3. We maintain the assumptions and notation at the beginning of
Section 4, and we suppose in addition that the ring k is semilocal and that the
K -integer n is invertible in k. Then the group functor G, defined above, fits into
the following commutative diagram, whose rows are exact sequences of sheaves on
Spec(k) for the étale topology:

1 // RL/k(µn,L) //

��

G //

��

Aut(L/K ) // 1

1 // Gm,L/k //

n
��

NormGm,A/k (Gm,L/k) // Aut(L/K ) // 1

Gm,L/k

In particular, G is finite étale over k.

The proof occupies Sections 4.4–4.5.

4.4. The sequence 1 → Gm,L/k → NormGm,A/k(Gm,L) → Aut(L/K ) → 1 is
exact.

(a) Exactness at N = NormGm,A/k (Gm,L/k). The property of L being a “maximal
commutative” subalgebra may be interpreted as the exactness of the following se-
quence of K -modules

0→ L→ A→ HomK (L , A),

where the map on the right associates to a ∈ A the K -linear map x 7→ ax − xa.
Such exactness is preserved by any flat base change.

Now, consider a section a ∈ N(k ′), where k ′ is flat over k; suppose that the
conjugation by a gives the identity in Aut(L/K )(k ′); this means that axa−1

= x for
all x ∈ k ′⊗k L; thus a commutes with all the elements of the maximal commutative
subalgebra k ′⊗k L; therefore, one has a ∈Gm,L/k(k ′).

(b) The proof of the (local) surjectivity of NormGm,A/k (Gm,L/k)→Aut(L/K ) needs
several steps.

4.4.1. We begin with the “split” case where A = EndK (L), the inclusion L ⊂ A
being isomorphic to the map m : L→ EndK (L) given by the multiplication. Then
each automorphism of K -algebras w : L→ L is the restriction to L of the conjuga-
tion by w in EndK (L), as the formula wm(x)w−1

=m(w(x)) shows. That implies
the surjectivity in this case.

We will now show that the general case is “locally” isomorphic to this split one.
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4.4.2. There is an isomorphism of algebras ω : A⊗K L −̃→EndK (L)⊗K L making
the following diagram commutative (it is an isomorphism of L-algebras for the
product on the right by elements of L).

L ⊗K L
ι⊗1 // A⊗K L

ω

��
L ⊗K L

m⊗1
// EndK (L)⊗K L

Proof. Look at A as an L ⊗K L-module via the law (x ⊗ y, a) 7→ xay; since
L ⊗K L is étale over K , and since A is locally free over K , A is locally free as a
L ⊗K L-module (Lemma 3.2); as both A and L ⊗K L have the same rank n2 over
K , the module A is of rank 1 over L ⊗K L . But the ring L ⊗K L is finite over the
semilocal ring k; therefore it is also semilocal, and then any rank one projective
module over L ⊗K L is isomorphic to L ⊗K L . Thus we can find ε ∈ A such that
the map

L ⊗K L→ A, x ⊗ y 7→ xεy,

is an isomorphism. On considering both L ⊗K L and A as L-modules for the
product on the right, we get an isomorphism of L-algebras

EndL(AL) −̃→ EndL(L ⊗K L).

We obtain the isomorphism ω by composing the above one with the isomorphism
indicated in Proposition 3.7:

A⊗K L
3.7
−→ EndL(AL) −̃→ EndL(L ⊗K L) −̃→ EndK (L)⊗K L .

The required commutativity of the square is easy to check. �

4.4.3. There exist a finite injective étale morphism k→ k ′ and an isomorphism of
k ′-algebras

ω′ : A⊗k k ′ −̃→ EndK (L)⊗k k ′

making commutative the diagram

L ⊗k k ′
ι⊗1 // A⊗k k ′

ω′

��
L ⊗k k ′

m⊗1
// EndK (L)⊗k k ′

(The difference with the previous diagram is that the tensor products are now taken
over k.)
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Proof. Let k ′ = RK/k(L) be the Weil restriction of L from Section 2.1; it is a
finite étale k-algebra, and by its very definition, it is equipped with a morphism of
K -algebras

L → K ⊗k k ′.

Now, for any K -module V , we have the isomorphisms

(V ⊗K L)⊗L (K ⊗k k ′)' V ⊗K (K ⊗k k ′)' V ⊗k k ′.

It is now clear that the required square is obtained from the square of the step 4.4.2
by the base change L→ K ⊗k k ′.

One can interpret this step by saying that the inclusion ι : L → A is a twisted
form, for the finite étale topology on k, of the map m : L → EndK (L), given by
the product in L .

That ends the proof that the map NormGm,A/k (Gm,L/k)→ Aut(L/K ) is locally
surjective. �

4.5. The sequence 1 → RL/k(µn,L)→ G → Aut(L/K )→ 1 is exact.

(a) Exactness at G. Due to the exactness of the bottom row of the diagram of
Proposition 4.3, we have to check the equality

G∩Gm,L/k = RL/k(µn,L).

But, for k ′ over k, a section a ∈Gm,L/k(k ′)= (k ′⊗k L)× has to be seen as a scalar
for the k ′⊗k L-module k ′⊗k A, which is of rank n; therefore, one has det(a)= an;
since e ∈ L is a basis over L , the equality det(a)(1⊗ e) = 1⊗ e is equivalent to
an
= 1.

(b) We now check that the morphism G −→ Aut(L/K ) is “locally” surjective:
given k ′ finite étale over k, and given an automorphism w ∈ Aut(L/K )(k ′), we
have to find a finite étale morphism k ′ → k ′′, and a section a ∈ G(k ′′) such that
w induces on k ′′⊗k L the conjugation by a. We already know this to be true for
the bottom morphism NormGm,A/k (Gm,L/k)→ Aut(L/K ); we have thus to show
the following: given k ′ finite étale over k and a ∈ N(k ′), there exists a finite étale
morphism k ′→ k ′′, and a section y ∈Gm,L/k(k ′′) such that y−1a ∈ G(k ′′). But, in
any case, since e ∈ L is a basis over L , there exists x ∈ (k ′⊗k L)× such that

det(a)(1⊗ e) = x · 1⊗ e.

Let k ′→ k ′1 be finite étale morphism which “splits” k ′⊗k L . Thus, there exists
a finite set I and an isomorphism

k ′1⊗k L −̃→
∏
I

k ′1.
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To the element x ∈ (k ′ ⊗k L)× there corresponds a family (xi )i∈I of invertible
elements of k ′1; since the integer n is supposed invertible in k, each of the polyno-
mials Y n

− xi ∈ k ′1[Y ] is separable; therefore, there exists a finite étale morphism
k ′1→ k ′′, and a family (yi )∈

∏
I k ′′ such that yn

i = xi . Going back to k ′′⊗k L via its
isomorphism with

∏
I k ′′, we get an element y ∈ k ′′⊗k L such that yn

= x ; therefore
y−1a ∈ G(k ′′).

5. Group generation of separable algebras

Recall the result we want to prove.

Theorem 5.0. Let k be a semilocal ring containing the field Q. Let k → A be
a projective separable algebra. Then, there exists a finite étale k-group G and a
surjective morphism of k-algebras

k〈G〉 → A.

5.1. Fixed points. We begin by recalling the few facts we need about the fixed
points under the action of a group functor.

Let k ⊂ K ⊂ L be two finite injective étale morphisms of rings. Let W ⊂
Aut(L/K ) be a subgroup functor (it is a functor on k-Alc). We will denote by
LW
⊂ L the subring of the elements which are absolutely invariant under W , that

is the set of those x ∈ L such that for all k-algebra k ′, the image of x in k ′ ⊗k L
is invariant under the group W (k ′). Suppose that W is affine and flat over k; let
u : k→ R be its (commutative) algebra of functions, so that W = Spec(R); then
the action of W on L is given by a morphism of k-algebras

δ : L −→ L ⊗k R

The ring of invariants LW is then characterized by the exactness of the sequence

LW // L
1⊗u //

δ
// L ⊗k R .

In fact, fix k ′ ∈ k-Alc; an automorphism w ∈W (k ′) may be seen as a morphism of
k-algebras w : R→ k ′; it leads to the commutative diagram

L
1⊗u //

δ
//

��

L ⊗k R

1⊗w
��

L ⊗k k ′
Id //

w′
// L ⊗k k ′

where w′ is induced from (1⊗w) ◦ δ; this is nothing but the automorphism given
by w, acting on L ⊗k k ′. That shows the claim.
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The relevance of using group functors (instead of constant groups) appears again
in the following result: in a weak sense, any finite étale morphism is “galoisian”.

Lemma 5.1.1. Let k ⊂ K ⊂ L be two finite injective étale morphisms of rings.
Then

LAut(L/K )
= K .

To make notations lighter, let W = Aut(L/K ). The inclusion K ⊂ LW comes
from the definition.

For the converse, it is enough to show the inclusion k ′ ⊗k LW
⊂ k ′ ⊗k K for

a faithfully flat morphism k→ k ′ . Remark first that for any such morphism, the
canonical morphism

k ′⊗k (LW )−→ (k ′⊗k L)W (k′)

is clearly injective. Let us now take for k→ k ′ a finite étale morphism which splits
the finite étale algebras K and L; the inclusion k ′⊗k K ⊂ k ′⊗k L is then isomorphic
to the inclusion

∏
I k ′⊂

∏
J k ′ associated to some surjective map α : J→ I of finite

sets; in this situation, the group W (k ′) is isomorphic to the subgroup 0 ⊂ SJ of
all the bijections σ of J such that α ◦ σ = α; precisely, one has 0 =

∏
i∈I Sα−1(i).

As the map α clearly induces a bijection J/0' I , the elements of k ′⊗k L =
∏

J k ′

which are invariants under the automorphisms in 0 are those of
∏

I k ′ = k ′⊗k K .

5.2. Proof of the theorem. As in Section 4, we denote by K the center of A, and by
n2 the K -rank of A as a locally free K -module. We again choose an étale maximal
subalgebra L ⊂ A, and a generator of the invertible L-module L = detL(L A) =∧n

L A.
According to Proposition 4.3 we can define a sequence of morphisms between

finite étale groups

1 // RL/k(µn,L) // G0 // Aut(L/K ) // 1

which is exact as a sequence of sheaves for the étale topology.

5.2.1. Now suppose given a k-subgroup W ⊂ Aut(L/K ), which is finite étale
over k, and such that LW

= K (according to Lemma 5.1.1, W may be the whole
Aut(L/K ), but it may also be the (constant) Galois group of L/K in case this
morphism is galoisian).

We then define the group G for the theorem as the pull-back of G0, as shown in
the diagram

1 // RL/k(µn,L) // G //

��

W

��

// 1

1 // RL/k(µn,L) // G0 // Aut(L/K ) // 1
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Consider the canonical morphism

f : k〈G〉 → A

associated, via Proposition 1.3.2, to the inclusion G⊂ G0 ⊂ N⊂Gm,A/k . We will
prove it to be surjective.

5.2.2. The first step is to prove that an element a ∈ A which commutes with any
“local” section of G is in fact in the center K of A.

Let a be such an element; the hypothesis means that for each commutative alge-
bra k→k ′, the image of a in k ′⊗k A commutes with the elements of G(k ′)⊂k ′⊗k A.

First, we show that a ∈ L . By assumption, a f (b) = f (b)a for all b ∈ k〈G〉.
By Theorem 2.3, the k-algebra L is generated by the subgroup RL/k(µn,L) ⊂ G;
thus, the element a must commute with all the elements of L; but L is a maximal
commutative subalgebra; therefore, a ∈ L .

Next we show that a ∈ K = LW . Let w ∈W (k ′); since the morphism of sheaves
G→W is surjective, we may find a faithfully flat extension k ′′ of k ′ and a section
g ∈ G(k ′′), such that

w(1⊗ a)= g(1⊗ a)g−1

The hypothesis on a then implies that w(1⊗ a)= 1⊗ a.

5.2.3. Let C be the center of the group algebra k〈G〉. We prove that

f (C)= K .

Take c ∈ C ; since the image f (c) commutes with the local sections of G, the pre-
vious step shows that f (c) ∈ K . Conversely, let us check the inclusion K ⊂ f (C).
The group RK/k(µn,K ) is clearly a subfunctor of G, and we have, by Theorem 2.3,

f (k〈RK/k(µn,K )〉)= K .

Moreover, since RK/k(µn,K ) is a subgroup of Gm,K/k , it is included in the center
of G⊂Gm,A/k ; therefore k〈RK/k(µn,K )〉 ⊂ C , and we are done.

5.2.4. We now conclude the proof of the surjectivity of f . The k-algebra B= k〈G〉
is separable since the order of the étale group G is invertible in k (recall that Q⊂ k);
it is thus an Azumaya C-algebra. Since f (C) is contained in the center K of A,
the K -algebra A can be seen as a C-algebra, and f as a morphism of C-algebras
from the Azumaya C-algebra B to A. According to [Knus and Ojanguren 1974,
III.5.3, p. 95], f induces an isomorphism

B⊗C AB
−̃→ A,
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where AB
= {a ∈ A | a f (b)= f (b)a for all b ∈ B}; but this ring is equal to K , as

seen in 5.2.2, and the map C→ K is surjective, by 5.2.3. Therefore the morphism
f : B→ A is surjective.

6. Examples

Let K be a field of characteristic zero.

6.1. Some finite groups generating a matrix algebra. We begin with the “stan-
dard” representation of the symmetric group

K 〈Sn+1〉 −→Mn(K ) (6-1)

More generally, let 0 be a group acting transitively on the set I = {0, 1, . . . , n};
consider the K 〈0〉-module U =M(I, K )' K n+1 whose elements are the maps u :
I→ K ; it is the direct sum U =U0⊕U1, of the submodules U0={u |

∑
i u(i)=0},

and U1 = U0; this last module is a K -vector space of rank one, generated by the
constant map with value 1. The algebra EndK 〈0〉(U ) decomposes as the product
EndK 〈0〉(U0)× EndK 〈0〉(U1), and the second factor is isomorphic to K . On the
other hand, by expressing the elements of EndK (U ) as matrices indexed by I × I ,
one can check that the K -vector space EndK 〈0〉(U )⊂EndK (U ) has a basis indexed
by the quotient set (I × I )/0; the factor EndK 〈0〉(U1) is generated by the class of
the diagonal which is one orbit in I× I ; therefore, the morphism K→EndK 〈0〉(U0)

is an isomorphism if and only if 0 has just one more orbit on the product, that is
if 0 is 2-transitive on I ; by the Wedderburn double centralizer theorem we finally
get the following well-known characterization (for a proof using character theory,
see [Serre 1977, §2.3, exercise 2]):

Proposition 6.1.1. The morphism K 〈0〉 → EndK (U0) is surjective if and only if
the action of 0 is 2-transitive on I .

We return to (6-1). The matrix algebra Mn(K ) ' EndK (U0) is thus shown to
be generated by the symmetric group Sn+1, but this group is far from being of the
type we introduced in Section 4. Let us try to get close to these constructions.

We define a commutative étale maximal subalgebra of EndK (U0) coming from
a commutative subgroup of Sn+1: namely, let H ⊂Sn+1 be the subgroup gener-
ated by the cyclic permutation ρ = (0, 1, 2, . . . , n), and let L ⊂ EndK (U0) be the
subalgebra it generates; since the composite map

K 〈H〉 → EndK (U0)×EndK (U1) → EndK (U )

is injective, we readily get an isomorphism

K [X ]/(Xn
+ Xn−1

+ · · ·+ 1) −̃→ L
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showing that L is étale of rank n (recall that Q ⊂ K ). Let N ⊂ Sn+1 be the
normalizer of ρ; this group is isomorphic to the semidirect product

0 = Z/(n+ 1)Z o (Z/(n+ 1)Z)×;

consider the morphism
K 〈0〉 → EndK (U0);

according to Proposition 6.1.1, this morphism is surjective if and only if the integer
n + 1 is prime. If it is not, we may follow the method of Section 4; it leads to a
nonconstant group scheme (see also Section 6.3).

In any case, it is easy — and this is certainly well known — to get smaller finite
(constant) subgroups of GLn(K ) which generate Mn(K ); for example, choose a
transitive group W of permutations of the canonical basis of K n , say the group
generated by a cycle of length n, and let D ⊂ GLn(K ) be the group of diagonal
matrices with coefficients ±1; then the morphism

K 〈D o W 〉 →Mn(K )

is easily seen to be surjective.

6.2. Back to quaternions. For the following remarks, it is useful to define the
R-algebra of quaternions as a subring of the ring of complex 2× 2 matrices

H=

{(
a −b̄
b ā

) ∣∣∣∣ a, b ∈ C

}
.

We choose the maximal étale subalgebra L ⊂ H consisting of the matrices of the
form

(a
0

0
ā

)
; we denote by δ : C→ L the isomorphism given by δ(a)=

(a
0

0
ā

)
.

Recall that the choice of a generator i ∈ C leads to an isomorphism of R-group
functors

µ2,R −̃→ Aut(C/R).

Namely, to an R-algebra K and an element u ∈ K such that u2
= 1, one associates

the K -automorphism of K ⊗R C, given by 1⊗ i 7→ u ⊗ i . For the sequel, it is
better to describe Aut(C/R) without any choice, as follows: let ε = 1

2(1+ u); this
is an idempotent of K , and the automorphism associated to u may be rewritten
as z 7→ εz + (1 − ε)z̄; that only involves the automorphism z 7→ z̄ induced by
the conjugation on the factor C. Similarly, we denote by W = Aut(L/R) the
constant Galois group functor of L/R; the group W (K ) contains the involution
c : K ⊗R L→ K ⊗R L given by

(a
0

0
ā

)
7→
( ā

0
0
a

)
, and one has

W (K )= Gal(K ⊗R L/K )= {εId+ (1− ε)c | ε2
= ε ∈ K }.
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Set j =
(0

1
−1
0

)
; then, {1, j} is a basis of the L-module LH associated to the

multiplication on the left. Let K be a commutative R-algebra. For x ∈ K ⊗R L ,
we have j x j−1

= c(x). Any element of K ⊗R H may be written as(
a −b̄
b ā

)
=

(
a 0
0 ā

)
+

(
b̄ 0
0 b

)
·

(
0 −1
1 0

)
= δ(a)+ δ(b̄) · j,

with a, b∈ K⊗RC; an expression which we simplify in x+y j , with x, y ∈ K⊗R L .
Note that det x=aā∈K for x=δ(a). One checks that det(x+y j)=det x+det y.

For x, y ∈ K ⊗R L , the next formula gives the condition of invertibility, and the
inverse.

(x + y j)(c(x)− y j)= (det x + det y)1.

Let N = NormGm,H/R(Gm,L/R) be the normalizer. An invertible element x + y j
is in N(K ) if and only if, for any z ∈ (K ⊗R L)×, one has

(x + y j)z(c(x)− y j) ∈ K ⊗R L .

By looking at the coefficient of j , we see that this condition means that, for any
z ∈ (K ⊗R L)×, one has

xy(z− c(z))= 0.

But, if z =
( 1⊗i

0
0
−1⊗i

)
, the element z− c(z) is invertible; therefore the conditions

on x + y j for being in N(K ) are det x + det y ∈ K× and xy = 0.
We now follow Section 4.2 for constructing a group G which will generate H:

we take e= 1∧ j as a basis of L=
∧2

LH. Let us compute the “wedge two” of the
left product by x+ y j (written as x ·1+ y · j for clarity): one finds, since j2

=−1,

(x · 1+ y · j)∧ (x · j − y · 1)= x2
· 1∧ j − (y · j)∧ (y · 1)= (x2

+ y2) · 1∧ j.

Thus, using the isomorphism δ : C→ L , one has

G(K )' {(a, b) ∈ (K ⊗R C)2 | ab = 0, a2
+ b2
= 1, aā+ bb̄ ∈ K×}. (6-2)

The group law takes j into account:

(a, b).(a′, b′)= (aa′− bb̄′, ab′+ bā′). (6-3)

Now consider the map G→W that sends x + y j to the automorphism

z 7→ (x+ y j)z (x+ y j)−1.

We check that, with the notation of (6-2), the map G(K )→W (K ) can be written as

(a, b) 7→
( aā

aā+bb̄

)
Id+

( bb̄
aā+bb̄

)
c.

The conditions given in (6-2) imply that the coefficient aā
aā+bb̄

is indeed an idem-
potent of K .



On the algebra of some group schemes 463

Finally, the group functor G comes within an exact sequence

1−→ RC/R(µ2,C)−→ G−→W −→ 1,

where RC/R(µ2,C) denotes the Weil restriction already considered in Section 2.2,
and where the left hand map is defined as follows: an element in a∈RC/R(µ2,C)(K )
is an element in K ⊗R C such that a2

= 1; it is mapped to (a, 0) ∈ G(K ).
This sequence splits locally but not globally. In fact, a splitting of G(K )→W (K )

must map c ∈ W (K ) to an involution (a, b) ∈ G(K ), whose image back to W (K )
must be c; the last condition implies a= 0 and then b2

= 1, and, according to (6-3),
the first condition implies bb̄ = −1. In R⊗R C = C, such an element b cannot
exist; but in C⊗R C you can take b= i⊗ i . Thus the sequence is split over C, and
it is not split over R.

As seen in the Section 2.2, the group scheme RC/R(µ2,C) is a twisted form of
the Klein four group; therefore, the group G constructed above is a twisted form
of the dihedral group D4; it has nothing to do with the (constant) quaternion group
Q8 which, of course, also generates H.

6.3. A split case. Let K → L be a finite Galois extension of fields, of degree
n, with galois group W = Gal(L/K ). We consider the (Azumaya) algebra A =
EndK (L) equipped with its maximal étale subalgebra L .

In this situation, we will see that different choices for a basis of the invertible
sheave L may lead, following Section 4.2, to nonisomorphic groups G.

6.3.1. The normalizer of L× is known to be isomorphic to a semidirect product:

NormA×(L×) −̃→ L×o W, a 7→ (a(1), a(1)−1a). (6-4)

In fact, if an element a ∈ A×, seen as a K -linear automorphism of L , is assumed
to normalize L×, then for any x ∈ L× there exists x ′ ∈ L× such that for all y ∈ L×,

a(xa−1(y))= x ′y;

Letting y = a(1), we see that x ′ = a(1)−1a(x); the above equality then gives

a(1)−1a(xy)= a(1)−1a(x)a(1)−1a(y).

Therefore,the map z 7→ a(1)−1a(z) is a K -algebra automorphism of L; the map
(6-4) is thus well defined. Consider now an element (x, w) ∈ L× o W ; the map
a defined by a(y) = xw(y) normalizes the (left product by an) element z ∈ L×,
since a(za−1(y))= xw(za−1(y))= w(z)y; therefore, (6-4) is an isomorphism.

6.3.2. We now choose a first basis of L, by using the isomorphism

L ⊗K L D
−̃→ EndK (L)= A, x ⊗ y∗ 7→ (z 7→ y∗(z)x)
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(As before, L D stands for the K -linear dual HomK (L , K )). The structure of L-
module on L A corresponds to the structure of L-module on L⊗K L D coming from
the first factor. For the sheaf L =

∧n
L A introduced in Section 4.1, we thus have

the isomorphism

L=
∧n

L
(L ⊗K L D)= L ⊗K

∧n

K
(L D).

Let e′ ∈
∧n

K (L
D) be any basis of this K -vector space of rank one; take e =

1⊗ e′ ∈ L ⊗K
∧n

K (L
D) as an L-basis of L.

The isomorphism of L ⊗K L D corresponding to the left product by a = xw ∈
NormA×(L×), is given by y ⊗ z∗ 7→ xw(y)⊗ z∗. Therefore, the “wedge” of this
map is

det L(a) : L−→ w?(L), y⊗ e′ 7→ xnw(y)⊗ e′

The group scheme G1 we are looking for, along the lines of Section 4.2, is
“locally” given by the set of sections a of N such that detL(a)(e) = e; thus, for a
connected (commutative) K -algebra K ′, one has

G1(K ′)= {(x, w) ∈ (K ′⊗K L)×o W | xn
= 1}

That is,
G1 = RL/K (µn,L)o WK ,

where WK denotes the constant group scheme on Spec(K ) defined by W .

6.3.3. We choose another basis for L by using the following consequence from
Galois theory: every endomorphism a ∈ EndK (L) is writable in a unique way as

a =
∑
w∈W

xww,

with the xw in L .
Choose a total ordering {w1, . . . , wn} on the set W , and let e = w1 ∧ · · · ∧wn;

it is an L-basis of L.
Consider, as above, the product in A by the element a = xw ∈ NormA×(L×);

the determinant of the matrix, relative to the basis W , of the multiplication on the
left by w is nothing but the sign, noted sgnW (w), of the permutation of the finite
set W , given by w′ 7→ ww′. We thus have, for ye ∈ L,

detL(a)(ye)= xnw(y)sgnW (w)e.

The group G2 associated to this new basis is thus given (for K ′ connected) by

G2(K ′)= {(x, w), x ∈ (K ′⊗K L)× | w ∈W, xnsgnW (w)= 1}.

This is a subgroup of the semidirect product (K ′ ⊗K L)× o W , but it is not iso-
morphic to G1(K ′).
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In fact, for (x, w)∈G2(K ′), if sgnW (w)=−1, then x may be of order 2n (Recall
that sgnW (w) = 1 except if W is of even order, and the subgroup generated by w
contains a 2-Sylow subgroup of W ).

6.4. Crossed products. Keeping the hypotheses and the notation of Section 6.3,
we now consider the Azumaya K -algebra associated to a 2-cocycle θ , that is, a
map

θ :W ×W −→ L×

satisfying, for s, t, u ∈W , the relation

s(θ(t, u))θ(st, u)−1θ(s, tu)θ(s, t)−1
= 1.

We suppose that the cocycle is normalized, in the sense that, for any s ∈ W , one
has

θ(s, 1)= θ(1, s)= 1.

The algebra A= (L/K , θ) associated to θ is the free L-module with basis (es)s∈W ,
endowed with the product extending linearly the following relations, for s, t ∈ W
and λ ∈ L ,

eset = θ(s, t)est (6-5)

and
esλ= s(λ)es .

The identity of A is e1, and Le1 ⊂ A is a maximal étale K -subalgebra of A; the
normalizer of its multiplicative group is the set {λes | λ ∈ L×, s ∈ W }. According
to Equation (6-5), the determinant of the matrix of the map a 7→ λesa, relative to
the basis (et) is

det(a 7→ λesa)= λn.
( ∏

t∈W
θ(s, t)

)
.sgnW (s).

Letting
γ (s)=

( ∏
t∈W

θ(s, t)
)
.sgnW (s),

we find for the group functor G⊂Gm,L/K o W ,

G(K ′)= {(λ, s) | λ ∈ (K ′⊗K L)×, s ∈W, λnγ (s)= 1}.
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Group actions and rational ideals
Martin Lorenz

We develop the theory of rational ideals for arbitrary associative algebras R with-
out assuming the standard finiteness conditions, noetherianness or the Goldie
property. The Amitsur–Martindale ring of quotients replaces the classical ring
of quotients which underlies the previous definition of rational ideals but is not
available in a general setting.

Our main result concerns rational actions of an affine algebraic group G on
R. Working over an algebraically closed base field, we prove an existence and
uniqueness result for generic rational ideals in the sense of Dixmier: for every
G-rational ideal I of R, the closed subset of the rational spectrum Rat R that is
defined by I is the closure of a unique G-orbit in Rat R. Under additional Goldie
hypotheses, this was established earlier by Mœglin and Rentschler (in character-
istic 0) and by Vonessen (in arbitrary characteristic), answering a question of
Dixmier.

Introduction

0.1. Rational ideals have been rather thoroughly explored in various settings. In the
simplest case, that of an affine commutative algebra R over an algebraically closed
base field k, rational ideals of R are the same as maximal ideals. More generally,
this holds for any affine k-algebra satisfying a polynomial identity [Procesi 1973].
For other classes of noncommutative algebras R, rational ideals are identical with
primitive ideals, that is, annihilators of irreducible R-modules. Examples of such
algebras include group algebras of polycyclic-by-finite groups over an algebraically
closed base field k containing a nonroot of unity [Lorenz and Passman 1979] and
enveloping algebras of finite-dimensional Lie algebras over an algebraically closed
field k of characteristic 0 [Mœglin 1980; Irving and Small 1980]. Rational ideals
of enveloping algebras have been the object of intense investigation by Dixmier,
Joseph and many others from the late 1960s through the 80s; see Section 0.6
below. The fundamental results concerning algebraic group actions on rational
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ideal spectra, originally developed in the context of enveloping algebras, were later
extended to general noetherian (or Goldie) algebras by Mœglin and Rentschler
[1981, 1984, 1986b, 1986a] (for characteristic 0) and by Vonessen [1996, 1998]
(for arbitrary characteristic). Currently, the description of rational ideal spectra in
algebraic quantum groups is a thriving research topic; see the monograph [Brown
and Goodearl 2002] for an introduction. Again, rational ideals turn out to coin-
cide with primitive ideals for numerous examples of quantum groups [Brown and
Goodearl 2002, II.8.5].

0.2. The aim of the present article is to liberate the theory of rational ideals of
the standard finiteness conditions, noetherianness or the Goldie property, that are
traditionally assumed in the literature. Thus, rational ideals are defined and ex-
plored here for an arbitrary associative algebra R (with 1) over some base field k.
The Amitsur–Martindale ring of quotients will play the role of the classical ring of
quotients which underlies the usual definition of rational ideals but need not exist
in general.

Specifically, for any prime ideal P of R, the center of the Amitsur–Martindale
ring of quotients of R/P , denoted by C(R/P) and called the extended centroid of
R/P , is an extension field of k. The prime P will be called rational if

C(R/P)= k.

In the special case where R/P is right Goldie, C(R/P) coincides with the center
of the classical ring of quotients of R/P; so our notion of rationality reduces to the
familiar one in this case. Following common practice, we will denote the collection
of all rational ideals of R by Rat R; so

Rat R ⊆ Spec R,

where Spec R is the collection of all prime ideals of R, as usual.

0.3. Besides always being available, the extended centroid turns out to lend itself
rather nicely to our investigations. In fact, some of our arguments appear to be
more straightforward than earlier proofs in more restrictive settings which were
occasionally encumbered by the fractional calculus in classical rings of quotients
and by the necessity to ensure the transfer of the Goldie property under various
constructions. Section 1 is preliminary in nature and serves to deploy the definition
and basic properties of extended centroids in a form suitable for our purposes.
In particular, we show that all primitive ideals are rational under fairly general
circumstances; see Proposition 6.

After sending out the first version of this article, we learned that much of the
material in this section was previously known, partly even for nonassociative rings.
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For the convenience of the reader, we have opted to leave our proofs intact while
also indicating, to the best of our knowledge, the original source of each result.

0.4. In Section 2, we consider actions of a group G by k-algebra automorphisms
on R. Such an action induces G-actions on the extended centroid C(R) and on the
set of ideals of R. Recall that a proper G-stable ideal I of R is said to be G-prime
if AB ⊆ I for G-stable ideals A and B of R implies that A ⊆ I or B ⊆ I . In this
case, the subring C(R/I )G of G-invariants in C(R/I ) is an extension field of k.
The G-prime I is called G-rational if

C(R/I )G = k.

We will denote the collections of all G-primes and all G-rational ideals of R by
G-Spec R and G-Rat R, respectively; so

G-Rat R ⊆ G-Spec R.

The action of G on the set of ideals of R preserves both Spec R and Rat R. Writ-
ing the corresponding sets of G-orbits as G\Spec R and G\Rat R, the assignment

P 7→
⋂
g∈G

g.P

always yields a map
G\Spec R −→ G-Spec R. (0-1)

Under fairly mild hypotheses, (0-1) is surjective: this certainly holds whenever
every G-orbit in R generates a finitely generated ideal of R; see Proposition 8(b).
In Proposition 12 we show that (0-1) always restricts to a map

G\Rat R −→ G-Rat R. (0-2)

More stringent conditions are required for (0-2) to be surjective. If the group G is
finite then (0-1) is easily seen to be a bijection, and it follows from Lemma 10 that
(0-2) is bijective as well.

0.5. Section 3 focuses on rational actions of an affine algebraic k-group G on R;
the basic definitions will be recalled at the beginning of the section. Working over
an algebraically closed base field k, we show that (0-2) is then a bijection:

Theorem 1. Let R be an associative algebra over the algebraically closed field
k and let G be an affine algebraic group over k acting rationally by k-algebra
automorphisms on R. Then the map

P 7→
⋂
g∈G

g.P

yields a surjection Rat R� G-Rat R whose fibres are the G-orbits in Rat R.
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The theorem quickly reduces to the situation where G is connected. Theorem 22
below gives a description of the fibre of the map Rat R → G-Rat R over any
given G-rational ideal of R for connected G. This description allows us to prove
transitivity of the G-action on the fibres by simply invoking an earlier result of
Vonessen [1998, Theorem 4.7] on subfields of the rational function field k(G) that
are stable under the regular G-action. Under suitable Goldie hypotheses, Theorem
1 is due to Mœglin and Rentschler [1986a, Théorème 2] in characteristic 0 and to
Vonessen [1998, Theorem 2.10] in arbitrary characteristic. The basic outline of our
proof of Theorem 1 via the description of the fibres as in Theorem 22 is adapted
from the groundbreaking work of Mœglin, Rentschler and Vonessen. However, the
generality of our setting necessitates a complete reworking of the material and our
presentation contains numerous simplifications over the original arguments.

0.6. The systematic investigation of rational ideals in the enveloping algebra U (g)
of a finite-dimensional Lie algebra g over an algebraically closed field k of char-
acteristic 0 was initiated in [Nouazé and Gabriel 1967; Gabriel 1971]. As men-
tioned in Section 0.1, it was eventually established that “rational” is tantamount
to “primitive” for ideals of U (g); over an uncountable base field k, this is due to
Dixmier [1977]. The reader is referred to the standard reference [Dixmier 1996]
for a detailed account of the theory of primitive ideals in enveloping algebras; for an
updated survey, see [Rentschler 1987]. Here we just mention that the original mo-
tivation behind Theorem 1 and its predecessors was a question of Dixmier [1972]
(see also [Dixmier 1996, Problem 11]) concerning primitive ideals of U (g). Specif-
ically, if G is the adjoint algebraic group of g then, for any ideal k of g and any prim-
itive ideal Q of U (g), the ideal I = Q∩U (k) of U (k) is G-rational [Dixmier 1977].
Dixmier asked if the following are true for I :

(a) I =
⋂

g∈G g.P for some primitive ideal P of U (k), and

(b) any two such primitive ideals belong to the same G-orbit.

The earlier version of Theorem 1, due to Mœglin and Rentschler, settled both (a)
and (b) in the affirmative. Letting Prim U (k) denote the collection of all primitive
ideals of U (k) endowed with the Jacobson–Zariski topology, (a) says that the set

{J ∈ Prim U (k) | J ⊇ I }

is the closure of the orbit G.P in Prim U (k). Following Dixmier [1972] such P
are called generic for I . The uniqueness of generic orbits as in (b) was proved for
solvable g in [Borho et al. 1973] and generally (over uncountable k) in [Rentschler
1979]; this fact was instrumental for the proof that the Dixmier and Duflo maps are
injective in the solvable and algebraic case, respectively [Rentschler 1974; Duflo
1982].
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0.7. In future work, we hope to address some topological aspects of Rat R en-
dowed with the Jacobson–Zariski topology from Spec R. Finally, it remains to
bring the machinery developed herein to bear on new classes of algebras that lack
the traditional finiteness conditions.

1. The extended centroid

Throughout this section, R will denote an associative ring. It is understood that all
rings have a 1 which is inherited by subrings and preserved under homomorphisms.

1.1. The Amitsur–Martindale ring of quotients. Let E = E(R) denote the filter
consisting of all (two-sided) ideals I of R such that

l. annR I = {r ∈ R | r I = 0} = 0.

The right Amitsur–Martindale ring of quotients, introduced for prime rings R by
Martindale [1969b] and in general by Amitsur [1972], is defined by

Qr(R)= lim
−→
I∈E

Hom(IR, RR).

Explicitly, the elements of Qr(R) are equivalence classes of right R-module maps
f : IR → RR with I ∈ E; the map f is defined to be equivalent to f ′ : I ′R → RR

(I ′ ∈ E) if f and f ′ agree on some ideal J ⊆ I ∩ I ′, J ∈ E. In this case, f and f ′

actually agree on I ∩ I ′; see [Amitsur 1972, Lemma 1]. The sum of two elements
q, q ′ ∈ Qr(R), represented by

f : IR→ RR (I ∈ E) and f ′ : I ′R→ RR (I ′ ∈ E),

respectively, is defined to be the class of

f + f ′ : I ∩ I ′→ R.

Similarly, the product qq ′ ∈ Qr(R) is the class of the composite

f ◦ f ′ : I ′ I → R.

This makes Qr(R) into a ring; the identity element is the class of the identity map
IdR on R. Sending an element r ∈ R to the equivalence class of the map

λr : R→ R, x 7→ r x

yields an embedding of R as a subring of Qr(R). Suppose the element q ∈ Qr(R)
is represented by f : IR → RR (I ∈ E). Then the equality f ◦ λr = λ f (r) (r ∈ I )
shows that q I ⊆ R.
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We summarize the foregoing and some easy consequences thereof in the follow-
ing proposition. Complete details can be found in [Amitsur 1972] and in [Passman
1989, Proposition 10.2], for example.

Proposition 2. The ring Qr(R) has the following properties:

(i) There is a ring embedding R ↪→ Qr(R);

(ii) for each q ∈ Qr(R), there exits I ∈ E with q I ⊆ R;

(iii) if q I = 0 for q ∈ Qr(R) and I ∈ E then q = 0;

(iv) given f : IR→ RR with I ∈ E, there exists q ∈ Qr(R) with qr = f (r) for all
r ∈ I .

Moreover, Qr(R) is characterized by these properties: any other ring satisfying
(i)–(iv) is R-isomorphic to Qr(R).

1.2. The extended centroid. The extended centroid of R is defined to be the center
of Qr(R); it will be denoted by C(R):

C(R)= Z(Qr(R)).

It is easy to see from Proposition 2 that C(R) coincides with the centralizer of R
in Qr(R):

C(R)= CQr(R)(R)= { q ∈ Qr(R) | qr = rq for all r ∈ R }.

In particular, the center Z(R) of R is contained in C(R). Moreover, an element
q ∈ Qr(R) belongs to C(R) if and only if q is represented by an (R, R)-bimodule
map f : I → R with I ∈ E; in this case, every representative

f ′ : I ′R→ RR (I ′ ∈ E)

of q is an (R, R)-bimodule map; see [Amitsur 1972, Theorem 3].

1.2.1. By reversing sides, one can define the left ring of quotients Q`(R) and its
center C`(R) = Z(Q`(R)) as above. However, we will mainly be concerned with
semiprime rings, that is, rings R having no nonzero ideals of square 0. In that case,

l. annR I = r. annR I

holds for every ideal I of R; so the definition of E(R) is symmetric. Moreover,
any q ∈ C(R) is represented by an (R, R)-bimodule map f : I → R with I ∈ E.
The class of f in Q`(R) is an element q ′ ∈ C`(R), and the map q 7→ q ′ yields an
isomorphism C(R) ∼−→C`(R). In the following, we shall always work with Qr(R)
and C(R).
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1.2.2. Let R be semiprime. Then one knows that C(R) is a von Neumann regular
ring. Moreover, R is prime if and only if C(R) is a field; see [Amitsur 1972,
Theorem 5].

1.3. Central closure. Rings R such that C(R)⊆ R are called centrally closed. In
this case, C(R)=Z(R). For every semiprime ring R, the subring RC(R) of Qr(R)
is a semiprime centrally closed ring called the central closure of R; see [Baxter
and Martindale 1979, Theorem 3.2]. If R is prime then so is the central closure
RC(R) by Proposition 2(ii).

Lemma 3 [Martindale 1969b]. Let R be a prime centrally closed ring and let S be
an algebra over the field C = C(R). Then:

(a) Every nonzero ideal I of R ⊗C S contains an element 0 6= r ⊗ s with r ∈ R,
s ∈ S.

(b) If S is simple then every nonzero ideal I of R⊗C S intersects R nontrivially.
Consequently, R⊗C S is prime.

(c) If I is a prime ideal of R⊗C S such that I ∩ R = 0 then I = R⊗C (I ∩ S).

Proof. (a) Fix a C-basis {si } of S. Consider an element 0 6= t =
∑

i ri⊗si ∈ I with
a minimal number of nonzero R-coefficients ri among all nonzero elements of I
and choose i0 with r = ri0 6= 0. Then the element

r xt − t xr =
∑
i 6=i0

(r xri − ri xr)⊗ si

must be zero for all x ∈ R. Hence r xri = ri xr holds for all i , and by [Martindale
1969b, Theorem 1], there are ci ∈ C such that ri = rci . Therefore, t = r ⊗ s with
s =

∑
i ci si ∈ S.

(b) If S is simple then we can make s = 1 in (a), and so 0 6= r ∈ I ∩ R. Since R
is prime, it follows that R⊗C S is prime as well.

(c) Suppose for a contradiction that I ) R⊗C (I ∩S). Replacing S by S/(I ∩S),
we may assume that I 6= 0 but I ∩ R = 0 and I ∩ S = 0. Choosing r ⊗ s ∈ I as in
(a), we obtain that

I ⊇ S(r ⊗ s)R = r R⊗C Ss.

Since I is prime, we must have r ∈ I or s ∈ I , whence the desired contradiction. �

1.4. Examples.

1.4.1. If R is a simple ring, or a finite product of simple rings, then E(R)={R}, and
hence Qr(R)= R by Proposition 2(i)(ii). Thus, R is certainly centrally closed in this
case. Less trivial examples of centrally closed rings include crossed products R∗F
with R a simple ring and F a free semigroup on at least two generators [Passman
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1989, Theorem 13.4] and Laurent power series rings R((x)) over centrally closed
rings R [Martindale et al. 1990].

1.4.2. If R is semiprime right Goldie then C(R) = Z(Qcl(R)), the center of the
classical ring of quotients of R. Indeed, Qcl(R) coincides with the maximal ring of
quotients Qmax(R) in this case; see, for example, [Lambek 1976, Proposition 4.6.2].
Furthermore, the Amitsur–Martindale ring of quotients Qr(R) is R-isomorphic to
the subring of Qmax(R) consisting of all q ∈ Qmax(R) such that q I ⊆ R for some
I ∈E(R); see [Passman 1991, Chapter 24] or [Montgomery 1980, Chapter 3]. This
isomorphism yields an isomorphism C(R)∼= Z(Qmax(R)).

1.4.3. Let R be a semiprime homomorphic image of the enveloping algebra U (g)
of a finite-dimensional Lie algebra g over some base field k. Answering a question
of Rentschler, we show here that

Qr(R) consists of all ad g-finite elements of Qcl(R).

Here

ad : U (g)→ Endk Qcl(R)

is the standard adjoint action, given by ad x(q)= xq−qx for x ∈ g and q ∈Qcl(R),
and q is called ad(g)-finite if the k-subspace ad U (g)(q) of Qcl(R) is finite-dimen-
sional.

Proof. Recall from Section 1.4.2 that

Qr(R)= { q ∈ Qcl(R) | q I ⊆ R for some I ∈ E(R) }.

First consider q ∈Qr(R). Letting Rn and In= I∩Rn (n≥0) denote the filtrations of
R and I , respectively, that are induced by the canonical filtration of U (g) [Dixmier
1996, 2.3.1], we have I = Is R and q Is ⊆ Rt for suitable s, t ≥ 0. Since both Is

and Rt are ad(g)-stable, it follows that ad U (g)(q)Is ⊆ Rt . Furthermore,

l. annQcl(R) Is = l. annQcl(R) I = 0;

so ad U (g)(q) embeds into Homk(Is, Rt) proving that q is ad(g)-finite. Conversely,
suppose that q ∈ Qcl(R) is ad(g)-finite and let {qi }

m
1 be a k-basis of ad U (g)(q).

Each Di = {r ∈ R | qir ∈ R} is an essential right ideal of R, and hence

I =
m⋂

i=1

Di = { r ∈ R | ad U (g)(q)r ⊆ R }

is an essential right ideal of R which is also ad(g)-stable, since this holds for
ad U (g)(q) and R. Therefore, I ∈ E(R) which shows that q ∈ Qr(R). �
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1.5. Centralizing homomorphisms. A ring homomorphism ϕ : R → S is called
centralizing if the ring S is generated by ϕ(R) and the centralizer

CS(ϕ(R))= {s ∈ S | sϕ(r)= ϕ(r)s for all r ∈ R}.

Surjective ring homomorphisms are clearly centralizing, and composites of cen-
tralizing homomorphisms are again centralizing. Note also that any centralizing
homomorphism ϕ : R→ S sends the center Z(R) of R to Z(S). Finally, ϕ induces
a map

Spec S→ Spec R, P 7→ ϕ−1(P).

For any q ∈ Qr(R), we define the ideal Dq of R by

Dq = {r ∈ R | q Rr ⊆ R}. (1-1)

By Proposition 2(ii), Dq ∈ E(R). If q ∈ C(R) then the description of the ideal Dq

simplifies to

Dq = {r ∈ R | qr ⊆ R}.

Lemma 4. Let ϕ : R→ S be a centralizing homomorphism of rings. Put

Cϕ =
{

q ∈ C(R)
∣∣ l. annS ϕ(Dq)= 0

}
.

Then RCϕ is a subring of Qr(R) containing R. The map ϕ extends uniquely to a
centralizing ring homomorphism ϕ̃ : RCϕ→ SC(S). In particular, ϕ̃(Cϕ)⊆C(S).

Proof. Put

Rϕ =
{

q ∈ Qr(R)
∣∣ l. annS ϕ(Dq)= 0

}
.

Since R = {q ∈ Qr(R) | 1 ∈ Dq}, we certainly have R ⊆ Rϕ . For q, q ′ ∈ Qr(R),
one easily checks that Dq ′Dq ⊆ Dq ∩ Dq ′ ⊆ Dq+q ′ and Dq ′Dq ⊆ Dqq ′ . Moreover,
if ϕ(Dq) and ϕ(Dq ′) both have zero left annihilator in S then so does ϕ(Dq ′Dq)=

ϕ(Dq ′)ϕ(Dq). This shows that q + q ′ ∈ Rϕ and qq ′ ∈ Rϕ for q, q ′ ∈ Rϕ; so Rϕ is
a subring of Qr(R) containing R. Since Cϕ = Z(Rϕ), it follows that RCϕ is also a
subring of Qr(R) containing R.

Now let q ∈ Cϕ be given. Then ϕ(Dq)S = ϕ(Dq)CS(ϕ(R)) ∈ E(S). Define
q : ϕ(Dq)S→ S by

q
(∑

i

ϕ(xi )ci

)
=

∑
i

ϕ(qxi )ci
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for xi ∈Dq , ci ∈CS(ϕ(R)). To see that q is well-defined, note that, for each d ∈Dq ,
we have ∑

i

ϕ(xi )ciϕ(qd)=
∑

i

ϕ(xi )ϕ(qd)ci =
∑

i

ϕ(xi qd)ci

=

∑
i

ϕ(qxi d)ci =
∑

i

ϕ(qxi )ϕ(d)ci

=

∑
i

ϕ(qxi )ciϕ(d).

Thus, if
∑

i ϕ(xi )ci =
∑

j ϕ(y j )e j with xi , y j ∈ Dq and ci , e j ∈ CS(ϕ(R)) then
the above computation gives

0=
(∑

i

ϕ(xi )ci−
∑

j

ϕ(y j )e j

)
ϕ(q Dq)=

(∑
i

ϕ(qxi )ci−
∑

j

ϕ(qy j )e j

)
ϕ(Dq),

and so 0=
∑

i ϕ(qxi )ci −
∑

j ϕ(qy j )e j . Therefore, q is well-defined.
It is straightforward to check that q is an (S, S)-bimodule map. Hence, the

class of q in Qr(R) is an element ϕ̃(q) ∈ C(S). The map q 7→ ϕ̃(q) is a ring
homomorphism Cϕ→ C(S) which yields the desired extension

ϕ̃ : RCϕ→ SC(S),

ϕ̃(
∑

i

ri qi )=
∑

i

ϕ(ri )ϕ̃(qi ),

for ri ∈ R, qi ∈ Cϕ . Well-definedness and uniqueness of ϕ̃ follow easily from the
fact that, given finitely many xi ∈ Rϕ , there is an ideal D of R with l. annS ϕ(D)=0
and xi D ⊆ R for all i . �

In the special case where both R and S are commutative domains in Lemma 4
above, we have Qr(R) = C(R) = Fract R, the classical field of fractions of R,
and similarly for S. Moreover, RCϕ = RP is the localization of R at the prime
P = Kerϕ and the map RCϕ→ SC(S) is the usual map RP → Fract S.

1.6. Extended centroids and primitive ideals. By Schur’s Lemma, the endomor-
phism ring EndR V of any simple R-module VR is a division ring. The following
lemma is well-known in the special case of noetherian (or Goldie) rings (see, for
example, [Dixmier 1996, 4.1.6]); for general rings, the lemma was apparently first
observed by Martindale [1969a, Theorem 12]. Since the latter result is stated in
terms of the so-called complete ring of quotients, we include the proof for the
reader’s convenience.

Lemma 5. Let VR be a simple R-module, and let P = annR V be its annihilator.
Then the canonical embedding Z(R/P) ↪→ Z(EndR V ) extends to an embedding
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of fields
C(R/P) ↪→ Z(EndR V ).

Proof. We may assume that P = 0. For a given q ∈ C(R), we wish to define an
endomorphism δq ∈ Z(EndR V ). To this end, note that every x ∈ V can be written
as x = vd for suitable d ∈ Dq , v ∈ V . Define

δq(x)= v(dq) ∈ V .

To see that this is well-defined, assume that vd = v′d ′ holds for v, v′ ∈ V and
d, d ′ ∈ Dq . Then (

v(dq)− v′(d ′q)
)
Dq = (vd − v′d ′)(q Dq)= 0

and so v(dq) − v′(d ′q) = 0. It is straightforward to check that δq ∈ EndR V .
Moreover, for any δ ∈ EndR V and vd ∈ V , one computes

δδq(vd)= δ(v(dq))= δ(v)(dq)= δq(δ(v)d)= δqδ(vd).

Thus, δq ∈ Z(EndR V ). The map C(R)→ Z(EndR V ), q 7→ δq , is easily seen to
be additive. Furthermore, for q, q ′ ∈ C(R), d ∈ Dq , d ′ ∈ Dq ′ and v ∈ V , one has

δqq ′(vd ′d)= v(d ′dqq ′)= v(d ′q ′)(dq)= δq(δq ′(vd ′)d)= δq(δq ′(vd ′d)).

Thus, the map is a ring homomorphism; it is injective because C(R) is a field. �

1.7. Rational algebras and ideals. An algebra R over some field k will be called
rational (or k-rational) if R is prime and C(R)= k. A prime ideal P of R will be
called rational if R/P is a rational k-algebra. In view of Section 1.2.1, the notion
of rationality is left-right symmetric.

We remark that rational k-algebras are called closed over k in [Erickson et al.
1975] where such algebras are investigated in a nonassociative context. Alterna-
tively, one could define a prime k-algebra R to be rational if the field extension
C(R)/k is algebraic; for noetherian (or Goldie) algebras, this version of rationality
is adopted in many places in the literature (for example, [Brown and Goodearl
2002]). However, we will work with the above definition throughout.

1.7.1. By Section 1.3 the central closure RC(R) of any prime ring R is C(R)-
rational.

1.7.2. The Schur division rings EndR V considered in Section 1.6 are division
algebras over k, and their centers are extension fields of k. We will say that the
algebra R satisfies the weak Nullstellensatz if Z(EndR V ) is algebraic over k for
every simple R-module VR .

Proposition 6. If R is a k-algebra satisfying the weak Nullstellensatz and k is
algebraically closed then all primitive ideals of R are rational.
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Proof. By hypothesis, Z(EndR V ) = k holds for every simple R-module VR . It
follows from Lemma 5 that P = annR V satisfies C(R/P)= k. �

For an affine commutative k-algebra R, the Schur division algebras in question
are just the quotients R/P , where P is a maximal ideal of R. The classical weak
Nullstellensatz is equivalent to the statement that R/P is always algebraic over k;
see [Lang 2002, Theorem IX.1.4]. Thus affine commutative algebras do satisfy the
weak Nullstellensatz.

Many noncommutative algebras satisfying the weak Nullstellensatz are known;
see [McConnell and Robson 2001, Chapter 9] for an overview. In fact, as long as
the cardinality of the base field k is larger than dimk R, the weak Nullstellensatz is
guaranteed to hold; see [McConnell and Robson 2001, Corollary 9.1.8] or [Brown
and Goodearl 2002, II.7.16]. This applies, for example, to any countably generated
algebra over an uncountable field k.

1.8. Scalar extensions. We continue to let R denote an algebra over some field k.
For any given k-algebra A, we have an embedding

Qr(R)⊗k A ↪→ Qr(R⊗k A)

which extends the canonical embedding R⊗k A ↪→Qr(R⊗k A). For, let q ∈Qr(R)
be represented by the map f : IR→ RR with I ∈E(R). Then I⊗k A ∈E(R⊗k A).
Sending q to the class of the map f ⊗ IdA we obtain a ring homomorphism

Qr(R)→ Qr(R⊗k A)

extending the canonical embedding

R ↪→ R⊗k A ↪→ Qr(R⊗k A).

By Proposition 2(ii)(iii), the image of Qr(R) in Qr(R⊗k A) commutes with A and
the resulting map

Qr(R)⊗k A→ Qr(R⊗k A)

is injective. Moreover, since f ⊗ IdA is an (R⊗k A, R⊗k A)-bimodule map if f
is an (R, R)-bimodule map, the embedding of Qr(R) into Qr(R⊗k A) sends C(R)
to C(R⊗k A). Thus, if A is commutative, this yields an embedding

C(R)⊗k A ↪→ C(R⊗k A). (1-2)

The following lemma is the associative case of [Erickson et al. 1975, Theorem
3.5].

Lemma 7. Assume that R is rational. Then, for every field extension K/k, the
K -algebra RK = R⊗k K is rational.
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Proof. By Lemma 3(b), we know that RK is prime. Moreover, for any given
q ∈ C(RK ), we may choose an element 0 6= x ∈ Dq ∩ R. Fix a k-basis {ki } for K .
The map

qi : I = Rx R
q·
−→ RK

proj
� R⊗ ki

∼
−→ R

is an (R, R)-bimodule map. Hence qi is multiplication with some ci ∈ k, by hy-
pothesis on R, and all but finitely many ci are zero. Therefore, the map I

q·
−→RK

is multiplication with k =
∑

i ci ki ∈ K . Consequently, q = k ∈ K . �

2. Group actions

In this section, we assume that a group G acts by automorphisms on the ring R;
the action will be written as G× R→ R, (g, r) 7→ g.r .

2.1. Let M be a set with a left G-action G × M → M , (g,m) 7→ g.m. For any
subset X of M ,

G X = stabG X = {g ∈ G | g.X = X}

will denote the isotropy group of X . Furthermore, we put

(X : G)=
⋂
g∈G

g.X ;

this is the largest G-stable subset of M that is contained in X . We will be primarily
concerned with the situation where M = R and X is an ideal of R in which case
(X : G) is also an ideal of R.

2.2. G-primes. The ring R is said to be G-prime if R 6= 0 and the product of any
two nonzero G-stable ideals of R is again nonzero. A G-stable ideal I of R is
called G-prime if R/I is a G-prime ring for the G-action on R/I coming from
the given action of G on R. In the special case where the G-action on R is trivial,
G-primes of R are just the prime ideals of R in the usual sense. Recall that the
collection of all G-prime ideals of R is denoted by G-Spec R while Spec R is the
collection of all ordinary primes of R.

Proposition 8. (a) There is a well-defined map

Spec R −→ G-Spec R , P 7→ (P : G).

(b) Assume that, for each r ∈ R, the G-orbit G.r generates a finitely generated
ideal of R. Then the map in (a) is surjective. In particular, all G-primes of R
are semiprime in this case.

Proof. It is straightforward to check that (P :G) is G-prime for any prime ideal P
of R; so (a) is clear.
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For (b), consider a G-prime ideal I of R. We will show that there is an ideal P of
R which is maximal subject to the condition (P :G)= I ; the ideal P is then easily
seen to be prime. In order to prove the existence of P , we use Zorn’s Lemma. So
let {I j } be a chain of ideals of R such that (I j : G)= I holds for all j . We need to
show that the ideal I∗ =

⋃
j I j satisfies (I∗ : G) = I . For this, let r ∈ (I∗ : G) be

given. Then the ideal (G.r) that is generated by G.r is contained in (I∗ : G) and
(G.r) is a finitely generated G-stable ideal of R. Therefore, (G.r) ⊆ (I j : G) for
some j and so r ∈ I , as desired. �

For brevity, we will call G-actions satisfying the finiteness hypothesis in (b)
above locally ideal finite. Clearly, all actions of finite groups as well as all group
actions on noetherian rings are locally ideal finite. Another important class of
examples are the locally finite actions in the usual sense: by definition, these are
G-actions on some k-algebra R such that the G-orbit of each r ∈ R generates a
finite-dimensional k-subspace of R. This includes the rational actions of algebraic
groups to be considered in Section 3. In all these cases, Proposition 8 is a standard
result; the argument given above is merely a variant of earlier proofs.

2.3. G-primes and the extended centroid. The G-action on R extends uniquely
to an action of G on Qr(R): if q ∈ Qr(R) is represented by f : IR → RR (I ∈ E)
then g.q ∈Qr(R) is defined to be the class of the map g. f : g.I → R that is given
by

(g. f )(g.x)= g. f (x)

for x ∈ I . Therefore, G also acts on the extended centroid C(R) of R. As usual,
the ring of G-invariants in C(R) will denoted by C(R)G .

Proposition 9. If R is G-prime then C(R)G is a field. Conversely, if R is semiprime
and C(R)G is a field then R is G-prime.

Proof. We follow the outline of the proof of [Amitsur 1972, Theorem 5].
First assume that R is G-prime and let 0 6= q ∈C(R)G be given. Then q Dq is a

nonzero G-stable ideal of R, and hence l. annR(q Dq) = 0 because R is G-prime.
So q Dq ∈ E(R). Moreover,

annR(q)= {r ∈ R | rq = 0} ⊆ l. annR(q Dq)

and so annR(q)= 0. Therefore, the map Dq → q Dq , r 7→ qr = rq , is an (R, R)-
bimodule isomorphism which is G-equivariant. The class of the inverse map be-
longs to C(R)G and is the desired inverse for q .

Next, assume that R is semiprime but not G-prime. Then there exists a nonzero
G-stable ideal I of R such that J = l. annR(I ) 6= 0. Since R is semiprime, the sum
I + J is direct and I + J ∈ E(R). Define maps f, f ′ : I + J → R by

f (i + j)= i and f ′(i + j)= j.
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Letting q and q ′ denote the classes of f and f ′, respectively, in Qr(R) we have
f, f ′ ∈ C(R)G and f f ′ = 0. Therefore, C(R)G is not a field. �

The following technical lemma will be crucial. Recall that G I denotes the
isotropy group of I .

Lemma 10. Let P be a prime ideal of R.

(a) For every subgroup of H ≤ G, the canonical map R/(P : G)� R/(P : H)
induces an embedding of fields

C(R/(P : G))G ↪→ C(R/(P : H))G(P:H) .

The degree of the field extension is at most [G : G(P:H)].

(b) If P has a finite G-orbit then we obtain an isomorphism of fields

C(R/(P : G))G ∼
−→ C(R/P)G P .

Proof. (a) After factoring out the ideal (P :G) we may assume that (P :G)= 0, R
is G-prime, and C(R)G is a field; see Propositions 8 and 9. Consider the canonical
map

ϕ : R� S := R/(P : H).

Using the notation of Lemma 4, we have C(R)G⊆Cϕ . Indeed, for each q ∈C(R)G ,
the ideal Dq is nonzero and G-stable, and hence Dq * P . Therefore, ϕ(Dq) is a
nonzero H -stable ideal of the H -prime ring S, and so ϕ(Dq) ∈ E(S). The map
Cϕ → C(S) constructed in Lemma 4 yields an embedding C(R)G ↪→ C(S): the
image of q ∈ C(R)G is the class of the map f : ϕ(Dq) → S that is defined by
f (ϕ(x)) = ϕ(qx) for x ∈ Dq . Since ϕ is G(P:H)-equivariant, one computes, for
x ∈ Dq and g ∈ G(P:H),

(g. f )(g.ϕ(x))= g. f (ϕ(x))= g.ϕ(qx)= ϕ(g.(qx))

= ϕ(q(g.x))= f (ϕ(g.x))= f (g.ϕ(x));

so g. f = f . Therefore the image of C(R)G is contained in C(S)G(P:H) .
It remains to show that[

C(S)G(P:H) : C(R)G
]
≤ [G : G(P:H)]

if the latter number is finite. To this end, put

N =
⋂
g∈G

g−1G(P:H)g;

this is a normal subgroup of G which has finite index in G and is contained in
G(P:H). Since (P : H)= (P : G(P:H)), the foregoing yields embeddings of fields

C(R)G ↪→ C(S)G(P:H) = C
(
R/(P : G(P:H))

)G(P:H) ↪→ C(R/(P : N ))N ′,
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where N ′ :=G(P:H)∩G(P:N ). The image of C(R)G under the composite embedding
is contained in C(R/(P : N ))G(P:N ) and, by Galois theory,[

C(R/(P : N ))N ′
: C(R/(P : N ))G(P:N )

]
≤ [G(P:N ) : N ′] ≤ [G : G(P:H)].

It suffices to show that the image of C(R)G is actually equal to C(R/(P : N ))G(P:N ) .
Therefore, replacing H by N , it suffices to show that

If H EG and [G : G(P:H)]<∞ then C(R)G maps onto C(S)G(P:H) . (2-1)

To this end, we will prove the following:

Claim 11. Let t ∈ C(S)G(P:H) be given. There exists a G-stable ideal I of R such
that 0 6= ϕ(I )⊆ Dt and such that, for every x ∈ I , there exists an x ′∈ R satisfying

ϕ(g.x ′)= tϕ(g.x) for all g ∈ G. (2-2)

Note that G-stability of I and the condition ϕ(I ) ⊆ Dt ensure that tϕ(g.x) ∈ S
holds for all g ∈ G, x ∈ I . Moreover, any G-stable ideal I satisfying 0 6= ϕ(I )
belongs to E(R). Indeed, l. annS ϕ(I )= 0 since S is H -prime, and hence l. annR I
is contained in (P :G)= 0. Finally, the element x ′ is uniquely determined by (2-2)
for any given x , because, if x ′′ ∈ R also satisfies (2-2) then ϕ(g.x ′)=ϕ(g.x ′′) holds
for all g ∈G and so x ′− x ′′ ∈ (P :G)= 0. Therefore, assuming Claim 11 for now,
we can define a map

f : I → R , x 7→ x ′.

It is easy to check that f is G-equivariant. Furthermore, for r1, r2 ∈ R,

ϕ(g.(r1x ′r2))= ϕ(g.r1)ϕ(g.x ′)ϕ(g.r2)= ϕ(g.r1)tϕ(g.x)ϕ(g.r2)

= tϕ(g.r1)ϕ(g.x)ϕ(g.r2)= tϕ(g.(r1xr2)).

This shows that f is (R, R)-bilinear. Hence, defining q to be the class of f , we
obtain the desired element q ∈C(R)G mapping to our given t ∈C(S)G(P:H) , thereby
proving (2-1).

It remains to construct I as in the claim. Put

D =
( ⋂

x,y∈G
x−1 y /∈G(P:H)

x .(P : H)+ y.(P : H)
)[G:G(P:H)]−1

.

Then D is a G-stable ideal of R satisfying 0 6= ϕ(D). For the latter note that the
finitely many ideals x .(P : H)+ y.(P : H) are H -stable, since H is normal, and
none of them is contained in (P : H). By the Chinese remainder theorem [Brown
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and Lorenz 1996, 1.3], the image of the map

µ : R � � //

∈

∏
g∈G/G(P:H)

R/g.(P : H) ∼ //

∈

∏
g∈G/G(P:H)

S

∈

r � // (r + g.(P : H))g∈G/G(P:H)
� //

(
ϕ(g−1.r)

)
g∈G/G(P:H)

contains the ideal
∏

g∈G/G(P:H)
ϕ(D). Now put

I =
(
ϕ−1(Dt) : G

)
D.

This is certainly a G-stable ideal of R satisfying ϕ(I )⊆Dt . Suppose that ϕ(I )=0.
Since ϕ(D) is a nonzero H -stable ideal of the H -prime ring S, we must have(

ϕ−1(Dt) : G
)
=

⋂
g∈G/G(P:H)

g.ϕ−1(Dt)⊆ (P : H)

and so g.ϕ−1(Dt)⊆ (P : H) for some g ∈ G. But then

g.ϕ−1(Dt)$ ϕ−1(Dt)

which is impossible because ϕ−1(Dt) is G(P:H)-stable and G(P:H) has finite index
in G. Therefore, ϕ(I ) 6= 0. Finally, if x ∈ I then ϕ(g.x) ∈ Dtϕ(D) for all g ∈ G,
and hence tϕ(g.x) ∈ ϕ(D). Therefore,(

tϕ(g−1.x)
)

g∈G/G(P:H)
= µ(x ′)

for some x ′ ∈ R, that is,

ϕ(g−1.x ′)=
(
tϕ(g−1.x)

)
holds for all g ∈ G/G(P:H). Since ϕ and t are G(P:H)-invariant, it follows that

ϕ
(
(gh)−1.x ′

)
=
(
tϕ((gh)−1.x)

)
holds for all g∈G/G(P:H), h ∈G(P:H). Therefore, ϕ(g.x ′)= tϕ(g.x) for all g∈G,
as desired.

(b) This is just (2-1) with H = 1. �

2.4. G-rational ideals. Assume now that R is an algebra over some field k, as in
Section 1.7, and that G acts on R by k-algebra automorphisms. A G-prime ideal I
of R will be called G-rational if C(R/I )G = k. One can check as in Section 1.2.1
that the notion of G-rationality is left-right symmetric.

Lemma 10 (a) with H = 1 immediately implies the following:

Proposition 12. The map Spec R → G-Spec R, P 7→ (P : G), in Proposition 8
restricts to a map Rat R→ G-Rat R.
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Unfortunately, the map Rat R → G-Rat R above need not be surjective, even
when the G-action on R is locally ideal finite in the sense of Proposition 8 (b).

Example 13. Let F ⊃ k be any nonalgebraic field extension satisfying FG
= k for

some subgroup G of Gal(F/k). For example, F could be chosen to be the rational
function field k(t) over an infinite field k and G = k

∗ acting via λ. f (t)= f (λ−1t)
for λ∈k∗. The G-action on F is clearly locally ideal finite and Qr(F)=C(F)= F .
Therefore, the zero ideal of F is G-rational, but F has no rational ideals.

2.5. Algebras over a large algebraically closed base field. We continue to assume
that R is an algebra over some field k and that G acts on R by k-algebra auto-
morphisms. The following lemma is a version of [Mœglin and Rentschler 1981,
Lemme 3.3].

Lemma 14. Let I ∈ Spec R be given. Put C = C(R/I ) and consider the natural
map of C-algebras

ψ : RC = R⊗k C � (R/I )⊗k C � (R/I )C

where (R/I )C ⊆ Qr(R/I ) is the central closure of R/I . Then:

(a) Ĩ = Kerψ is a C-rational ideal of RC .

(b) If I ∈ G-Rat R then, letting G act on RC by C-linear extension of the action
on R, we have (

Ĩ : G
)
= I ⊗k C.

Proof. Part (a) is clear, since RC/ Ĩ ∼= (R/I )C is C-rational; see Section 1.7.1.
For (b), note that the map ψ is G-equivariant for the diagonal G-action on

RC = R ⊗k C and the usual G-action on (R/I )C ⊆ Qr(R/I ). Therefore, Ĩ is
stable under all automorphisms g⊗ g with g ∈ G, and hence we have

(g⊗ 1)
(
Ĩ
)
= (1⊗ g−1)

(
Ĩ
)
.

We conclude that (
Ĩ : G

)
=

⋂
g∈G

(1⊗ g)
(
Ĩ
)
= I ⊗k C,

where the last equality uses the fact that Ĩ ∩ R= I and our hypothesis CG
= k; see

[Bourbaki 1981, Corollary to Proposition V.10.6]. �

As an application of the lemma, we offer the following “quick and dirty” exis-
tence result for generic rational ideals.

Proposition 15. Let R be a countably generated algebra over an algebraically
closed base field k of infinite transcendence degree over its prime subfield and
assume that the group G is countably generated. Then every prime ideal I ∈
G-Rat R has the form I = (P : G) for some P ∈ Rat R.
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Proof. Let a prime I ∈ G-Rat R be given and let k0 denote the prime subfield of
k. By hypothesis on R, we have

dimk R ≤ ℵ0.

Choosing a k-basis B of R which contains a k-basis for I and adjoining the struc-
ture constants of R with respect to B to k0, we obtain a countable field K with
k0 ⊆ K ⊆ k. Putting R0 =

∑
b∈B K b we obtain a K -subalgebra of R such that

R = R0 ⊗K k and I = I0 ⊗K k, where I0 = I ∩ R0. At the cost of adjoining
at most countably many further elements to K , we can also make sure that R0 is
stable under the action of G. Thus, R0/I0 is a G-stable K -subalgebra of R/I and
R/I = (R0/I0)⊗K k. Put C =C(R0/I0) and note that (1-2) implies that CG

= K ,
because C(R/I )G = k. Thus, I0 ∈ G-Rat R0 and Lemma 14 yields an ideal

Ĩ0 ∈ Rat(R0⊗K C)

such that (
Ĩ0 : G

)
= I0⊗K C.

Furthermore, since R0/I0 is countable, the field C is countable as well; this follows
from Proposition 2. By hypothesis on k, there is a k0-embedding of C into k; see
[Bourbaki 1981, Corollary 1 to Théorème V.14.5]. Finally, Lemma 7 implies that
P = Ĩ0⊗C k is a rational ideal of (R0⊗K C)⊗C k= R satisfying

(P : G)= (I0⊗K C)⊗C k= I,

as desired. �

3. Rational actions of algebraic groups

In this section, we work over an algebraically closed base field k. Throughout,
the group G will be an affine algebraic group over k and R will be a k-algebra on
which G acts by k-algebra automorphisms. The Hopf algebra of regular functions
on G will be denoted by k[G]. The notations introduced in Section 2 remain in
effect. In addition, ⊗ will stand for ⊗k.

3.1. G-modules. A k-vector space M is called a G-module if there is a linear
representation

ρM : G −→ GL(M)

satisfying

(a) local finiteness, that is, all G-orbits in M generate finite-dimensional sub-
spaces of M , and

(b) for every finite-dimensional G-stable subspace V ⊆ M , the induced group
homomorphism G→ GL(V ) is a homomorphism of algebraic groups.
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As is well-known, these requirements are equivalent to the existence of a k-linear
map

1M : M −→ M ⊗ k[G] (3-1)

which makes M into a k[G]-comodule; see [Jantzen 2003, 2.7–2.8] or [Waterhouse
1979, 3.1–3.2] for details. We will use the Sweedler notation

1M(m)=
∑

m0⊗m1 (m ∈ M)

as in [Montgomery 1993]. Writing ρM(g)(m)= g.m, we have

g.m =
∑

m0m1(g) (g ∈ G,m ∈ M). (3-2)

Linear representations ρM as above are often called rational. Tensor products
of rational representations of G are again rational, and similarly for sums, subrep-
resentations and homomorphic images of rational representations.

Example 16. If the group G is finite then G-modules are the same as (left) mod-
ules M over the group algebra kG and all linear representations of G are rational.
Indeed, in this case, k[G] is the linear dual of kG, that is, the k-vector space
of all functions G → k with pointwise addition and multiplication. The map
1M : M→ M ⊗ k[G] is given by

1M(m)=
∑
x∈G

x .m⊗ px ,

where px ∈k[G]= (kG)∗ is defined by px(y)= δx,y (Kronecker delta) for x, y∈G.

3.2. Some properties of G-modules. Let M be a G-module. The coaction 1M in
(3-1) is injective. In fact, extending 1M to a map

1M : M ⊗ k[G] −→ M ⊗ k[G] (3-3)

by k[G]-linearity, we obtain an automorphism of M ⊗k[G]: the inverse of 1M is
the k[G]-linear extension of the map (IdM ⊗S) ◦1M : M −→ M ⊗ k[G], where
S : k[G] → k[G] is the antipode of k[G]: (S f )(g)= f (g−1) for g ∈ G.

Furthermore, G-stable cores can be computed with 1M as follows.

Lemma 17. For any k-subspace V of M , we have

(V : G)=1−1
M (V ⊗ k[G]).

Proof. Fix a k-basis {vi } of V and let {w j } be a k-basis for a complement of V in
M . For m ∈ M , we have

1M(m)=
∑

i

vi ⊗ fi +
∑

j

w j ⊗ h j
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with uniquely determined fi , h j ∈ k[G]. Moreover,

1M(m) ∈ V ⊗ k[G] ⇐⇒ all the h j vanish

⇐⇒ g.m =
∑

i

vi fi (g) ∈ V for all g ∈ G.

This proves the lemma. �

3.3. Regular representations and intertwining formulas. The right and left reg-
ular representations of G are defined by

ρr : G −→ GL(k[G]), (ρr (x) f )(y)= f (yx),

ρ` : G −→ GL(k[G]), (ρ`(x) f )(y)= f (x−1 y),

for x, y ∈ G. Both regular representations are rational. The right regular repre-
sentation comes from the comultiplication 1 : k[G] → k[G] ⊗ k[G] of the Hopf
algebra k[G]; in the usual Sweedler notation, it is given by1 f =

∑
f1⊗ f2, where

f (xy) =
∑

f1(x) f2(y) for x, y ∈ G. Similarly, the left regular representation
comes from (S⊗ Idk[G]) ◦1 ◦ S : k[G] → k[G]⊗ k[G].

Now let M be a G-module. Then the rational representations

1M ⊗ ρ` : G→ GL(M ⊗ k[G]) and ρM ⊗ ρ` : G→ GL(M ⊗ k[G])

are intertwined by the automorphism 1M of (3-3): for all g ∈ G, we have

1M ◦ (1M ⊗ ρ`) (g)= (ρM ⊗ ρ`) (g) ◦1M . (3-4)

Similarly,
1M ◦ (ρM ⊗ ρr ) (g)= (1M ⊗ ρr ) (g) ◦1M . (3-5)

To prove (3-5), for example, one checks that both sides of the equation send m⊗ f ∈
M ⊗ k[G] to the function G→ M , x 7→ xg.m f (xg).

3.4. Rational group actions. The action of G on the k-algebra R is said to be
rational if it makes R a G-module in the sense above. The map

1R : R→ R⊗ k[G]

is then a map of k-algebras; equivalently, R is a right k[G]-comodule algebra.
Since rational actions are locally finite, they are certainly locally ideal finite in the
sense of Proposition 8 (b). Therefore, the G-primes of R are exactly the ideals of
R of the form (P : G) for P ∈ Spec R. In particular, G-prime ideals of R are
semiprime; for a more precise statement, see Corollary 21 below. Moreover, the
k[G]-linear extension of 1R is an automorphism of k[G]-algebras

1R : R⊗ k[G] ∼−→ R⊗ k[G]. (3-6)
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We now consider the extended G-action on the Amitsur–Martindale ring of quo-
tients Qr(R); see Section 2.3. This action is usually not rational, even if G acts
rationally on R. Part (b) of the following lemma, for classical quotient rings of
semiprime Goldie rings, is due to Mœglin and Rentschler [1986b, I.22].

Lemma 18. Assume that G acts rationally on R. Then:

(a) The centralizer

CG(T )= { g ∈ G | g.q = q for all q ∈ T }

of every subset T ⊆ Qr(R) is a closed subgroup of G.

(b) Let V ⊆ Qr(R) be a G-stable k-subspace of Qr(R). The G-action on V is
rational if and only if it is locally finite.

Proof. (a) In view of Proposition 2(iii), the condition for an element g ∈ G to
belong to CG(T ) can be stated as

∀q ∈ T, r ∈ Dq : (q − g.q)g.r = 0,

where Dq is as in (1-1). Using the notation of (3-2), we have

(q − g.q)g.r = q(g.r)− g.(qr)=
∑

qr0r1(g)−
∑

(qr)0(qr)1(g).

Thus, putting

fr,q =
∑

qr0⊗ r1−
∑

(qr)0⊗ (qr)1 ∈ Qr(R)⊗ k[G],

we see that g ∈CG(T ) if and only if fr,q(g)= 0 holds for all q ∈ T and all r ∈ Dq .
Since each equation fr,q(g)= 0 defines a closed subset of G, part (a) follows.

(b) Necessity is clear. So assume that the G-action on V is locally finite. Put
S = R ⊗ k[G] and consider the k[G]-algebra automorphism 1R ∈ Aut(S) as in
(3-6) and its extension 1 ∈ Aut(Qr(S)). We must show that, under the canonical
embedding Qr(R) ↪→ Qr(S) as in Section 1.8, we have

1(V )⊆ V ⊗ k[G]. (3-7)

Since the action of G on V is locally finite, we may assume that V is finite-
dimensional. Therefore, the ideal

DV =
⋂
q∈V

Dq

belongs to E(R) and DV is G-stable, since V is. Lemma 17 implies that

1(DV ⊗ k[G])= DV ⊗ k[G],

and hence
1(V )(DV ⊗ k[G])=1(V (DV ⊗ k[G]))⊆ S.
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This shows that the subspace1(V )⊆Qr(S) actually is contained in Qr(R)⊗k[G],
and (3-7) follows from Lemma 17, since V = (V : G). �

From now on, the G-action on R is understood to be rational.

3.5. Connected groups. The group G is connected if and only if the algebra k[G]
is a domain. In this case,

k(G)= Fract k[G]

will denote the field of rational functions on G. The group G acts on k(G) by
the natural extensions of the right and left regular actions ρr and ρ` on k[G]; see
Section 3.3.

Part (a) of the following result is due to Chin [1992, Corollary 1.3]; the proof
given below has been extracted from [Vonessen 1998, 3.6]. The proof of part
(c) follows the outline of the arguments in [Mœglin and Rentschler 1986b, I.29,
2e étape].

Proposition 19. Assume that G is connected. Then:

(a) (P : G) is prime for every P ∈ Spec R. Therefore, the G-primes of R are
exactly the G-stable primes of R.

(b) Assume that R is prime and every nonzero ideal I of R satisfies (I : G) 6= 0.
Then G acts trivially on C(R).

(c) If R is G-rational then the field extension C(R)/k is finitely generated. In
fact, there is a G-equivariant k-embedding of fields C(R) ↪→ k(G), with G
acting on k(G) via the right regular representation ρr .

Proof. (a) It suffices to show that (P : G) is prime for each prime P; the last
assertion is then a consequence of Proposition 8.

By Section 3.4, we know that the homomorphism 1R : R→ R⊗ k[G] is cen-
tralizing. Therefore, there is a map

Spec(R⊗ k[G])→ Spec R, Q 7→1−1
R (Q).

In view of Lemma 17, it therefore suffices to show that P⊗k[G] is prime whenever
P is. But the algebra k[G] is contained in some finitely generated purely transcen-
dental field extension F of k; see [Borel 1991, 18.2]. Thus, we have a centralizing
extension of algebras

(R/P)⊗ k[G] ⊆ (R/P)⊗ F.

Since (R/P)⊗ F is clearly prime, (R/P)⊗ k[G] is prime as well as desired.
(b) We first prove the following special case of (b) which is well-known; see

[Vonessen 1993, Prop. A.1].

Claim 20. If R is a field then G acts trivially on R.
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Since G is the union of its Borel subgroups [Borel 1991, 11.10], we may assume
that G is solvable. Arguing by induction on a composition series of G [Borel 1991,
15.1], we may further assume that G is the additive group Ga or the multiplicative
group Gm. Therefore, R⊗ k[G] is a polynomial algebra or a Laurent polynomial
algebra over R. In either case, R is the unique largest subfield of R⊗k[G], because
R⊗ k[G] has only “trivial” units: the nonzero elements of R if R⊗ k[G] = R[t],
and the elements of the form r tm with 0 6= r ∈ R and m ∈ Z if R⊗k[G] = R[t±1

].
Consequently, the map 1R : R→ R⊗k[G] has image in R⊗1 which in turn says
that G acts trivially on R. This proves Claim 20.

Now let R be a prime k-algebra such that (I : G) is nonzero for every nonzero
ideal I of R. By Claim 20, it suffices to show that the G-action on C(R) is rational,
and by Lemma 18 this amounts to showing that G-action on C(R) is locally finite.
So let q ∈ C(R) be given and consider the ideal Dq of R as in (1-1). By hypoth-
esis, we may pick a nonzero element d ∈ (Dq : G). The G-orbit G.d generates
a finite-dimensional k-subspace V ⊆ Dq . Moreover, qV is contained in a finite-
dimensional G-stable subspace W ⊆ R. Therefore, for all g, h ∈ G, we have

(g.q)(h.d)= g.(q(g−1h.d)) ∈W,

and hence QV ⊆W , where Q ⊆C(R) denotes the k-subspace that is generated by
the orbit G.q . Thus, multiplication gives a linear map Q→ Homk(V,W ) which
is injective, because V 6= 0 and nonzero elements of C(R) have zero annihilator in
R. This shows that Q is finite-dimensional as desired.

(c) Put C = C(R) and K = k(G), the field of rational functions on G, that is,
the field of fractions of the algebra k[G]. The algebra RK = R⊗K is prime by (a)
and its proof, and by (1-2) there is a tower of fields

C ↪→ Fract(C ⊗ K ) ↪→ C(RK ).

We will first show that C is a finitely generated field extension of k. Since K/k
is finitely generated, the field Fract(C ⊗ K ) is certainly finitely generated over C .
Thus, it will suffice to construct a C-algebra embedding C ⊗C ↪→ Fract(C ⊗ K ).

To construct such an embedding, consider the natural epimorphism of C(RK )-
algebras RC ⊗C C(RK ) � RK C(RK ). By Lemma 3(b), this map is injective,
because it is clearly injective on RC . Thus,

RC ⊗C C(RK )
∼
−→ RK C(RK ). (3-8)

Let δ be the K -algebra automorphism of RK that is defined by K -linear extension
of the G-coaction 1R : R⊗ k[G] ∼−→ R⊗ k[G] in (3-6):

δ =1R ⊗k[G] IdK : RK
∼
−→ RK . (3-9)



Group actions and rational ideals 491

Let δ̃ be the unique extension of δ to an automorphism of the central closure
RK C(RK ) of RK . Clearly, δ̃ sends the C(RK )=Z(RK C(RK )) to itself. We claim
that

δ̃(C)⊆ Fract(C ⊗ K ) ; (3-10)

so δ̃ also sends Fract(C⊗K ) to itself. In order to see this, pick q ∈C and d ∈ Dq .
Then

δ̃(q)1R(d)= δ̃(q )̃δ(d)= δ̃(qd)=1R(qd)

holds in RK C(RK ). Here, both 1R(qd) and 1R(d) belong to

RK ⊆ RC ⊗C (C ⊗ K ).

Fixing a C-basis B for RC and writing

1R(qd)=
∑
b∈B

bxb, 1R(d)=
∑
b∈B

byb,

with xb, yb ∈ C ⊗ K , the equation above becomes∑
b∈B

b̃δ(q)yb =
∑
b∈B

bxb.

Now (3-8) yields δ̃(q)yb = xb for all b, which proves (3-10). For the desired
embedding, consider the C-algebra map

µ : C ⊗C −→ Fract(C ⊗ K ) , c⊗ c′ 7→ c̃δ(c′). (3-11)

We wish to show that µ is injective. To this end, note that the G-action ρR on
R extends uniquely to an action ρRC on the central closure RC , and the G-action
1R ⊗ ρr on RK extends uniquely to the central closure RK C(RK ). Denoting the
latter action by ρ̃r , the intertwining formula (3-5) implies that

δ̃ ◦ ρRC(g)= ρ̃r (g) ◦ δ̃ : RC→ RK C(RK )

for all g ∈ G. This yields

µ ◦ (IdC ⊗ρC(g))= ρ̃r (g) ◦µ (3-12)

for all g ∈G. Thus, the ideal Kerµ of C⊗C is stable under (1C⊗ρC)(G). Finally,
since CG

= k, we may invoke [Bourbaki 1981, Corollary to Proposition V.10.6] to
conclude that Kerµ is generated by its intersection with C⊗1, which is zero. This
shows that µ is injective, and hence the field extension C/k is finitely generated.

It remains to construct a G-equivariant embedding C ↪→ K , with G acting on
k(G) via the right regular representation ρr as above. For this, we specialize (3-11)
as follows. Write C = Fract A for some affine k-subalgebra A ⊆ C . Then

Fract(C ⊗ K )= Fract(A⊗ k[G]),
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and hence
µ(A⊗ A)⊆ (A⊗ k[G])[s−1

]

for some 0 6= s ∈ A⊗k[G]. By generic flatness [Dixmier 1996, 2.6.3], there further
exists 0 6= f ∈ A⊗ A so that (A⊗ k[G])[µ( f )−1s−1

] is free over (A⊗ A)[ f −1
]

via µ. Now choose some maximal ideal m of A with f /∈ m⊗ A. Let f denote
the image of f in (A ⊗ A)/(m ⊗ A) ∼= A, and let s̄ denote the image of s in
(A⊗ k[G])/(m⊗ k[G])∼= k[G]. Since µ(m⊗ A)=mµ(A⊗ A), the map µ|A⊗A

passes down to a map

µ̄ : A
[

f −1]
−→ B := k[G]

[
µ̄( f )−1s̄−1]

making B a free A
[

f −1
]
-module. Consequently, µ̄ extends uniquely to an embed-

ding of the fields of fractions,

Fract A
[

f −1]
= C ↪→ Fract B = K .

Finally, (3-12) implies that this embedding is G-equivariant, which completes the
proof of (c). �

Returning to the case of a general affine algebraic group G, we have:

Corollary 21. Every I ∈G-Spec R has the form I = (Q :G) for some Q ∈ Spec R
with [G : G Q]<∞. Moreover, C(I )G ∼= C(Q)G Q .

Proof. We know that I = (P :G) for some P ∈ Spec R; see Section 3.4. Let G0 be
the connected component of the identity in G; this is a connected normal subgroup
of finite index in G [Borel 1991, 1.2]. Put Q = (P : G0). Then Proposition 19(a)
tells us that Q is prime. Furthermore, I = (Q :G) and G0

⊆G Q ; so [G :G Q]<∞.
The isomorphism C(I )G ∼= C(Q)G Q follows from Lemma 10(b). �

3.6. The fibres of the map (0-2). Assume that G is connected. Our next goal is
to give a description of the fibres of the map Rat R→ G-Rat R, P 7→ (P : G) in
Proposition 12. Following [Brown and Goodearl 2002] we denote the fibre over a
given I ∈ G-Rat R by RatI R:

RatI R = {P ∈ Rat R | (P : G)= I }.

The group G acts on RatI R via the given action ρR on R.
Recall that the group G acts on the rational function field k(G) by the natural

extensions of the regular representations ρr and ρ`. We denote by

HomG(C(R/I ), k(G))

the collection of all G-equivariant k-algebra homomorphisms C(R/I ) → k(G)
with G acting on k(G) via the right regular action ρr . The left regular action ρ` of
G on k(G) yields a G-action on the set HomG(C(R/I ), k(G)).



Group actions and rational ideals 493

Theorem 22. Let I ∈ G-Rat R be given. There is a G-equivariant bijection

RatI R −→ HomG(C(R/I ), k(G)).

Proof. Replacing R by R/I , we may assume that I = 0. In particular, R is prime
by Proposition 19. We will also put C = C(R) and K = k(G) for brevity. For
every P ∈ Rat R with (P : G)= 0, we will construct an embedding of fields

ψP : C ↪→ K

such that the following hold:

(a) ψP(g.c)= ρr (g)(ψP(c)) and ψg.P = ρ`(g) ◦ψP holds for all g ∈ G, c ∈ C ;

(b) if P, Q ∈Rat R are such that (Q :G)= (P :G)= 0 but Q 6= P then ψQ 6=ψP ;

(c) given a G-equivariant embedding ψ : C ↪→ K , with G acting on K via ρr , we
have ψ = ψP for some P ∈ Rat R with (P : G)= 0.

This will prove the theorem.
In order to construct ψP , consider the K -algebra (R/P)K = (R/P)⊗ K . This

algebra is rational by Lemma 7. We have a centralizing k-algebra homomorphism

ϕP : R
1R
−→ R⊗ k[G]

can.
−→ (R/P)K , (3-13)

where the canonical map

R⊗ k[G] → (R/P)K

comes from the embedding k[G] ↪→ K and the epimorphism R � R/P . Since
(P : G) = 0, Lemma 17 implies that ϕP is injective. Since (R/P)K is prime,
it follows that CϕP = C holds in Lemma 4. Hence ϕP extends uniquely to a
centralizing k-algebra monomorphism

ϕ̃P : RC ↪→ (R/P)K C((R/P)K )= (R/P)K (3-14)

sending C to C((R/P)K ) = K . Thus we may define ψP := ϕ̃P |C : C ↪→ K . It
remains to verify properties (a)–(c).

Part (a) is a consequence of the intertwining formulas (3-4) and (3-5). Indeed,
(3-5) implies that ϕP(g.r)=ρr (g)(ϕP(r)) holds for all g ∈G and r ∈ R. In view of
Proposition 2(ii), this identity is in fact valid for ϕ̃P and all r ∈ RC , which proves
the first of the asserted formulas for ψP in (a). For the second formula, consider
the map (ϕP)K that is defined by K -linear extension of (3-13) to RK = R ⊗ K ;
this is the composite

(ϕP)K : RK
δ
−→ RK

can.
� (R/P)K , (3-15)
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where δ is as in (3-9). The map (ρR⊗ρ`)(g) gives ring isomorphisms RK
∼
−→ RK

and (R/P)K
∼
−→ (R/g.P)K such that the following diagram

RK
∼ //

can.
����

RK

can.
����

(R/P)K
∼ // (R/g.P)K

commutes. The intertwining formula (3-4) implies that, for all g ∈ G,

(ϕg.P)K ◦ (1R ⊗ ρ`)(g)= (ρR ⊗ ρ`)(g) ◦ (ϕP)K .

Restricting to R we obtain

ϕg.P = (ρR ⊗ ρ`)(g) ◦ϕP ,

and this becomes ψg.P = ρ`(g) ◦ψP on C . This finishes the proof of (a).
For (b), let

(ϕ̃P)K : (RC)K = RC ⊗ K � (R/P)K

be defined by K -linear extension of (3-14) and put P̃ =Ker(ϕ̃P)K . Let Q ∈Rat R
be given such that (Q : G) = 0 and let Q̃ = Ker(ϕ̃Q)K be defined analogously. If
Q 6= P then Q̃ and P̃ are distinct primes of (RC)K ; in fact,

Q̃ ∩ RK 6= P̃ ∩ RK ,

because the restriction of (ϕ̃P)K to RK is given by (3-15). Since both Q̃ and P̃ are
disjoint from RC , Lemma 3(c) gives P̃ ∩CK 6= Q̃ ∩CK . This shows that (ψP)K

and (ψQ)K have distinct kernels, and so ψP 6= ψQ proving (b).
Finally, for (c), let ψ : C ↪→ K be some G-equivariant embedding. Define a

K -algebra map
9 : RK −→ S = RC ⊗C K

by K -linear extension of the canonical embedding R ↪→ RC . Note that, for c ∈C ,

c⊗ 1= 1⊗ψ(c) (3-16)

holds in S. Put
P = δ(Ker9)∩ R,

with δ as in (3-9). We will show that P is the desired rational ideal.
The algebra S is K -rational, by Lemma 7, and G acts on S via ρRC⊗C ρr , where

ρRC is the unique extension of the G-action ρR from R to the central closure RC .
The map 9 is G-equivariant for this action and the diagonal G-action ρR ⊗ ρr on
RK . Furthermore, by (3-5), the automorphism

δ−1
: RK

∼
−→ RK



Group actions and rational ideals 495

is equivariant with respect to the G-actions 1R⊗ρr on the first copy of RK and ρR⊗

ρr on the second RK . Therefore, the composite9◦δ−1
: RK→ S is equivariant for

the G-actions 1R ⊗ρr on RK and ρRC ⊗C ρr on S. Now consider the centralizing
monomorphism of k-algebras

µ : R/P ↪→ RK /δ(Ker9) ∼−→
δ−1

RK /Ker9 ↪→
9

S.

By the foregoing, we have µ(R/P) ⊆ SG , the k-subalgebra of G-invariants in
S. Since S is prime, we have Cµ = C(R/P) in Lemma 4. Hence, µ extends
uniquely to a monomorphism µ̃ : R/PC(R/P) ↪→ SC(S) = S sending C(R/P)
to C(S)= K . Therefore, µ̃(C(R/P))⊆ K G

= k, which proves that P is rational.
Furthermore, by Lemma 17, we have

(P : G)=1−1
R (P ⊗ k[G])⊆ δ−1(δ(Ker9))= Ker9.

Since 9 is mono on R, we conclude that (P : G) = 0. It remains to show that
ψ = ψP . For this, consider the map ϕ̃P of (3-14); so ψP = ϕ̃P |C . For q ∈ C ,
d ∈ Dq we have

δ(qd) mod P ⊗ K = ϕ̃P(qd)= ϕ̃P(q)ϕ̃P(d)= δ(ψP(q)d) mod P ⊗ K

because ψP(q) ∈ K and δ is K -linear. It follows that ψP(q)d − qd ∈ Ker9; so

0= ψP(q)9(d)−9(qd)= qd ⊗C 1= ψ(q)9(d),

where the last equality holds by (3-16). This shows that ψP(q) = ψ(q), thereby
completing the proof of the theorem. �

3.7. Proof of Theorem 1. We have to prove

(1) given I ∈ G-Rat R, there is a P ∈ Rat R such that I = (P : G);

(2) if P, P ′ ∈ Rat R satisfy (P : G)= (P ′ : G) then P ′ = g.P for some g ∈ G.

3.7.1. We first show that it suffices to deal with the case of connected groups. Let
G0 denote the connected component of the identity in G, as before, and assume
that both (1) and (2) hold for G0.

In order to prove (1) for G, let I ∈ G-Rat R be given. By Corollary 21, there
exists Q ∈ Spec R with I = (Q :G), G0

⊆G Q and C(R/Q)G Q = k. Since G Q/G0

is finite, it follows that Q is in fact G0-rational. Inasmuch as (1) holds for G0,
there exists P ∈ Rat R with Q = (P : G0). It follows that (P : G)= (Q : G)= I ,
proving (1).

Now suppose that (P : G)= (P ′ : G) for P, P ′ ∈ Rat R. Putting P0
= (P : G0)

we have
(P : G)=

⋂
x∈G/G0

x .P0
=

⋂
x∈G/G0

(x .P : G0),
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a finite intersection of G0-prime ideals of R. Similarly for P ′ 0 = (P ′ : G0). The
equality (P : G) = (P ′ : G) implies that (P ′ : G0) = (x .P : G0) for some x ∈ G.
(Note that if V ⊆ g.V holds for some k-subspace V ⊆ R and some g ∈ G then we
must have V = g.V , because the G-action on R is locally finite.) Invoking (2) for
G0, we see that P ′ = yx .P for some y ∈ G0, which proves (2) for G.

3.7.2. Now assume that G is connected. In view of Theorem 22, proving (1)
amounts to showing that there is a G-equivariant k-algebra homomorphism

C(R/I )→ k(G)

with G acting on k(G) via the right regular action ρr . But this has been done in
Proposition 19(c). For part (2), it suffices to invoke Theorem 22 in conjunction with
the following result which is the special case of [Vonessen 1998, Theorem 4.7] for
connected G.

Proposition 23. Let G act on k(G) via ρr and let F be a G-stable subfield of k(G)
containing k. Let HomG(F, k(G)) denote the collection of all G-equivariant k-
algebra homomorphisms ϕ : F → k(G). Then the G-action on HomG(F, k(G))
that is given by g.ϕ = ρ`(g) ◦ϕ is transitive.

This completes the proof of Theorem 1. �

3.7.3. It is tempting to try and prove (1) above in the following more direct fashion.
Assume that R is G-prime and choose an ideal P of R that is maximal subject to
the condition (P : G) = 0. This is possible by the proof of Proposition 8(b) and
we have also seen that P is prime. I don’t know if the ideal P is actually rational.
This would follow if the field extension C(R)G ↪→C(R/P)G P in Lemma 10 were
algebraic in the present situation. Indeed, every ideal I of R with I ) P satisfies
(I : G) 6= 0, and hence (I : H) ) P . Therefore, Proposition 19(b) tells us that
the connected component of the identity of G P acts trivially on C(R/P) and so
C(R/P) is finite over C(R/P)G P .
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