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#### Abstract

Let $A$ be the Néron model of an abelian variety $A_{K}$ over the fraction field $K$ of a discrete valuation ring $R$. By work of Mazur and Messing, there is a functorial way to prolong the universal extension of $A_{K}$ by a vector group to a smooth and separated group scheme over $R$, called the canonical extension of $A$. Here we study the canonical extension when $A_{K}=J_{K}$ is the Jacobian of a smooth, proper and geometrically connected curve $X_{K}$ over $K$. Assuming that $X_{K}$ admits a proper flat regular model $X$ over $R$ that has generically smooth closed fiber, our main result identifies the identity component of the canonical extension with a certain functor $\mathrm{Pic}_{X / R}^{\natural, 0}$ classifying line bundles on $X$ that have partial degree zero on all components of geometric fibers and are equipped with a regular connection. This result is a natural extension of a theorem of Raynaud, which identifies the identity component of the Néron model $J$ of $J_{K}$ with the functor $\operatorname{Pic}_{X / R}^{0}$. As an application of our result, we prove a comparison isomorphism between two canonical integral structures on the de Rham cohomology of $X_{K}$.


## 1. Introduction

Fix a discrete valuation ring $R$ with field of fractions $K$ and residue field $k$. Let $A_{K}$ be an abelian variety over $K$ and consider the universal extension $E\left(\widehat{A}_{K}\right)$ of the dual abelian variety $\widehat{A}_{K}$. This commutative algebraic $K$-group is an extension of $\widehat{A}_{K}$ by the vector group of invariant differentials on $A_{K}$

$$
\begin{equation*}
0 \longrightarrow \omega_{A_{K}} \longrightarrow E\left(\hat{A}_{K}\right) \longrightarrow \hat{A}_{K} \longrightarrow 0 \tag{1-1}
\end{equation*}
$$

and is universal among extensions of $\widehat{A}_{K}$ by a vector group: for any vector group $V$ over $K$, the natural homomorphism $\operatorname{Hom}\left(\omega_{A_{K}}, V\right) \rightarrow \operatorname{Ext}\left(\widehat{A}_{K}, V\right)$ arising by pushout from (1-1) is an isomorphism. The theory of the universal extension was

[^1]initiated by Rosenlicht [1958], who defined the notion and showed its existence for abelian varieties, and was subsequently taken up in [Tate 1958; Murre 1962; Grothendieck 1974; Messing 1972; 1973; Mazur and Messing 1974]. It is central to the definition of the Mazur-Tate p-adic height pairing [Mazur and Tate 1983; Coleman 1991], to Deligne's definition of the duality on the de Rham cohomology of $A_{K}$ [Deligne 1974, Section 10.2.7.3] (see also [Coleman 1991; 1998]), and to certain proofs of the comparison isomorphism between the $p$-adic étale and de Rham cohomologies of $A_{K}$ [Coleman 1984, Note added in proof; Wintenberger 1994].

As is well known, the Néron model $\widehat{A}$ of $\widehat{A}_{K}$ over $R$ provides a functorial extension of $\widehat{A}_{K}$ to a smooth commutative group scheme over $R$, and it is natural to ask if (1-1) can be functorially extended to a short exact sequence of smooth commutative $R$-groups as well. Such an extension is provided by the "canonical extension" $\mathscr{E}(\widehat{A})$ of $\widehat{A}$, introduced by Mazur and Messing [1974, I, Section 5]. When $\widehat{A}_{K}$ has good reduction, $\mathscr{E}(\widehat{A})$ coincides with the universal extension of (the abelian scheme) $\widehat{A}$ by a vector group, but in general, as an example of Breen and Raynaud shows (see Remarks 2.5), Néron models need not have universal extensions, and $\mathscr{E}(\widehat{A})$ seems to be the best substitute in such cases. Although they seem to be of fundamental importance, canonical extensions of Néron models have been little studied, and as far as we know, do not appear anywhere in the literature beyond their introduction in [Mazur and Messing 1974] and [Gross 1990, Section 15].

In this paper, we study the canonical extension $\mathscr{E}(\widehat{A})$ when $A_{K}=J_{K}$ is the Jacobian of a smooth proper and geometrically connected curve $X_{K}$ over $K$. In this situation, a famous theorem of Raynaud [Bosch et al. 1990, Section 9.7, Theorem 1] relates the identity component $\widehat{J}^{0}$ of $\widehat{J}$ to the relative Picard functor of any proper flat and normal model $X$ of $X_{K}$ that is "sufficiently nice".
Theorem 1.1 (Raynaud). Let $S=\operatorname{Spec} R$ and fix a proper flat and normal model $X$ of $X_{K}$ over $S$. Denote by $X_{1}, \ldots, X_{n}$ the (reduced) irreducible components of the closed fiber $X_{k}$. Suppose that the greatest common divisor of the geometric multiplicities of the $X_{i}$ in $X_{k}$ is equal to 1 , and assume either that $k$ is perfect or that $X$ admits an étale quasisection. Then $\mathrm{Pic}_{X / S}^{0}$ is a smooth and separated $S$-group scheme and $J_{K}$ admits a Néron model $J$ of finite type. Moreover, the canonical morphism

$$
\begin{equation*}
\operatorname{Pic}_{X / S}^{0} \longrightarrow \widehat{J}^{0} \tag{1-2}
\end{equation*}
$$

arising via the Néron mapping property from the canonical principal polarization of $J_{K}$ is an isomorphism if and only if $X$ has rational singularities. ${ }^{1}$

Our main result enhances Raynaud's theorem by providing a similar description of the identity component $\mathscr{E}(\widehat{J})^{0}$ of the canonical extension $\mathscr{E}(\widehat{J})$ of $\widehat{J}$.

[^2]Theorem 1.2. Let $X$ be a proper flat and normal model of $X_{K}$ over $S=\operatorname{Spec} R$. Suppose that the closed fiber of $X$ is geometrically reduced and that either $X$ is regular or that $k$ is perfect. Then there is a canonical homomorphism of short exact sequences of smooth group schemes over $S$

which is an isomorphism of exact sequences if and only if $X$ has rational singularities.

Here, $\omega_{X / S}$ is the relative dualizing sheaf of $X$ over $S$; it is a coherent sheaf of ${ }^{O_{X}}$-modules that is flat over $S$ and coincides with the sheaf of relative differentials over the smooth locus of $f$ in $X$. We write $f_{*} \omega_{X / S}$ for the vector group attached to this locally free $\mathbb{O}_{S}$-module, and $\operatorname{Pic}_{X / S}^{\natural, 0}$ is the fppf sheaf associated to the functor on $S$-schemes that assigns to each $S$-scheme $\varphi: T \rightarrow S$ the set of isomorphism classes of pairs $(\mathscr{L}, \nabla)$, where $\mathscr{L}$ is a line bundle on $X_{T}$ whose restriction to all components of each geometric fiber of $X_{T}$ has degree zero and $\nabla: \mathscr{L} \rightarrow \mathscr{L} \otimes \varphi^{*} \omega_{X / S}$ is a regular connection on $\mathscr{L}$ over $T$ (Definition 3.5). We will show in Theorem 3.9 that under the hypotheses of Raynaud's Theorem, $\mathrm{Pic}_{X / S}^{\natural, 0}$ is indeed a smooth and separated $S$-scheme, and that there is a short exact sequence of smooth groups over $S$ as in the lower row of (1-3).

We note that when $f: X \rightarrow S$ is smooth, our notion of regular connection coincides with the familiar notion of connection, and we recover from Theorem 1.2 the "well known" description of the universal extension of a Jacobian of a smooth and proper curve as the representing object of the functor classifying degree zero line bundles on the curve that are equipped with connection. ${ }^{2}$ Let us also point out that the hypotheses of Theorem 1.2 include not only all regular curves over $K$ with semistable reduction but many regular curves which are quite $\mathrm{far}^{3}$ from having semistable reduction, such as the modular curves $X(N)$ and $X_{1}(N)$ over $K:=\mathbf{Q}_{p}\left(\zeta_{N}\right)$ for arbitrary $N$ (see [Katz and Mazur 1985, Theorems 13.7.6 and 13.11.4], which describe proper flat and regular models of $X(N)$ and $X_{1}(N)$, respectively, over $R=\mathbf{Z}_{p}\left[\zeta_{N}\right]$ that have geometrically reduced closed fibers).

It is well known that the exact sequence of Lie algebras arising from (1-1) is naturally isomorphic to the 3-term Hodge filtration exact sequence of the first de Rham

[^3]cohomology of $A_{K}$ (Proposition 5.1). Thus, the Lie algebra of the smooth $R$-group $\mathscr{E}(\widehat{A})$ provides a canonical $R$-lattice in the $K$-vector space $H_{\mathrm{dR}}^{1}\left(A_{K} / K\right)$ which is functorial in $K$-morphisms of $A_{K}$ (due to the Néron mapping property of $A$ and the functorial dependence of $\mathscr{E}(\widehat{A})$ on $A$ ). When $A$ is an abelian scheme and the maximal ideal of $R$ has divided powers, Mazur and Messing proved [1974, II, Section 15] Grothendieck's conjecture [1974, V Section 5] that this $R$-lattice is naturally isomorphic to the Dieudonné module of the associated Barsotti-Tate group $A_{k}\left[p^{\infty}\right]$. Thus, Lie( $\left.\mathscr{E}(A)\right)$ provides a natural generalization of the Dieudonné module when $A$ is not an abelian scheme. In [Cais 2009], for a proper flat and normal $R$-curve $X$, we studied a canonical integral structure $H^{1}(X / R)$ on $H_{\mathrm{dR}}^{1}\left(X_{K} / K\right)$ (that is, an $R$-lattice that is functorial in $K$-morphisms of $X_{K}$ ) defined in terms of relative dualizing sheaves. It is natural to ask how $H^{1}(X / R)$ compares with the lattice $\operatorname{Lie}(\mathscr{E}(\widehat{J}))$ under the canonical identification $H_{\mathrm{dR}}^{1}\left(X_{K} / K\right) \simeq H_{\mathrm{dR}}^{1}\left(J_{K} / K\right)$. We will prove in Corollary 5.6 that these two lattices coincide when $X$ verifies the hypotheses of Theorem 1.2.

We briefly explain the main ideas underlying the proof of Theorem 1.2. Our first task is to reinterpret $\mathscr{E}(\widehat{J})^{0}$ as the representing object of the functor $\mathscr{E} x t r i g_{S}\left(J, \mathbf{G}_{m}\right)$ on smooth $S$-schemes, à la Mazur and Messing [1974]. To do this, we must first show that the functor $\mathscr{E} x t_{S}\left(J, \mathbf{G}_{m}\right)$ is represented by $\widehat{J}^{0}$ on smooth $S$-schemes, and by [Bosch 1997, Proposition 5.1] this holds if and only if Grothendieck's pairing on component groups is perfect. It follows from results of Bosch and Lorenzini [2002, Corollary 4.7] (see also Proposition 2.8) that the hypotheses of Theorem 1.2 imply the perfectness of Grothendieck's pairing. However, we note that Grothendieck's pairing is not generally perfect (see Remark 2.9).

In Section 3, we construct the exact sequence of smooth $S$-group schemes occurring in the bottom row of (1-3). This is accomplished by Theorem 3.9, whose proof employs Čech-theoretical techniques to interpret the hypercohomology of the two-term complex $d \log : \mathbb{O}_{X}^{\times} \rightarrow \omega_{X / S}$ in terms of line bundles with regular connection, and makes essential use of the good cohomological properties of the relative dualizing sheaf and of Grothendieck duality. A key insight here is that the traditional notion of a connection on a line bundle on a scheme $X$ over a base $S$ is not well behaved when $X$ is not $S$-smooth and must be suitably modified as in Definition 3.5. With these preliminaries in place, we turn to the proof of Theorem 1.2 in Section 4. We must first construct a morphism of short exact sequences of smooth group schemes (1-3). Our strategy for doing this is as follows. Passing to an unramified extension of $K$ if need be, we suppose that $X_{K}$ has a rational point and use it to define an Albanese morphism $j_{K}: X_{K} \rightarrow J_{K}$. The Néron mapping property of $J$ allows us to extend $j_{K}$ to a morphism $j: X^{\mathrm{sm}} \rightarrow J$ on the smooth locus of $f$ in $X$. By (functorially) pulling back rigidified extensions of $J$ by $\mathbf{G}_{m}$ along $j$, we get line bundles on $X^{\text {sm }}$ with connection. Via a careful analysis of the relative
dualizing sheaf, we show in Lemma 4.1 that a line bundle with connection on $X^{\text {sm }}$ is equivalent to a line bundle with regular connection on $X$; this critically uses our hypothesis that the closed fiber of $X$ is geometrically reduced (equivalently, ${ }^{4}$ that $X^{\mathrm{sm}}$ is fiber-wise dense in $X$ ). From this, we deduce the desired map (1-3). To complete the proof of Theorem 1.2, we then "bootstrap" Raynaud's Theorem 1.1 using duality. Here, it is essential to know that the canonical evaluation duality between the Lie algebra of $J$ and the sheaf of invariant differentials on $J$ is compatible via $j$ with the (Grothendieck) duality of $f_{*} \omega_{X / S}$ and $R^{1} f_{*} O_{X}$. Such compatibility may be checked on generic fibers, where it is well known [Coleman 1998, Theorem 5.1].

We remark that when $k$ is perfect, both the short exact sequences of group schemes in the rows of (1-3) exist under the less restrictive hypotheses of Theorem 1.1; this follows immediately from Propositions 2.6 and 2.8 for the top row of (1-3), and from Theorem 3.9 for the bottom row. It is natural to ask if Theorem 1.2 holds in this generality as well. We do not know the answer to this question, as our construction of the map of short exact sequences of smooth groups in (1-3) seems to require the closed fiber of $X$ to be generically smooth. Indeed, our construction of (1-3) relies on extending an Albanese morphism $X_{K} \rightarrow J_{K}$ to some open subscheme $U$ of $X$ with the property that line bundles with connection on $U$ uniquely extend to line bundles with regular connection on $X$. On the one hand, this extension property seems to require $U$ to be fiber-wise dense in $X$ (see Lemma 4.1 and Remark 4.2), while on the other hand one only expects to be able to extend the morphism $X_{K} \rightarrow J_{K}$ to $U=X^{\mathrm{sm}}$. Thus, we are forced to require that $U=X^{\mathrm{sm}}$ be fiber-wise dense in $X$, that is, that $X_{k}$ be generically smooth (equivalently geometrically reduced). We note, however, that it is just our construction of the map (1-3) that requires $X$ to have generically smooth closed fiber; the proof that this map is an isomorphism of exact sequences of group schemes relies only on the weaker hypotheses of Raynaud's Theorem 1.1.

Conventions and notation. Fix a base scheme $S$. If $Y$ is any $S$-scheme and $S^{\prime} \rightarrow S$ is any morphism, we will often write $Y_{S^{\prime}}:=Y \times_{S} S^{\prime}$ for the base change. When $S^{\prime}=\operatorname{Spec}(F)$ is the spectrum of a field, we will sometimes abuse notation and write $Y_{F}$ in place of $Y_{S^{\prime}}$. We will work with the fppf topology on the categories of $S$ schemes and of smooth $S$-schemes (see [SGA3-1 1970, Exposé IV, Section 6.3] or [Bosch et al. 1990, Section 8.1]); if $\mathscr{F}$ is any representable functor on one of these categories, we will also write $\mathscr{F}$ for the representing object. By an $S$-group scheme

[^4]$G$ we will always mean a finitely presented flat and separated commutative group scheme over $S$. As usual, we write $\mathbf{G}_{a}$ and $\mathbf{G}_{m}$ for the additive and multiplicative group schemes over $S$. A vector group on $S$ is any $S$-group that is Zariski-locally isomorphic to a product of copies of $\mathbf{G}_{a}$. Associated to any quasicoherent $\mathbb{O}_{S^{-}}$ module $\mathcal{M}$ is a sheaf for the fppf topology on $S$-schemes $\varphi: T \rightarrow S$ given by $\mathcal{M}(T):=\Gamma\left(T, \varphi^{*} \mathcal{M}\right)$. When $\mathcal{M}$ is locally free of finite rank, this fppf sheaf is represented by the vector group $\operatorname{Spec}\left(\operatorname{Sym}_{\odot_{S}}\left(\mathcal{M}^{*}\right)\right)$, where $\mathcal{M}^{*}$ is the $0_{S}$-linear dual of $\mathcal{M}$; we will frequently abuse notation and write $\mathcal{M}$ for both the locally free $\mathbb{O}_{S^{-}}$ module and the associated vector group on $S$. For any $S$-group $G$ with identity section $e: S \rightarrow G$, we put $\omega_{G}:=e^{*} \Omega_{G / S}^{1}$. As usual, for any $S$-scheme $T$ we put $T[\epsilon]:=T \times{ }_{\mathbf{Z}} \operatorname{Spec}\left(\mathbf{Z}[\epsilon] / \epsilon^{2}\right)$, considered as a $T$-scheme via the first projection, and for any fppf sheaf $G$ we write $\mathscr{L i e ( G )}$ for the fppf sheaf of $O_{S}$-modules defined (as in [Liu et al. 2004, Section 1]) by $\mathscr{L i e}(G)(T):=\operatorname{ker}(G(T[\epsilon]) \rightarrow G(T))$. When $G$ is a smooth group, this agrees with the traditional notion of relative Lie algebra (as a sheaf of $\mathscr{O}_{S}$-modules). We set $\operatorname{Lie}(G):=\mathscr{L i e}(G)(S)$.

## 2. Canonical extensions of Néron models

In this section, following [Mazur and Messing 1974], we recall the construction and basic properties of the canonical extension of a Néron model, and we explain how to interpret its identity component via rigidified extensions.

Let $S$ be any base scheme, and fix commutative $S$-group schemes $F$ and $G$. A rigidified extension of $F$ by $G$ over $S$ is a pair $(E, \sigma)$ consisting of an extension $E$ (of fppf sheaves of abelian groups over $S$ ) of $F$ by $G$

$$
\begin{equation*}
0 \longrightarrow G \xrightarrow{l} E \longrightarrow F \longrightarrow 0 \tag{2-1}
\end{equation*}
$$

and a section $\sigma$ of $S$-pointed sheaves along the first infinitesimal neighborhood of the identity of $F$

$$
\begin{equation*}
\operatorname{Inf}_{S}^{1}(F) \xrightarrow{\sigma} E \tag{2-2}
\end{equation*}
$$

that projects to the canonical closed immersion $\operatorname{Inf}_{S}^{1}(F) \rightarrow F$. Two rigidified extensions ( $E, \sigma$ ) and $\left(E^{\prime}, \sigma^{\prime}\right)$ of $F$ by $G$ are called equivalent if there is a homomorphism (necessarily an isomorphism) $\varphi: E \rightarrow E^{\prime}$ that carries $\sigma$ to $\sigma^{\prime}$ and makes the diagram (2-3) commute:


We denote by $\operatorname{Extrig}_{S}(F, G)$ the set of equivalence classes of rigidified extensions of $F$ by $G$ over $S$. This set is equipped with a natural group structure via Baer sum of rigidified extensions [Mazur and Messing 1974, I, Section 2.1]) which makes the functor on $S$-schemes $T \rightsquigarrow \operatorname{Extrig}_{T}\left(F_{T}, G_{T}\right)$ a group functor that is contravariant in the first variable via pullback (fibered product) and covariant in the second variable via pushout (fibered coproduct). We will write © ©xtrig ${ }_{S}(F, G)$ for the fppf sheaf of abelian groups associated to this functor.

We will exclusively be concerned with the special case that $G=\mathbf{G}_{m}$ is the multiplicative group over $S$. Note that (by fppf descent) any extension of $F$ by $\mathbf{G}_{m}$ is automatically representable as $\mathbf{G}_{m}$ is affine (compare the proof of [Oort 1966, III, Proposition 17.4]). In this context, there is an alternate and more concrete functorial description of the group Extrig $_{S}\left(F, \mathbf{G}_{m}\right)$ that we will need for later use. Fix a choice of generator $\tau$ for the free rank-one $\mathbf{Z}$-module of invariant differentials $\omega_{\mathbf{G}_{m}}$ of $\mathbf{G}_{m}$ over $\mathbf{Z}$. Note that $\tau$ is canonically determined up to multiplication by $\pm 1$. For any scheme $S$, we will denote the pullback of $\tau$ to a generator of $\omega_{\mathbf{G}_{m}}$ simply by $\tau$. Write $\mathbf{E}_{\tau}(F)(S)$ for the set of equivalence classes of pairs $(E, \eta)$ consisting of an extension $E$ of $F$ by $\mathbf{G}_{m}$ over $S$ and a global invariant differential $\eta \in \Gamma\left(S, \omega_{E}\right)$ which pulls back via the given morphism $\imath: \mathbf{G}_{m} \rightarrow E$ (realizing $E$ as an extension of $F$ by $\mathbf{G}_{m}$ ) to $\tau$ on $\mathbf{G}_{m}$. Two pairs $(E, \eta)$ and $\left(E^{\prime}, \eta^{\prime}\right)$ are declared to be equivalent if there is a morphism $\varphi: E \rightarrow E^{\prime}$ inducing a diagram as in (2-3) and having the property that $\varphi^{*} \eta^{\prime}=\eta$. We make $\mathbf{E}_{\tau}(F)(S)$ into an abelian group as follows. Let $(E, \eta)$ and $\left(E^{\prime}, \eta^{\prime}\right)$ be two pairs as above, and denote by $E^{\prime \prime}$ the Baer sum of $E$ and $E^{\prime}$. Writing pr, pr' for the projections from $E \times_{F} E^{\prime}$ to $E$ and $E^{\prime}$, and denoting by $q: E \times{ }_{F} E^{\prime} \rightarrow E^{\prime \prime}$ the quotient map, we claim that there is a unique invariant differential $\eta^{\prime \prime}$ on $E^{\prime \prime}$ satisfying

$$
q^{*} \eta^{\prime \prime}=\operatorname{pr}^{*} \eta+\operatorname{pr}^{*} \eta^{\prime} .
$$

Indeed, by definition, $E^{\prime \prime}$ is the cokernel of the skew-diagonal $\left(l,-l^{\prime}\right): \mathbf{G}_{m} \rightarrow$ $E \times{ }_{F} E^{\prime}$ under which pr* $\eta+\mathrm{pr}^{\prime *} \eta^{\prime}$ pulls back to zero. Thus, via the short exact sequence

$$
0 \longrightarrow \omega_{E^{\prime \prime}} \longrightarrow \omega_{E \times_{F} E^{\prime}} \longrightarrow \omega_{\mathbf{G}_{m}} \longrightarrow 0
$$

(which is left exact since $E \times_{F} E^{\prime} \rightarrow E^{\prime \prime}$ is smooth due to [SGA3-1 1970, Exposé $\mathrm{VI}_{\mathrm{B}}$, Proposition 9.2 vii]), we obtain a unique invariant differential $\eta^{\prime \prime}$ on $E^{\prime \prime}$ as claimed. One easily checks that under the map $\mathbf{G}_{m} \rightarrow E^{\prime \prime}$ induced by either one of the inclusions $(t, 0),\left(0, \iota^{\prime}\right): \mathbf{G}_{m} \rightrightarrows E \times{ }_{F} E^{\prime}$ (whose composites with $q$ both coincide with the inclusion $\mathbf{G}_{m} \rightarrow E^{\prime \prime}$ realizing $E^{\prime \prime}$ as an extension of $F$ by $\mathbf{G}_{m}$ ) the differential $\eta^{\prime \prime}$ pulls back to $\tau$. We define the sum of the classes represented by $(E, \eta)$ and $\left(E^{\prime}, \eta^{\prime}\right)$ to be the class represented by $\left(E^{\prime \prime}, \eta^{\prime \prime}\right)$. It is straightforward to verify that this definition does not depend on the choice of representatives, and
makes $\mathbf{E}_{\tau}(F)(S)$ into an abelian group. This construction is obviously contravariantly functorial in $S$ via pullback of extensions and of invariant differentials.

Lemma 2.1. For any choice of basis $\tau$ of $\omega_{\mathbf{G}_{m}}$, there is a functorial isomorphism of abelian groups

$$
\operatorname{Extrig}_{S}\left(F, \mathbf{G}_{m}\right) \xrightarrow{\simeq} \mathbf{E}_{\tau}(F)(S) .
$$

Proof. Associated to the extension (2-1) with $G=\mathbf{G}_{m}$ is the short exact sequence of Lie algebras

$$
\begin{equation*}
0 \longrightarrow \mathscr{L i e (}\left(\mathbf{G}_{m}\right) \longrightarrow \mathscr{L i e}(E) \longrightarrow \mathscr{L i e}(F) \longrightarrow 0 \tag{2-4}
\end{equation*}
$$

(note that the map $\mathscr{L i e}(E) \rightarrow \mathscr{L i e}(F)$ is surjective by [Liu et al. 2004, Proposition 1.1 (c)], as $E \rightarrow F$ is smooth). We claim that the data of a rigidification on (2-1) is equivalent to a choice of a splitting of (2-4). Indeed, any map $\sigma: \operatorname{Inf}_{S}^{1}(F) \rightarrow E$ necessarily factors through $\operatorname{Inf}_{S}^{1}(E)$, so using the natural isomorphism $\operatorname{Iff}_{S}^{1}(H) \simeq \operatorname{Spec}\left(O_{S}\left[\omega_{H}\right]\right)$ for any smooth group scheme $H$ over $S$ we obtain a bijection between rigidifications of (2-1) and sections $\omega_{E} \rightarrow \omega_{F}$ to the pullback map $\omega_{F} \rightarrow \omega_{E}$. By the usual duality of the $\mathbb{O}_{S}$-modules $\mathscr{L} i e(H)$ and $\omega_{H}$ [SGA3-1 1970, Exposé 2, Section 4.11], this is equivalent to a section $s$ as claimed.

Using $\tau$ to identify the free rank one $\mathbb{O}_{S}$-module $\mathscr{L} i e\left(\mathbf{G}_{m}\right)$ with $\mathbb{O}_{S}$ and thinking of a splitting of (2-4) as a map $\mathscr{L i e}(E) \rightarrow \mathscr{L} i e\left(\mathbf{G}_{m}\right)$ restricting to the identity on $\mathscr{L} i e\left(\mathbf{G}_{m}\right)$, we see that any such splitting is by duality equivalent to a global section $\eta \in \Gamma\left(S, \omega_{E}\right)$ pulling back to $\tau$ in $\Gamma\left(S, \omega_{\mathbf{G}_{m}}\right)$. One checks that the equivalence $(E, \sigma) \leftrightarrow(E, \eta)$ induces an isomorphism of abelian groups Extrig $_{S}\left(F, \mathbf{G}_{m}\right) \rightarrow$ $\mathscr{E}_{\tau}(F)(S)$ that is functorial in $S$, as claimed.

The following key result shows that the functor ©xtrig allows one to realize the universal extension of an abelian scheme.

Proposition 2.2 (Mazur-Messing). Let A be an abelian scheme over an arbitrary base scheme $S$ and denote by $\widehat{A}$ the dual abelian scheme. Then the fppf sheaf ${\mathscr{E} x t r i g_{S}}\left(A, \mathbf{G}_{m}\right)$ is a smooth and separated $S$-group scheme. It sits in a natural short exact sequence of smooth $S$-group schemes

$$
\begin{equation*}
0 \longrightarrow \omega_{A} \longrightarrow \mathscr{E}^{x t r i g} g_{S}\left(A, \mathbf{G}_{m}\right) \longrightarrow \widehat{A} \longrightarrow 0 . \tag{2-5}
\end{equation*}
$$

Moreover, (2-5) is the universal extension of $\widehat{A}$ by a vector group.
Proof. See [Mazur and Messing 1974], especially I, Section 2.6 and Proposition 2.6.7.

We now specialize to the case that $S=\operatorname{Spec} R$ is the spectrum of a discrete valuation ring $R$ with field of fractions $K$. Fix an abelian variety $A_{K}$ over $K$ and denote by $A$ the Néron model of $A_{K}$ over $S$ and by $A^{0}$ the relative identity
component of $A$. Let $\widehat{A}$ be the Néron model of the dual abelian variety $\widehat{A}_{K}$. We have the following analogue of Proposition 2.2:

Proposition 2.3 [Mazur and Messing 1974, I, Corollary 5.2]. As a functor on smooth $S$-schemes, the fppf abelian sheaf ©xtrig $\left(A^{0}, \mathbf{G}_{m}\right)$ is represented by a smooth and separated $S$-group scheme. Moreover, there is a natural short exact sequence of smooth groups over $S$

$$
\begin{equation*}
0 \longrightarrow \omega_{A} \longrightarrow \mathscr{E}^{x} x \operatorname{trig}_{S}\left(A^{0}, \mathbf{G}_{m}\right) \longrightarrow \hat{A} \longrightarrow 0 \tag{2-6}
\end{equation*}
$$

Definition 2.4 (Mazur-Messing). The canonical extension of $\widehat{A}$ is the smooth and separated $S$-group scheme

$$
\mathscr{E}(\widehat{A}):=\mathscr{E} x \operatorname{trig}_{S}\left(A^{0}, \mathbf{G}_{m}\right) .
$$

Remarks 2.5. When $A$ is an abelian scheme, the canonical extension $\mathscr{E}(\widehat{A})$ coincides with the universal extension of $\widehat{A}$ by a vector group by Proposition 2.2. When $A$ is not an abelian scheme, an example of Breen and Raynaud [Mazur and Messing 1974, I, 5.6] shows that $A$ need not have a universal extension.

Note, however, that since the functor ${ }^{\text {Extrig }}{ }_{S}\left(A^{0}, \mathbf{G}_{m}\right)$ commutes with fppf base change, the smooth group scheme ${ }^{E x}$ xtrig $g_{S}\left(A^{0}, \mathbf{G}_{m}\right)$ representing it on the category of smooth group schemes over $S$ is of formation compatible with base change to a smooth $S$-scheme. In particular, the $K$-fiber of the canonical extension exact sequence (2-6) is the universal extension of $\widehat{A}_{K}$ by a vector group, thanks to Proposition 2.2.

In this paper, we work with $\mathscr{E}^{\circ} x$ trig $_{S}\left(A, \mathbf{G}_{m}\right)$ instead of $\mathscr{E}^{\circ} x$ trig $_{S}\left(A^{0}, \mathbf{G}_{m}\right)$, as the former has better functorial properties due to the Néron mapping property of $A$ (which is not enjoyed by $A^{0}$ ). Following the method of [Mazur and Messing 1974, I, Corollary 5.2], we wish to show that $E^{\text {Extrig }}{ }_{S}\left(A, \mathbf{G}_{m}\right)$ is representable, at least as a functor on smooth test objects. This is somewhat more subtle than the corresponding problem for $\mathscr{E}^{x}$ triig ${ }_{S}\left(A^{0}, \mathbf{G}_{m}\right)$; in particular, denoting by $\Phi_{A}$ and $\Phi_{\widehat{A}}$ the component groups of $A$ and $\widehat{A}$, we will need to know that Grothendieck's pairing for $A_{K}$ (see [SGA7-1 1972, Exposés 7-9] or [Bosch 1997, Section 4])

$$
\begin{equation*}
\Phi_{A} \times \Phi_{\widehat{A}} \longrightarrow \mathbf{Q} / \mathbf{Z} \tag{2-7}
\end{equation*}
$$

is right nondegenerate.
Proposition 2.6. Suppose that Grothendieck's pairing on component groups is right nondegenerate. Then the fppf abelian sheaf $\mathscr{E}^{\text {xtrig }}\left(A, \mathbf{G}_{m}\right)$ on the category of smooth $S$-schemes is represented by a smooth and separated $S$-group scheme.

Moreover, there is a natural short exact sequence of smooth group schemes over $S$

$$
\begin{equation*}
0 \longrightarrow \omega_{A} \longrightarrow \mathscr{E}^{2} x \operatorname{trig}_{S}\left(A, \mathbf{G}_{m}\right) \longrightarrow \widehat{A}^{0} \longrightarrow 0 . \tag{2-8}
\end{equation*}
$$

Proof. We follow the proof of [Mazur and Messing 1974, I, Corollary 5.2]. Let $T$ be any smooth $S$-scheme and consider the natural map of abelian groups

$$
\begin{equation*}
\operatorname{Extrig}_{T}\left(A, \mathbf{G}_{m}\right) \longrightarrow \operatorname{Ext}_{T}\left(A, \mathbf{G}_{m}\right) . \tag{2-9}
\end{equation*}
$$

By Lemma 2.1, we see that when $T$ is affine any extension $E$ of $A_{T}$ by $\mathbf{G}_{m}$ admits a rigidification so (2-9) is surjective. By definition, the kernel of (2-9) consists of rigidifications on the trivial extension of $A_{T}$ by $\mathbf{G}_{m}$, up to isomorphism. To give a rigidification $\operatorname{Inf}_{T}^{1}\left(A_{T}\right) \rightarrow A_{T} \times_{T} \mathbf{G}_{m}$ of the trivial extension is obviously equivalent to giving a map of $T$-pointed $T$-schemes $\operatorname{Inf}_{T}^{1}\left(A_{T}\right) \rightarrow \mathbf{G}_{m}$, which in turn is equivalent to giving a global section of $\omega_{A_{T}}$ (see [Mazur and Messing 1974, I, 1.2] or the proof of Lemma 2.1). If two sections $\eta_{1}$ and $\eta_{2}$ of $\omega_{A_{T}}$ give isomorphic rigidified extensions of the trivial extension, then there is an automorphism of the trivial extension, necessarily induced by a group map $\varphi: A_{T} \rightarrow \mathbf{G}_{m}$, with the property that $\eta_{1}$ and $\eta_{2}$ differ by

$$
d \varphi \in \Gamma\left(T, \omega_{A_{T}}\right) \quad\left(\text { with } d: \operatorname{Hom}_{T}\left(A_{T}, \mathbf{G}_{m}\right) \rightarrow \operatorname{Hom}\left(\operatorname{Inf}_{T}^{1}\left(A_{T}\right), \mathbf{G}_{m}\right),\right.
$$

the natural map induced by the canonical closed immersion $\left.\operatorname{Inf}_{T}^{1}\left(A_{T}\right) \rightarrow A_{T}\right)$. Since $A$ is flat with proper generic fiber and $T$ is $S$-smooth, we have

$$
\operatorname{Hom}_{T}\left(A_{T}, \mathbf{G}_{m}\right)=0,
$$

so by passing to the associated fppf abelian sheaves, we thus obtain the short exact sequence of fppf sheaves

$$
0 \longrightarrow \omega_{A} \longrightarrow \mathscr{E}_{x t r i g_{S}}\left(A, \mathbf{G}_{m}\right) \longrightarrow \mathscr{E}_{S}\left(A, \mathbf{G}_{m}\right) \longrightarrow 0 .
$$

By [Bosch 1997, Proposition 5.1] (or [Milne 1986a, III, Proposition C.14]), the canonical duality of abelian varieties extends to a natural map $\widehat{A}^{0} \rightarrow \mathscr{E} x t_{S}\left(A, \mathbf{G}_{m}\right)$ which is an isomorphism of fppf abelian sheaves on the category of smooth $S$ schemes if and only if Grothendieck's pairing on component groups (2-7) is right
 category of smooth $S$-schemes by the smooth and separated $S$-group scheme $\widehat{A}^{0}$. Since $\omega_{A}$ is a vector group, it is clearly smooth and affine over $S$. Thus, the proof of [Oort 1966, III, Proposition 17.4], which is easily adapted from the situation considered there (fpqc topology on all $S$-schemes) to our situation (fppf topology on smooth $S$-schemes) since $\omega_{A}$ and $\widehat{A}^{0}$ are smooth, shows via fppf descent that ${ }^{\bullet} x$ trig $_{S}\left(A, \mathbf{G}_{m}\right)$ is represented (on smooth $S$-schemes) by a smooth and separated
$S$-group scheme, and that there is a short exact sequence of smooth $S$-schemes (2-8).

Remark 2.7. We note that Mazur and Messing [1974, I, Corollary 5.2] prove that the canonical map

$$
\widehat{A} \longrightarrow \mathscr{E} x t_{S}\left(A^{0}, \mathbf{G}_{m}\right)
$$

is an isomorphism of fppf abelian sheaves on smooth test objects for any Néron model $A$ over any connected Dedekind scheme $S$ by showing that $\mathscr{E} x t_{S}\left(A^{0}, \mathbf{G}_{m}\right)$ satisfies the Néron mapping property. In our situation, this method fails to generalize as $\widehat{A}^{0}$ does not satisfy any good mapping property on smooth $S$-schemes which do not have connected closed fiber.

In our applications, we will wish to apply Proposition 2.6 when $A_{K}$ is the Jacobian of a smooth and proper curve over $K$. In this situation, it follows easily from the autoduality of $J_{K}$ and the functoriality of the morphism $\widehat{J}^{0} \rightarrow \mathscr{E} x t_{S}\left(J, \mathbf{G}_{m}\right)$ that Grothendieck's pairing is right nondegenerate if and only if it is left nondegenerate if and only if it is perfect. In order to apply Proposition 2.6 , we will need the following criterion for the perfectness of Grothendieck's pairing.

Proposition 2.8. Let $X_{K}$ be a smooth and proper curve over $K$ with Jacobian $J_{K}$ over $K$. Fix a proper flat and normal model $X$ of $X_{K}$ over $R$, and denote by $X_{1}, \ldots, X_{n}$ the (reduced) irreducible components of the closed fiber $X_{k}$. Suppose that the greatest common divisor of the geometric multiplicities of the $X_{i}$ in $X_{k}$ is 1 , and assume one of the following hypotheses holds:
(1) The residue field $k$ of $R$ is perfect.
(2) $X$ is regular, each $X_{i}$ is geometrically reduced and $X$ admits an étale quasisection.

Then Grothendieck's pairing (2-7) for $J_{K}$ is perfect.
Proof. As our hypotheses are preserved by and our conclusion may be checked after étale base change, we may replace $R$ with a strict henselization of $R$ and may thus assume that $R$ is strictly henselian. In case (2), our hypotheses ensure that $X_{K}$ has a $K$-rational point and admits a proper flat and regular model $X$ over $R$ all of whose (reduced) irreducible components are geometrically reduced. These are exactly the hypotheses of [Bosch and Lorenzini 2002, Corollary 4.7], which then ensures that Grothendieck's pairing for $J_{K}$ is perfect.

In case (1), we first claim that our hypothesis on the gcd of the geometric multiplicities of the $X_{i}$ in $X_{k}$ imply the existence of a tamely ramified Galois extension $K^{\prime}$ of $K$ (necessarily with trivial residue field extension) such that $X_{K^{\prime}}$ has a $K^{\prime}-$ rational point. Indeed, by resolution of singularities for excellent surfaces [Deligne and Mumford 1969, Section 2; Lipman 1978] and descent arguments from the
completion of $R$ (see [Conrad et al. 2003, Theorem 2.2.2]) there exists a proper birational morphism of proper and flat $S$-models $\widetilde{X} \rightarrow X$ of $X_{K}$ with $\widetilde{X}$ regular. Due to [Liu 2002, Corollary 9.2.30], we may assume that the closed fiber $\widetilde{X}_{k}$ is a normal crossings divisor on $\widetilde{X}$. Observe that the proper and birational morphism $\widetilde{X} \rightarrow X$ is an isomorphism over any point $\xi \in X$ of codimension 1 ; this may be checked after the base change $\operatorname{Spec}\left(0_{X, \xi}\right) \rightarrow X$, where it follows from the valuative criterion for properness applied to the discrete valuation ring $0_{X, \xi}$ (recall that $X$ is normal). In particular, $\widetilde{X} \rightarrow X$ is an isomorphism over the generic points of $X_{k}$ and we deduce that our hypothesis on the gcd of the geometric multiplicities of the irreducible components of $X_{k}$ is inherited by $\widetilde{X}$. Thus, there exists an irreducible component $\Gamma_{0}$ of $\widetilde{X}_{k}$ whose multiplicity $e$ in $\widetilde{X}_{k}$ is not divisible by char $(k)$. The proof of [Liu 2002, Theorem 10.4.6] (see also [Liu 2002, Corollary 10.4.7]) then shows that there is a Galois extension $K^{\prime}$ of $K$ with ramification index $e$ having the following property: letting $R^{\prime}$ denote the integral closure of $R$ in $K^{\prime}$, (which is again a discrete valuation ring, as $R$ is henselian) and writing $X^{\prime}$ for the normalization of $\widetilde{X} \times_{S} \operatorname{Spec}\left(R^{\prime}\right)$, the closed fiber $X_{k}^{\prime}$ has an irreducible component $\Gamma_{0}^{\prime}$ over $\Gamma_{0}$ whose geometric multiplicity in $X_{k}^{\prime}$ is 1 ; that is, $\Gamma_{0}^{\prime}$ is generically smooth. As $R^{\prime}$ is strictly henselian, we conclude that there exists an $R^{\prime}$-point of $X^{\prime}$ and hence a $K^{\prime}$-point of $X_{K^{\prime}}^{\prime}=X_{K^{\prime}}$, as claimed.

Now since $k$ is perfect, $X_{K^{\prime}}$ admits a proper flat and regular model over $R^{\prime}$ with the property that every (reduced) irreducible component of the closed fiber is geometrically reduced (any proper flat and regular model will do). We may therefore apply [Bosch and Lorenzini 2002, Corollary 4.7] to $X_{K^{\prime}}$ to deduce that Grothendieck's pairing for $J_{K^{\prime}}$ is perfect. As $K^{\prime} / K$ is tamely ramified, it now follows from [Bertapelle and Bosch 2000] that Grothendieck's pairing for $J_{K}$ is perfect, as desired.

Remark 2.9. Assuming $k$ to be perfect, it follows from work of Pépin [2008] (using the results of Bosch and Lorenzini [2002]) that Grothendieck's pairing for $J_{K}$ is perfect whenever the index of $X_{K}$ is not divisible by the characteristic of $k$.

Already in the case of Jacobians, Grothendieck's pairing may fail to be perfect. Indeed, working over $R$ with imperfect residue fields, Bosch and Lorenzini give an explicit example of a Jacobian $J_{K}$ for which Grothendieck's pairing is not perfect [Bosch and Lorenzini 2002, Example 6.2]. The first examples of abelian varieties for which Grothendieck's pairing is not perfect were given by [Bertapelle and Bosch 2000].

For an arbitrary abelian variety $A_{K}$ over $K$, Grothendieck's pairing on component groups (2-7) is in addition known to be perfect under any of the following hypotheses:
(1) $R$ is of mixed characteristic $(0, p)$ and $k$ is perfect.
(2) $k$ is finite.
(3) $k$ is perfect and $A_{K}$ has potentially multiplicative reduction.
(4) There exists a tamely ramified Galois extension $K^{\prime}$ of $K$ having trivial residue field extension such that Grothendieck's pairing for the base change $A_{K^{\prime}}$ is perfect.
For the proofs of these facts, see [Bégueri 1980] in the case of (1), [McCallum 1986] in case (2), [Bosch 1997] in case (3), and [Bertapelle and Bosch 2000] in the case of (4). See also [Milne 1986a, 3, Theorem 2.5] when $R$ has mixed characteristic and finite residue field.

We end this section by relating the group $\mathscr{E}_{x t r i g_{S}}\left(A, \mathbf{G}_{m}\right)$ to the identity component of the canonical extension $\mathscr{E}(\widehat{A}):=\mathscr{E x t r i g} g_{S}\left(A^{0}, \mathbf{G}_{m}\right)$ of $\widehat{A}$.
Lemma 2.10. Let $A_{K}$ be an abelian variety over $K$ and $A$ its Néron model over R. Suppose that Grothendieck's pairing (2-7) for $A_{K}$ is right nondegenerate, so $\mathscr{E x t r i g}{ }_{S}\left(A, \mathbf{G}_{m}\right)$ is a smooth $S$-group. The canonical map of short exact sequences of $S$-groups

 fies $\mathscr{E}^{\text {Extrig }}{ }_{S}\left(A, \mathbf{G}_{m}\right)$ with the identity component of $\mathscr{E}^{\text {xtrig }}{ }_{S}\left(A^{0}, \mathbf{G}_{m}\right)$.
Proof. We first observe that $\mathscr{E}^{6} x t r i g_{S}\left(A, \mathbf{G}_{m}\right)$ has connected fibers. More generally, we claim that any extension of (not necessarily commutative) finite type connected group schemes over a field must be connected. Indeed, suppose that

$$
1 \longrightarrow G \longrightarrow E \longrightarrow F \longrightarrow 1
$$

is such an extension. Since connectedness of any scheme with a rational point is preserved by ground field extension, the fibers of $E \rightarrow F$ are connected as they become isomorphic to $G$ after passing to an extension field and $G$ is connected. Thus, any separation $\{U, V\}$ of $E$ is a union of fibers of $E \rightarrow F$. Since the quotient map $E \rightarrow F$ is faithfully flat and of finite type, it is open, so $\{U, V\}$ is the pullback of a separation of $F$; by the connectedness of $F$ we conclude that $\{U, V\}$ is trivial and $E$ is connected.

To conclude, since $\mathscr{E}^{x} x$ trig ${ }_{S}\left(A, \mathbf{G}_{m}\right)$ has connected fibers it suffices to show that any homomorphism from a commutative $S$-group $H$ with connected fibers to $\mathscr{E}^{x}$ trig $_{S}\left(A^{0}, G_{m}\right)$ necessarily factors through $\mathscr{E}^{x}$ triig $g_{S}\left(A, \mathbf{G}_{m}\right)$. By the functoriality of ${ }^{\text {Ex }}$ xtrig $g_{S}\left(\cdot, \mathbf{G}_{m}\right)$, the top row of (2-10) is identified with the pullback of the bottom
row along the inclusion $\widehat{A}^{0} \rightarrow \widehat{A}$; that is, we have a canonical isomorphism of smooth groups

$$
{\mathscr{E} x t r i g_{S}}\left(A, \mathbf{G}_{m}\right)=\mathscr{E} x t r i g_{S}\left(A^{0}, \mathbf{G}_{m}\right) \times_{\widehat{A}} \widehat{A}^{0} .
$$

Thus, since the composition of $H \rightarrow{\mathscr{E} x t r i g_{S}}\left(A^{0}, \mathbf{G}_{m}\right)$ with the projection to $\widehat{A}$ necessarily factors through the inclusion of $\widehat{A}^{0}$ into $\widehat{A}$ as $H$ has connected fibers, we conclude that $H \rightarrow E_{x t r i g}^{S}\left(A^{0}, \mathbf{G}_{m}\right)$ indeed factors through the fiber product ${ }_{E x t r i g}^{S}\left(A, \mathbf{G}_{m}\right)$, as desired.

## 3. An enhancement of the relative Picard functor

We continue to suppose that $S=\operatorname{Spec} R$ with $R$ a discrete valuation ring having field of fractions $K$. By a relative curve $X$ over $S$ we mean a flat finite type and separated $S$-scheme $f: X \rightarrow S$ of pure relative dimension 1 that is normal with smooth and geometrically connected generic fiber. In this section, we will introduce the functor $\operatorname{Pic}_{X / S}^{\mathrm{q}, 0}$ and prove that it is representable whenever $\operatorname{Pic}_{X / S}^{0}$ is representable.

We begin by recalling some general facts about relative dualizing sheaves and Grothendieck duality that will be needed in what follows. Let $X$ and $Y$ be locally noetherian schemes and $f: X \rightarrow Y$ a Cohen-Macaulay morphism of pure relative dimension $n$. By [Conrad 2000, Theorem 3.5.1], the complex $f^{!} 0_{Y}$ has a unique nonzero cohomology sheaf, which is in degree $-n$, and the relative dualizing sheaf of $X$ over $Y$ is

$$
\omega_{X / Y}:=H^{-n}\left(f^{!} \mathbb{O}_{Y}\right) .
$$

It is flat over $Y$ by [Conrad 2000, Theorem 3.5.1], and locally free if and only if the Cohen-Macaulay fibers of $f$ are Gorenstein [Hartshorne 1966, V, Proposition 9.3, Theorem 9.1]. Furthermore, the formation of $\omega_{X / Y}$ is compatible with étale localization on $X$ (see the discussion preceding [Conrad 2000, Corollary 4.4.5]) and with any base change $Y^{\prime} \rightarrow Y$ where $Y^{\prime}$ is locally noetherian [Conrad 2000, Theorem 3.6.1]. When $f$ is in addition proper, there is a natural $O_{Y}$-linear trace map

$$
\begin{equation*}
\gamma_{f}: R^{n} f_{*} \omega_{X / Y} \rightarrow \mathbb{O}_{Y} \tag{3-1}
\end{equation*}
$$

which is compatible with any base change $Y^{\prime} \rightarrow Y$ with $Y^{\prime}$ locally noetherian [Conrad 2000, Corollary 3.6.6]. By Grothendieck-Serre duality [Conrad 2000, Theorem 4.3.1] the canonical map

$$
\begin{equation*}
\mathbf{R} f_{*} \mathbf{R} \mathscr{H o m}_{X}^{\bullet}\left(\mathscr{F}^{\bullet}, \omega_{X / Y}[n]\right) \longrightarrow \mathbf{R} \mathscr{H o m}_{Y}^{\bullet}\left(\mathbf{R} f_{*} \mathscr{F}^{\bullet}, \mathscr{O}_{Y}\right), \tag{3-2}
\end{equation*}
$$

induced by (3-1) is a quasi-isomorphism for any complex $\mathscr{F}^{\bullet}$ in the derived category of sheaves of $\mathbb{O}_{X}$-modules whose cohomology is coherent and vanishes in sufficiently negative and positive degrees.

For arbitrary base schemes $Y$ and Cohen-Macaulay morphisms $f: X \rightarrow Y$ of pure relative dimension, one defines $\omega_{X / Y}$ (and $\gamma_{f}$ when $f$ is proper) via direct limits and base change from the locally noetherian case (see [Conrad 2000, page 174]); this makes sense due to the aforementioned base-change compatibility in the locally noetherian context and yields a coherent sheaf of $0_{X}$-modules $\omega_{X / Y}$ and a trace map $\gamma_{f}$ when $f$ is proper that are compatible with arbitrary base change on $Y$.

Let us apply these considerations to the case of a relative curve $f: X \rightarrow S$. Since $X$ is normal and of pure relative dimension one, it is Cohen-Macaulay by Serre's criterion for normality. Theorem 23.3 in [Matsumura 1989]. Thus, the complex $f^{!} 0_{S}$ is a coherent sheaf $\omega_{X / S}$ concentrated in degree -1 . By our discussion, $\omega_{X / S}$ is $S$-flat, and of formation compatible with étale localization on $X$ and arbitrary base change on $S$. When $f$ is $S$-smooth, the theory of the dualizing sheaf provides a canonical identification of the relative dualizing sheaf with the sheaf of relative differential 1-forms on $X$ over $S$. It is natural to ask how these two sheaves are related in general.

Proposition 3.1. There is a canonical $0_{X}$-linear morphism

$$
\begin{equation*}
c_{X / S}: \Omega_{X / S}^{1} \longrightarrow \omega_{X / S} \tag{3-3}
\end{equation*}
$$

whose restriction to any $S$-smooth open subset of $X$ is the canonical isomorphism.
Proof. See [Cais 2009, Proposition 5.1].
In fact, we can realize $\omega_{X / S}$ as a subsheaf of differentials on $X$ which are regular on the generic fiber. Precisely, if $i: U \hookrightarrow X$ is any open subscheme of $X$ containing the generic fiber then the canonical map $\omega_{X / S} \rightarrow i_{*} i^{*} \omega_{X / S}$ is injective as it is an isomorphism over $X_{K}$ and $\omega_{X / S}$ is $S$-flat. Since the formation of $\omega_{X / S}$ is compatible with étale localization on $X$, we thus obtain a natural injective map

$$
\begin{equation*}
\omega_{X / S} \longleftrightarrow i_{*} \omega_{U / S} . \tag{3-4}
\end{equation*}
$$

In particular, taking $U=X_{K}$ we have $\omega_{U / S} \simeq \Omega_{X_{K} / K}^{1}$ by the general theory of the dualizing sheaf (or by Proposition 3.1), so $\omega_{X / S}$ is a subsheaf of $i_{*} \Omega_{X_{K} / K}^{1}$. When $U$ is large enough, the map (3-4) is also surjective.

Lemma 3.2. Suppose that the complement of $U$ in $X$ consists of finitely many closed points of codimension 2 (necessarily in the closed fiber). Then the canonical injective map (3-4) is an isomorphism.

Proof. We follow the proof given right after (5.2.7) in [Conrad 2000]. By standard arguments, it suffices to show that the local cohomology groups $H_{x}^{1}\left(X, \omega_{X / S}\right)$
vanish for all $x \in X-U$. Due to [SGA2 1968, Exposé III, Example 3.4], such vanishing is equivalent to

$$
\operatorname{depth}_{O_{X, x}}\left(\omega_{X / S, x}\right) \geq 2
$$

If $x \in X-U$ is a regular point, this inequality is trivially verified, since $\omega_{X, x}$ is a free $0_{X, x}$-module of rank 1 for such $x$ (regular local rings are Gorenstein) and $0_{X, x}$ is two-dimensional and normal (whence it has depth 2 by Serre's criterion for normality).

In general, by [SGA2 1968, Exposé III, Corollary 2.5] it is enough to show that for each nonregular point $x$ of the closed fiber $X_{k}$ of $X$ we have

$$
\begin{equation*}
\operatorname{depth}_{\mathscr{O}_{X_{k}, x}}\left(\omega_{X_{k} / k, x}\right) \geq 1 \tag{3-5}
\end{equation*}
$$

If this is not the case, then the maximal ideal $\mathfrak{m}_{x}$ of $\mathcal{O}_{X_{k}, x}$ consists entirely of zerodivisors for the finite $0_{X_{k}, x}$-module $\omega_{X_{k} / k, x}$, so it must be an associated prime of $\omega_{X_{k} / k, x}$. We would then have $\mathfrak{m}_{x}=\operatorname{Ann}(s)$ for some nonzero $s \in \omega_{X_{k} / k, x}$ whence $\operatorname{Hom}_{X_{k}}\left(k(x), \omega_{X_{k} / k}\right) \neq 0$. However,

$$
\begin{equation*}
\operatorname{Hom}_{X_{k}}\left(k(x), \omega_{X_{k} / k}\right)=H^{1}\left(X_{k}, k(x)\right)^{\vee} \tag{3-6}
\end{equation*}
$$

by Grothendieck duality for the $k$-scheme $X_{k}$ (see Corollary 5.1.3 and the bottom half of page 224 in [Conrad 2000]), and we know that the right side of (3-6) is zero (since $k(x)$ is a skyscraper sheaf supported at the point $x$ ), which is a contradiction. Thus, $\mathfrak{m}_{x}$ contains an $\omega_{X_{k} / k, x}$-regular element, so (3-5) holds, as desired.

When $f: X \rightarrow S$ is in addition proper, so we have a trace map (3-1), we may apply the machinery of Grothendieck duality. For our purposes, we need only the following.

Proposition 3.3. If $f: X \rightarrow S$ is a proper relative curve then the canonical map of flat $0_{S}$-modules

$$
\begin{equation*}
f_{*} \omega_{X / S} \longrightarrow\left(R^{1} f_{*} \Theta_{X}\right)^{\vee} \tag{3-7}
\end{equation*}
$$

induced by cup product and the trace map (3-1) is an isomorphism. Furthermore, there is a natural short exact sequence of $\mathbb{O}_{s}$-modules

$$
\begin{equation*}
0 \longrightarrow \mathscr{C}_{x} t_{S}^{1}\left(R^{1} f_{*} \mathrm{O}_{X}, \mathrm{O}_{S}\right) \longrightarrow R^{1} f_{*} \omega_{X / S} \longrightarrow\left(f_{*} \mathfrak{O}_{X}\right)^{\vee} \longrightarrow 0 \tag{3-8}
\end{equation*}
$$

In particular, if $f$ is cohomologically flat (in dimension 0 ) then $R^{1} f_{*} \omega_{X / S}$ is a locally free $\mathrm{O}_{S}$-module.

Proof. Since $\mathscr{H o m}_{X}\left(0_{X}, \cdot\right)$ is naturally isomorphic to the identity functor, (3-2) with $\mathscr{F}^{\bullet}=\mathcal{O}_{X}$ (thought of as a complex in degree zero) yields a quasi-isomorphism

$$
\begin{equation*}
\mathbf{R} f_{*} \omega_{X / S}[1] \simeq \mathbf{R} \mathscr{H o m}_{S}^{\bullet}\left(\mathbf{R} f_{*} \mathcal{O}_{X}, \mathcal{O}_{S}\right) \tag{3-9}
\end{equation*}
$$

Applying $H^{-1}$ to (3-9) and using the spectral sequence

$$
\begin{equation*}
E_{2}^{m, n}=\mathscr{E} x t_{S}^{m}\left(H^{-n}\left(\mathbf{R} f_{*} О_{X}\right), \widehat{O}_{S}\right) \Longrightarrow H^{m+n}\left(\mathbf{R} \operatorname{Hom}_{S}^{\bullet}\left(\mathbf{R} f_{*} \mathcal{O}_{X}, \widehat{O}_{S}\right)\right) \tag{3-10}
\end{equation*}
$$

(whose only nonzero terms occur when $m=0,1$ and $n=0,-1$ ) to calculate the right side, we obtain a natural isomorphism $f_{*} \omega_{X / S} \simeq\left(R^{1} f_{*} O_{X}\right)^{\vee}$. To know that this map coincides with the map (3-7) induced by cup product and the trace map $\gamma_{f}$, one proceeds as in the proof of [Conrad 2000, Theorem 5.1.2]. Similarly, applying $H^{0}$ to (3-9) and using (3-10), we arrive at the short exact sequence (3-8). For the final statement of the proposition, recall that by definition $f$ is cohomologically flat in dimension 0 if $f_{*} O_{X}$ commutes with arbitrary base change, which holds if and only if $R^{1} f_{*} 0_{X}$ is locally free. Thus, when $f$ is cohomologically flat, the sheaf $\mathscr{E} x t_{S}^{1}\left(R^{1} f_{*} O_{X}, O_{S}\right)$ vanishes and it follows easily from (3-8) that $R^{1} f_{*} \omega_{X / S}$ is locally free over $S$.

We record here a corollary showing that the relative dualizing sheaf is in general much better behaved than the sheaf of relative differential 1-forms:

Corollary 3.4. Let $f: X \rightarrow S$ be a proper relative curve, and assume that $f$ is cohomologically flat in dimension 0 . Then for all $i \geq 0$, the $\mathbb{O}_{S}$-module $R^{i} f_{*} \omega_{X / S}$ is locally free and commutes with arbitrary base change on $S$.

Proof. By standard arguments on base change, it is enough to show that $R^{i} f_{*} \omega_{X / S}$ is locally free for $i \geq 0$. This holds for $i \geq 2$ by the theorem on formal functions (as then $R^{i} f_{*} \omega_{X / S}=0$ ), and for $i=0$ since $\omega_{X / S}$ is $S$-flat. For $i=1$, it follows immediately from Proposition 3.3.

For a relative curve $f: X \rightarrow S$, we now wish to apply the preceding considerations to define a natural enhancement $\mathrm{Pic}_{X / S}^{\natural}$ of the relative Picard functor classifying invertible sheaves with the additional data of a "regular connection".

Let $T$ be any $S$-scheme. Since both the sheaf of relative differential 1 -forms and the relative dualizing sheaf are compatible with base change, via pullback along $T \rightarrow S$ we obtain from (3-3) a natural morphism $\Omega_{X_{T} / T}^{1} \rightarrow \omega_{X_{T} / T}$, and hence an ${ }^{O_{T}}$-linear derivation

$$
d_{T}: \mathbb{O}_{T} \longrightarrow \omega_{X_{T} / T} .
$$

Fix a line bundle $\mathscr{L}$ on $X_{T}$. Recall that a connection on $\mathscr{L}$ over $T$ is an $0_{T}$-linear homomorphism $\nabla: \mathscr{L} \rightarrow \mathscr{L} \otimes_{\varrho_{T}} \Omega_{X_{T} / T}^{1}$ satisfying the usual Leibnitz rule. When $X$ is not $S$-smooth, this notion is not generally well behaved, and it is often desirable to allow connections to have certain types of poles along the singularities of $X$. For our purposes, the right notion of a connection is:
Definition 3.5. A regular connection on $\mathscr{L}$ over $T$ is an $\mathcal{O}_{T}$-linear homomorphism

$$
\nabla: \mathscr{L} \longrightarrow \mathscr{L} \otimes_{{O_{X_{T}}} \omega_{X_{T} / T}}
$$

satisfying the Leibnitz rule: $\nabla(h \eta)=\eta \otimes d_{T}(h)+h \nabla \eta$ for any sections $h$ of $\mathcal{O}_{X_{T}}$ and $\eta$ of $\mathscr{L}$. A morphism of line bundles with regular connection over $T$ is an $O_{X_{T}}{ }^{-}$ linear morphism of the underlying line bundles that is compatible with the given connections.

Remark 3.6. Observe that any connection $\nabla: \mathscr{L} \rightarrow \mathscr{L} \otimes \Omega_{X_{T} / T}^{1}$ on $\mathscr{L}$ over $T$ gives rise to a regular connection on $\mathscr{L}$ over $T$ via composition with the map induced by $\Omega_{X_{T / T}}^{1} \rightarrow \omega_{X_{T} / T}$.

If $\mathscr{L}$ and $\mathscr{L}^{\prime}$ are two line bundles on $X_{T}$ equipped with regular connections $\nabla$ and $\nabla^{\prime}$ over $T$, the tensor product $\mathscr{L} \otimes_{{0_{X}}_{T}} \mathscr{L}^{\prime}$ is naturally equipped with the tensor product regular connection $\nabla \otimes \nabla^{\prime}$ induced by decreeing

$$
\left(\nabla \otimes \nabla^{\prime}\right)\left(\eta \otimes \eta^{\prime}\right):=\eta \otimes \nabla^{\prime}\left(\eta^{\prime}\right)+\eta^{\prime} \otimes \nabla(\eta),
$$

for any sections $\eta$ of $\mathscr{L}$ and $\eta^{\prime}$ of $\mathscr{L}^{\prime}$. Observe that with respect to this operation, the pair ( $0_{X_{T}}, d_{T}$ ) serves as an identity element. Thus, the set of isomorphism classes of line bundles on $X_{T}$ with a regular connection over $T$ has a natural abelian group structure which is obviously compatible with our definition of a morphism of line bundles with connection. Furthermore, if $T^{\prime} \rightarrow T$ is any morphism of $S$-schemes, then since the formation of $\omega_{X / S}$ is compatible with base change, any line bundle on $X_{T}$ with regular connection over $T$ pulls back to a line bundle on $X_{T^{\prime}}$ with regular connection over $T^{\prime}$.
Definition 3.7. Denote by $P_{X / S}^{\natural}$ the contravariant functor from the category of $S$ schemes to the category of abelian groups given on an $S$-scheme $T$ by $P_{X / S}^{\natural}(T):=\left\{\begin{array}{l}\text { Isomorphism classes of pairs }(\mathscr{L}, \nabla) \text { consisting of a line bundle } \\ \mathscr{L} \text { on } X_{T} \text { equipped with a regular connection } \nabla \text { over } T\end{array}\right\}$,
and write $\operatorname{Pic}_{X / S}^{\natural}$ for the fppf sheaf associated to $P_{X / S}^{\natural}$.
As is customary, we will denote by $P_{X / S}$ the contravariant functor on the category of $S$-schemes which associates to an $S$-scheme $T$ the set of isomorphism classes of line bundles on $X_{T}$, and by $\operatorname{Pic}_{X / S}$ the fppf sheaf on the category of $S$-schemes associated to $P_{X / S}$. For any $S$-scheme $T$, there is an obvious homomorphism of abelian groups $P_{X / S}^{\natural}(T) \rightarrow P_{X / S}(T)$ given by "forgetting the connection", and hence a map of fppf abelian sheaves

$$
\begin{equation*}
\operatorname{Pic}_{X / S}^{\natural} \longrightarrow \operatorname{Pic}_{X / S} . \tag{3-11}
\end{equation*}
$$

We wish to define a certain subfunctor of $\operatorname{Pic}_{X / S}^{\natural}$ which will play the role of "identity component" and which will enjoy good representability properties. We adopt the following definition:

Definition 3.8. Let $\operatorname{Pic}_{X / S}^{\natural, 0}$ be the fppf abelian sheaf on the category of $S$-schemes given by

$$
\operatorname{Pic}_{X / S}^{\natural, 0}:=\operatorname{Pic}_{X / S}^{\natural} \times \operatorname{Pic}_{X / S} \operatorname{Pic}_{X / S}^{0} .
$$

Here, $\mathrm{Pic}_{X / S}^{0}$ denotes the identity component of the group functor $\mathrm{Pic}_{X / S}$ (whose fibers are representable; see [Liu et al. 2004, page 459] and compare [Bosch et al. 1990, page 233]). Alternately, $\operatorname{Pic}_{X / S}^{0}$ the open subfunctor of $\mathrm{Pic}_{X / S}$ classifying line bundles of partial degree zero on each irreducible component of every geometric fiber [Bosch et al. 1990, Section 9.2, Corollary 13].

Theorem 3.9. Let $f: X \rightarrow S$ be a proper relative curve and suppose that the greatest common divisor of the geometric multiplicities of the irreducible components of the closed fiber $X_{k}$ of $X$ is 1 . Then $\operatorname{Pic}_{X / S}^{\natural, 0}$ is a smooth $S$-scheme and there is a short exact sequence of smooth group schemes over $S$

$$
\begin{equation*}
0 \longrightarrow f_{*} \omega_{X / S} \longrightarrow \operatorname{Pic}_{X / S}^{\natural, 0} \longrightarrow \operatorname{Pic}_{X / S}^{0} \longrightarrow 0 \tag{3-12}
\end{equation*}
$$

To prove Theorem 3.9, we will first construct (3-12) as an exact sequence of fppf abelian sheaves. By work of Raynaud [1970, Theorem 8.2.1] (or [Bosch et al. 1990, Section 9.4, Theorem 2]), the hypotheses on $X$ imply that $\mathrm{Pic}_{X / S}^{0}$ is a separated $S$-group scheme which is smooth by [Bosch et al. 1990, Section 8.4, Proposition 2]. On the other hand, our hypotheses ensure that $X$ is cohomologically flat in dimension zero, whence $f_{*} \omega_{X / S}$ is a vector group (in particular, it is smooth and separated) by Corollary 3.4. A straightforward descent argument will complete the proof.

We will begin by constructing the exact sequence (3-12). Fix an $S$-scheme $T$ and consider the natural map (3-11). The kernel of this map consists of all isomorphism classes represented by pairs of the form $\left(0_{X_{T}}, \nabla\right)$, where $\nabla$ is a regular connection on $\widehat{O}_{X_{T}}$ over $T$. By the Leibnitz rule, $\nabla$ is determined up to isomorphism by the value $\nabla(1) \in \Gamma\left(X_{T}, \omega_{X_{T} / T}\right)$. Since two pairs $\left(\mathcal{O}_{X_{T}}, \nabla\right)$ and $\left(\mathcal{O}_{X_{T}}, \nabla^{\prime}\right)$ are isomorphic precisely when there is a unit $u \in \Gamma\left(X_{T}, \mathcal{O}_{X_{T}}^{\times}\right)$satisfying

$$
\nabla(1)=\nabla^{\prime}(1)+u^{-1} \cdot d_{T} u
$$

we see that the kernel of (3-11) is naturally identified with $H^{0}\left(X_{T}, \omega_{X_{T} / T}\right)$ modulo the image of the map

$$
\begin{equation*}
d_{T} \log : H^{0}\left(X_{T}, \widehat{O}_{X_{T}}^{\times}\right) \longrightarrow H^{0}\left(X_{T}, \omega_{X_{T} / T}\right) \tag{3-13}
\end{equation*}
$$

that sends a global section $u$ of $\mathcal{O}_{X_{T}}$ to $u^{-1} \cdot d_{T} u$. Since pushforward by the base change $f_{T *}$ of $f$ is left exact, we know that $f_{T *}{ }^{0}{ }_{X_{T}}^{\times}$is a subsheaf of $f_{T *}{ }^{0}{ }_{X_{T}}$. By
[Raynaud 1970, Théorème 7.2.1], the hypotheses on $X$ ensure that $f$ is cohomologically flat, so $f_{T_{*}} \mathbb{O}_{X_{T}} \simeq \mathbb{O}_{T}$. Since $d_{T}$ annihilates $\Gamma\left(T, \mathscr{O}_{T}\right)$, we conclude that the map (3-13) is zero.

We thus arrive at a short exact sequence of abelian groups

$$
\begin{equation*}
0 \longrightarrow H^{0}\left(X_{T}, \omega_{X_{T} / T}\right) \longrightarrow P_{X / S}^{\natural}(T) \longrightarrow P_{X / S}(T) \tag{3-14}
\end{equation*}
$$

that is easily seen to be functorial in $T$. In order to construct the exact sequence of fppf abelian sheaves (3-12), we need to extend (3-14). To do this, we use Čech theory to interpret (3-14) as part of a long exact sequence of cohomology groups.

Consider the two-term complex (in degrees 0 and 1) $d_{T} \log : \mathcal{O}_{X_{T}}^{\times} \rightarrow \omega_{X_{T} / T}$ given by sending a section $u$ of $\mathscr{O}_{X_{T}}^{\times}$to $u^{-1} \cdot d_{T} u$; we will denote this complex by $\omega_{X_{T} / T}^{\times, \bullet}$. The evident short exact sequence of complexes

$$
0 \longrightarrow \omega_{X_{T} / T}[-1] \longrightarrow \omega_{X_{T} / T}^{\times, \bullet} \longrightarrow 0_{X_{T}}^{\times} \longrightarrow 0
$$

yields (since $d_{T} \log : H^{0}\left(X_{T}, 0_{X_{T}}^{\times}\right) \rightarrow H^{0}\left(X_{T}, \omega_{X_{T} / T}\right)$ is the zero map) a long exact sequence in hypercohomology that is clearly functorial in $T$ :

$$
\begin{align*}
0 \longrightarrow H^{0}\left(X_{T}, \omega_{X_{T} / T}\right) \longrightarrow & \mathbf{H}^{1}\left(X_{T}, \omega_{X_{T} / T}^{\times, \bullet}\right) \\
& \longrightarrow H^{1}\left(X_{T}, O_{X_{T}}^{\times}\right) \xrightarrow{d_{T} \log } H^{1}\left(X_{T}, \omega_{X_{T} / T}\right) . \tag{3-15}
\end{align*}
$$

Lemma 3.10. For affine $T$, the exact sequence (3-14) is identified with the first three terms of (3-15) in a manner that is functorial in $T$.

Proof. By [EGA III 1961, Section 12.4, pp. 406-407], there is a natural identification of derived-functor (hyper)cohomology with Čech (hyper)cohomology which is $\delta$-functorial in degrees 0 and 1 . We thus have a natural identification of (3-15) with the corresponding exact sequence of Čech (hyper)cohomology groups, so it suffices to interpret (3-14) Čech-theoretically in a manner that is natural in $T$.

For $(\mathscr{L}, \nabla)$ representing a class in $P_{X / S}^{\natural}(T)$, let $\left\{U_{i}\right\}$ be a Zariski open cover of $X_{T}$ that trivializes $\mathscr{L}$, and denote by $f_{i j} \in \Gamma\left(U_{i} \cap U_{j}, \mathcal{O}_{X_{T}}^{\times}\right)$the transition functions. Because of the Leibnitz rule, $\left.\nabla\right|_{U_{i}}$ is determined by a unique "connection form" $\omega_{i} \in \Gamma\left(U_{i}, \omega_{X_{T} / T}\right)$, and the relation

$$
\omega_{i}-\omega_{j}=f_{i j}^{-1} \cdot d_{T} f_{i j}
$$

holds on $U_{i} \cap U_{j}$. We thus obtain a Čech 1-hypercocycle for the complex $\omega_{X_{T} / T}^{\times, \bullet}$ :

$$
\left(\left\{f_{i j}\right\},\left\{\omega_{i}\right\}\right) \in C^{1}\left(\left\{U_{i}\right\}, \omega_{X_{T} / T}^{\times, \cdot}\right):=C^{1}\left(\left\{U_{i} \cap U_{j}\right\}, 0_{X_{T}}^{\times}\right) \oplus C^{0}\left(\left\{U_{i}\right\}, \omega_{X_{T} / T}\right) .
$$

It is straightforward to check that any two such trivializations over open covers $\left\{U_{i}\right\}$ and $\left\{V_{j}\right\}$ yield hyper 1-cocycles which differ by a hyper coboundary when viewed as hyper 1-cocycles for the common refining open cover $\left\{U_{i} \cap V_{j}\right\}$, and likewise that two different representatives of the same isomorphism class in $P_{X / S}^{\natural}(T)$ yield hyper 1 -cocycles that differ by a hyper-coboundary (after passing to a common refining cover of the associated cocycles). We therefore obtain a well defined Čech hypercohomology class. This procedure is easily reversed, and so we have a bijection

$$
P_{X / S}^{\natural}(T) \simeq \check{\mathbf{H}}^{1}\left(X_{T}, \omega_{X_{T} / T}^{\times, \bullet}\right)
$$

To check that this is in fact a homomorphism of abelian groups that is functorial in $T$ is straightforward (albeit tedious).

We identify $P_{X / S}(T)$ with $\check{H}^{1}\left(X_{T}, \mathcal{O}_{X_{T}}^{\times}\right)$in the usual way, by sending a class represented by $\mathscr{L}$ to the 1 -cocycle $\left\{f_{i j}\right\}$ given by the transition functions associated to a trivializing open cover $\left\{U_{i}\right\}$ and choice of trivializations of $\left.\mathscr{L}\right|_{U_{i}}$. Similarly, we use the natural isomorphism of $H^{0}\left(X_{T}, \omega_{X_{T} / T}\right)$ with $\breve{H}^{0}\left(X_{T}, \omega_{X_{T} / T}\right)$, and we thus obtain a functorial diagram of homomorphisms of abelian groups


That this diagram commutes is easily verified by appealing to the explicit descriptions of the maps involved.

By Raynaud's critère de platitude cohomologique [Raynaud 1970, Théorème 7.2.1], our hypotheses $X$ ensure that $f$ is cohomologically flat in dimension zero. Thus, due to Corollary 3.4 and the fact that the formation of $\omega_{X / S}$ commutes with any base change on $S$, for each $i \geq 0$ the fppf sheaf associated to functor on $S$ schemes

$$
T \rightsquigarrow H^{i}\left(X_{T}, \omega_{X_{T} / T}\right)
$$

is represented by the vector group $R^{i} f_{*} \omega_{X / S}$. By Lemma 3.10, we therefore have an exact sequence of fppf sheaves of abelian groups on the category of $S$-schemes whose first and last (nonzero) terms are smooth affine $S$-groups:

$$
\begin{equation*}
0 \longrightarrow f_{*} \omega_{X / S} \longrightarrow \operatorname{Pic}_{X / S}^{\natural} \longrightarrow \operatorname{Pic}_{X / S} \longrightarrow R^{1} f_{*} \omega_{X / S} . \tag{3-16}
\end{equation*}
$$

With (3-16) at hand, we can now prove Theorem 3.9.
Proof of Theorem 3.9. Consider the identity component $\mathrm{Pic}_{X / S}^{0}$ and the composition of its inclusion into $\operatorname{Pic}_{X / S}$ with the map of fppf sheaves $\operatorname{Pic}_{X / S} \rightarrow R^{1} f_{*} \omega_{X / S}$. We claim that this composite is the zero map. Indeed, by [Raynaud 1970, Exemples
6.1.6 and Théorème 8.2.1] (or [Bosch et al. 1990, Section 9.4, Theorem 2]) and [Bosch et al. 1990, Section 8.4, Proposition 2], our hypotheses on $X$ ensure that $\mathrm{Pic}_{X / S}^{0}$ is a smooth and separated $S$-scheme, so the composite map

$$
\begin{equation*}
\operatorname{Pic}_{X / S}^{0} \longrightarrow R^{1} f_{*} \omega_{X / S} \tag{3-17}
\end{equation*}
$$

is a map of $S$-group schemes. Since the generic fiber of $\mathrm{Pic}_{X / S}^{0}$ is an abelian variety and $R^{1} f_{*} \omega_{X / S}$ is affine over $S$, the closed kernel of (3-17) contains the generic fiber, and hence (3-17) is the zero map. Thus, the inclusion $\operatorname{Pic}_{X / S}^{0} \rightarrow \operatorname{Pic}_{X / S}$ factors through the image of (3-11). By pullback, we obtain a short exact sequence (3-12) of fppf abelian sheaves on the category of $S$-schemes. As we have observed, the leftmost term in (3-12) is a vector group (in particular it is a smooth and affine $S$-group), and the rightmost term is a smooth and separated $S$-group scheme. It follows from this by fppf descent, as in the proof of Proposition 2.6 , that $\mathrm{Pic}_{X / S}^{\mathrm{t}, 0}$ is a smooth and separated $S$-group scheme, and that we have a short exact sequence (3-12) of smooth and separated group schemes over $S$.

## 4. Proof of the main theorem

In this section, we prove Theorem 1.2, following the outline sketched in the introduction (in particular, we will keep our notation from that section). Throughout this section, we fix a proper relative curve $f: X \rightarrow S$ over $S=\operatorname{Spec} R$ which we suppose satisfies the hypotheses of Theorem 1.2. Note that these hypotheses ensure that Grothendieck's pairing on component groups for $J_{K}$ is perfect, by Proposition 2.8. In particular, there is a natural short exact sequence of smooth $S$-groups:

$$
0 \longrightarrow \omega_{J} \longrightarrow \mathscr{E}_{x t r i g_{S}}\left(J, \mathbf{G}_{m}\right) \longrightarrow \widehat{J}^{0} \longrightarrow 0 .
$$

We begin our proof of Theorem 1.2 by constructing a canonical map of short exact sequences of smooth $S$-group schemes

which we do in three steps.
Step 1. We initially suppose there exists a rational point $x \in X_{K}(K)$ and will later explain how to reduce the general case to this one. Associated to $x$ is the usual Albanese mapping $j_{x, K}: X_{K} \rightarrow J_{K}$ given by the functorial recipe

$$
y \mapsto \mathscr{O}(y) \otimes \mathscr{O}(x)^{-1} .
$$

Letting $i: X^{\mathrm{sm}} \hookrightarrow X$ denote the $S$-smooth locus of $f: X \rightarrow S$ in $X$, we denote by $j_{x}: X^{\mathrm{sm}} \rightarrow J$ the morphism obtained from $j_{x, K}$ by the Néron mapping property of $J$. By abuse of notation, we will also write $j_{x}$ for any base change of $j_{x}$. For each smooth and affine $S$-scheme $T$, we will show that "pullback along $j_{x}$ " yields a commutative diagram of exact sequences of abelian groups

that is functorial in $T$. To do this, we will need to apply the following lemma with $U=X^{\mathrm{sm}}$; that this choice of $U$ satisfies the hypotheses of the lemma crucially uses our hypothesis that the closed fiber of $X$ is generically smooth.

Lemma 4.1. Let $U$ be any open subscheme of $X$ whose complement in $X$ consists of points of codimension at least 2. For each smooth $S$-scheme $T$, pushforward along $i_{T}: U_{T} \rightarrow X_{T}$ yields a natural isomorphism of short exact sequences of abelian groups


Proof. To minimize notation, we will simply write $i$ for $i_{T}$. Since the dualizing sheaf is compatible with étale localization, it suffices to show that for any pair ( $\mathscr{L}, \nabla$ ) consisting of a line bundle $\mathscr{L}$ on $X_{T}$ with regular connection $\nabla$ over $T$, the canonical commutative diagram

has horizontal arrows that are isomorphisms. By hypothesis, $X$ is normal and the complement of $U$ in $X$ consists of points of codimension at least two. Since $T \rightarrow S$ is smooth, the base change $X_{T}$ is also normal and the complement of $U_{T}$ in $X_{T}$ has codimension at least 2 (see part (ii) of the corollary to Theorem 23.9 and Theorem 15.1 in [Matsumura 1989]). As $\mathscr{L}$ is locally free, it follows that the top horizontal map of (4-3) is an isomorphism. By Lemma 3.2 the canonical map $\omega_{X / S} \rightarrow i_{*} i^{*} \omega_{X / S}$ is an isomorphism; since this map and the sheaves in question
are compatible with base change, we conclude that the bottom horizontal arrow in (4-3) is also an isomorphism.
Remark 4.2. Note that Lemma 4.1 is generally false if the complement of $U$ in $X$ has codimension strictly less than 2.

We deduce from Lemma 4.1 applied to $U:=X^{\text {sm }}$ that it suffices to construct (4-2) with $X$ replaced by $U$ in the bottom row. Note that since $U_{T}$ is $T$-smooth, the notions of regular connection and connection coincide (see Proposition 3.1). Thus, we wish to associate to any element of $\operatorname{Extrig}\left(J_{T}, \mathbf{G}_{m}\right)$ an invertible sheaf on $U_{T}$ with connection over $T$ in a manner that is Zariski-local on (and functorial in) $T$, and so globalizes from the case of affine $T$. To do this, we proceed as follows.

Fix a choice $\tau$ of generator for $\omega_{\mathbf{G}_{m}}$ and (functorially) identify $\operatorname{Extrig}_{T}\left(J_{T}, \mathbf{G}_{m}\right)$ with $\mathbf{E}_{\tau}\left(J_{T}\right)(T)$ via Lemma 2.1. Let $(E, \eta)$ be a representative of a class in $\mathbf{E}_{\tau}\left(J_{T}\right)(T)$. Viewing $E$ as a $\mathbf{G}_{m}$-torsor over $J_{T}$, we choose a Zariski open cover $\left\{V_{i}\right\}$ of $J_{T}$ and local sections $s_{i}: V_{i} \rightarrow E$ to the projection $E \rightarrow J_{T}$ that trivialize $E$ over $V_{i}$. Set $\omega_{i}:=s_{i}^{*} \eta \in \Gamma\left(V_{i}, \Omega_{J_{T} / T}^{1}\right)$ and let $\mathscr{L}$ be the invertible sheaf on $J_{T}$ corresponding to the $\mathbf{G}_{m}$-torsor $E$. There are two canonical ways to associate transition functions to $\mathscr{L}$ and the sections $s_{i}$ depending on whether we consider the section $s_{i}-s_{j}: V_{i} \cap V_{j} \rightarrow \mathbf{G}_{m}$ or its inverse $s_{j}-s_{i}$. However, since any two choices of $\tau$ differ by multiplication by $\pm 1$, there is a unique choice $f_{i j}: V_{i} \cap V_{j} \rightarrow \mathbf{G}_{m}$ with the property that $f_{i j}^{*} \tau=f_{i j}^{-1} d f_{i j}$ (interpreting $f_{i j}$ as a section of $\mathbf{G}_{m}$ over $V_{i} \cap V_{j}$ ), and we consistently make this choice of transition function.

Define

$$
\nabla_{i}:\left.\left.\mathscr{L}\right|_{V_{i}} \longrightarrow \mathscr{L}\right|_{V_{i}} \otimes_{\odot_{V_{i}}} \Omega_{V_{i} / T}^{1}
$$

by $\nabla_{i}\left(t s_{i}\right):=t s_{i} \otimes \omega_{i}+s_{i} \otimes d t$ for any section $t$ of $\mathcal{O}_{V_{i}}$. Using the definition of $\omega_{i}$ and the fact that $\eta$ pulls back to $\tau$ on $\mathbf{G}_{m}$, it is straightforward to check that

$$
\omega_{i}-\omega_{j}=f_{i j}^{*} \tau=f_{i j}^{-1} d f_{i j}
$$

(by our choice of $\left.f_{i j}\right)$ in $\Gamma\left(V_{i} \cap V_{j}, \Omega_{J_{T} / T}^{1}\right)$ and hence that the $\nabla_{i}$ uniquely glue to give a connection $\nabla$ on $\mathscr{L}$ over $T$. By passing to a common refining open cover, one checks that any other choice of trivialization $\left(V_{i^{\prime}}^{\prime}, s_{i^{\prime}}^{\prime}\right)$ yields the same connection on $\mathscr{L}$, so the pair $(\mathscr{L}, \nabla)$ is independent of our choices of cover $\left\{V_{i}\right\}$ and sections $\left\{s_{i}\right\}$.

By pullback along $j_{x}: U_{T} \rightarrow J_{T}$, we thus obtain a line bundle on $U_{T}$ with a connection. If ( $E^{\prime}, \eta^{\prime}$ ) is another choice of representative for the same class in $\mathbf{E}_{\tau}\left(J_{T}\right)(T)$ then by definition there is an isomorphism of extensions $\varphi: E \rightarrow E^{\prime}$ with the property that $\varphi^{*} \eta^{\prime}=\eta$. One easily checks that $\varphi$ induces an isomorphism of the invertible sheaves on $J_{T}$ with connection corresponding to $(E, \eta)$ and to $\left(E^{\prime}, \eta^{\prime}\right)$, and hence that we have a well defined map of sets $\mathbf{E}_{\tau}\left(J_{T}\right)(T) \rightarrow P_{U / S}^{\natural}(T)$ which is readily seen to be functorial in $T$. That this map is in fact a homomorphism of abelian groups follows easily from the definition using the description of the group
law on $\mathbf{E}_{\tau}\left(J_{T}\right)(T)$ as in Section 2. By Lemma 2.1, we thus obtain a homomorphism of abelian groups

$$
\begin{equation*}
\operatorname{Extrig}_{T}\left(J_{T}, \mathbf{G}_{m}\right) \longrightarrow P_{U / S}^{\natural}(T) \tag{4-4}
\end{equation*}
$$

that is functorial in $T$. It is straightforward to check that this map is moreover independent of our initial choice of $\tau$ (but may a priori depend on our choice of rational point $x$ ) and so provides the desired functorial map.

We similarly define $\operatorname{Ext}_{T}\left(J_{T}, \mathbf{G}_{m}\right) \rightarrow P_{U / S}(T)$ by associating to an extension $E$ of $J_{T}$ by $\mathbf{G}_{m}$ the pull back along $j_{x}: U_{T} \rightarrow J_{T}$ of the line bundle $\mathscr{L}$ on $J_{T}$ obtained by viewing $E$ as a $\mathbf{G}_{m}$-torsor over $J_{T}$. This is readily seen to be a homomorphism of abelian groups (using Baer sum on $\operatorname{Ext}_{T}\left(J_{T}, \mathbf{G}_{m}\right)$ ) and is obviously functorial in $T$.

Finally, we define $\Gamma\left(T, \omega_{J_{T}}\right) \rightarrow \Gamma\left(U_{T}, \Omega_{U_{T} / T}^{1}\right)$ as follows. By [Bosch et al. 1990, Section 4.1, Proposition 1], any global section $\omega_{0}$ of $\omega_{J_{T}}=e_{T}^{*} \Omega_{J_{T} / T}^{1}$ can be uniquely propagated to an invariant differential form $\omega$ on $J_{T}$ over $T$ satisfying $e_{T}^{*} \omega=\omega_{0}$. Pulling $\omega$ back along $j_{x}: U_{T} \rightarrow J_{T}$, we obtain a section of $\Omega_{U_{T} / T}^{1}$ over $U_{T}$. This association is clearly a homomorphism and functorial in $T$.

We thus obtain (via Lemma 4.1) a diagram (4-2) with all maps homomorphisms of abelian groups, functorially in smooth affine $S$-schemes $T$. That this diagram commutes follows immediately from the explicit definition of all the maps involved (morally, each vertical map is simply "pullback by $j_{x}$ ").

Step 2. Passing from (4-2) to the corresponding diagram of associated fppf sheaves and recalling the construction of the exact sequence of fppf sheaves (3-16) in Section 3, we obtain a commutative diagram of fppf sheaves of abelian groups


From Proposition 2.8, we thus deduce the following commutative diagram of fppf abelian sheaves on smooth $S$-schemes with each term in the top row a smooth $S$-group:


Since the map $\widehat{J}^{0} \rightarrow \operatorname{Pic}_{X / S}$ is homomorphism of group functors (on smooth $S$ schemes) and $\widehat{J}^{0}$ has connected fibers, for topological reasons this map necessarily
factors through the open subfunctor $\operatorname{Pic}_{X / S}^{0}$ (thinking of $\operatorname{Pic}_{X / S}^{0}$ as the union of all identity components of the fibers of $\operatorname{Pic}_{X / S}\left[E G A ~ I V_{3}\right.$ 1966, Corollaire 15.6.5, p. 238] and arguing fiber-by-fiber). By the definition of $\operatorname{Pic}_{X / S}^{\natural, 0}$ (Definition 3.8) as a fiber product, we thus have a commutative diagram of fppf abelian sheaves on smooth $S$-schemes


Step 3. By Proposition 2.6 and Theorem 3.9, both rows of (4-5) are short exact sequences of smooth $S$-group schemes, and we claim that the commutative diagram (4-5) of fppf sheaves on smooth $S$-schemes can be enhanced to a corresponding commutative diagram of maps between smooth group schemes over $S$. Indeed, this follows from Yoneda's lemma, which ensures that the natural "restriction to the smooth site" map

$$
\operatorname{Hom}_{S}(\mathscr{F}, \mathscr{G}) \rightarrow \operatorname{Hom}_{S_{\mathrm{sm}}}(\mathscr{F}, \mathscr{G})
$$

is bijective for any fppf abelian sheaves $\mathscr{F}, \mathscr{G}$ on $S$-schemes with $\mathscr{F}$ represented by a smooth $S$-group scheme.

We have therefore constructed (4-1) using our initial choice of rational point $x \in X_{K}(K)$. If $x^{\prime}$ is any other choice of rational point, we claim that the resulting maps (4-1) obtained from $x$ and $x^{\prime}$ coincide. Since $j_{x, K}, j_{x^{\prime}, K}: X_{K} \rightarrow J_{K}$ differ by a translation on $J_{K}$, it is enough to show that for any translation $\tau: J_{K} \rightarrow J_{K}$, the induced map

(using the Néron mapping property) is the identity map. Since each term in the bottom row is separated and each term in the top row is flat, whether or not (4-6) coincides with the identity map may be checked on generic fibers. Now $\tau^{*}: \omega_{J_{K}} \rightarrow \omega_{J_{K}}$ is the identity map as $\omega_{J_{K}}$ is identified with the sheaf of (translation) invariant differentials [Bosch et al. 1990, Section 4.2 Proposition 1]. That $\tau^{*}: \widehat{J}_{K} \rightarrow \widehat{J}_{K}$ is the identity is well known, and follows from the fact that the line-bundles classified by $\widehat{J}_{K}:=\mathrm{Pic}_{J_{K} / K}^{0}$ are translation invariant (or equivalently
that the classes in $\mathscr{E}^{\mathscr{E}} \mathrm{t}_{K}\left(J_{K}, \mathbf{G}_{m}\right)$ are primitive). ${ }^{5}$ Thus $\varphi_{1}=\varphi_{3}=$ id so on $K$-fibers, $\varphi_{3}$ - id uniquely factors through a map $\widehat{J}_{K} \rightarrow \omega_{J_{K}}$ which takes the identity to the identity. As any map from an abelian variety to a vector group is constant, we conclude that $\varphi_{3}-\mathrm{id}$ is identically zero on $K$-fibers, and hence that $\varphi_{3}=$ id as well. Thus, the map (4-1) which we have constructed is independent of the choice of rational point $x \in X_{K}(K)$.

In the general case when $X_{K}(K)$ may be empty, we proceed as follows. Denote by $Y$ any one of the three schemes occurring in the top row of (4-1) and by $Z$ the corresponding scheme in the bottom row. We first claim that we have a canonical map $Y_{K} \rightarrow Z_{K}$. Indeed, $X_{K}$ has a $K^{\prime}$-rational point for some finite Galois extension $K^{\prime}$ of $K$, and we may use this point to define a $K^{\prime}$-map $Y_{K^{\prime}} \rightarrow Z_{K^{\prime}}$ as we have explained. Since this map is independent of the choice of $K^{\prime}$-rational point by what we have said above, via Galois descent we have a canonical $K$-map $\varphi_{K}: Y_{K} \rightarrow Z_{K}$ as claimed.

We now appeal to the following general lemma.
Lemma 4.3. Fix an integral scheme $T$ with generic point $\eta$ and let $Y \rightarrow T$ and $Z \rightarrow T$ be any flat $T$-schemes, with $Z$ separated over $T$. Suppose given a map $\varphi_{\eta}: Y_{\eta} \rightarrow Z_{\eta}$. Then there is at most one extension of $\varphi_{\eta}$ to a $T$-map $\varphi: Y \rightarrow Z$, and $\varphi$ exists if and only if the schematic closure in $Y \times_{T} Z$ of the graph of $\varphi_{\eta}$ maps isomorphically onto $Y$ by the first projection. In particular, $\varphi$ exists if and only if there is an fpqc morphism $T^{\prime} \rightarrow T$ and a map $\varphi^{\prime}: Y_{T^{\prime}} \rightarrow Z_{T^{\prime}}$ with $\varphi_{\eta^{\prime}}^{\prime}=\varphi_{\eta^{\prime}}$ where $\eta^{\prime}=T^{\prime} \times_{T} \eta$.

Proof. The proof of Lemma 4.3 proceeds via standard arguments with schematic closures of graphs; due to lack of a reference, we sketch how this goes. The uniqueness of an extension is clear, as $T$ is integral, $Z$ is separated over $T$, and $Y$ is $T$-flat. For existence, we proceed as follows. Let $\Gamma \subseteq Y \times_{T} Z$ be the schematic closure in $Y \times_{T} Z$ of the graph $\Gamma_{\varphi_{\eta}} \subseteq Y_{\eta} \times_{\eta} Z_{\eta}$ of $\varphi_{\eta}$, and note that $\Gamma_{\eta}=\Gamma_{\varphi_{\eta}}$ as $Z$ is $T$-separated. Now if the first projection $\Gamma \rightarrow Y$ is an isomorphism then it is clear that $\varphi_{\eta}$ extends to a $T$-morphism. Conversely, given $\varphi: Y \rightarrow Z$ extending $\varphi_{\eta}$ and denoting by $\Gamma_{\varphi}$ the graph of $\varphi$, we claim that necessarily $\Gamma=\Gamma_{\varphi}$. Indeed,

[^5]the canonical closed immersion $\Gamma \rightarrow Y \times_{T} Z$ factors through a closed immersion $\Gamma \rightarrow \Gamma_{\varphi}$ as $\Gamma_{\varphi}$ is closed in $Y \times_{T} Z$ (due to $T$-separatedness of $Z$ ) and contains $\Gamma_{\varphi_{\eta}}$. Since the closed immersion $\Gamma \rightarrow \Gamma_{\varphi}$ is an isomorphism over $\eta$ (using that $\Gamma_{\eta} \simeq \Gamma_{\varphi_{\eta}}$ ) it must be an isomorphism, since $\Gamma_{\varphi_{\eta}}$ is dense in $\Gamma_{\varphi}$ as $\Gamma_{\varphi}$ is $T$-flat and $T$ is integral. We conclude that $\Gamma=\Gamma_{\varphi}$ maps isomorphically onto $Y$ via the first projection. Finally, whether or not the first projection $\Gamma \rightarrow Y$ is an isomorphism is insensitive to fpqc base change; since the formation of $\Gamma$ commutes with such base change (as $\eta \rightarrow T$ is quasicompact and separated), we deduce the last statement of the lemma.

Applying the lemma with $T=S=\operatorname{Spec}(R), Y, Z$ as above, and $T^{\prime}=\operatorname{Spec}\left(R^{\text {sh }}\right)$ for $R^{\mathrm{sh}}$ a strict henselization of $R$, we see that it remains to construct a $T^{\prime}$-morphism $Y_{T^{\prime}} \rightarrow Z_{T^{\prime}}$ recovering the base change of $\varphi_{K}$ to $K^{\text {sh }}:=\operatorname{Frac}\left(R^{\mathrm{sh}}\right)$ on generic fibers. Now $X$ has generically smooth closed fiber, so $X_{K}$ has a $K^{\text {sh }}$-point. As our hypotheses on $X$ are unaltered by base change along local-étale extensions of discrete valuation rings (such as $R \rightarrow R^{\text {sh }}$ ) and the formation of the top and bottom rows of (4-1) commute with such base change we may use this $K^{\text {sh }}$-point as in the construction of (4-1) to define the desired $T^{\prime}$-map $Y_{T^{\prime}} \rightarrow Z_{T^{\prime}}$. We conclude that $\varphi_{K}$ uniquely extends to an $S$-map, and thus we obtain (4-1) over $S$, as desired.

Now that we have constructed the canonical map of short exact sequences of smooth $S$-groups (4-1), we can show that it is an isomorphism. We reiterate here that only the construction of this map uses the hypothesis that the closed fiber of $X$ is generically smooth; as we will see below, the proof that (4-1) is an isomorphism requires only the weaker hypotheses of Raynaud's Theorem 1.1.

Proof of Theorem 1.2. By passing to a finite étale extension if necessary, we may assume that $X_{K}(K)$ is nonempty, and we select $x \in X_{K}(K)$ and use it to define (4-1). Note that since $X$ is normal with generically smooth closed fiber, $X$ satisfies the hypotheses of Theorem 1.1.

Consider the composite mapping

$$
\begin{equation*}
\operatorname{Pic}_{X / S}^{0} \longrightarrow J^{0} \xrightarrow{\simeq} \widehat{J}^{0}, \tag{4-7}
\end{equation*}
$$

where the first map is deduced via the Néron mapping property from the canonical identification $J_{K}=\operatorname{Pic}_{X_{K} / K}^{0}$ and the second map is similarly obtained from the canonical principal polarization $J_{K} \rightarrow \widehat{J}_{K}$ induced by the $\Theta$-divisor [Milne 1986b, Section 6]. We claim that the composite $\widehat{J}^{0} \rightarrow \widehat{J}^{0}$ of (4-7) with the right vertical map of (4-1) coincides with negation on $\widehat{J}^{0}$. Since $\widehat{J}^{0}$ is flat and separated, it suffices to check this claim on generic fibers, so we wish to show that the map $\operatorname{Pic}^{0}\left(j_{x, K}\right): \widehat{J}_{K} \rightarrow J_{K}$ is the negative of the inverse of the canonical principal polarization $J_{K} \rightarrow \widehat{J}_{K}$. This is the content of [Milne 1986b, Lemma 6.9]. It follows from Theorem 1.1 that the right vertical map of (4-1) is an isomorphism
if and only if $X$ has rational singularities; in particular, this settles the "only if" direction of Theorem 1.2.

We henceforth suppose that $X$ has rational singularities and we wish to show that (4-1) is an isomorphism of exact sequences of smooth group schemes over $S$. By Theorem 1.1 and our discussion, we know that the right vertical map of (4-1) is an isomorphism, and we will "bootstrap" Raynaud's theorem using duality; more precisely, we will show that the left vertical map in (4-1) is dual to the map on Lie algebras obtained from (1-2) and must therefore be an isomorphism as well. Indeed, consider the dual of the map on Lie algebras obtained from (1-2):

$$
\mathscr{L i e}\left(J^{0}\right)^{\vee} \xrightarrow{\simeq} \mathscr{L i e}\left(\operatorname{Pic}_{X / S}^{0}\right)^{\vee} .
$$

For any commutative group functor $G$ over $S$ with representable fibers, the canonical inclusion $G^{0} \hookrightarrow G$ induces an isomorphism on Lie algebras [Liu et al. 2004, Proposition 1.1(d)], so we obtain a natural isomorphism of $\mathrm{O}_{S}$-modules $\mathscr{L i e}(J)^{\vee} \simeq$ $\mathscr{L} i e\left(\operatorname{Pic}_{X / S}\right)^{\vee}$. The canonical identification $R^{1} f_{*} 0_{X} \simeq \mathscr{L} i e\left(\operatorname{Pic}_{X / S}\right)$ ([Bosch et al. 1990, Section 8.4, Theorem 1] or [Liu et al. 2004, Proposition 1.3(b)]) then gives a natural isomorphism

$$
\begin{equation*}
\mathscr{L} i e(J)^{\vee} \xrightarrow{\simeq}\left(R^{1} f_{*} O_{X}\right)^{\vee} . \tag{4-8}
\end{equation*}
$$

Using the canonical duality $\omega_{J} \simeq \mathscr{L} i e(J)^{\vee}$ (see [SGA3-1 1970, II, Section 4.11] or [Liu et al. 2004, Proposition 1.1(b)]) and Grothendieck duality (Proposition 3.3) yields a natural isomorphism of $\mathcal{O}_{S}$-modules

$$
\begin{equation*}
\omega_{J} \xrightarrow{\simeq} \operatorname{Lie}(J)^{\vee} \underset{(4-8)}{\simeq}\left(R^{1} f_{*} O_{X}\right)^{\vee} \underset{(3-7)}{\simeq} f_{*} \omega_{X / S} \tag{4-9}
\end{equation*}
$$

and hence an isomorphism of the corresponding vector groups over $S$. We claim that the left vertical map in (4-1) coincides with the negative of (4-9). Since the source of both maps is flat and the target is separated over $S$, it suffices to check such agreement on generic fibers.

To do this, we consider the following diagram, in which we simply write $j$ for $j_{x, K}$ and $\varphi: J_{K} \rightarrow \widehat{J}_{K}$ for the canonical principal polarization:


Here, $\psi_{J_{K}}^{0}$ is the usual duality (defined using the Künneth formula and the first Chern class of the Poincaré bundle [Berthelot et al. 1982, 5.1.3 and Lemme 5.1.4]; the map ev is the canonical evaluation pairing, and can is the canonical map obtained by extending sections of $\omega_{J_{K}}$ to invariant differential forms on $J_{K}$ [Bosch et al. 1990, Section 4.2, Propositions 1 and 2]. We claim that each of the three small squares in (4-10) commute, and that the bottom "sector" anticommutes. For the first square, this follows from the fact that the composite $\operatorname{Pic}^{0}(j) \circ(-\varphi): J \rightarrow J$ is the identity map [Milne 1986b, Lemma 6.9], together with the fact that the canonical map can is functorial. The same reasoning shows that the third square commutes, using the functoriality of the identification $\theta_{K}$ [Liu et al. 2004, Proposition 1.3(c)]. The commutativity of the middle square follows immediately from 5.1.1 and the proof of Théorème 5.1.6 in [Berthelot et al. 1982]. That the bottom sector region anticommutes is the content of [Coleman 1998, Theorem 5.1]. Note, as a particular consequence of these commutativity statements, that every map occurring in (4-10) is an isomorphism.

Using the functoriality in $J_{K}$ of the canonical duality $\omega_{J_{K}} \simeq \mathscr{L} i e\left(J_{K}\right)$ [Liu et al. 2004, Proposition 1.1(b)] and the agreement of $-\varphi^{-1}$ with $\operatorname{Pic}^{0}(j): \widehat{J}_{K} \rightarrow J$, as above, we conclude that the composite isomorphism $\Gamma\left(\operatorname{Spec} K, \omega_{J_{K}}\right) \rightarrow \operatorname{Lie}\left(J_{K}\right)^{\vee}$ along the top row of (4-10) is the canonical evaluation duality for $J_{K}$. Thus, on generic fibers, the map (4-9) is none other than the map induced by the top, right, and bottom-right edges in (4-10). But by definition, the left vertical map of (4-1) coincides with the composite of the left and bottom-left edges of (4-10) on generic fibers, and is thus the negative of (4-9), as claimed.

Now that we know that the left and right vertical maps in (4-1) are isomorphisms when $X$ has rational singularities, it follows that the same is true of all three vertical maps, as desired.

Remark 4.4. That (4-9) coincides with the left vertical map in (4-1) over generic fibers is essentially Theorem B.4.1 of [Conrad 2000]. We have chosen here to present a different proof because [Conrad 2000, Theorem B.4.1] rests upon knowing a priori that the natural pullback map $\Omega_{J_{K} / K}^{1} \rightarrow j_{*} \Omega_{X_{K} / K}^{1}$ is an isomorphism, while we prefer to deduce this fact as a corollary of our main result.

## 5. Comparison of integral structures

In this section, we use Theorem 1.2 to prove a comparison result for integral structures in de Rham cohomology. As usual, we fix a discrete valuation ring $R$ with field of fractions $K$.

Let $A_{K}$ be an abelian variety over $K$. It is well known that the Lie algebra of the universal extension $E\left(\widehat{A}_{K}\right)$ of the dual abelian variety $\widehat{A}_{K}$ is naturally isomorphic to the first de Rham cohomology of $A_{K}$ over $K$, compatibly with Hodge filtrations.

Proposition 5.1. There is a canonical isomorphism of short exact sequences of finite dimensional $K$-vector spaces


Proof. See [Mazur and Messing 1974, I, Section 4].
Note that since $\omega_{A_{K}}$ is a vector group, we have a canonical identification of $\operatorname{Lie}\left(\omega_{A_{K}}\right)$ with the global sections of $\omega_{A_{K}}$. We deduce from Proposition 5.1 and Proposition 2.3 the following corollary, which equips the de Rham cohomology of $A_{K}$ with a canonical integral structure.
Corollary 5.2. Let $A$ and $\widehat{A}$ be the Néron models over $R$ of $A_{K}$ and $\widehat{A}_{K}$, respectively, and let $\mathscr{E}(\widehat{A})$ be the canonical extension of $\widehat{A}$ (Definition 2.4). The sequence of Lie algebras

$$
\begin{equation*}
0 \longrightarrow \operatorname{Lie}\left(\omega_{A}\right) \longrightarrow \operatorname{Lie}(\mathscr{E}(\widehat{A})) \longrightarrow \operatorname{Lie}(\widehat{A}) \longrightarrow 0 \tag{5-1}
\end{equation*}
$$

associated to the canonical extension (2-6) of $\widehat{A}$ over $R$ is a short exact sequence of finite free $R$-modules that is contravariantly functorial in $K$-morphisms of abelian varieties $A_{K} \rightarrow B_{K}$ over $K$ and recovers the 3-term Hodge filtration of $H_{\mathrm{dR}}^{1}\left(A_{K} / K\right)$ after extending scalars to $K$. That is, (5-1) provides a canonical integral structure on the 3-term Hodge filtration of $H_{\mathrm{dR}}^{1}\left(A_{K} / K\right)$.
Proof. Each term in (2-6) is a smooth $S$-scheme; in particular the map

$$
\mathscr{E x t r i g}_{S}\left(A^{0}, \mathbf{G}_{m}\right) \rightarrow \widehat{A}
$$

is smooth [SGA3-1 1970, Exposé $\mathrm{VI}_{\mathrm{B}}$, Proposition 9.2 vii]. Thus, by [Liu et al. 2004, Proposition 1.1(c)], applying the left exact functor Lie to (2-6) yields a short exact sequence of finite $R$-modules which are free by smoothness. Since any homomorphism of Néron models $A \rightarrow B$ induces a map on identity components $A^{0} \rightarrow B^{0}$, it follows from the Néron mapping property and the functoriality of the canonical extension (2-6) that (5-1) is contravariantly functorial in $K$-morphisms of abelian varieties $A_{K} \rightarrow B_{K}$ over $K$. Since the formation of Lie algebras commutes with the scalar extension $R \rightarrow K$, we deduce from Proposition 5.1 and the fact that $K$-fiber of (2-6) is the universal extension of $\widehat{A}_{K}$ by a vector group (see Remarks 2.5) that (5-1) recovers the Hodge filtration of $H_{\mathrm{dR}}^{1}\left(A_{K} / K\right)$ after extending scalars to $K$.

Remark 5.3. Supposing that Grothendieck's pairing (2-7) is right nondegenerate, so $\mathscr{E}^{\operatorname{xxtrig}}{ }_{S}\left(A, \mathbf{G}_{m}\right)$ is a smooth and separated $S$-scheme by Proposition 2.6 , the
natural map of short exact sequences (2-10) induces an isomorphism on associated exact sequences of Lie algebras by Lemma 2.10 and [Liu et al. 2004, Proposition 1.1(d)].

For the remainder of this section, we suppose that $A_{K}=J_{K}$ is the Jacobian of a smooth proper and geometrically connected curve $X_{K}$ over $K$. Recall that the 3-term Hodge filtration

$$
\begin{equation*}
0 \longrightarrow H^{0}\left(X_{K}, \Omega_{X_{K} / K}^{1}\right) \longrightarrow H_{\mathrm{dR}}^{1}\left(X_{K} / K\right) \longrightarrow H^{1}\left(X_{K}, \mathcal{O}_{X_{K}}\right) \longrightarrow 0 \tag{5-2}
\end{equation*}
$$

is autodual with respect to the cup product pairing on $H_{\mathrm{dR}}^{1}\left(X_{K} / K\right)$ and is contravariantly and covariantly functorial in finite morphisms of smooth and proper curves $g: X_{K} \rightarrow X_{K}^{\prime}$ via pullback $g^{*}$ and pushforward $g_{*}$ of differentials. Attached to any such morphism, we have associated homomorphisms of abelian varieties

$$
\operatorname{Pic}^{0}(g): J_{K}^{\prime} \rightarrow J_{K} \quad \text { and } \quad \operatorname{Alb}(g): J_{K} \rightarrow J_{K}^{\prime}
$$

by Picard and Albanese functoriality (where $J_{K}^{\prime}$ is the Jacobian of $X_{K}^{\prime}$ ). The following proposition is well known, but we have been unable to find a proof in the literature so we include one here for the convenience of the reader.

Proposition 5.4. There is a canonical isomorphism of short exact sequences of $K$-vector spaces


This isomorphism respects the autodualities of the top and bottom rows. Furthermore, for any finite morphism $g: X_{K} \rightarrow X_{K}^{\prime}$, the map (5-3) intertwines $\operatorname{Alb}(g)^{*}$ with $g^{*}$ and $\operatorname{Pic}^{0}(g)^{*}$ with $g_{*}$.

Proof. We first suppose that $X(K)$ is nonempty and select $x_{0} \in X(K)$. Let $j: X_{K} \rightarrow J_{K}$ be the associated Albanese morphism. By pullback along $j$, we obtain a morphism on de Rham cohomology that yields a commutative diagram (5-3). Clearly this map commutes with extension of $K$ (using the same $x_{0}$ ) and we claim that it is independent of our choice $x_{0}$. Each term in the Hodge filtration of $H_{\mathrm{dR}}^{1}\left(J_{K} / K\right)$ is clearly (the global sections of) a vector group over $K$; denoting any one of them by $V$ it suffices to show that the natural map $J_{K} \rightarrow \operatorname{Aut}_{K}(V)$ given by translations is the zero map. Since the target is affine of finite type over $K$ and the source is an abelian variety, this map factors through a section of the target and must therefore be identically zero, as claimed. It follows from Galois descent that we have a canonical map (5-3) even when $X(K)$ is empty.

Let us denote by $H\left(J_{K}\right)$ (respectively $H\left(X_{K}\right)$ ) the 3 -term exact sequence of $K$-vector spaces given by the top (respectively bottom) row of (5-3). By passing to an extension of $K$ if need be, we may suppose that $X_{K}(K)$ is nonempty and that (5-3) is given by pullback along an Albanese morphism $j: X_{K} \rightarrow J_{K}$ associated to some $x_{0} \in X_{K}(K)$. To show that (5-3) is an isomorphism, we will exploit the natural autodualities on $H\left(J_{K}\right)$ and $H\left(X_{K}\right)$. For this to be successful, it is essential to know that these dualities are compatible.

Lemma 5.5. The canonical autodualities of the short exact sequences $H\left(J_{K}\right)$ and $H\left(X_{K}\right)$ are compatible via $j^{*}$. That is, the following diagram commutes:


Proof. This is Theorem 5.1 of [Coleman 1998].
Continuing with the proof of Proposition 5.4, observe that the functoriality of the canonical identification $H^{1}\left(X_{K}, 0_{X_{K}}\right) \simeq \operatorname{Lie}\left(\operatorname{Pic}_{X_{K} / K}^{0}\right)$ yields a commutative diagram

(see [Liu et al. 2004, Proposition 1.3(c)]). Due to [Milne 1986b, Lemma 6.9], the map $\operatorname{Pic}^{0}(j): \widehat{J}_{K} \rightarrow J_{K}$ is the negative of the inverse of the canonical principal polarization $J_{K} \rightarrow \widehat{J}_{K}$, so in particular it is an isomorphism. Thus, the map $j^{*}$ : $H^{1}\left(J_{K}, \mathscr{O}_{J_{K}}\right) \rightarrow H^{1}\left(X_{K}, \mathscr{O}_{X_{K}}\right)$ is an isomorphism. Taking $K$-linear duals and using the autoduality of $H\left(J_{K}\right)$ and $H\left(X_{K}\right)$, it follows from Lemma 5.5 that the map $j^{*}: H^{0}\left(J_{K}, \omega_{J_{K}}\right) \rightarrow H^{0}\left(X_{K}, \Omega_{X_{K} / K}^{1}\right)$ is also an isomorphism. We conclude that all three vertical maps of (5-3) are isomorphisms, as desired.

It remains to check our claims concerning the functoriality of (5-3) in finite morphisms of smooth proper and geometrically connected curves $g: X_{K} \rightarrow X_{K}^{\prime}$. Denote by $J_{K}^{\prime}$ the Jacobian of $X_{K}^{\prime}$ and by $j^{\prime}: X_{K}^{\prime} \rightarrow J_{K}^{\prime}$ the Albanese map attached to $g\left(x_{0}\right)$. Albanese functoriality gives a commutative diagram

from which we easily obtain the commutative diagram of short exact sequences

which shows that (5-3) intertwines the maps $g^{*}$ and $\operatorname{Alb}(g)^{*}$. Dualizing (5-5) and using Lemma 5.5 gives a commutative diagram


By [Cais 2009, Theorem 5.11(3)], the maps $g^{*}$ and $g_{*}$ are adjoint with respect to the cup-product pairing on $H_{\mathrm{dR}}^{1}\left(X_{K} / K\right)$, so the composite map on the bottom row of (5-6) coincides with $g_{*}$. We claim that $\operatorname{Alb}(g)^{*}$ and $\operatorname{Pic}^{0}(g)^{*}$ are adjoint with respect to the pairing on $H_{\mathrm{dR}}^{1}\left(J_{K} / K\right)$, so the top row of (5-6) coincides with $\mathrm{Pic}^{0}(g)^{*}$. By definition, the duality pairing on $H_{\mathrm{dR}}^{1}\left(J_{K} / K\right)$ is deduced from the natural perfect pairing

$$
\begin{equation*}
H_{\mathrm{dR}}^{1}\left(J_{K} / K\right) \times H_{\mathrm{dR}}^{1}\left(\widehat{J}_{K} / K\right) \longrightarrow K \tag{5-7}
\end{equation*}
$$

(defined as in [Berthelot et al. 1982, Section 5]) by identifying the de Rham cohomology of $\widehat{J}_{K}$ with that of $J_{K}$ via the principal polarization $J_{K} \simeq \widehat{J}_{K}$. Now if $u: J_{K}^{\prime} \rightarrow J_{K}$ is any morphism with dual $\hat{u}: \widehat{J}_{K} \rightarrow \widehat{J}_{K}^{\prime}$, then the induced maps $u^{*}$ and $\hat{u}^{*}$ on de Rham cohomology are adjoint with respect to (5-7) by [Berthelot et al. 1982, 5.1.3.3]. Applying this to $u=\operatorname{Pic}^{0}(g)$, our claim that $\operatorname{Alb}(g)^{*}$ and $\operatorname{Pic}^{0}(g)^{*}$ are adjoint then follows from the assertion that the composite map

$$
J_{K} \xrightarrow[\varphi]{\simeq} \widehat{J}_{K} \xrightarrow{\widehat{\operatorname{Pic}^{0}(g)}} \widehat{J}_{K}^{\prime} \underset{\varphi^{\prime}}{\simeq} J_{K}^{\prime}
$$

coincides with $\operatorname{Alb}(g)$, where $\varphi$ and $\varphi^{\prime}$ are the canonical principal polarizations. But this follows by applying the functor $\mathrm{Pic}^{0}$ to the diagram (5-4) and using the fact that $\operatorname{Pic}^{0}(j)$ and $\operatorname{Pic}^{0}\left(j^{\prime}\right)$ coincide with $-\varphi^{-1}$ and $-\varphi^{\prime-1}$, respectively, thanks to [Milne 1986b, Lemma 6.9].

Fix a proper flat and normal model $f: X \rightarrow S$ of $X_{K}$ over $S=\operatorname{Spec} R$, and denote by $\omega_{X / S}^{\bullet}$ the two-term $\mathbb{O}_{S}$-linear complex of $\mathbb{O}_{X}$-modules $d: \mathbb{O}_{X} \rightarrow \omega_{X / S}$
furnished by Proposition 3.1. We will say that $X$ is an admissible model of $X_{K}$ if $X$ has rational singularities and $f$ is cohomologically flat in dimension zero.

Define $H^{1}(X / R):=\mathbf{H}^{1}\left(X, \omega_{X / S}^{\bullet}\right)$. When $X$ is cohomologically flat, there is a natural short exact sequence of finite free $R$-modules

$$
\begin{equation*}
0 \longrightarrow H^{0}\left(X, \omega_{X / S}\right) \longrightarrow H^{1}(X / R) \longrightarrow H^{1}\left(X, 0_{X}\right) \longrightarrow 0 \tag{5-8}
\end{equation*}
$$

whose scalar extension to $K$ is identified with the 3-term Hodge filtration exact sequence $H\left(X_{K}\right)$. Moreover, (5-8) is self-dual with respect to the usual cup-product autoduality of $H\left(X_{K}\right)$; see Proposition 5.8 of [Cais 2009]. By Theorem 5.11 of the same paper, when $X$ is admissible, the integral structure provided by (5-8) is canonical: this short exact sequence is independent of the choice of admissible model $X$ of $X_{K}$ and is both contravariantly and covariantly functorial via pullback and trace in finite $K$-morphisms $X_{K} \rightarrow X_{K}^{\prime}$ of curves having admissible models over $R$.

Via Corollary 5.2 and the identification of Hodge filtrations (5-3), when $X$ is admissible we thus have two canonical integral structures on the de Rham cohomology of $X_{K}$, and it is natural to ask how these $R$-lattices compare.
Corollary 5.6. With the notation and hypotheses of Theorem 1.2 , when $X$ has rational singularities there is a canonical isomorphism of short exact sequences of finite free $R$-modules

that recovers the identification (5-3) after extending scalars to $K$.
Remark 5.7. Let $g: X_{K} \rightarrow X_{K}^{\prime}$ be any finite map of smooth and geometrically connected curves over $K$ and suppose that $X_{K}$ and $X_{K}^{\prime}$ admit proper flat and normal models over $R$ which have rational singularities and generically smooth closed fibers. (Such models are automatically admissible due to Raynaud's critère de platitude cohomologique [Raynaud 1970, Théorème 7.2.1]). By our discussion above, $g$ induces maps $g^{*}$ and $g_{*}$ on the canonical integral structure (5-8) via pullback and trace, and induces maps $\operatorname{Alb}(g)^{*}$ and $\operatorname{Pic}^{0}(g)^{*}$ on the canonical integral structure (5-1) by Albanese and Picard functoriality via the Néron mapping property. The $R$-isomorphism (5-9) necessarily intertwines $\operatorname{Alb}(g)^{*}$ with $g^{*}$ and $\operatorname{Pic}^{0}(g)^{*}$ with $g_{*}$ as such agreement of maps between free $R$-modules may be checked after the flat scalar extension $R \rightarrow K$, where it follows from Proposition 5.4.

Question 5.8. As an interesting consequence of Corollary 5.6 , the duality statement of Proposition 5.4, and the fact that the integral structure (5-8) is autodual with respect to cup-product pairing, we deduce that the autoduality of the Hodge
filtration of $H_{\mathrm{dR}}^{1}\left(J_{K} / K\right)$ preserves the integral structure (5-1). It seems natural to ask if this is true in greater generality, that is, if for any abelian variety $A_{K}$ over $K$, the natural duality isomorphism

(see [Berthelot et al. 1982, Lemme 5.1.4 and Théorème 5.1.6]) identifies the corresponding canonical integral structures provided by (5-1). It is also natural to wonder how such an identification might come about at the level of canonical extensions and Néron models or more precisely if the definition of the duality for the de Rham cohomology of an abelian scheme (or more generally a 1 -motive) in terms of its universal extension (see [Coleman 1991, page 636] for the case of abelian schemes, [Bertapelle 2008] for 1-motives and [Deligne 1974, 10.2.7.2] for abelian varieties over $\mathbf{C}$ ) can be extended to the case of Néron models and their canonical extensions.

Proof of Corollary 5.6. By Theorem 1.2, we have an isomorphism of short exact sequences of smooth groups as in (1-3). Applying the functor Lie and using the fact that for any group functor $G$ over $S$ with representable fibers, the inclusion $G^{0} \hookrightarrow G$ of the identity component induces an isomorphism on Lie algebras [Liu et al. 2004, Proposition 1.1 (d)], we deduce a canonical isomorphism of finite free $R$-modules


By Definition 3.8 we have the canonical identifications

$$
\begin{aligned}
\operatorname{Lie}\left(\operatorname{Pic}_{X / S}^{\natural, 0}\right) & =\operatorname{Lie}\left(\operatorname{Pic}_{X / S}^{\natural} \times \operatorname{Pic}_{X / S} \operatorname{Pic}_{X / S}^{0}\right) \\
& =\operatorname{Lie}\left(\operatorname{Pic}_{X / S}^{\natural}\right) \times{ }_{\operatorname{Lie}\left(\operatorname{Pic}_{X / S}\right)} \operatorname{Lie}\left(\operatorname{Pic}_{X / S}^{0}\right)=\operatorname{Lie}\left(\operatorname{Pic}_{X / S}^{\natural}\right),
\end{aligned}
$$

so it suffices to identify the left exact sequence of Lie algebras attached to the exact sequence of fppf abelian sheaves

$$
\begin{equation*}
0 \longrightarrow f_{*} \omega_{X / S} \longrightarrow \operatorname{Pic}_{X / S}^{\natural} \longrightarrow \operatorname{Pic}_{X / S}, \tag{5-10}
\end{equation*}
$$

of (3-16) with the integral structure on $H\left(X_{K}\right)$ provided by (5-8). As in Section 3, let $\omega_{X_{T} / T}^{\times, \bullet}$ be the two-term complex $d_{T} \log : \mathbb{O}_{X_{T}}^{\times} \rightarrow \omega_{X_{T} / T}$ defined by $d_{T} \log (u)=$
$u^{-1} \cdot d_{T}(u)$, and write $\mathbf{R}^{1} f_{*} \omega_{X / S}^{\times}$and $R^{1} f_{*} \mathbb{O}_{X}^{\times}$, respectively, for the fppf sheaves associated to the group functors on $S$-schemes

$$
T \rightsquigarrow \mathbf{H}^{1}\left(X_{T}, \omega_{X_{T} / T}^{\times, \cdot}\right) \quad \text { and } \quad T \rightsquigarrow H^{1}\left(X_{T}, O_{X_{T}}^{\times}\right) .
$$

By Lemma 3.10, the exact sequence (5-10) is naturally isomorphic to the exact sequence of fppf abelian sheaves

$$
0 \longrightarrow f_{*} \omega_{X / S} \longrightarrow \mathbf{R}^{1} f_{*} \omega_{X / S}^{\times,} \longrightarrow R^{1} f_{*} \mathbb{O}_{X}^{\times}
$$

obtained by sheafifying (3-15). Thus, the proof of Corollary 5.6 is completed by:
Lemma 5.9. There is a natural isomorphism of exact sequences of free $R$-modules

$$
\begin{align*}
& 0 \longrightarrow H^{0}\left(X, \omega_{X / S}\right) \longrightarrow H^{1}(X) \longrightarrow H^{1}\left(X, 0_{X}\right) \longrightarrow 0 \\
& \downarrow \simeq \downarrow \simeq \simeq  \tag{5-11}\\
& 0 \longrightarrow \operatorname{Lie}\left(f_{*} \omega_{X / S}\right) \longrightarrow \operatorname{Lie}\left(\mathbf{R}^{1} f_{*} \omega_{X / S}^{\times, \bullet}\right) \longrightarrow \operatorname{Lie}\left(R^{1} f_{*} \mathcal{O}_{X}^{\times}\right)
\end{align*}
$$

Proof. By construction, the exact sequence (5-8) results from the Hodge to de Rham spectral sequence attached to the evident filtration of $\omega_{X / S}^{\bullet}$. Now the canonical section $\mathbf{Z} \rightarrow \mathbf{Z}[\epsilon] /\left(\epsilon^{2}\right)$ to the quotient map $\epsilon \mapsto 0$ induces a canonically split exact sequence of filtered two-term (vertical) complexes

so passing to cohomology yields the commutative diagram

with exact rows and columns, where the zeroes in the left column result from the splitting (that is, $\mathbf{H}^{1}$ is left exact on split short exact sequences). We conclude
that we have an isomorphism of exact sequences of abelian groups as in (5-11). It remains to show that this is in fact an $R$-linear isomorphism. Recall that for any group functor $G$ on $S$-schemes, the multiplication on $\operatorname{Lie}(G)$ by $0_{S}(S)$ is induced by the functoriality of $G$ from the map $\mathscr{O}_{S}(S) \rightarrow \operatorname{End}_{S}(S[\epsilon])$ sending $s \in \mathscr{O}_{S}(S)$ to the self-map $u_{s}$ of $S[\epsilon]$ that is induced by $\epsilon \mapsto s \cdot \epsilon$. Thus, the fact that the map (5-11) defined by (5-12) is a map of $R$-modules amounts to the assertion that for any $s \in \mathbb{O}_{S}(S)$ the diagram

of filtered complexes with exact rows commutes. This is easily checked.
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# Period, index and potential, III 

Pete L. Clark and Shahed Sharif


#### Abstract

We present three results on the period-index problem for genus-one curves over global fields. Our first result implies that for every pair of positive integers $(P, I)$ such that $I$ is divisible by $P$ and divides $P^{2}$, there exists a number field $K$ and a genus-one curve $C_{/ K}$ with period $P$ and index $I$. Second, let $E_{/ K}$ be any elliptic curve over a global field $K$, and let $P>1$ be any integer indivisible by the characteristic of $K$. We construct infinitely many genus-one curves $C_{/ K}$ with period $P$, index $P^{2}$, and Jacobian $E$. Our third result, on the structure of ShafarevichTate groups under field extension, follows as a corollary. Our main tools are Lichtenbaum-Tate duality and the functorial properties of O'Neil's period-index obstruction map under change of period.


## 1. Introduction

1.1. Notation and conventions. Throughout the paper $K$ shall denote a global field - that is, a finite field extension of either $\mathbb{Q}$ or $\mathbb{F}_{p}(T)$ - and $E$ shall denote an elliptic curve defined over $K$.

Let $P$ be a positive integer which is not divisible by the characteristic of $K$. Define $P^{*}$ to be $P$ if $P$ is odd and $2 P$ if $P$ is even.

Let $\bar{K}$ denote a fixed separable closure of $K$, and let $\mathfrak{g}_{K}=\operatorname{Aut}(\bar{K} / K)$ be the absolute Galois group of $K$.

We abbreviate the Galois cohomology group $H^{1}\left(\mathfrak{g}_{K}, E(\bar{K})\right)$ to $H^{1}(K, E)$ and call it the Weil-Châtelet group of $E$ over $K$. Recall that this is a torsion abelian group.

Let $\operatorname{Pic}(C)$ be the Albanese/Picard variety of $C$, and $\mathbf{P i c}^{d}(C)$ the connected component classifying degree $d$ invertible sheaves on $C$, so that $\mathbf{P i c}^{0}(C)$ is the Jacobian. The letter $\eta$ shall denote an element of $H^{1}(K, E)$. Such classes $\eta$ are in canonical bijection with the set of equivalence classes of pairs ( $C, l$ ), where $C_{/ K}$ is a genus one curve, $t: \operatorname{Pic}^{0}(C) \rightarrow E$ is an isomorphism from the Jacobian of $C$ to $E$, and the equivalence is isomorphism over $K$. In other words, $l$ endows $C$ with

[^6]the structure of a principal homogeneous space (or torsor) under $E$. It follows that $C_{/ K}$ itself determines, and is determined by, an orbit of $\operatorname{Aut}(E)$ on $H^{1}(K, E)$.

The period of $\eta \in H^{1}(K, E)$ is its order in the group. In terms of the corresponding torsor $C$, the period is the least positive degree of a $K$-rational divisor class on $C$. The index of $\eta$ is the gcd over all degrees $[L: K]$ of field extensions $L / K$ such that the restriction of $\eta$ to $H^{1}(L, E)$ is trivial. In terms of $C$, the index is the least positive degree of a $K$-rational divisor. By Riemann-Roch, it is also the least degree of an extension $L / K$ such that $C$ has an $L$-rational point. Since the period and index are invariant under isomorphism over $K$, we will refer to the period and index of the cohomology class $\eta$ and that of the curve $C$ interchangeably.

We denote by $\Sigma_{K}$ the set of all places of $K$ (including Archimedean places in the number field case). For a place $v$ of $K$, we denote the image of a class $\eta \in H^{1}(K, E)$ under the local restriction map $H^{1}(K, E) \rightarrow H^{1}\left(K_{v}, E\right)$ by $\eta_{v}$. In geometric terms, $\eta_{v}$ is just the base extension of the curve (or rather, the principal homogeneous space) $C$ from $K$ to $K_{v}$. By the support of a class we mean the finite set of $v \in \Sigma_{K}$ such that $\eta_{v} \neq 0$. The classes $\eta$ with empty support form a subgroup $Ш(K, E)$, the Shafarevich-Tate group of $E_{/ K}$.
1.2. Statement of the main results. Recall that $K$ is a global field, $P$ is a positive integer not divisible by the characteristic of $K$, and $P^{*}$ is $P$ if $P$ is odd, and $2 P$ if $P$ is even.

Theorem 1. Let $E_{/ K}$ be an elliptic curve. Suppose $\# E(K)\left[P^{*}\right]=\left(P^{*}\right)^{2}$. Then, for any positive integer $D \mid P$, there are infinitely many classes $\eta \in H^{1}(K, E)$ of period $P$ and index $P \cdot D$. These classes can be chosen so as to be locally trivial except possibly at two places of $K$.

Theorem 2. Let $E_{/ K}$ be an elliptic curve and $S_{K} \subset \Sigma_{K}$ a finite set of places of $K$. There exists an infinite sequence $\left\{\eta_{i}\right\}_{i=0}^{\infty}$ of elements of $H^{1}(K, E)$ such that

- $\eta_{0}=0$;
- for all $v \in S_{K}$ and all $i \in \mathbb{N}$, $\operatorname{res}_{v} \eta_{i}=0$; and
- for all $i, j \in \mathbb{N}$ with $i \neq j, \eta_{i}-\eta_{j}$ has period $P$ and index $P^{2}$.

Theorem 3. Let $E_{/ K}$ be an elliptic curve. For any positive integer $r$, there exists a degree $P$ field extension $L / K$ such that $\amalg(L, E)$ contains at least $r$ elements of order $P$.
1.3. Discussion of the results. Let $C$ be a genus-one curve over an arbitrary field $K$. It is well known (see [Lang and Tate 1958, Proposition 5], for example), that the period $P$ and the index $I$ of $C$ satisfy the divisibilities

$$
\begin{equation*}
P|I| P^{2} . \tag{1}
\end{equation*}
$$

Conversely, Lang and Tate showed [1958, p. 678] that for any pair ( $P, I$ ) of positive integers satisfying (1), there exists a genus-one curve $C$ defined over the iterated Laurent series field $\mathbb{C}\left(\left(t_{1}\right)\right)\left(\left(t_{2}\right)\right)$ with period $P$ and index $I$.

This raises the question of the possible values of $P$ and $I$ for genus-one curves over a local or global field. Lichtenbaum [1968] showed that $P=I$ for every genus-one curve over a nondiscrete, locally compact field. ${ }^{1}$

Suppose $K$ is a field which admits at least one degree- $P$ cyclic extension and such that there exists an elliptic curve $E_{/ K}$ with full $P$-torsion: $\# E[P](K)=P^{2}$. Then Lang and Tate showed that there exists a class $\eta \in H^{1}(K, E)$ with period and index both equal to $P$.

Let us assume henceforth that $K$ is a global field. In this case, the argument of Lang and Tate readily yields the fact that $\eta$ may be taken to have support at most one place of $K$.

Conversely, Cassels [1962, Theorem 1.3] showed that $I=P$ for classes with empty support. Moreover $I=P$ for classes whose support has cardinality one, as was first shown by Olson [1970, Theorem 15] and "rediscovered" by the first author [Clark 2006b, Proposition 6].

The first examples of genus-one curves over a global field with $I>P$ are due to Cassels [1963], who found examples over $K=\mathbb{Q}$ with $P=2, I=4$. Cassels' examples are closely related to the theory of explicit 2-descent. More recently, the first author constructed, for any prime number $p$, classes $\eta$ with $P=p, I=p^{2}$ in the Weil-Châtelet group of any elliptic curve $E_{/ K}$ over a number field with full $p$-torsion [Clark 2005, Theorem 3]. The method crucially employs a period-index obstruction map due to O'Neil [2002].

Our Theorem 1 may therefore be viewed as a generalization of [Clark 2005, Theorem 3]. In particular, we now know that any pair $(P, I)$ satisfying (1) arises as the period and index of a genus-one curve defined over some number field (depending on $P$ ). Moreover, the fact that we can construct such classes which are supported at two places is, in view of the aforementioned results of Cassels and Olson, optimal, and answers a question raised by Çiperiani.

Having established Theorem 1, we naturally wish to understand the possible values of period and index for genus-one curves defined over a fixed global field $K$, or — better yet — inside the Weil-Châtelet group $H^{1}(K, E)$ of a fixed elliptic curve $E_{/ K}$.

Our Theorem 2 shows that for any elliptic curve $E$ over a global field $K$ and any $P>1$ indivisible by the characteristic of $K$, there exist infinitely many genusone curves with period $P$, index $P^{2}$ and Jacobian $E$. Of course the statement

[^7]of Theorem 2 is significantly more complicated than this, and its significance is probably hard to appreciate. However, we need this precise statement, especially the "difference properties" of the sequence $\left\{\eta_{i}\right\}$, in the proof of Theorem 3.

In order to place Theorem 3 into context, let us again recall some prior results, this time on the problem of constructing "large Shafarevich-Tate groups." More precisely, we fix a global field $K$, an integer $P>1$ and a positive integer $r$, and the goal is prove the existence of an elliptic curve $E_{/ K}$ whose Shafarevich-Tate group $Ш(K, E)$ contains at least $r$ elements of order $P$.

The first results here are due to Cassels [1964], who solved the aforementioned problem for $K=\mathbb{Q}$ and $P=3$. (This was also the first proof of the weaker fact that $\amalg(\mathbb{Q}, E)$ is unbounded as $E$ ranges over all elliptic curves $E_{/ \mathbb{Q}}$.) Cassels' examples all have $j=0$ and exploit the extra structure on such curves afforded by the existence of an order 3 automorphism. The problem has also been solved for $P=2$ by Bölling [1975], and for $P=5$ by Fisher [2001]. Donnelly [2003] established the result for $P=7$. Further, the case $P=13$ is proved separately by Donnelly (unpublished) and Matsuno [2007]. Among prime values of $P$, this is a transitional case: the modular curve $X_{0}(P)$ has genus 0 precisely for these values of $P$. There are as yet no such results for larger $P$.

There has also been work showing that, for a prime $p$, either the $p$-Selmer group $\operatorname{Sel}^{p}(K, E)$ or $\amalg(K, E)[p]$ can be made arbitrarily large when one varies over all elliptic curves $E$ defined over number fields $K$ whose degree $[K: \mathbb{Q}]$ is bounded by a certain function of $p$. Notably, Kloosterman and Schaefer [2003] showed that $\operatorname{dim}_{\mathbb{F}_{p}} \operatorname{Sel}^{p}(K, E)$ is unbounded as $K$ ranges over all field extensions $K / \mathbb{Q}$ of degree $f_{1}(p)=O(p)$. Kloosterman [2005] showed that $\operatorname{dim}_{\mathbb{F}_{p}} \amalg(K, E)[p]$ is unbounded as $K$ ranges over extensions of degree $f_{2}(p)=O\left(p^{4}\right)$.

In [Clark 2005, Theorem 1], it was shown that if $\# E(K)[p]=p^{2}$ for a prime $p$, then $Ш(L, E)[p]$ is unbounded as $L$ ranges over all degree $p$ field extensions. The argument can be applied to any elliptic curve defined over a global field (of characteristic not divisible by $p$ ) at the cost of first trivializing the Galois action on the $p$-torsion. It follows that for every $E_{/ K}, Ш(L, E)[p]$ is unbounded as $L$ ranges over extensions of degree at most $f_{3}(p)=p\left(p^{2}-1\right)\left(p^{2}-p\right) \leq p^{5}$. Moreover, upon restricting to elliptic curves with potential complex multiplication, one gets the bound $f_{4}(p) \leq 2 p^{3}$.

In contrast, our Theorem 3 extends the bound $[L: K]=P$ of [Clark 2005, Theorem 1] to all elliptic curves and all integers $P>1$. An interesting question (which we are not able to answer) is whether Theorem 3 is in fact the optimal result of its kind.
1.4. Organization of the paper. We assume some familiarity with the literature on the period-index problem, especially [O’Neil 2002; Clark 2005]; nevertheless, we
begin with a brief review of the period-index obstruction map, and then go on to discuss some new ideas and techniques. The first key point is a clarification of the relationship between O'Neil's obstruction map $\Delta$ and the quantity $I / P$. Whereas before it had been implicit in [O'Neil 2002] (and explicit in [Clark 2005]) that one can use $\Delta$ to determine whether or not $I=P$, here we present a simple characterization of $I / P$ in terms of the obstruction to a rational divisor class being represented by a rational divisor. We also return to the point of the explicit computation of O'Neil's obstruction map in the case of full-level $N$ structure for even $N$. These matters are detailed in Section 2.

In Section 3 we give the proofs of Theorems 1, 2, and 3.

## 2. On the period-index obstruction map

In this section $K$ is an arbitrary field, $E_{/ K}$ is an elliptic curve, and $P$ is a positive integer not divisible by the characteristic of $K$. These hypotheses ensure that the finite flat $K$-group scheme $E[P]$ is étale, and so may be viewed as a $\mathfrak{g}_{K}$-module.
2.1. Three aspects of the period-index obstruction map. The key technical tool in the proofs of our results is the period-index obstruction map

$$
\Delta_{P}: H^{1}(K, E[P]) \rightarrow \operatorname{Br}(K) .
$$

It can be defined in three different ways, which we now recall. All three characterizations either explicitly appear in or are readily deducible from [O'Neil 2002]. Note that $\Delta_{P}$ is not a homomorphism; as we shall see, it is a quadratic map.

Definition 1. For any ample line bundle $L$ on an abelian variety $A_{/ K}$, the functor $\mathscr{G}_{L}$ which associates to a $K$-scheme $S$ the group of all isomorphisms

$$
(x, \psi): L_{/ S} \xrightarrow{\sim} \tau_{x}^{*}\left(L_{/ S}\right)
$$

between $L_{/ S}$ and one of its translates is represented by a $K$-group scheme, Mumford's theta group. The subgroup of automorphisms of $L$ gives rise to an embed$\operatorname{ding} \mathbb{G}_{m} \hookrightarrow \mathscr{\varphi}_{L}$. The quotient is canonically isomorphic to $\kappa(L)$, the kernel of the canonical homomorphism

$$
\varphi_{L}: A \rightarrow A^{\vee}, x \mapsto \tau_{x}^{*}(L) \otimes L^{-1} .
$$

We now follow O'Neil's construction [2002, §2]. Let $A$ be an elliptic curve $E$ and $L$ the line bundle associated to the divisor $P[O]$ on $E$; note that $\kappa(L)=E[P]$. Let $\varphi_{L}: E \rightarrow \mathbb{P}^{P-1}$ be the associated morphism into projective space (well-defined up to a linear automorphism of $\mathbb{P}^{P-1}$ ).

Proposition 4. For $P \geq 2$ we have the following commutative diagram of group schemes:


Proof. This is [O'Neil 2002, Proposition 2.1]. For our purposes, we will only need to know the vertical map on the right. We view $E[P]$ as an automorphism group of $\varphi_{L}: E \rightarrow \mathbb{P}^{P-1}$ - that is, an element of $E[P]$ acts on the global sections of $L$, and thus induces an automorphism of $\mathbb{P}^{P-1}$. This gives an element of $\mathrm{PGL}_{P}$ as required.

The machinery of nonabelian Galois cohomology [Serre 1962] supplies a connecting map from $H^{1}(K, E[P]) \rightarrow H^{2}\left(K, \mathbb{G}_{m}\right)$. Identifying $H^{2}\left(K, \mathbb{G}_{m}\right)$ with $\operatorname{Br}(K)$, we obtain our first definition of $\Delta_{P}$.

Definition 2. Let $V_{/ K}$ be any nonsingular, complete, geometrically integral variety, and let $\operatorname{Pic}(V)$ be the Picard group of $V$. There is an exact sequence [Bosch et al. 1990, §9.1]

$$
\begin{equation*}
0 \rightarrow \operatorname{Pic}(V) \rightarrow \operatorname{Pic}(V)(K) \xrightarrow{\delta_{V}} \operatorname{Br}(K) \xrightarrow{\gamma} \operatorname{Br}(V) . \tag{3}
\end{equation*}
$$

In particular, given a $K$-rational divisor class $D$ on $V$, the obstruction to $V$ being represented by a $K$-rational divisor is an element of $\operatorname{Br}(K)$. A Galois descent argument shows that $H^{1}(K, E[P])$ classifies pairs $(C, D)$ - where $C \in H^{1}(K, E)$ and $D \in \mathbf{P i c}^{P}(C)(K)$ is a $K$-rational divisor class - modulo the relation $(C, D) \sim$ $\left(C^{\prime}, D^{\prime}\right)$ if there exists a $K$-isomorphism of torsors $f: C \rightarrow C^{\prime}$ with $f^{*} D^{\prime}=D$. One may then define

$$
\Delta_{P}((C, D))=\delta_{C}(D)
$$

For details, including a proof of the equivalence of this definition with the previous one, see [O'Neil 2002, Proposition 2.3] and [Clark 2005, Proposition 4].

Definition 3. On the other hand, $H^{1}(K, E[P])$ classifies $K$-morphisms $\varphi: C \rightarrow V$ which are twisted forms of $\varphi_{L}: E \rightarrow \mathbb{P}^{P-1}$; these forms arise as twists of the map associated to the complete linear system $P[O]$. In particular, $C \in H^{1}(K, E)$ and $V$ is a twisted form of $\mathbb{P}^{P-1}$; that is, a Severi-Brauer variety [O'Neil 2002; Cremona et al. 2008, §1.2]. We may then define $\Delta_{P}(\varphi: C \rightarrow V)=[V]$, the class of $V$ in $\operatorname{Br}(K)$. It follows that $\Delta_{P}\left(H^{1}(K, E[P])\right)$ consists of elements of $\operatorname{Br}(K)$ whose index divides $P$; a fortiori we have the important relation

$$
\Delta_{P}\left(H^{1}(K, E[P])\right) \subset \operatorname{Br}(K)[P] .
$$

2.2. Lichtenbaum-Tate Duality. As above, we let $E$ be an elliptic curve defined over an arbitrary field $K$, and now let $n$ denote a positive integer indivisible by the characteristic of $K .{ }^{2}$ We have the Kummer sequence

$$
\begin{equation*}
0 \rightarrow E(K) / n E(K) \xrightarrow{l} H^{1}(K, E[n]) \rightarrow H^{1}(K, E)[n] \rightarrow 0 . \tag{4}
\end{equation*}
$$

Using $l$ and $\Delta$, we may define a map $\operatorname{Li}: H^{1}(K, E[n]) \times E(K) \rightarrow \operatorname{Br}(K)$ by

$$
\operatorname{Li}(\xi, x)=\Delta(\xi+\imath(x))-\Delta(\xi)-\Delta(\imath(x)) .
$$

Since $\Delta(\imath(E(K) / n E(K)))=0$, Li depends only on the image of $\xi$ in $H^{1}(K, E)[n]$ and on the image of $x$ in $E(K) / n E(K)$; that is, it descends to give a map

$$
\begin{equation*}
\mathrm{Li}: H^{1}(K, E)[n] \times E(K) / n E(K) \rightarrow \operatorname{Br}(K)[n] . \tag{5}
\end{equation*}
$$

We also have the Tate pairing

$$
\begin{equation*}
T: H^{1}(K, E)[n] \times E(K) / n E(K) \rightarrow \operatorname{Br}(K)[n] . \tag{6}
\end{equation*}
$$

There are many definitions of the Tate pairing; see for example [Tate 1958; Lichtenbaum 1969]. Perhaps the most straightforward is as follows. Given $(\xi, x)$, lift $\xi$ to any $\eta$ in $H^{1}(K, E[n])$. Consider the cup product

$$
\eta \cup \imath(x) \in H^{2}(K, E[n] \otimes E[n]),
$$

and follow by the Weil pairing to obtain a class in $H^{2}\left(K, \mu_{n}\right)$; the latter is canonically isomorphic to $\operatorname{Br}(K)[n]$. The resulting Brauer class is $T(\xi, x)$. Note that the pairing is independent of our choice of $n$, in the sense that we may replace $n$ by any multiple without changing the value of the pairing.

Theorem 5 [O’Neil 2002, §5]. The map Li coincides with the Tate pairing $T$.
Since $T$ is bilinear, the theorem implies that so is Li , and together with the fact that $\Delta(d \xi)=d^{2} \Delta(\xi)$ [O'Neil 2002, Lemma 4.2] this means that $\Delta$ itself is a quadratic map. This also follows from the first definition of $\Delta$ as a connecting map in nonabelian cohomology, together with [Zarhin 1974]. Note that if $K$ is complete, discretely valued, and has finite residue field, then $\operatorname{Br}(K)[n]=\left(\frac{1}{n} \mathbb{Z}\right) / \mathbb{Z}$, and Li puts the finite abelian groups $H^{1}(K, E)[n]$ and $E(K) / n E(K)$ in Pontrjagin duality ("Tate local duality").

[^8]2.3. Theta functoriality. Let $\eta$ be a class in $H^{1}(K, E)[n]$. The exactness of the Kummer sequence (4) means that $\eta$ has at least one lift to an element
$$
\xi \in H^{1}(K, E[n]) .
$$

Following O'Neil and Clark, we attempt to use the obstruction maps $\Delta$ to study the discrepancy between the period and the index of $\eta$.

Now a key point: in [Clark 2005] we only considered the case where $n$ is equal to the period $P$ of $\eta$. But certainly we can also choose lifts $\xi_{n} \in H^{1}(K, E[n])$ whenever $n$ is any multiple of the period of $\eta$. It turns out to be quite useful to do so, and in particular to compare various obstruction maps $\Delta_{n}$ of differing levels. Geometrically speaking this amounts to considering along with the theta group $\mathscr{G}_{L}$ of our fixed line bundle $L=L(P[O])$ the theta groups of all tensor powers $L^{m}$ of $L$ and various natural homomorphisms between them. The study of such homomorphisms is an integral part of Mumford's theory.

So let $m$ be yet another positive integer indivisible by the characteristic of $K$. The natural inclusion $E[P] \hookrightarrow E[m P]$ of $\mathfrak{g}_{K}$-modules induces a map

$$
j_{m}: H^{1}(K, E[P]) \rightarrow H^{1}(K, E[m P]) .
$$

Under the interpretation 2 of $H^{1}(K, E[P])$ as equivalence classes of pairs $(C, D)$, where $C \in H^{1}(K, E)$ and $D \in \mathbf{P i c}^{P}(C), j_{m}$ is the map $(C, D) \mapsto(C, m D)$.

Similarly, multiplication by $m$ induces a map

$$
[m]: H^{1}(K, E[m P]) \rightarrow H^{1}(K, E[P]) .
$$

Proposition 6. If $\xi \in H^{1}(K, E[P])$ and $\eta \in H^{1}(K, E[m P])$, then:
(a) $\Delta_{m P} j_{m}(\xi)=m \Delta_{P}(\xi)$, and
(b) $m \Delta_{m P} \eta=\Delta_{P}([m] \eta)$.

Proof. Mumford [1966, pp. 309-310] shows that both $j_{m}$ and [ $m$ ] extend to morphisms of the theta group sequences:

and


In each case the restriction to $\mathbb{G}_{m}$ is simply the $m$ th power map. We remark that the map $\epsilon_{m}: \mathscr{G}_{L} \rightarrow \mathscr{\varphi}_{L^{m}}$ is relatively straightforward to define: an isomorphism $\psi: L \xrightarrow{\sim} \tau_{x}^{*} L$ induces, by passage to the $m$ th power, a canonical isomorphism $\psi^{\otimes m}: L^{m} \xrightarrow{\sim} \tau_{x}^{*}\left(L^{m}\right)$, so $\epsilon_{m}:(x, \psi) \mapsto\left(x, \psi^{m}\right)$. These commutative ladders induce commutative ladders in nonabelian Galois cohomology, and the commutativity of these last two diagrams gives the desired result.
2.4. Applications to the quantity $\boldsymbol{I} / \boldsymbol{P}$. We begin with the following result, which was known to O'Neil:

Proposition 7 [Clark 2005, Theorem 5]. Let $E_{/ K}$ be an elliptic curve over a field $K$, and $P$ a positive integer indivisible by the characteristic of $K$. Let $\eta \in$ $H^{1}(K, E)$ be of period $P$. The following are equivalent:
(a) $\eta$ has index $P$.
(b) There exists some lift $\xi \in H^{1}(K, E[P])$ of $\eta$ such that $\Delta_{P}(\xi)=0$.

Proof. If $C$ is the genus-1 curve represented by $\eta$, then in light of the second definition of $\Delta_{P}$, both conditions express the fact that $C$ admits a rational divisor of degree $P$.

We are therefore interested in the remaining case in which $\Delta_{P}(\xi) \neq 0$ for every lift $\xi$ of $\eta$ to $H^{1}(K, E[P])$.

Let $C_{/ K}$ be a curve of any genus, of period $P$ and index $I$. Referring back to (3), we may define the relative Brauer group $\kappa(C / K)=\operatorname{Im}\left(\delta_{C}\right)=\operatorname{Ker}(\gamma)$. For any $n \in \mathbb{Z}$, define moreover $\kappa^{n}(C / K)=\delta_{C}\left(\mathbf{P i c}^{n}(C)(K)\right)$.
Proposition 8. The quotient $\kappa(C / K) / \kappa^{0}(C / K)$ is cyclic of order $I / P$.
This is a reasonably well-known result [Ciperiani and Krashen 2007, Theorem 2.1.1; Clark 2006a, Proposition 24], the standard proof of which employs a snake lemma argument. But the following proof offers some additional insight.

Proof. By the definition of $P$ we have Pic $^{n}(C)(K)=\varnothing$ unless $n$ is a multiple of $P$, so

$$
\begin{aligned}
\kappa(C / K)=\delta_{C}(\mathbf{P i c}(C)(K))=\delta_{C}\left(\bigcup_{n \in \mathbb{Z}}\right. & \left.\operatorname{Pic}^{n P}(C)(K)\right) \\
& =\bigcup_{n \in \mathbb{Z}} \delta_{C}\left(\mathbf{P i c}^{n P}(C)(K)\right)=\bigcup_{n \in \mathbb{Z}} \kappa^{n P}(C / K) .
\end{aligned}
$$

Choose a rational divisor class $D$ of degree $P$; this in turn determines a rational divisor class of each degree $n P$, namely $D_{n P}=n D$. Put $\alpha=\delta_{C}(D)$, so that $\delta_{C}\left(D_{n P}\right)=n \alpha$. Adding $D_{n P}$ induces a bijection of sets $\mathbf{P i c}^{0}(C)(K) \rightarrow \mathbf{P i c}^{n P}(C)$, and exhibits

$$
\kappa^{n P}(C / K)=n \alpha+\kappa^{0}(C / K)
$$

as a coset of the subgroup $\kappa^{0}(C / K)$ of $\operatorname{Br}(K)$. This shows that $\kappa(C / K)$ is the subgroup generated by $\alpha$ and $\kappa^{0}(C / K)$. Moreover, $C$ admits a rational divisor of degree $n P$ if and only if $0 \in \kappa^{n P}(C / K)$ if and only if $n \alpha \in \kappa^{0}(C / K)$. The quantity $I / P$ is the least such value of $n$, that is, the order of

$$
\left\langle\alpha+\kappa^{0}(C / K)\right\rangle / \kappa^{0}(C / K)=\kappa(C / K) / \kappa^{0}(C / K)
$$

Proposition 9. Let $\eta \in H^{1}(K, E)$ be a class with period $P$ and index $I$, and let $\xi$ be any lift of $\eta$ to $H^{1}(K, E[P])$. Then

$$
\begin{equation*}
I / P \leq \min _{x \in E(K) / P E(K)} \operatorname{order}\left(\Delta_{P}(\xi+\imath(x))\right) . \tag{7}
\end{equation*}
$$

Proof. As $x$ runs through $E(K) / P E(K)$, the elements $\xi+x$ run through all lifts of $\eta$ to $H^{1}(K, E[P])$. For any such lift $\xi$, let $D=\operatorname{order}\left(\Delta_{P}(\xi)\right)$. Then $\Delta_{P D}\left(j_{D}(\xi)\right)=$ $D \Delta_{P}(\xi)=0$, so that there is a rational divisor of degree $P D$ on the corresponding torsor, and $I \leq P D$.

Concerning the inequality (7), Proposition 7 says that the left-hand side equals 1 if and only if the right-hand side does. When $P=p$ is prime, we have a simple dichotomy: either $I / P=1$ or $I / P=p$, so equality holds in (7) when the period is prime, a fact which was exploited in [Clark 2005]. By a primary decomposition argument, we also have equality when $P$ is square-free. It is not hard to see that equality holding in (7) is equivalent to the splitting of the short exact sequence

$$
\begin{equation*}
0 \rightarrow \kappa^{0}(C / K) \rightarrow \kappa(C / K) \rightarrow Q \rightarrow 0, \tag{8}
\end{equation*}
$$

where the last term $Q$ is cyclic of order $I / P$. It is natural to wonder whether this sequence always splits. This innocuous-looking question lies at the heart of the relationship between the period, the index and the period-index obstruction map, and it turns out to be surprisingly difficult. We believe that the answer is in general negative. However it is possible to show that equality holds for certain specially constructed classes. In the proofs of the main theorems we use Lichtenbaum-Tate duality to ensure equality, following [Sharif 2006].
2.5. The case of full-level $\boldsymbol{P}$ structure. In this section we assume that $E[P](\bar{K}) \subset$ $E(K)$. By the theory of the Weil pairing, the $P$ th roots of unity $\mu_{P}$ are contained in $K$. Fix a basis $(S, T)$ for $E[P]$ once and for all. Note that this induces, via the Weil pairing, a basis for $\mu_{P}$ - that is, a specific primitive $P$ th root of unity $\zeta=e_{P}(S, T)$. After making this choice, we get an isomorphism

$$
\begin{equation*}
\Phi: H^{1}\left(K, \mu_{P}\right) \times H^{1}\left(K, \mu_{P}\right) \xrightarrow{\sim} H^{1}(K, E[P]) . \tag{9}
\end{equation*}
$$

The composition of the cup product with the map $\mu_{P} \otimes \mu_{P} \rightarrow \mu_{P}$ given by

$$
\zeta^{a} \otimes \zeta^{b} \mapsto \zeta^{a b}
$$

gives a pairing

$$
\langle,\rangle_{P}: H^{1}\left(K, \mu_{P}\right) \times H^{1}\left(K, \mu_{P}\right) \rightarrow H^{2}\left(K, \mu_{P}\right)=\operatorname{Br}(K)[P]
$$

the level P norm-residue symbol (or Hilbert symbol) [Serre 1962, p. 207].
Via the canonical Kummer isomorphism $H^{1}\left(K, \mu_{P}\right)=K^{\times} / K^{\times P}$, we may equally well view $\Phi$ and $\langle,\rangle_{P}$ as maps defined on $\left(K^{\times} / K^{\times P}\right)^{2}$.

Theorem 10. If $E\left[P^{*}\right] \subset E(K)$, then $\Delta_{P} \circ \Phi=\langle,\rangle_{P}$.
As a prelude to the proof, we consider the special theta group. Recall the theta group scheme $\mathscr{G}_{L}$, where $L$ is the class of $P[O]$. We found a homomorphism from $\mathscr{G}_{L}$ to $\mathrm{GL}_{P}$. Form the fiber product

$$
\mathscr{S}_{L}=\mathscr{G}_{L} \times{ }_{\mathrm{GL}} \mathrm{SL}_{P}
$$

where $\mathrm{SL}_{P} \subset \mathrm{GL}_{P}$ is the special linear group. Then we have an exact sequence

$$
0 \rightarrow \mu_{P} \rightarrow \mathscr{S}_{L} \rightarrow E[P] \rightarrow 0
$$

where the maps are the restrictions of the maps in (2). If we identify $H^{2}\left(K, \mu_{P}\right)$ with $(\operatorname{Br} K)[P]$, then the coboundary $H^{1}(K, E[P]) \rightarrow H^{2}\left(K, \mu_{P}\right)$ is the obstruction map. Let $c: H^{0}(K, E[P]) \rightarrow H^{1}\left(K, \mu_{P}\right)$ be the lower dimension coboundary. Define

$$
d: H^{1}(K, E[P]) \rightarrow(\operatorname{Br} K)[P]
$$

to be given by $d \xi(\sigma, \tau)=c(\xi(\tau))(\sigma)$. (Note that since $E[P]$ is a trivial Galois module, each cohomology class in $H^{1}(K, E[P])$ consists of a single cocycle.)

Lemma 11. $\Delta=\langle,\rangle \circ \Phi^{-1}+d$.

Proof. As mentioned above, we have earlier shown [Clark 2005, Theorem 6] that

$$
\Delta-\langle,\rangle \circ \Phi^{-1}
$$

is a homomorphism of groups. Therefore it suffices to prove the claim for any subset of $H^{1}(K, E[P])$ which generates the group. We will consider the subset given by the images of $H^{1}(K, \mathbb{Z} / P \mathbb{Z})$ induced by the two maps $(1 \mapsto S)$ and $(1 \mapsto T)$. By symmetry, it suffices to consider the case $(1 \mapsto S)$ only. Let $a \in$ $\operatorname{Hom}\left(\mathfrak{g}_{K}, \mathbb{Z} / P \mathbb{Z}\right)$, and let $\xi$ be the image of $a$ under the map $(1 \mapsto S)$. Clearly $\left\langle\Phi^{-1}(\xi)\right\rangle=0$. Map $S$ down to $\mathrm{PGL}_{P}(K)$, then lift to an element $M_{S}$ in $\mathrm{SL}_{P}(\bar{K})$. We set $M_{a S}=M_{S}^{a}$. Note that since det $M_{S}=1$ and $S$ has order $P$, we must have
$M_{S}^{P}=I$. Then

$$
\begin{aligned}
(\Delta \xi)(\sigma, \tau) & =M_{S}^{a(\sigma)}\left(\sigma M_{S}^{a(\tau)}\right) M_{S}^{-a(\sigma \tau)} \\
& =M_{S}^{a(\sigma)} a(\tau) \cdot c(S)(\sigma) M_{S}^{a(\tau)} M_{S}^{-a(\sigma \tau)} \\
& =a(\tau) \cdot c(S)(\sigma) \\
& =c(\xi(\tau))(\sigma) \\
& =d \xi(\sigma, \tau)
\end{aligned}
$$

The second equality follows from the fact that $c(S)(\sigma)=\left(\sigma M_{S}\right) M_{S}^{-1}$.
Lemma 12. $2 d=0$.
Proof. It suffices to show that $2 c=0$. Let $\imath$ be the group inverse map on $E[P]$. According to [Mumford 1966, p. 308], $\iota$ extends to a map on the theta group $\mathscr{G}_{L}$ which acts as the identity on $\mathbb{G}_{m}$. We restrict $l$ to $\mathscr{S}_{L}$. By the functoriality of $c$, if $x \in H^{0}(K, E[P])=E[P]$, then $c \circ l(x)=c(x)$. But $c \circ \imath(x)=c(-x)=-c(x)$, which proves the claim.
Proof of Theorem 10. If $P$ is odd, then $H^{1}\left(K, \mu_{P}\right)$ has trivial 2-torsion. Therefore Lemma 12 implies that $d=0$. By Lemma 11, the conclusion follows.

Now suppose $P$ is even. According to [Mumford 1966, p. 310], there is a map $\eta_{2}: \mathscr{G}_{L^{2}} \rightarrow \mathscr{G}_{L}$ which, upon restriction to the subgroup schemes $\mathscr{S}_{L}$ and $\mathscr{S}_{L^{2}}$, induces the commutative diagram


By the proof of Lemma 12, [2] $\circ c$ is the zero map. Therefore $c \circ$ [2] is zero. The hypothesis $E[2 P] \subset E(K)$ implies that the left-hand map above is surjective, and therefore the lower map $c$ is zero. By Lemma 11, the result follows.

## 3. Proofs of Theorems 1,2 and 3

We first remind the reader of a standard trick: in all work on the period-index problem it suffices to treat the case where the period $P$ is a prime power $P=p^{a}$. Indeed, if a class $\eta \in H^{1}(K, E)$ (or any other Galois cohomology group, for that matter) has period $P=p_{1}^{a_{1}} \ldots p_{r}^{a_{r}}$, then putting $\eta_{i}=\left(P / p_{i}^{a_{i}}\right) \eta$, one easily checks that $\eta=\sum_{i=1}^{r} \eta_{i}$ and that $I(\eta)=\prod_{i=1}^{r} I\left(\eta_{i}\right)$ (that is, the index of $\eta$ is the product of the indices of the classes $\eta_{i}$ ). The advantage of reducing to the case $P=p^{a}$ is that then the index $I=p^{b}$ for $a \leq b \leq 2 a$ and then for any $D=p^{c}$, if the index $I$ is less than $D P$, then indeed $I$ is a proper divisor of $D P$.
3.1. Conditions on prime ideals and their generators. Several times in the proofs we will be choosing pairs of prime ideals $v, v^{\prime}$ of $\mathbb{O}_{K}$ so as to satisfy certain conditions. Let us first say that a prime ideal $v$ of $K$ is "bad" (for $E$ and $P=p^{a}$ ) if $v$ is Archimedean, $v$ divides $p$, or $E$ has bad reduction at $v$, and is "good" otherwise. All but finitely many primes are good.

The conditions we will impose on $v$ and $v^{\prime}$ can all be achieved by using the Chebotarev density theorem. The conditions are:
(SC1) The primes $v=(\pi)$ and $v^{\prime}=\left(\pi^{\prime}\right)$ are principal, with totally positive generators $\pi$ and $\pi^{\prime}$.
(SC2) All elements of $E(K)$ are $P$-divisible in $E\left(K_{v}\right)$.
(SC3) The generators $\pi$ and $\pi^{\prime}$ lie in $K_{w}^{\times P}$ for all bad primes $w$.
(SC4) The order of the image of $\pi^{\prime}$ in $K_{v}^{\times} / K_{v}^{\times P}$ is $P$.
Lemma 13. Suppose that $E[P] \subset E(K)$. Then there exist infinitely many pairs of primes $v=(\pi)$ and $v^{\prime}=\left(\pi^{\prime}\right)$ satisfying conditions (SC1)-(SC4).

Proof. In order to satisfy condition (SC4), we will need to choose $v$ first, as $v^{\prime}$ depends on this choice. However, the procedure for choosing the two is similar, so the argument below is presented for both at once.

Condition (SC1) is equivalent to $v$ and $v^{\prime}$ splitting completely in the Hilbert class field of $K$, while condition (SC2) is equivalent to $v$ splitting completely in $K\left([P]^{-1} E(K)\right)$, the field obtained by adjoining to $K$ all points $Q \in E(\bar{K})$ such that $[P] Q \in E(K)$. (Recall that under the hypothesis $E[P] \subset E(K), K\left([P]^{-1} E(K)\right.$ ) is a finite abelian extension of $K$ unramified outside the bad primes [Silverman 1986, p. 194].)

Let $\mathfrak{m}$ be the modulus given by the product of all bad primes $\mathfrak{p}$ and $P^{2}$. Then one can find $\pi$ and $\pi^{\prime}$ as in (SC3) provided $v$ and $v^{\prime}$ split completely in the ray class field for $K$ modulo $\mathfrak{m}$. For if $v$ splits completely, it has trivial Frobenius and, by class field theory, has a generator $\pi$ which is congruent to $1(\bmod \mathfrak{m})$. The condition follows from Hensel's Lemma.

Therefore, to satisfy conditions (SC1)-(SC3), we need $v$ and $v^{\prime}$ to split completely in the abelian extension $F$ which is the compositum of the Hilbert class field of $K, K\left([P]^{-1} E(K)\right.$ ), and the ray class field $K_{\mathfrak{m}}$.

Now we consider (SC4). Suppose that we have chosen $v$ already. Let $\alpha$ be a unit in $K_{\nu}$ which has order $P$ in $K_{\nu}^{\times} / K_{v}^{\times P}$. Let $F^{\prime}$ be the ray class field with modulus $v$. By class field theory, the Galois group of $F^{\prime} / K$ is isomorphic to the ideal class group with modulus $v, C_{v}$. In particular, if $v^{\prime}$ and $(\alpha)$ lie in the same class in $C_{v}$, then $v^{\prime}$ has a generator $\pi^{\prime}$ which is congruent to $\alpha(\bmod v)$, and hence satisfies (SC4).

Thus, we have reduced conditions (SC1)-(SC4) to two splitting-type conditions in the abelian extensions $F$ and $F^{\prime}$. It suffices to show that these splitting conditions are compatible, since then the Chebotarev density theorem shows there are infinitely many primes satisfying the conditions.

The extension $F / K$ is unramified at $v$, while $F^{\prime} / K$ is unramified outside $v$. Therefore $F \cap F^{\prime}$ is contained in the Hilbert class field of $K$. This is enough to choose $v$. Any $v^{\prime}$ which lies in the same class as ( $\alpha$ ) in $C_{v}$ must be principal, and hence splits in $F \cap F^{\prime}$. We conclude that the splitting conditions are compatible, which proves the lemma.
3.2. Proof of Theorem 1. We assume in this section that $E$ has full level $P^{*}$ structure, and maintain the setup of $\S 2.5$. In particular, we have a fixed isomorphism

$$
\Phi:\left(K^{\times} / K^{\times P}\right)^{2} \cong H^{1}(K, E[P]) .
$$

Let $v=(\pi)$ and $v^{\prime}=\left(\pi^{\prime}\right)$ satisfy conditions (SC1)-(SC4). Put

$$
\xi:=\Phi\left(\pi^{P / D}, \pi^{\prime}\right) \in H^{1}(K, E[P]),
$$

so by Theorem 10 we have

$$
\Delta_{P}(\xi)=\left\langle\pi^{P / D}, \pi^{\prime}\right\rangle_{P} \in \operatorname{Br}(K) .
$$

Observe that $\Delta_{P}(\xi)$ is locally trivial away from $\pi$ and $\pi^{\prime}$. Indeed, by condition (SC3), the norm-residue symbol is trivial at the Archimedean places and at the places of residue characteristic dividing $P$. At all other places the norm residue symbol is "tame" and hence vanishes locally at $w$ when evaluated on a pair of $w$-adic units.

Let $C$ be the genus-one curve corresponding to the image $\eta$ of $\xi$ in $H^{1}(K, E)[P]$. Certainly the period of $\eta$ divides $P$. Suppose that the period of $\eta$ is less than $P$; then (since $p^{a} \eta=0$ ) it has period $P^{\prime}$ for some proper divisor $P^{\prime}$ of $P: P^{\prime} \xi=\iota_{P}(x)$. Then $l_{P}(x)$ is unramified at $\pi^{\prime}$ [Silverman 1986, Proposition VIII.2.1], whereas $P^{\prime} \xi=\left(\pi^{P P^{\prime} / D},\left(\pi^{\prime}\right)^{P^{\prime}}\right)$ is ramified at $\pi^{\prime}$, a contradiction. So $C$ has period $P$. Moreover, by Proposition 6,

$$
\Delta_{P D} j_{D}(\xi)=D \Delta_{P}(\xi)=D\left\langle\pi^{P / D}, \pi^{\prime}\right\rangle_{P}=\left\langle\pi^{P}, \pi^{\prime}\right\rangle_{P}=0,
$$

so there exists a rational divisor of degree $P D$ on $C$ and $I(C) \mid P D$.
Coming now to the heart of the matter, we suppose that the index $I$ of $C$ strictly divides $P D$. Then, by Proposition 7 there exists some lift $v$ of $\eta$ to $H^{1}(K, E[I])$ (under (4) with $n=I$ ) such that $\Delta_{I}(v)=0$. On the other hand, the local-at- $\pi$ norm-residue symbol $\left\langle\pi^{P / D}, \pi^{\prime}\right\rangle_{P, \pi}$ has exact order $D$, since, by condition (SC4), the corresponding central simple algebra trivializes over the Brauer group of an extension $L / K_{\nu}$ if and only if $\pi^{\prime}$ is a norm from the extension $L\left(\pi^{1 / D}\right) / L$ if and
only if $D \mid e(L / K)$. Therefore the global norm-residue symbol $\left\langle\pi^{P / D}, \pi^{\prime}\right\rangle_{P}=$ $\Delta_{P}(\xi)$ has order at least $D$; since $I / P<D$ we must have

$$
0 \neq(I / P) \cdot \Delta_{P}(\xi)=\Delta_{I}\left(j_{I / P}(\xi)\right) .
$$

For the remainder of the proof we shall abbreviate $j_{I / P}(\xi)$ to $j(\xi)$. The classes $j(\xi)$ and $v \in H^{1}(K, E[I])$ are both lifts of $\eta$, so there exists $x \in E(K)$ with

$$
l_{I}(x)=v-j(\xi) .
$$

Applying $\Delta$, we get

$$
0=\Delta_{I}(\nu)=\Delta_{I}(j(\xi))+\operatorname{Li}(j(\xi), x) .
$$

Now recall that ( $\pi$ ) splits completely in $K\left([P]^{-1} E(K)\right)$ by condition (SC2). This forces $E(K)$ to be divisible by $P$ in $E\left(K_{v}\right)$, and in particular $x \in P E\left(K_{v}\right)$. It follows that the $(\pi)$-component of $\operatorname{Li}(j(\xi), x)$ and hence also of $\Delta_{I}(j(\xi))$ are trivial. Thus $\Delta_{I}(j(\xi))=(I / P) \Delta_{P}(\xi)$ is locally trivial at all places except possibly at $\left(\pi^{\prime}\right)$, and by the reciprocity law and Hasse principle in the Brauer group of a local field this implies that it is globally trivial - $\Delta_{I}(j(\xi))=0-$ a contradiction.

Finally, we claim that the image $\eta$ of $\xi$ under $H^{1}(K, E[P]) \rightarrow H^{1}(K, E)[P]$ is locally trivial away from $v$ and $v^{\prime}$. First let $w$ be a bad prime. Then, by construction, $\pi, \pi^{\prime} \in K_{w}^{\times P}$ so $\left.\xi\right|_{K_{w}}=0$; a fortiori $\eta_{w}=0$. Now suppose $w \neq v, v^{\prime}$ is a good prime. Let $K_{w}^{\mathrm{urr}}$ be the maximal unramified extension of $K_{w}$. Recall that the restriction map $H^{1}\left(K_{w}, E\right)[P] \rightarrow H^{1}\left(K_{w}^{\mathrm{unr}}, E\right)[P]$ is injective [Lang and Tate 1958, Corollary 1]; this follows, for instance from the triviality of WC-groups over finite fields together with the fact that formation of the Néron model of a genus-one curve commutes with unramified base change. Since $K_{w}\left(\left(\pi^{\prime}\right)^{1 / P}\right) / K_{w}$ is unramified, $\xi$ trivializes over $K_{w}^{\mathrm{unr}}$. But this implies that $\left.\zeta\right|_{K_{w}^{\mathrm{urr}}}=0$ and hence that $\left.\eta\right|_{K_{w}}=0$. This completes the proof of Theorem 1.
3.3. Proof of Theorem 2: preliminaries. First, we wish to reduce to Theorem 1, that is, to the case where $E\left[P^{*}\right]$ has trivial Galois module structure. To this end we introduce the splitting field $K_{P}=K\left(E\left[P^{*}\right]\right)$ of the $P^{*}$-torsion. We will construct classes $\theta_{n}$ in $H^{1}\left(K_{P}, E[P]\right)$ in a similar manner as in the proof of Theorem 1, then we will set $\xi_{n}=\operatorname{cores}_{K_{P} / K} \theta_{n}$, and let $\eta_{n}$ be the image of $\xi_{n}$ in $H^{1}(K, E)$. In order to prove that the $\eta_{n}$ have the right properties, we will need to compute $\operatorname{res}_{K_{P} / K} \xi_{n}=$ res o cores $\theta_{n}$ explicitly.

In the following, let $\langle$,$\rangle denote the P$-Hilbert symbol on $\left(K_{P} \times / K_{P} \times P\right)^{2}$.
3.4. Proof of Theorem 2: choosing pairs of primes. In this section, we choose pairs of primes in a similar manner as in Lemma 13. The main difference is that we wish to choose an infinite sequence of pairs of primes $v_{i}, v_{i}^{\prime}$ in $K_{P}$ inductively. We
will require conditions which are similar, and in some cases identical, to (SC1)(SC4). These conditions are as follows:
$\left(\mathrm{SCl}^{\prime}\right)$ The primes $v_{i}=\left(\pi_{i}\right)$ and $v_{i}^{\prime}=\left(\pi_{i}^{\prime}\right)$ are principal, with totally positive generators $\pi_{i}$ and $\pi_{i}^{\prime}$.
(SC2') Let $\tilde{v}_{i}$ and $\tilde{v}_{i}^{\prime}$ be primes of $K$ lying below $v_{i}$ and $v_{i}^{\prime}$ respectively (for fixed $i)$. Then all elements of $E(K)$ are $P$-divisible in $E\left(K_{\tilde{v}_{i}}\right)$ and in $E\left(K_{\tilde{v}_{i}^{2}}\right)$.
(SC3') The generators $\pi_{i}$ and $\pi_{i}^{\prime}$ lie in $\left(K_{P}\right)_{w}^{\times P}$ for all bad primes $w$, primes lying above $S_{K}$, and for $w=v_{j}, v_{j}^{\prime}$ where $j<i$.
(SC4') The order of the image of $\pi_{i}^{\prime}$ in $\left(K_{P}\right)_{v_{i}}^{\times} /\left(K_{P}\right)_{v_{i}}^{\times P}$ is $P$. Additionally, $\sigma \pi_{i}^{\prime}$ lies in $\left(K_{P}\right)_{v_{i}}^{\times P}$ for all nontrivial $\sigma \in \operatorname{Gal}\left(K_{P} / K\right)$.
(SC5') The primes $\tilde{v}_{i}, \tilde{v}_{i}^{\prime}$ are totally split in $K_{P}$.
Lemma 14. There exist $v_{i}=\left(\pi_{i}\right), v_{i}^{\prime}=\left(\pi_{i}^{\prime}\right)$ satisfying conditions $\left(\mathrm{SC1}^{\prime}\right)$-( $\left.\mathrm{SC5}^{\prime}\right)$.
Proof. We argue inductively: suppose that we have chosen $v_{j}, v_{j}^{\prime}$ for $j<i$. We let $\mathfrak{m}$ be the modulus given by the product of all bad primes in $K, P^{2}$, and all $\sigma v_{j}$ and $\sigma v_{j}^{\prime}$ for $j<i, \sigma \in \operatorname{Gal}\left(K_{P} / K\right)$; and let $F$ be the compositum of $K_{P}\left([P]^{-1} E(K)\right)$ and the $\mathfrak{m}$-ray class field of $K_{P}$. Note that $\mathfrak{m}$ is rational over $K$, so $F$ is Galois over $K$. As before, $F$ is an abelian extension of $K_{P}$. By the Chebotarev density theorem, there exists a prime $\tilde{v}_{i}$ of $K$ which splits completely in $F$. Let $v_{i}$ be any prime of $K_{P}$ which lies over $\tilde{v}_{i}$. Then, provided ( $\mathrm{SC5}^{\prime}$ ) holds, the same reasoning as in Lemma 13 shows that $v_{i}$ satisfies all the conditions. (We need (SC5') only for condition ( $\mathrm{SC2}^{\prime}$ ), for otherwise we know only that $E\left(K_{P}\right)$ is $P$-divisible in $E\left(\left(K_{P}\right)_{v_{i}}\right)$.)

Let $\beta$ be a unit in $\left(K_{P}\right)_{v_{i}}$ which has order $P$ in $\left(K_{P}\right)_{v_{i}}^{\times} /\left(K_{P}\right)_{v_{i}}^{\times P}$. By the Chinese Remainder Theorem, there exists $\alpha \in K_{P}$ such that

$$
\begin{array}{ll}
\alpha \equiv \beta & \left(\bmod v_{i}\right), \\
\alpha \equiv 1 & \left(\bmod \sigma v_{i}\right) \quad \text { for all } \sigma \in \operatorname{Gal}\left(K_{P} / K\right), \sigma \neq 1 . \tag{10}
\end{array}
$$

Let $F^{\prime}$ be the ray class field for $K_{P}$ with modulus $\mathfrak{m}^{\prime}=\prod \sigma v_{i}$. Again, $\mathfrak{m}^{\prime}$ is rational over $K$, so that $F^{\prime}$ is Galois over $K$. Let $C_{\mathfrak{m}^{\prime}}$ be the class group for $K_{P}$ with modulus $\mathfrak{m}^{\prime}$. The Artin reciprocity map gives an isomorphism $C_{\mathfrak{m}^{\prime}} \rightarrow \operatorname{Gal}\left(F^{\prime} / K_{P}\right)$. Let $\gamma_{F^{\prime}}$ be the image of ( $\alpha$ ) under this isomorphism. Since $F \cap F^{\prime}$ is contained in the Hilbert class field of $K_{P}$ and $(\alpha)$ is principal, there exists $\gamma \in \operatorname{Gal}\left(F F^{\prime} / K_{P}\right)$ such that $\left.\gamma\right|_{F^{\prime}}=\gamma_{F^{\prime}}$ and $\left.\gamma\right|_{F}$ is the identity. Since $F F^{\prime}$ is Galois over $K$, we view $\operatorname{Gal}\left(F F^{\prime} / K_{P}\right)$ as a subgroup of $\operatorname{Gal}\left(F F^{\prime} / K\right)$. Let $[\gamma]$ be the conjugacy class of $\gamma$ in this larger Galois group. By Chebotarev, there exists a prime $\tilde{v}_{i}^{\prime}$ of $K$ such that any Frobenius associated to $\tilde{v}_{i}^{\prime}$ in the extension $F F^{\prime} / K$ lies in $[\gamma]$. Let $v_{i}^{\prime}$ be a prime of $K_{P}$ lying over $\tilde{v}_{i}^{\prime}$. By replacing $v_{i}^{\prime}$ by a conjugate if necessary, we
may assume that the Frobenius of $v_{i}^{\prime}$ in the extension $F F^{\prime} / K_{P}$ is precisely $\gamma$ (the extension here is abelian, so saying "the" Frobenius makes sense). By the same arguments as in Lemma $13, v_{i}^{\prime}$ satisfies the first three conditions.

One sees that $\pi_{i}^{\prime} \equiv \alpha\left(\bmod \left(\pi_{i}\right)\right)$, so that the order of $\pi_{i}^{\prime}$ in $\left(K_{P}\right)_{v_{i}}^{\times} /\left(K_{P}\right)_{v_{i}}^{\times P}$ is $P$. Also, $\pi_{i}^{\prime} \equiv 1\left(\bmod \left(\sigma \pi_{i}\right)\right)$ for nontrivial $\sigma$, so that $\sigma \pi_{i}^{\prime} \equiv 1 \bmod \left(\pi_{i}\right)$. Therefore $v_{i}^{\prime}$ satisfies condition ( $\mathrm{SC} 4^{\prime}$ ).

Any Frobenius associated to $\tilde{v}_{i}^{\prime}$ in the extension $K_{P} / K$ is trivial, so that $\tilde{v}_{i}^{\prime}$ splits in $K_{P}$, thus satisfying ( $\mathrm{SC}^{\prime}$ ).
3.5. Proof of Theorem 2: corestrictions. As in the proof of Theorem 1, a choice of basis for $E[P]$ yields an isomorphism

$$
\Phi:\left(K_{P} \times / K_{P} \times P\right)^{2} \rightarrow H^{1}\left(K_{P}, E[P]\right) .
$$

Let $\theta_{n}$ be either $\Phi\left(\pi_{n}, \pi_{n}^{\prime}\right)$ or $\Phi\left(\pi_{n}, 1\right)$; that is, we will need to consider both cases. Let cores be the corestriction map

$$
H^{1}\left(K_{P}, E[P]\right) \rightarrow H^{1}(K, E[P])
$$

and write $\xi_{n}=\operatorname{cores} \theta_{n}$. In order to prove Theorem 2, we would like to compute $\Delta_{P}\left(\xi_{n}-\xi_{m}\right)$ as well as the period of $\left(\xi_{n}-\xi_{m}\right)$. To do this, we will instead compute the obstruction and period of $\operatorname{res}\left(\xi_{n}-\xi_{m}\right)$, where res is the restriction map

$$
H^{1}(K, E[P]) \rightarrow H^{1}\left(K_{P}, E[P]\right)
$$

Both res and cores are $\mathbb{Z}$-linear, so it will suffice to compute res o cores $\left(\Phi\left(\pi_{n}, 1\right)\right)$ and res o cores $\left(\Phi\left(1, \pi_{n}^{\prime}\right)\right)$.

Let $\mathrm{Nm} \in \operatorname{End}\left(H^{1}\left(K_{P}, E[P]\right)\right)$ be given, on the level of cocycles, by

$$
\operatorname{Nm}(\theta)(\sigma)=\sum_{\bar{\gamma} \in \operatorname{Gal}\left(K_{P} / K\right)} \gamma \cdot \theta\left(\gamma^{-1} \sigma \gamma\right)
$$

where $\gamma$ is a fixed lift of $\bar{\gamma}$ to $\mathfrak{g}_{K}$. Since $E[P]$ is rational over $K_{P}$, there is a unique cocycle in each cohomology class, so that Nm is well-defined as an endomorphism of $H^{1}\left(K_{P}, E[P]\right)$.

Lemma 15. If $\theta \in H^{1}\left(K_{P}, E[P]\right)$, then res $\circ \operatorname{cores} \theta=\operatorname{Nm} \theta$.
Proof. The lemma follows from the definition of cores on $H^{0}\left(K_{P}, E[P]\right)$ and dimension shifting; see for example [Serre 1962, p. 119].

In the remainder of this section, we drop the subscript $n$.
Lemma 15 shows that res o cores $(\Phi(\pi, 1))=\operatorname{Nm}(\Phi(\pi, 1))$. Unfortunately, Nm and $\Phi$ do not commute, as the Galois actions on $E[P]$ and $\mu_{P} \times \mu_{P}$ differ. The
representation on $E[P]$ gives, with respect to our fixed basis, a homomorphism

$$
\begin{aligned}
\operatorname{Gal}\left(K_{P} / K\right) & \rightarrow \mathrm{GL}_{2}(\mathbb{Z} / P \mathbb{Z}) \\
\sigma & \mapsto M_{\sigma}=\left(\begin{array}{cc}
i(\sigma) & j(\sigma) \\
k(\sigma) & \ell(\sigma)
\end{array}\right)
\end{aligned}
$$

Then we have
Proposition 16. Let $\sigma \in \operatorname{Gal}\left(K_{P} / K\right)$ and $(a, b) \in\left(K_{P} \times / K_{P} \times P\right)^{2}$. Then

$$
\Phi(a, b)^{\sigma}=\Phi\left(\frac{M_{\sigma}}{\operatorname{det} M_{\sigma}}(\sigma a, \sigma b)\right)
$$

where $M_{\sigma}(a, b)$ is given by the natural action of $\mathrm{GL}_{2}(\mathbb{Z} / P \mathbb{Z})$ on $\left(K_{P} \times / K_{P}{ }^{\times P}\right)^{2}$; that is, $M_{\sigma}(a, b)=\left(a^{i(\sigma)} b^{j(\sigma)}, a^{k(\sigma)} b^{\ell(\sigma)}\right)$.

Proof. Our choice of basis for $E[P]$ gives rise to a group isomorphism

$$
\rho: E[P] \rightarrow \mu_{P} \times \mu_{P}
$$

Define a $\mathbb{Z}\left[\operatorname{Gal}\left(K_{P} / K\right)\right]$-module $\left(\mu_{P} \times \mu_{P}\right)_{\rho}$ which, as a $\mathbb{Z}$-module, is $\mu_{P} \times \mu_{P}$, but which possesses a Galois structure making $\rho$ into a $\operatorname{Gal}\left(K_{P} / K\right)$-equivariant map. In particular, if $\left(\zeta_{1}, \zeta_{2}\right) \in\left(\mu_{P} \times \mu_{P}\right)_{\rho}$ and $\sigma \in \operatorname{Gal}\left(K_{P} / K\right)$, we have

$$
\rho \circ \sigma \circ \rho^{-1}\left(\zeta_{1}, \zeta_{2}\right)=\sigma\left(\zeta_{1}, \zeta_{2}\right)=M_{\sigma}\left(\zeta_{1}, \zeta_{2}\right)
$$

On the other hand, for $\left(\zeta_{1}^{\prime}, \zeta_{2}^{\prime}\right) \in \mu_{P} \times \mu_{P}$ the Galois action is

$$
\sigma\left(\zeta_{1}^{\prime}, \zeta_{2}^{\prime}\right)=\operatorname{det} M_{\sigma} \cdot\left(\zeta_{1}^{\prime}, \zeta_{2}^{\prime}\right)
$$

where the action on the right is the diagonal action of $\mathbb{Z} / P \mathbb{Z}$.
Let $i: \mu_{P} \times \mu_{P} \rightarrow\left(\mu_{P} \times \mu_{P}\right)_{\rho}$ be the canonical group isomorphism; it does not respect the $\operatorname{Gal}\left(K_{P} / K\right)$-action. If $A$ is any $\mathfrak{g}_{K_{P}}$-module, write $H^{1}(A)$ for $H^{1}\left(K_{P}, A\right)$. Then $i$ induces a map

$$
i_{*}: H^{1}\left(\mu_{P} \times \mu_{P}\right) \rightarrow H^{1}\left(\left(\mu_{P} \times \mu_{P}\right)_{\rho}\right)
$$

Let $M$ be either $\left(\mu_{P} \times \mu_{P}\right)_{\rho}$ or $\mu_{P} \times \mu_{P}$. Since in either case $M$ is a trivial $\mathfrak{g}_{K_{P}}$-module, the set of coboundaries $B^{1}\left(K_{P}, M\right)$ is zero, and so $H^{1}\left(K_{P}, M\right)=$ $Z^{1}\left(K_{P}, M\right)$, the set of 1-cocycles from $\mathfrak{g}_{K_{P}}$ to $M$. We can therefore identify cohomology classes with cocycles in both cases.

Consider the commutative diagram


The horizontal maps are $\operatorname{Gal}\left(K_{P} / K\right)$-isomorphisms. The map $\lambda$ is induced by $(i \circ \rho)^{-1}$, and $\psi$ is the Kummer map. The diagonal map $\psi_{\rho}$ is $\psi \circ i_{*}$. Thus, $\Phi=\lambda \circ \psi_{\rho}$. Note that $\mathfrak{g}_{K}$ acts on all of the groups in (11) through its quotient $\operatorname{Gal}\left(K_{P} / K\right)$. Let $\gamma$ be an element of $\mathfrak{g}_{K_{P}}$ and $\sigma$ an element of $\mathfrak{g}_{K}$. Then

$$
\begin{align*}
{\left[_{\rho}(a, b)\right]^{\sigma}(\gamma) } & =\left[i_{*} \psi(a, b)\right]^{\sigma}(\gamma) \\
& =\sigma\left[i\left(\psi(a, b)\left(\sigma^{-1} \gamma \sigma\right)\right)\right] \\
& =\sigma\left[i\left(\sigma^{-1} \sigma \psi(a, b)\left(\sigma^{-1} \gamma \sigma\right)\right)\right] \\
& =\sigma\left[i\left(\sigma^{-1} \psi(\sigma a, \sigma b)(\gamma)\right)\right] \\
& =M_{\sigma}\left[\left(i\left(\operatorname{det} M_{\sigma}^{-1} \cdot \psi(\sigma a, \sigma b)(\gamma)\right)\right]\right. \\
& =\frac{M_{\sigma}}{\operatorname{det} M_{\sigma}}[i(\psi(\sigma a, \sigma b)(\gamma))] \\
& =\frac{M_{\sigma}}{\operatorname{det} M_{\sigma}} \psi_{\rho}(\sigma a, \sigma b)(\gamma) . \tag{12}
\end{align*}
$$

Applying $\lambda$ on both sides, we obtain the result.
Corollary 17. We have

$$
\operatorname{Nm} \Phi((a, b))=\Phi\left(\prod \frac{1}{\operatorname{det} M_{\sigma}}\left(\sigma a^{i(\sigma)} \sigma b^{j(\sigma)}, \sigma a^{k(\sigma)} \sigma b^{\ell(\sigma)}\right)\right),
$$

where the product extends over all $\sigma \in \operatorname{Gal}\left(K_{P} / K\right)$ and is taken component-wise.
Let $(c, d)=\Phi^{-1} \operatorname{Nm} \Phi(\pi, 1)$ and $\left(c^{\prime}, d^{\prime}\right)=\Phi^{-1} \operatorname{Nm} \Phi\left(1, \pi^{\prime}\right)$.
Lemma 18. Let $v$ be the place of $K_{P}$ corresponding to $\pi$. Either $\operatorname{order}\left(\langle c, d\rangle_{v}\right)=$ $P$ or $\operatorname{order}\left(\left\langle c c^{\prime}, d d^{\prime}\right\rangle_{v}\right)=P$.

Proof. If $\operatorname{order}(\langle c, d\rangle)=P$, then we are done. So suppose that $\operatorname{order}(\langle c, d\rangle)<P$. In fact, since $P$ is a prime power, the order strictly divides $P$.

Expanding out the Hilbert symbol, we get

$$
\left\langle c c^{\prime}, d d^{\prime}\right\rangle=\langle c, d\rangle+\left\langle c, d^{\prime}\right\rangle+\left\langle c^{\prime}, d\right\rangle+\left\langle c^{\prime}, d^{\prime}\right\rangle .
$$

We have $\left\langle c^{\prime}, d\right\rangle_{v}=\left\langle c^{\prime}, d^{\prime}\right\rangle_{v}=0$ since all are $v$-adic units. By our assumption at the start of the proof, $\langle c, d\rangle_{v}$ has order strictly dividing $P$. That leaves $\left\langle c, d^{\prime}\right\rangle_{0}$. By Corollary 17,

$$
d^{\prime}=\pi^{\prime} \cdot \prod_{\sigma \neq 1}\left(\sigma \pi^{\prime}\right)^{e_{\sigma}}
$$

for some integers $e_{\sigma}$. Our choice of $\pi^{\prime}$ implies that $\pi^{\prime} \equiv \alpha(\bmod (\pi))$, where $\alpha$ was chosen to have order $P$ in $K_{v}^{\times P}$, while $\sigma \pi^{\prime} \equiv 1(\bmod (\pi))$ for nontrivial $\sigma($ see $(10))$. Thus $d^{\prime} \equiv \alpha(\bmod (\pi))$. Therefore $K_{v}\left(d^{1 / P}\right) / K$ is the unramified extension of degree $P$. (Equivalently, we may appeal to condition (SC4').)

We now use similar reasoning as in the proof of Theorem 1 to see that $\left\langle\pi, d^{\prime}\right\rangle_{v}$ has order $P$. Since $v(c)=1$, the order of $\left\langle c, d^{\prime}\right\rangle_{v}$ is exactly $P$. This shows $\left\langle c c^{\prime}, d d^{\prime}\right\rangle_{v}$ has exact order $P$.

If $\langle c, d\rangle$ has order $P$, let $\theta=\Phi(\pi, 1)$, so that $\xi=\operatorname{cores} \theta$ satisfies

$$
\operatorname{res} \xi=\operatorname{Nm} \Phi(\pi, 1)=\Phi(c, d)
$$

otherwise, let $\theta=\Phi\left(\pi, \pi^{\prime}\right)$, so that res $\xi=\Phi\left(c c^{\prime}, d d^{\prime}\right)$. Let $(a, b)$ denote whichever pair we've chosen, $(c, d)$ or $\left(c c^{\prime}, d d^{\prime}\right)$.

Let us now reintroduce subscripts, so that

$$
\begin{aligned}
\xi_{n} & =\operatorname{cores} \theta_{n} \\
& =\left\{\begin{array}{l}
\operatorname{cores} \Phi\left(\pi_{n}, \pi_{n}^{\prime}\right) \text { or } \\
\operatorname{cores} \Phi\left(\pi_{n}, 1\right)
\end{array}\right. \\
\left(a_{n}, b_{n}\right) & =\Phi^{-1} \operatorname{res} \xi_{n} .
\end{aligned}
$$

Lemma 19. Let $0 \leq m<n$. Then $\Delta_{P}\left(\operatorname{res}\left(\xi_{m}-\xi_{n}\right)\right)$ has order $P$ at $v_{m}$.
Proof. Write $v$ for $v_{m}$. Since $E\left[P^{*}\right] \subset E\left(K_{P}\right)$, the obstruction map can be computed using the Hilbert symbol. Thus we wish to compute the order of

$$
\left\langle\frac{a_{m}}{a_{n}}, \frac{b_{m}}{b_{n}}\right\rangle_{v} .
$$

By the bilinearity of the Hilbert symbol, it suffices to compute

$$
\left\langle a_{m}, b_{m}\right\rangle_{v}-\left\langle a_{m}, b_{n}\right\rangle_{v}-\left\langle a_{n}, b_{m}\right\rangle_{v}+\left\langle a_{n}, b_{n}\right\rangle_{v}
$$

By Lemma 18, the first term has order $P$. Since $a_{n}, b_{m}$ and $b_{n}$ are all units at $v$, the last two terms are zero. That leaves the term $\left\langle a_{m}, b_{n}\right\rangle_{v}$. By Corollary $17, b_{n}$ is a product of $\sigma \pi_{n}$ and $\sigma \pi_{n}^{\prime}$. By condition ( $\mathrm{SC}^{\prime}$ ), these all lie in $K_{v}^{\times P}$. Therefore the second term is also zero. The Lemma follows.
3.6. Proof of Theorem 2: conclusion. Let $C$ be the curve represented by the class $\xi:=\xi_{i}-\xi_{j}$ for some $i \neq j$. Clearly, $P(C) \mid P$. If we can show that $I(C)=P^{2}$, then by (1) we must have $P(C)=P$.

Since $E[P] \subset E\left(K_{P}\right)$ (and $E[2 P] \subset E\left(K_{P}\right)$ when $P$ is even), the obstruction map on $H^{1}\left(K_{P}, E[P]\right)$ is given by the Hilbert symbol. In view of Lemma 19, $\Delta_{P}\left(\operatorname{res}_{K_{P} / K} \xi\right)$ has order $P$ at $v_{i}$. Therefore $\Delta_{P}(\xi)$ has order $P$ at the prime $w$ satisfying $v_{i} \mid w$.

Suppose that $C$ has index $P \cdot D$ for some $D \mid P$. Then there exists some $\eta \in$ $H^{1}(K, E[P D])$ representing $C$ such that $\Delta_{P D}(\eta)=0$. Let $j_{D}$ be the natural map $H^{1}(K, E[P]) \rightarrow H^{1}(K, E[P D])$. The classes $\eta$ and $j_{D}(\xi)$ represent the same
curve $C$, so there exists some $x \in E(K)$ such that $\eta=j_{D}(\xi)+\imath_{P D}(x)$. Since $\Delta_{P D}\left(l_{P D}(x)\right)=0$, by the remarks at the start of Section 2.1,

$$
\Delta_{P D}(\eta)=\Delta_{P D}\left(j_{D}(\xi)\right)+\operatorname{Li}(\eta, x)
$$

Recall that $\operatorname{Li}(\eta, x)$ is the Tate pairing. Let us consider this equality locally, at $w$. The left-hand side is zero by hypothesis. By condition ( $\mathrm{SC}^{\prime}$ ), $x$ lies in $P \cdot E\left(K_{w}\right)$. Since $P(C) \mid P$, the Tate pairing at $w$ is trivial. Hence $\Delta_{P D}\left(j_{D}(\xi)\right)$ must be zero at $w$. But by Proposition 6,

$$
\Delta_{P D}\left(j_{D}(\xi)\right)=D \Delta_{P}(\xi)
$$

We showed earlier that $\Delta_{P}(\xi)$ has order $P$ at $w$. Therefore $D=P$, and so $I(C)=$ $P^{2}$.

Let $\eta_{i}$ be the image of $\xi_{i}$ in $H^{1}(K, E)$. It remains to show that res ${ }_{v} \eta_{i}=0$ for $v \in S_{K}$. Recall that $\eta_{i}=\operatorname{cores} \Phi\left(\pi_{i}, 1\right)$ or cores $\Phi\left(\pi_{i}, \pi_{i}^{\prime}\right)$. For $w \mid v$ a place of $K_{P}$, the proof of Theorem 1 showed that the curves corresponding to $\Phi\left(\pi_{i}, 1\right)$ and $\Phi\left(\pi_{i}, \pi_{i}^{\prime}\right)$ were trivial at $w$. But the corestriction map induces a homomorphism

$$
\oplus_{w \mid v} H^{1}\left(\left(K_{P}\right)_{w}, E\right) \rightarrow H^{1}\left(K_{v}, E\right)
$$

which proves that $\eta_{i}$ is trivial at $v$. This completes the proof of Theorem 2.
3.7. Proof of Theorem 3. Recall the following two "classical" instances of period equals index.
(i) [Lang and Tate 1958] $F$ is the completion of a global field at a place $v$, $E=\operatorname{Jac}(C)$ has good reduction, and $v$ does not divide the period of $C$.
(ii) [Cassels 1963] $F$ is global and $C \in Ш(F, E)$.

Note that Lichtenbaum showed that $P=I$ for all genus-one curves defined over the completion of a global field. However, the result of Lang and Tate, apart from being more elementary, is also more precise: they show also that a finite extension field $F^{\prime} / F$ splits a genus-one curve $C_{/ K}$ if and only if the period $P$ of $C$ divides the relative ramification index $e\left(F^{\prime} / F\right)$. This will be used in the proof.

Take $S$ to be the union of the infinite places, the finite places which divide $P$ and the places of bad reduction for $E$. Let $\left\{\eta_{i}\right\}_{i=0}^{\infty}$ be the sequence of classes constructed in Theorem 2. We will show that for any positive integer $r$, there exists a degree $P$ field extension $L / K$ such that the restrictions of $\eta_{1}, \ldots, \eta_{r}$ to $L$ are pairwise distinct, locally trivial, and of period $P$.

Indeed, let $S_{r}=\bigcup_{i=1}^{r} \operatorname{supp}\left(\eta_{i}\right)$. We have $S_{r} \cap S=\varnothing$, so that each $v_{i} \in S_{r}$ is a finite place of good reduction for $E$ and residue characteristic prime to $P$.

For each $v_{i} \in S_{r}$, let $L_{i} / K_{v_{i}}$ be a totally ramified extension of degree $P$. There exists a degree $P$ global extension $L=L(r)$ of $K$ such that for all $v_{i} \in S_{r}, L \otimes_{K}$
$K_{v_{i}} \cong L_{i} .{ }^{3}$ By the results (i) of Lang and Tate cited above, $\left.\eta_{i}\right|_{L}$ is locally trivial. Moreover, since $\eta_{i}=\eta_{i}-\eta_{0}$ has index $P^{2}$ and $L / K$ is a degree $P$ extension, $I\left(\left.\eta_{i}\right|_{L}\right) \geq P$. But on the other hand, by (ii) above, $I\left(\left.\eta_{i}\right|_{L}\right)=P\left(\left.\eta_{i}\right|_{L}\right) \mid P\left(\eta_{i}\right)=P$, so for all $i, 1 \leq i \leq r,\left.\eta_{i}\right|_{L}$ has period and index equal to $P$.

The only worry is that their restrictions are not distinct. But suppose that $\left.\eta_{i}\right|_{L}=$ $\left.\eta_{j}\right|_{L}$. Then $\eta_{i}-\eta_{j}$ would lie in the kernel res $L_{L}$. This would imply that $I\left(\eta_{i}-\eta_{j}\right) \mid P$, which we have arranged not to be the case.
3.8. Remarks about ramification. The proof of Theorem 3 differs from that of [Clark 2005, Theorem 1] in that we explicitly make use of extensions $L / K$ that are ramified at many primes. Given our strategy of proof, this is unavoidable: using (i), the number of order $P$ elements in $\operatorname{res}_{L}\left(H^{1}(K, E)\right) \cap \amalg(L, E)$ can be bounded in terms of the number of ramified primes of $L / K$. It is interesting to ask whether this same boundedness result holds for order $P$ elements in $Ш(L, E)$, and conversely, whether the number of order $P$ elements of $\amalg(L, E)$ necessarily approaches infinity with the number of ramified primes.

Both of these questions have affirmative answers when $P=2$, according to work of Yu [2004]. Given a quadratic extension $L / K$, Yu computes the order of the kernel and cokernel of the natural map $Ш(K, E) \oplus \amalg\left(K, E^{\chi}\right) \rightarrow Ш(L, E)$; here $E^{\chi}$ is the twist of $E_{/ K}$ by the quadratic character $\chi$ of $L / K$. In particular, one can deduce Theorem 3 for $P=2$ from Yu's work, with one caveat: his analysis is conditional on the finiteness of $\amalg(K, E)$. That the existence of an infinite subgroup of $\amalg(K, E)$ would hamper our ability to show that $\amalg(L, E)[2]$ is large is somewhat curious, but seems to be the true state of affairs.

The consistency of Theorem 3 with the results of [Yu 2004] might thus be regarded as some confirmatory evidence for the finiteness of Shafarevich-Tate groups. How seriously such evidence ought to be taken is, of course, up to the reader to decide.
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# On the dimension of $H$-strata in quantum algebras 

Jason P. Bell and Stéphane Launois


#### Abstract

We study the topology of the prime spectrum of an algebra supporting a rational torus action. More precisely, we study inclusions between prime ideals that are torus-invariant using the $H$-stratification theory of Goodearl and Letzter on the one hand, and the theory of deleting derivations of Cauchon on the other. We also give a formula for the dimensions of the $H$-strata described by Goodearl and Letzter. We apply the results obtained to the algebra of $m \times n$ generic quantum matrices to show that the dimensions of the $H$-strata are bounded above by the minimum of $m$ and $n$, and that all values between 0 and this bound are achieved.


## 1. Introduction

We denote by $R=\mathcal{O}_{q}\left(M_{m, n}\right)$ the standard quantization of the ring of regular functions on $m \times n$ matrices with entries in a field $\mathbb{K}$; it is the $\mathbb{K}$-algebra generated by the $m \times n$ indeterminates $Y_{i, \alpha}, 1 \leq i \leq m$ and $1 \leq \alpha \leq n$, subject to the relations

$$
\begin{array}{ll}
Y_{i, \beta} Y_{i, \alpha}=q^{-1} Y_{i, \alpha} Y_{i, \beta}, & \\
Y_{j, \alpha} Y_{i, \alpha}=q^{-1} Y_{i, \alpha} Y_{j, \alpha}, & \\
Y_{j, \beta} Y_{i, \alpha}=Y_{i, \alpha} Y_{j, \beta}, & \\
Y_{j, \beta} Y_{i, \alpha}=Y_{i, \alpha} Y_{j, \beta}-\left(q-q^{-1}\right) Y_{i, \beta} Y_{j, \alpha}, & i<j, \alpha>\beta, \alpha<\beta,
\end{array}
$$

where $q \in \mathbb{K}^{*}$ is not a root of unity. We note that the torus $\left(\mathbb{K}^{*}\right)^{m+n}$ acts on $R$ by $\mathbb{K}$-algebra automorphisms via the action

$$
\left(a_{1}, \ldots, a_{m}, b_{1}, \ldots, b_{n}\right) \cdot Y_{i, \alpha}=a_{i} b_{\alpha} Y_{i, \alpha} \quad \text { for } 1 \leq i \leq m, 1 \leq \alpha \leq n .
$$

Understanding this torus action has been responsible for most of the important advances that have been made in the study of quantum matrices. The most important object of study is the prime spectrum of $R$. In analogy with algebraic

[^10]geometry, where great understanding of commutative rings comes from the study of their prime spectra, one seeks to understand the prime spectrum of $R$ and its topology. The noncommutativity introduced by the parameter $q$ in quantum matrices makes the prime spectrum of $R$ harder to understand than the prime spectrum of the coordinate ring of the variety of $m \times n$ matrices and much work has been done in understanding the structure of this topological object. The most important of these advances is the stratification theory of Goodearl and Letzter [2000].

To describe the work of those authors, we give a few basic definitions. Let $A$ be a $\mathbb{K}$-algebra with a group $H$ acting on it by $\mathbb{K}$-algebra automorphisms. A twosided ideal $I$ of $A$ is said to be $H$-invariant if $h \cdot I=I$ for all $h \in H$. An $H$-prime ideal of $A$ is a proper $H$-invariant ideal $J$ of $A$ such that whenever $J$ contains the product of two $H$-invariant ideals of $A, J$ contains at least one of them. We denote by $H-\operatorname{Spec}(A)$ the set of all $H$-prime ideals of $A$. Observe that if $P$ is a prime ideal of $A$ then

$$
\begin{equation*}
(P: H):=\bigcap_{h \in H} h \cdot P \tag{1.1}
\end{equation*}
$$

is an $H$-prime ideal of $A$. This observation allowed Goodearl and Letzter [2000] (see also [Brown and Goodearl 2002]) to construct a stratification of the prime spectrum of $A$ that is indexed by the $H$-spectrum. Indeed, let $J$ be an $H$-prime ideal of $A$. We denote by $\operatorname{Spec}_{J}(A)$ the $H$-stratum associated to $J$; that is,

$$
\begin{equation*}
\operatorname{Spec}_{J}(A)=\{P \in \operatorname{Spec}(A) \mid(P: H)=J\} . \tag{1.2}
\end{equation*}
$$

Then the $H$-strata of $\operatorname{Spec}(A)$ form a partition of $\operatorname{Spec}(A)$ [Brown and Goodearl 2002, Chapter II.2]; that is,

$$
\begin{equation*}
\operatorname{Spec}(A)=\bigsqcup_{J \in H-\operatorname{Spec}(A)} \operatorname{Spec}_{J}(A) \tag{1.3}
\end{equation*}
$$

This partition is the so-called $H$-stratification of $\operatorname{Spec}(A)$.
When the $H$-spectrum of $A$ is finite this partition is a powerful tool in the study of the prime spectrum of $A$.

As we work in the generic case where $q$ is not a root of unity, the ring $R$ of $m \times n$ quantum matrices has a finite $\mathscr{H}=\left(\mathbb{K}^{*}\right)^{m+n}$-spectrum. Remarkably, for each $\mathscr{H}$-prime $J$, the space $\operatorname{Spec}_{J}(R)$ is homeomorphic to $\operatorname{Spec}\left(\mathbb{K}\left[z_{1}^{ \pm 1}, \ldots, z_{d}^{ \pm 1}\right]\right)$ for some $d$ which depends on $J$. This $d$ is simply the (Krull) dimension of the $\mathscr{H}$-stratum $\operatorname{Spec}_{J}(R)$.

The work of Goodearl and Letzter spurred much research into the structure of $\operatorname{Spec}(R)$ in terms of the $\mathscr{H}$-spectrum. Some of the main themes in the study of the $\mathscr{H}$-spectrum have been computing its size, computing the structure of the poset of $\mathscr{H}$-primes under inclusion, and computing the dimensions of the $\mathscr{H}$-strata and how they are distributed.


Figure 1. An example of a $4 \times 4$ Cauchon diagram.

The question of the size of the $\mathscr{H}$-spectrum of $R$ was answered in [Cauchon 2003b]. For many years the finiteness of the $\mathscr{H}$-spectrum of $R$ was known, but no formula for its size was known - except for small values of $m$ and $n$ - due to the complicated nature of the relations in $R$. Cauchon used his theory of deleting derivations to compute the size of the $\mathscr{H}$-spectrum of $R$. In particular, the set of $\mathscr{H}$ primes is in one-to-one correspondence with a set of combinatorial objects called Cauchon diagrams. In fact, Cauchon's method applies to a much broader class of algebras, the so-called CGL (Cauchon-Goodearl-Letzter) extensions, and the term "Cauchon diagram" has now acquired a more general meaning than the one we now describe for quantum matrices.

Definition. An $m \times n$ Cauchon diagram $C$ is simply an $m \times n$ grid consisting of $m n$ boxes in which certain boxes are coloured black. We require that if a box is black, then either every box strictly to its left is black or every box strictly above it is black. We let $\mathscr{C}_{m, n}$ denote the collection of $m \times n$ Cauchon diagrams.

Cauchon showed that the $\mathscr{H}$-primes of the ring $R$ of $m \times n$ quantum matrices are parameterized by the collection of $m \times n$ Cauchon diagrams, and he also gave a closed formula for the size of this set. Moreover it is known that the poset $\mathscr{H}$ $\operatorname{Spec}(R)$ (under inclusion) is isomorphic to a subposet of the symmetric group $S_{m+n}$ endowed with the Bruhat order [Launois 2007].

Some of the major questions that remain are to determine the possible dimensions of $\mathscr{H}$-strata that can occur in $R$ and to give a formula for the dimension of a stratum in terms of the associated Cauchon diagram. We answer these questions. In particular, we prove the following result.

Theorem 1.1. Let $m$ and $n$ be natural numbers. Then the dimensions of $\mathscr{H}$-strata in $\mathbb{O}_{q}\left(M_{m, n}\right)$ are all at most $\min (m, n) ;$ moreover, for each $d \in\{0,1, \ldots, \min (m, n)\}$ there exists a d-dimensional $\mathscr{H}$-stratum.

Previously, the best known bound for the dimensions of $\mathscr{H}$-strata in $\mathcal{O}_{q}\left(M_{m, n}\right)$ was $m+n-1$, so this result represents a significant improvement.

Regarding the dimension of the stratum associated with a given Cauchon diagram, we give a formula which only relies on the Cauchon diagram; see Proposition 4.2. In fact, we are able to give a formula for a much broader class of algebras,
called uniparameter CGL extensions. This class of algebras includes in particular the so-called quantum Schubert cells $U_{q}[w]$ defined by De Concini, Kac and Procesi (see Section 3C). The algebra $U_{q}[w]$ supports a rational torus action and the theory of Cauchon and Goodearl-Letzter can be applied to this algebra. The torus-invariant primes of this algebra have been studied recently and independently in [Cauchon and Mériaux 2009] and [Yakimov 2009]. As a consequence of our formula, we are able to give a formula for the dimension of the (0)-stratum of $U_{q}[w]$ which only depends on the Weyl group element $w$.

Regarding the $\mathscr{H}$-strata in $\mathcal{O}_{q}\left(M_{m, n}\right)$, we show even more. We say that an $m \times n$ Cauchon diagram $C$ contains another $m \times n$ Cauchon diagram $C^{\prime}$ if whenever a square is coloured black in $C^{\prime}$, the corresponding square is also coloured black in $C$. After additional investigations we are able to prove the following result.

Theorem 1.2. Let $P$ be an $\mathscr{H}$-prime of $\mathbb{O}_{q}\left(M_{m, n}\right)$ whose associated $\mathscr{H}$-stratum is $d$-dimensional. Then there exists a chain

$$
P=P_{0} \subsetneq P_{1} \subsetneq \cdots \subsetneq P_{d}
$$

of $\mathscr{H}$-primes such that the dimension of the $\mathscr{H}$-stratum associated to $P_{i}$ is $d-i$ and such that

$$
C_{0} \subsetneq C_{1} \subsetneq \cdots \subsetneq C_{d},
$$

where $C_{i}$ is the Cauchon diagram associated to $P_{i}$.
To prove this chain result, we need to understand the relation between inclusion of Cauchon diagrams and inclusion of the corresponding $H$-primes. One might naively expect these two posets to be isomorphic, but this is not the case. For instance, consider the algebra of $2 \times 2$ quantum matrices $O_{q}\left(M_{2}\right)$ generated by four indeterminates $Y_{1,1}, Y_{1,2}, Y_{2,1}, Y_{2,2}$, subject to the relations given in the beginning of this section. It is well known that the ideal ( $Y_{1,1} Y_{2,2}-q Y_{1,2} Y_{2,1}$ ) generated by the quantum determinant and $\left(Y_{2,1}, Y_{2,2}\right)$ are $\mathscr{H}$-invariant prime ideals in $\mathrm{O}_{q}\left(M_{2}\right)$. Clearly, $\left(Y_{1,1} Y_{2,2}-q Y_{1,2} Y_{2,1}\right) \subsetneq\left(Y_{2,1}, Y_{2,2}\right)$, but the corresponding Cauchon diagrams, which can be represented by the pictures in Figure 2, are not comparable.

Thus two $\mathscr{H}$-primes can be comparable (for the inclusion) and yet their corresponding Cauchon diagrams may fail to be comparable. Interestingly, if we consider things from the other direction, we see there is a definite relation between these two posets.


Figure 2. Cauchon diagrams representing the ideal generated by the quantum determinant and by $Y_{2,1}, Y_{2,2}$ respectively in $\mathbb{O}_{q}\left(M_{2}\right)$.

Theorem 1.3. If $C$ and $C^{\prime}$ are two $m \times n$ Cauchon diagrams with $C \subsetneq C^{\prime}$, then $J_{C} \subsetneq$ $J_{C^{\prime}}$, where $J_{C}$ and $J_{C^{\prime}}$ denote respectively the $\mathscr{H}$-primes of $\mathbb{O}_{q}\left(M_{m, n}\right)$ associated to $C$ and $C^{\prime}$.

Again, we are able to prove Theorem 1.3 for a much broader class of algebras, called CGL extensions. This class of algebras contains quantum affine spaces, the algebra of $m \times n$ quantum matrices, positive parts of quantized enveloping algebras, and many other interesting families of algebras. These algebras support a rational action by a torus $H$ and have the property that they have only finitely many $H$-strata in the Goodearl-Letzter stratification.

The deleting derivations theory of Cauchon applies to CGL extensions and this gives new insights into the $H$-stratification in these cases. The $H$-primes are, just as in the case of quantum matrices, in one-to-one correspondence with combinatorial objects called Cauchon diagrams. These diagrams depend on the algebra, and a CGL extension other than quantum matrices has a different collection of Cauchon diagrams than the ones described earlier for $m \times n$ quantum matrices. Cauchon's original description [2003b] was just for quantum matrices, but other authors have since applied his deleting derivations theory to other classes of algebras. In [Launois et al. 2008] we gave a description of Cauchon diagrams for the quantum Grassmannian. Mériaux [2010] gave a description of these diagrams for the positive part of the quantized enveloping algebra of a simple Lie algebra, while Cauchon and Mériaux [2009] have recently described Cauchon diagrams in quantum Schubert cells. The set of Cauchon diagrams has a natural poset structure under inclusion; likewise the set of $H$-primes can be viewed as a poset under inclusion.

In this broader context, we are able to show the following result, of which Theorem 1.3 is a special case:

Theorem 1.4. If $w$ and $w^{\prime}$ are two Cauchon diagrams of a CGL extension $R$ with $w \subsetneq w^{\prime}$, then $J_{w} \subsetneq J_{w^{\prime}}$, where $J_{w}$ and $J_{w^{\prime}}$ denote respectively the (unique) $H$ primes associated to $w$ and $w^{\prime}$.

The outline of this paper is as follows. In Section 2 we give the necessary background on CGL extensions and we prove Theorem 1.4. In Section 3, we give a formula for the dimension of a stratum in a uniparameter CGL extension. Then we use this formula to compute the dimension of the (0)-stratum in a quantum Schubert cell. In Section 4 we describe the results obtained in the previous sections in the particular case of quantum matrices. Then we use these results in order to prove Theorems 1.1 and 1.2. In Section 5, after having seen the possible values that can occur as the dimension of an $\mathscr{H}$-stratum in quantum matrices, we give a conjecture about the number of $d$-dimensional $\mathscr{H}$-strata in $\mathrm{O}_{q}\left(M_{m, n}\right)$.

Throughout this paper, we use the following conventions.
(i) If $I$ is a finite set, $|I|$ denotes its cardinality.
(ii) $\llbracket a, b \rrbracket:=\{i \in \mathbb{N} \mid a \leq i \leq b\}$.
(iii) $\mathbb{K}$ denotes a field and we set $\mathbb{K}^{*}:=\mathbb{K} \backslash\{0\}$.
(iv) If $A$ is a $\mathbb{K}$-algebra, then $\operatorname{Spec}(A)$ and $\operatorname{Prim}(A)$ denote respectively its prime and primitive spectra.

## 2. $H$-primes in CGL extensions

In this section, we recall the notion of CGL extensions that was introduced in [Launois et al. 2006]. Examples include various quantum algebras in the generic case such as quantum affine spaces, quantum matrices, the positive part of quantized enveloping algebras of semisimple complex Lie algebras, etc. As we will see, the advantage of this class of algebras is that one can use both the stratification theory of Goodearl and Letzter and the theory of deleting derivations of Cauchon in order to study their prime and primitive spectra. This will allow us to investigate the topology of the $H$-spectrum of such algebras and prove Theorem 1.4.

2A. CGL extensions and the $\boldsymbol{H}$-stratification theory of Goodearl and Letzter. In this subsection, $N$ denotes a positive integer and $R$ is an iterated Ore extension; that is,

$$
\begin{equation*}
R=\mathbb{K}\left[X_{1}\right]\left[X_{2} ; \sigma_{2}, \delta_{2}\right] \cdots\left[X_{N} ; \sigma_{N}, \delta_{N}\right], \tag{2.4}
\end{equation*}
$$

where $\sigma_{j}$ is an automorphism of the $\mathbb{K}$-algebra

$$
R_{j-1}:=\mathbb{K}\left[X_{1}\right]\left[X_{2} ; \sigma_{2}, \delta_{2}\right] \ldots\left[X_{j-1} ; \sigma_{j-1}, \delta_{j-1}\right]
$$

and $\delta_{j}$ is a $\mathbb{K}$-linear $\sigma_{j}$-derivation of $R_{j-1}$ for all $j \in \llbracket 2, N \rrbracket$. In other words, $R$ is a skew polynomial ring whose multiplication is defined by

$$
X_{j} a=\sigma_{j}(a) X_{j}+\delta_{j}(a)
$$

for all $j \in \llbracket 2, N \rrbracket$ and $a \in R_{j-1}$. Thus $R$ is a noetherian domain. Henceforth, we assume that $R$ is a CGL extension:

Definition [Launois et al. 2006]. An iterated Ore extension $R$ is said to be a CGL extension if
(1) for all $j \in \llbracket 2, N \rrbracket, \delta_{j}$ is locally nilpotent;
(2) for all $j \in \llbracket 2, N \rrbracket$, there exists $q_{j} \in \mathbb{K}^{*}$ such that $\sigma_{j} \circ \delta_{j}=q_{j} \delta_{j} \circ \sigma_{j}$ and, for all $i \in \llbracket 1, j-1 \rrbracket$, there exists $\lambda_{j, i} \in \mathbb{K}^{*}$ such that $\sigma_{j}\left(X_{i}\right)=\lambda_{j, i} X_{i}$;
(3) none of the $q_{j}(2 \leq j \leq N)$ is a root of unity; and
(4) there exists a torus $H=\left(\mathbb{K}^{*}\right)^{d}$ that acts rationally by $\mathbb{K}$-automorphisms on $R$ such that

- $X_{1}, \ldots, X_{N}$ are $H$-eigenvectors,
- the set $\left\{\lambda \in \mathbb{K}^{*} \mid(\exists h \in H)\left(h \cdot X_{1}=\lambda X_{1}\right)\right\}$ is infinite, and
- for all $j \in \llbracket 2, N \rrbracket$, there exists $h_{j} \in H$ such that $h_{j} \cdot X_{i}=\lambda_{j, i} X_{i}$ if $1 \leq i<j$ and $h_{j} \cdot X_{j}=q_{j} X_{j}$.
It follows from [Goodearl and Letzter 2000] that every $H$-prime ideal of $R$ is completely prime, so $H-\operatorname{Spec}(R)$ coincides with the set of $H$-invariant completely prime ideals of $R$. Moreover there are at most $2^{N} H$-prime ideals in $R$. As a corollary, the $H$-stratification (1.3) breaks down the prime spectrum of $R$ into a finite number of parts, the $H$-strata. The geometric nature of the $H$-strata is well known: each $H$-stratum is homeomorphic to the scheme of irreducible subvarieties of a $\mathbb{K}$-torus [Brown and Goodearl 2002, Theorems II.2.13 and II.6.4]. However, the dimensions of these schemes are unknown in general.

2B. Quantum affine spaces. Let $N$ be a positive integer and let $\Lambda=\left(\Lambda_{i, j}\right) \in$ $M_{N}\left(\mathbb{K}^{*}\right)$ be a multiplicatively antisymmetric matrix; that is, $\Lambda_{i, j} \Lambda_{j, i}=\Lambda_{i, i}=1$ for all $i, j \in \llbracket 1, N \rrbracket$. The quantum affine space associated to $\Lambda$ is denoted by $\mathbb{O}_{\Lambda}\left(\mathbb{K}^{N}\right)=\mathbb{K}_{\Lambda}\left[T_{1}, \ldots, T_{N}\right]$; this is the $\mathbb{K}$-algebra generated by $N$ indeterminates $T_{1}, \ldots, T_{N}$ subject to the relations $T_{j} T_{i}=\Lambda_{j, i} T_{i} T_{j}$ for all $i, j \in \llbracket 1, N \rrbracket$. It is well known that $\mathcal{O}_{\Lambda}\left(\mathbb{K}^{N}\right)$ is an iterated Ore extension:

$$
\mathbb{O}_{\Lambda}\left(\mathbb{K}^{N}\right)=\mathbb{K}\left[T_{1}\right]\left[T_{2} ; \sigma_{2}\right] \cdots\left[T_{N} ; \sigma_{N}\right],
$$

where $\sigma_{j}$ is the automorphism defined by $\sigma_{j}\left(T_{i}\right)=\Lambda_{j, i} T_{i}$ for all $1 \leq i<j \leq N$. Observe that the torus $H=\left(\mathbb{K}^{*}\right)^{N}$ acts by automorphisms on $\mathbb{O}_{\Lambda}\left(\mathbb{K}^{N}\right)$ via:

$$
\left(a_{1}, \ldots, a_{N}\right) \cdot T_{i}=a_{i} T_{i} \text { for all } i \in \llbracket 1, N \rrbracket \text { and }\left(a_{1}, \ldots, a_{N}\right) \in H .
$$

Moreover, it is well known (see for instance [Launois et al. 2006, Corollary 3.8]) that $\mathbb{O}_{\Lambda}\left(\mathbb{K}^{N}\right)$ is a CGL extension with this action of $H$. Hence $\mathbb{O}_{\Lambda}\left(\mathbb{K}^{N}\right)$ has at most $2^{N} \mathrm{H}$-prime ideals and they are all completely prime.

The $H$-stratification of $\operatorname{Spec}\left(\mathbb{O}_{\Lambda}\left(\mathbb{K}^{N}\right)\right)$ was entirely described in [Brown and Goodearl 1996] when the group $\left\langle\Lambda_{i, j}\right\rangle$ is torsion-free and in [Goodearl and Letzter 1998] in the general case. We now recall these results.

Let $W$ denote the set of subsets of $\llbracket 1, N \rrbracket$. If $w \in W$, then we denote by $K_{w}$ the (two-sided) ideal of $\mathbb{O}_{\Lambda}\left(\mathbb{K}^{N}\right)$ generated by the indeterminates $T_{i}$ with $i \in w$. It is easy to check that $K_{w}$ is an $H$-invariant completely prime ideal of $\mathbb{O}_{\Lambda}\left(\mathbb{K}^{N}\right)$.
Proposition 2.1 [Goodearl and Letzter 1998, Proposition 2.11].
(1) The ideals $K_{w}$ with $w \in W$ are exactly the $H$-prime ideals of $\mathcal{O}_{\Lambda}\left(\mathbb{K}^{N}\right)$. Hence there are exactly $2^{N} H$-prime ideals in this case.
(2) For all $w \in W$, the $H$-stratum associated to $K_{w}$ is given by
$\operatorname{Spec}_{K_{w}}\left(\mathbb{O}_{\Lambda}\left(\mathbb{K}^{N}\right)\right)=\left\{P \in \operatorname{Spec}\left(\mathbb{O}_{\Lambda}\left(\mathbb{K}^{N}\right)\right) \mid P \cap\left\{T_{i} \mid i \in \llbracket 1, N \rrbracket\right\}=\left\{T_{i} \mid i \in w\right\}\right\}$.

2C. The canonical partition of $\operatorname{Spec}(\boldsymbol{R})$. Let $R$ denote a CGL extension, as in Section 2A. Following [Cauchon 2003a], we construct the canonical partition of $\operatorname{Spec}(R)$, which gives new insight into the $H$-stratification of $\operatorname{Spec}(R)$. All references in this subsection, through page 184, are to the article just mentioned.

To describe the prime spectrum of $R$, Cauchon introduced the deleting derivations algorithm (Section 3.2). This algorithm constructs, for each $j \in \llbracket N+1,2 \rrbracket$, a family $\left\{X_{1}^{(j)}, \ldots, X_{N}^{(j)}\right\}$ of elements of the division ring of fractions $\operatorname{Fract}(R)$ of $R$ defined as follows:
(1) When $j=N+1$, we set $\left(X_{1}^{(N+1)}, \ldots, X_{N}^{(N+1)}\right)=\left(X_{1}, \ldots, X_{N}\right)$.
(2) Assume that $j<N+1$ and that the $X_{i}^{(j+1)}(i \in \llbracket 1, N \rrbracket)$ are already constructed. Then it follows from Cauchon's Théorème 3.2.1 that $X_{j}^{(j+1)} \neq 0$ and that, for each $i \in \llbracket 1, N \rrbracket$, we have

$$
X_{i}^{(j)}= \begin{cases}X_{i}^{(j+1)} & \text { if } i \geq j, \\ \sum_{k=0}^{+\infty} \frac{\left(1-q_{j}\right)^{-k}}{[k]!q_{j}} \delta_{j}^{k} \circ \sigma_{j}^{-k}\left(X_{i}^{(j+1)}\right)\left(X_{j}^{(j+1)}\right)^{-k} & \text { if } i<j,\end{cases}
$$

where $[k]!_{q_{j}}=[0]_{q_{j}} \times \cdots \times[k]_{q_{j}}$ with $[0]_{q_{j}}=1$ and $[i]_{q_{j}}=1+q_{j}+\cdots+q_{j}^{i-1}$ when $i \geq 1$.

Fix $j \in \llbracket 2, N+1 \rrbracket$. We denote by $R^{(j)}$ the subalgebra of $\operatorname{Fract}(R)$ generated by the $X_{i}^{(j)}$ :

$$
R^{(j)}:=\mathbb{K}\left\langle X_{1}^{(j)}, \ldots, X_{N}^{(j)}\right\rangle .
$$

The following results are Cauchon's Théorème 3.2.1 and Lemme 4.2.1.
(1) $R^{(j)}$ is isomorphic to an iterated Ore extension of the form

$$
\mathbb{K}\left[Y_{1}\right] \ldots\left[Y_{j-1} ; \sigma_{j-1}, \delta_{j-1}\right]\left[Y_{j} ; \tau_{j}\right] \cdots\left[Y_{N} ; \tau_{N}\right]
$$

by an isomorphism that sends $X_{i}^{(j)}$ to $Y_{i}(1 \leq i \leq N)$, where $\tau_{j}, \ldots, \tau_{N}$ denote the $\mathbb{K}$-linear automorphisms such that $\tau_{l}\left(Y_{i}\right)=\lambda_{l, i} Y_{i}(1 \leq i \leq l)$.
(2) Assume that $j \neq N+1$ and set $S_{j}:=\left\{\left(X_{j}^{(j+1)}\right)^{n}: n \in \mathbb{N}\right\}=\left\{\left(X_{j}^{(j)}\right)^{n}: n \in \mathbb{N}\right\}$. This is a multiplicative system of regular elements of $R^{(j)}$ and $R^{(j+1)}$, that satisfies the Ore condition in $R^{(j)}$ and $R^{(j+1)}$. Moreover

$$
R^{(j)} S_{j}^{-1}=R^{(j+1)} S_{j}^{-1} .
$$

It follows from these results that $R^{(j)}$ is a noetherian domain.
Notation. We set $\bar{R}:=R^{(2)}$ and $T_{i}:=X_{i}^{(2)}$ for all $i \in \llbracket 1, N \rrbracket$.
It follows from Cauchon's Proposition 3.2.1 that $\bar{R}$ is a quantum affine space in the indeterminates $T_{1}, \ldots, T_{N}$; hence his expression "effacement des dérivations".

More precisely, let $\Lambda=\left(\mu_{i, j}\right) \in M_{N}\left(\mathbb{K}^{*}\right)$ be the multiplicatively antisymmetric matrix whose entries are defined by

$$
\mu_{j, i}= \begin{cases}\lambda_{j, i} & \text { if } i<j, \\ 1 & \text { if } i=j, \\ \lambda_{i, j}^{-1} & \text { if } i>j,\end{cases}
$$

where the $\lambda_{j, i}$ with $i<j$ come from the CGL extension structure of $R$ (see page 180 for the definition). Then

$$
\begin{equation*}
\bar{R}=\mathbb{K}_{\Lambda}\left[T_{1}, \ldots, T_{N}\right]=\mathbb{O}_{\Lambda}\left(\mathbb{K}^{N}\right) . \tag{2.5}
\end{equation*}
$$

The deleting derivations algorithm is used to relate the prime spectrum of a CGL extension $R$ to the prime spectrum of the associated quantum affine space $\bar{R}$. More precisely, Cauchon used this algorithm to construct embeddings

$$
\begin{equation*}
\varphi_{j}: \operatorname{Spec}\left(R^{(j+1)}\right) \longrightarrow \operatorname{Spec}\left(R^{(j)}\right) \quad \text { for } j \in \llbracket 2, N \rrbracket, \tag{2.6}
\end{equation*}
$$

as follows (Section 4.3; see especially his Lemme 4.3.2).
Let $P \in \operatorname{Spec}\left(R^{(j+1)}\right)$. Then

$$
\varphi_{j}(P)= \begin{cases}P S_{j}^{-1} \cap R^{(j)} & \text { if } X_{j}^{(j+1)} \notin P, \\ g_{j}^{-1}\left(P /\left(X_{j}^{(j+1)}\right)\right) & \text { if } X_{j}^{(j+1)} \in P,\end{cases}
$$

where $g_{j}$ denotes the surjective homomorphism

$$
g_{j}: R^{(j)} \rightarrow R^{(j+1)} /\left(X_{j}^{(j+1)}\right)
$$

defined by

$$
g_{j}\left(X_{i}^{(j)}\right):=X_{i}^{(j+1)}+\left(X_{j}^{(j+1)}\right) .
$$

Cauchon's Proposition 4.3.1 states that $\varphi_{j}$ induces an increasing homeomorphism from the topological space

$$
\left\{P \in \operatorname{Spec}\left(R^{(j+1)}\right) \mid X_{j}^{(j+1)} \notin P\right\} \quad \text { onto } \quad\left\{Q \in \operatorname{Spec}\left(R^{(j)}\right) \mid X_{j}^{(j)} \notin Q\right\},
$$

whose inverse is also an increasing homeomorphism; also, $\varphi_{j}$ induces an increasing homeomorphism from

$$
\left\{P \in \operatorname{Spec}\left(R^{(j+1)}\right) \mid X_{j}^{(j+1)} \in P\right\}
$$

onto its image by $\varphi_{j}$, whose inverse similarly is an increasing homeomorphism. Note however that, in general, $\varphi_{j}$ is not an homeomorphism from $\operatorname{Spec}\left(R^{(j+1)}\right)$ onto its image.

Composing these embeddings, we get an embedding

$$
\begin{equation*}
\varphi:=\varphi_{2} \circ \cdots \circ \varphi_{N}: \operatorname{Spec}(R) \longrightarrow \operatorname{Spec}(\bar{R}), \tag{2.7}
\end{equation*}
$$

which is called the canonical embedding from $\operatorname{Spec}(R)$ into $\operatorname{Spec}(\bar{R})$. This canonical embedding allows the construction of a partition of $\operatorname{Spec}(R)$ as follows.

We keep the notation of the previous sections. In particular, $W$ still denotes the set of all subsets of $\llbracket 1, N \rrbracket$. If $w \in W$, then we set

$$
\operatorname{Spec}_{w}(R):=\varphi^{-1}\left(\operatorname{Spec}_{K_{w}}(\bar{R})\right) .
$$

Moreover, we denote by $W^{\prime}$ the set of those $w \in W$ such that $\operatorname{Spec}_{w}(R) \neq \varnothing$. The elements of $W^{\prime}$ are called the Cauchon diagrams of the CGL extension $R$. It follows from Cauchon's Proposition 4.4.1 that

$$
\operatorname{Spec}(R)=\bigsqcup_{w \in W^{\prime}} \operatorname{Spec}_{w}(R) \text { and }\left|W^{\prime}\right| \leq|W|=2^{N}
$$

This partition is called the canonical partition of $\operatorname{Spec}(R)$, and it gives another way to understand the $H$-stratification, since, by Cauchon's Théorème 5.5 .2 , these two partitions coincide. As a consequence, we obtain another description of the $H$-prime ideals of $R$ :
Proposition 2.2 [Cauchon 2003a, Lemme 5.5.8 and Théorème 5.5.2].
(1) Let $w \in W^{\prime}$. There exists a (unique) $H$-invariant (completely) prime ideal $J_{w}$ of $R$ such that $\varphi\left(J_{w}\right)=K_{w}$, where $K_{w}$ denotes the ideal of $\bar{R}$ generated by the $T_{i}$ with $i \in w$.
(2) $H-\operatorname{Spec}(R)=\left\{J_{w} \mid w \in W^{\prime}\right\}$.
(3) $\operatorname{Spec}_{J_{w}}(R)=\operatorname{Spec}_{w}(R)$ for all $w \in W^{\prime}$.

2D. The map $w \mapsto J_{w}$ is increasing. In this section, we prove Theorem 1.4.
Theorem 2.3. Let $R$ be a CGL extension and let $w, w^{\prime} \in W^{\prime}$ be two Cauchon diagrams of $R$. If $w \subseteq w^{\prime}$ then $J_{w} \subseteq J_{w^{\prime}}$.
Proof. For $j \in \llbracket 2, N+1 \rrbracket$ and $P \in \operatorname{Spec}(R)$, we set $P^{(j)}:=\varphi_{j} \circ \cdots \circ \varphi_{N}(P)$. We prove by induction on $j$ that

$$
J_{w}^{(j)} \subseteq J_{w^{\prime}}^{(j)} \quad \text { for } j \in \llbracket 2, N+1 \rrbracket .
$$

When $j=2$, we have $J_{w}^{(2)}=K_{w}$ and $J_{w^{\prime}}^{(2)}=K_{w^{\prime}}$. As $w \subseteq w^{\prime}$, we have $K_{w} \subseteq K_{w^{\prime}}$, so $J_{w}^{(2)} \subseteq J_{w^{\prime}}^{(2)}$, as desired.

We assume $j \leq N$ and $J_{w}^{(j)} \subseteq J_{w^{\prime}}^{(j)}$. We need to prove that $J_{w}^{(j+1)} \subseteq J_{w^{\prime}}^{(j+1)}$. Observe first that if $X_{j}^{(j)} \notin J_{w^{\prime}}^{(j)}$, then

$$
J_{w}^{(j)}, J_{w^{\prime}}^{(j)} \in\left\{Q \in \operatorname{Spec}\left(R^{(j)}\right) \mid X_{j}^{(j)} \notin Q\right\} .
$$

As $\varphi_{j}$ induces an increasing homeomorphism, still denoted $\varphi_{j}$, from

$$
\left\{P \in \operatorname{Spec}\left(R^{(j+1)}\right) \mid X_{j}^{(j+1)} \notin P\right\}
$$

onto

$$
\left\{Q \in \operatorname{Spec}\left(R^{(j)}\right) \mid X_{j}^{(j)} \notin Q\right\}
$$

whose inverse is also an increasing homeomorphism, we obtain

$$
J_{w}^{(j+1)}=\varphi_{j}^{-1}\left(J_{w}^{(j)}\right) \subseteq \varphi_{j}^{-1}\left(J_{w^{\prime}}^{(j)}\right)=J_{w^{\prime}}^{(j+1)}
$$

as desired.
Similarly, if $X_{j}^{(j)} \in J_{w}^{(j)}$, then both $J_{w}^{(j)}$ and $J_{w^{\prime}}^{(j)}$ belong to

$$
\varphi_{j}\left(\left\{P \in \operatorname{Spec}\left(R^{(j+1)}\right) \mid X_{j}^{(j+1)} \in P\right\}\right)
$$

As $\varphi_{j}$ induces an increasing homeomorphism, still denoted $\varphi_{j}$, from

$$
\left\{P \in \operatorname{Spec}\left(R^{(j+1)}\right) \mid X_{j}^{(j+1)} \in P\right\}
$$

onto its image whose inverse is also an increasing homeomorphism, we get

$$
J_{w}^{(j+1)}=\varphi_{j}^{-1}\left(J_{w}^{(j)}\right) \subseteq \varphi_{j}^{-1}\left(J_{w^{\prime}}^{(j)}\right)=J_{w^{\prime}}^{(j+1)}
$$

as desired.
It only remains to deal with the case where $X_{j}^{(j)} \in J_{w^{\prime}}^{(j)}$ and $X_{j}^{(j)} \notin J_{w}^{(j)}$, so $J_{w}^{(j)}=J_{w}^{(j+1)} S_{j}^{-1} \cap R^{(j)}, \quad J_{w}^{(j+1)}=J_{w}^{(j)} S_{j}^{-1} \cap R^{(j+1)}, \quad J_{w^{\prime}}^{(j)}=g_{j}^{-1}\left(J_{w^{\prime}}^{(j+1)} /\left(X_{j}^{(j+1)}\right)\right)$.

In order to simplify the notation we set

$$
\begin{equation*}
Y_{i}:=X_{i}^{(j)} \text { and } Z_{i}:=X_{i}^{(j+1)} \tag{2.8}
\end{equation*}
$$

Also we let $A$ denote the subalgebra of $R^{(j+1)}$ generated by the $Z_{i}$ with $i \neq j$ :

$$
\begin{equation*}
A:=\mathbb{K}\left\langle Z_{1}, \ldots, Z_{j-1}, Z_{j+1}, \ldots, Z_{N}\right\rangle . \tag{2.9}
\end{equation*}
$$

Observe that $R^{(j+1)}=A\left[Z_{j} ; \sigma, \delta\right]$, where $\sigma$ denotes the automorphism of $A$ defined by $\sigma\left(Z_{i}\right)=\lambda_{j, i} Z_{i}=\sigma_{j}\left(Z_{i}\right)$ if $i<j$ and $\sigma\left(Z_{i}\right)=\lambda_{i, j}^{-1} Z_{i}$ otherwise; and where $\delta$ denotes the $\sigma$-derivation of $A$ defined by $\delta\left(Z_{i}\right)=\delta_{j}\left(Z_{i}\right)$ if $i<j$ and $\delta\left(Z_{i}\right)=0$ otherwise. One can easily check that this Ore extension satisfies the conditions of [Cauchon 2003a, Section 2], so the map $\theta: A \rightarrow R^{(j+1)} S_{j}^{-1}=R^{(j)} S_{j}^{-1}$ defined by

$$
\theta(a)=\sum_{k=0}^{+\infty} \frac{\left(1-q_{j}\right)^{-k}}{[k]!q_{j}} \delta^{k} \circ \sigma^{-k}(a) Z_{j}^{-k} \text { for } a \in A
$$

is an homomorphism. Observe that by the definition of the deleting derivations algorithm we have $\theta\left(Z_{i}\right)=Y_{i}$ for all $i \neq j$. Hence $\theta(A) \subset R^{(j)}$ and $R^{(j)}$ is the subalgebra of $R^{(j+1)} S_{j}^{-1}$ generated by $\theta(A)$ and $Z_{j}=Y_{j}$.

Again to simplify the notation, we set

$$
\begin{equation*}
P:=J_{w}^{(j+1)}, \quad P^{\prime}:=J_{w}^{(j)}, \quad Q=J_{w^{\prime}}^{(j+1)}, \quad Q^{\prime}:=J_{w^{\prime}}^{(j)} \tag{2.10}
\end{equation*}
$$

Let $z \in P$ with $z \neq 0$. We need to prove that $z \in Q$. First we can write

$$
z=\sum_{t=0}^{d} a_{t} Z_{j}^{t},
$$

where $a_{t} \in A$ and $a_{d} \neq 0$; moreover, this expression for $z$ in this form is unique. If $a_{0}=0$, then $z \in\left(Z_{j}\right) \subseteq Q$. So we assume that $a_{0} \neq 0$.

For every $t$, there exists $k_{t}$ minimal such that $\delta^{k_{t}+1}\left(a_{t}\right)=0$ (recall that $\delta$ is locally nilpotent), so

$$
\theta\left(a_{t}\right)=\sum_{k=0}^{k_{t}} \frac{\left(1-q_{j}\right)^{-k}}{[k]!_{j}} \delta^{k} \circ \sigma^{-k}\left(a_{t}\right) Z_{j}^{-k} .
$$

By induction on the degree of local nilpotency we get:

$$
a_{t}=\theta\left(a_{t}\right)+\sum_{k=1}^{k_{t}} \mu_{k, t} \theta\left(\delta^{k} \circ \sigma^{-k}\left(a_{t}\right)\right) Z_{j}^{-k}=\sum_{k=0}^{k_{t}} \mu_{k, t} \theta\left(\delta^{k} \circ \sigma^{-k}\left(a_{t}\right)\right) Z_{j}^{-k},
$$

where $\mu_{0, t}=1$ and $\mu_{k, t} \in \mathbb{K}$. Let $m$ be the maximum of the $k_{t}-t$. Then

$$
z Z_{j}^{m}=\sum_{t=0}^{d} a_{t} Z_{j}^{t+m}=\sum_{t=0}^{d} \sum_{k=0}^{k_{t}} \mu_{k, t} \theta\left(\delta^{k} \circ \sigma^{-k}\left(a_{t}\right)\right) Z_{j}^{t+m-k} \in R^{(j)} .
$$

Thus $z Z_{j}^{m} \in R^{(j)} \cap P S_{j}^{-1}=P^{\prime}$. Hence

$$
\begin{equation*}
z Z_{j}^{m}=\sum_{t=0}^{d} \sum_{k=0}^{k_{t}} \mu_{k, t} \theta\left(\delta^{k} \circ \sigma^{-k}\left(a_{t}\right)\right) Z_{j}^{t+m-k} \in P^{\prime} . \tag{2.11}
\end{equation*}
$$

We let $A^{\prime}$ denote the subalgebra of $R^{(j)}$ generated by $Y_{i}$ with $i \neq j$, or equivalently, the image of $\theta$. As $P^{\prime}$ is an $H$-prime ideal of

$$
R^{(j)}=A^{\prime}\left[Z_{j} ; \sigma\right],
$$

it follows from [Launois et al. 2006, Corollary 2.4] that the coefficient of $Z_{j}^{l}$ in the previous sum belongs to $P^{\prime}$ for every nonnegative integer $l$. In particular, the coefficient of degree $m$ is in $P^{\prime}$. Hence, by setting $k=t$ in (2.11), we obtain

$$
\sum_{t=0}^{d} \mu_{t, t} \theta\left(\delta^{t} \circ \sigma^{-t}\left(a_{t}\right)\right) \in P^{\prime} \subseteq Q^{\prime}
$$

As $Q^{\prime}=g_{j}^{-1}\left(Q /\left(Z_{j}\right)\right)$ and $\left(Z_{j}\right) \subseteq Q$, we get that

$$
\begin{equation*}
\sum_{t=0}^{d} \mu_{t, t} \delta^{t} \circ \sigma^{-t}\left(a_{t}\right) \in Q . \tag{2.12}
\end{equation*}
$$

Since $Z_{j} \in Q$, we see that $\delta(a)=Z_{j} a-\sigma(a) Z_{j} \in Q$ for every $a \in A$. Hence we deduce from (2.12) that $a_{0}=\mu_{0,0} a_{0} \in Q$. Since $\left(Z_{j}\right) \subseteq Q$, we obtain, as desired,

$$
z=a_{0}+\left(\sum_{t=1}^{d} a_{t} Z_{j}^{t-1}\right) Z_{j} \in Q .
$$

## 3. Dimension of $\boldsymbol{H}$-strata of uniparameter CGL extensions

In this section, we obtain a formula for the dimension of a stratum of a uniparameter CGL extension, and apply it to compute the dimension of the (0)-stratum of a quantum Schubert cell.

3A. Uniparameter CGL extensions. In this section, we assume that $R$ is a uniparameter CGL extension, that is, $R$ is a CGL extension such that there exist an antisymmetric matrix $\left(a_{i, j}\right) \in \mathcal{M}_{N}(\mathbb{Z})$ and $q \in \mathbb{K}^{*}$ not a root of unity such that $\lambda_{j, i}=q^{a_{j, i}}$ for all $1 \leq i<j \leq N$.

3B. Dimension of $\boldsymbol{H}$-strata of uniparameter CGL extensions. The aim of this section is to give a formula for the dimension of the $H$-stratum in $R$ associated to a Cauchon diagram $w \in W^{\prime}$. We need to introduce the following definition.

Definition. Let $w \in W^{\prime}$ be a Cauchon diagram of $R$. Let $\left\{l_{1}<\cdots<l_{d}\right\}:=$ $\llbracket 1, N \rrbracket \backslash w$ be the complement of $w$. We define the skew-adjacency matrix, $M_{R}(w)$, of $w$ to be the $d \times d$ matrix whose $(i, j)$ entry is $a_{l_{i} l_{j}}$.

Theorem 3.1. Let $w \in W^{\prime}$. Then the $H$-stratum associated to $J_{w}$ is homeomorphic to the prime spectrum of a commutative Laurent polynomial ring over $\mathbb{K}$ in $\operatorname{dim}_{\mathbb{Q}}\left(\operatorname{ker}\left(M_{R}(w)\right)\right)$ indeterminates.

Proof. Let $w \in W^{\prime}$ be a Cauchon diagram of $R$. Let $\left\{l_{1}<\cdots<l_{d}\right\}:=\llbracket 1, N \rrbracket \backslash w$ be the complement of $w$. From [Cauchon 2003a, Théorèmes 5.1.1 and 5.5.1] we know that the canonical embedding induces an inclusion-preserving homeomorphism from the $H$-stratum $\operatorname{Spec}_{J_{w}}(R)$ of $R$ associated to $J_{w}$ onto the $H$-stratum $\operatorname{Spec}_{K_{w}}(\bar{R})$ of $\bar{R}$ associated to $K_{w}$. Hence we deduce from Proposition 2.1 that

$$
\begin{align*}
\operatorname{Spec}_{J_{w}}(R) & \simeq \operatorname{Spec}_{K_{w}}(\bar{R}) \\
& \simeq\left\{P \in \operatorname{Spec}(\bar{R}) \mid P \cap\left\{T_{1}, \ldots, T_{N}\right\}=\left\{T_{i} \mid i \in w\right\}\right\} . \tag{3.13}
\end{align*}
$$

Recall that $\bar{R}=\mathbb{K}_{\Lambda}\left[T_{1}, T_{2}, \ldots, T_{N}\right]$, where $\Lambda$ denotes the $N \times N$ matrix whose entries are defined by $\Lambda_{k, l}=q^{a_{k, l}}$ for all $k, l \in \llbracket 1, N \rrbracket$. Let $\Lambda_{w}$ denote the multiplicatively antisymmetric $d \times d$ matrix whose entries are defined by $\left(\Lambda_{w}\right)_{i, j}=$ $q^{M_{R}(w)_{i, j}}=q^{a_{i_{l} l_{j}}}$.

As $K_{w}$ is the prime ideal generated by the indeterminates $T_{i}$ such that $i \in w$, the algebra $\bar{R} / K_{w}$ is isomorphic to the quantum affine space $\mathbb{K}_{\Lambda_{w}}\left[t_{1}, \ldots, t_{d}\right]$ by an isomorphism that sends $T_{l_{i}}+K_{w}$ to $t_{i}$ and $T_{k}$ to 0 if $k \neq l_{i}$.

To finish the proof, we use the same idea as in [Launois and Lenagan 2007, Corollary 1.3].

We denote by $P\left(\Lambda_{w}\right)$ the quantum torus associated to $\mathbb{K}_{\Lambda_{w}}\left[t_{1}, \ldots, t_{d}\right]$ :

$$
P\left(\Lambda_{w}\right):=\mathbb{K}_{\Lambda_{w}}\left[t_{1}, \ldots, t_{d}\right] \Sigma^{-1},
$$

where $\Sigma$ denotes the multiplicative system of $\mathbb{K}_{\Lambda_{w}}\left[t_{1}, \ldots, t_{d}\right]$ generated by the normal elements $t_{1}, \ldots, t_{d}$.

It follows from (3.13) that

$$
\operatorname{Spec}_{K_{w}}(\bar{R}) \simeq \operatorname{Spec}_{(0)}\left(\mathbb{K}_{\Lambda_{w}}\left[t_{1}, \ldots, t_{d}\right]\right) \simeq \operatorname{Spec}\left(P\left(\Lambda_{w}\right)\right) .
$$

Next, $\operatorname{Spec}\left(P\left(\Lambda_{w}\right)\right)$ is Zariski-homeomorphic via extension and contraction to the prime spectrum of the centre $Z\left(P\left(\Lambda_{w}\right)\right)$ of $P\left(\Lambda_{w}\right)$, by [Goodearl and Letzter 1998, Corollary 1.5]. Further, as we shall see, $Z\left(P\left(\Lambda_{w}\right)\right)$ is a Laurent polynomial ring. To make this result precise, we need to introduce the following notation.

If $\underline{s}=\left(s_{1}, \ldots, s_{d}\right) \in \mathbb{Z}^{d}$, then we set $t \underline{s}:=t_{1}^{s_{1}} \ldots t_{d}^{s_{d}} \in P\left(\Lambda_{w}\right)$. As in [Goodearl and Letzter 1998], we denote by $\sigma: \mathbb{Z}^{d} \times \mathbb{Z}^{d} \rightarrow \mathbb{K}^{*}$ the antisymmetric bicharacter defined by

$$
\sigma(\underline{s}, \underline{t}):=\prod_{i, j=1}^{d}\left(\Lambda_{w}\right)_{i, j}^{s_{i} t_{j}}=q^{\sum_{i, j=1}^{d} a_{i, l_{j}} s_{i} t_{j}} \quad \text { for all } \underline{s}, \underline{t} \in \mathbb{Z}^{d}
$$

Then it follows from [Goodearl and Letzter 1998, 1.3] that the centre $Z\left(P\left(\Lambda_{w}\right)\right)$ of $P\left(\Lambda_{w}\right)$ is a Laurent polynomial ring over $\mathbb{K}$ in the variables $\left(t^{\frac{b_{1}}{}}\right)^{ \pm 1}, \ldots,\left(t^{\underline{b_{r}}}\right)^{ \pm 1}$, where $\left(\underline{b_{1}}, \ldots, \underline{b_{r}}\right)$ is any basis of

$$
V:=\left\{\underline{s} \in \mathbb{Z}^{d} \mid \sigma(\underline{s},-) \equiv 1\right\} .
$$

Since $q$ is not a root of unity, easy computations show that $\underline{s} \in V$ if and only if $M_{R}(w)^{t} \underline{s}^{t}=0$. Hence the centre $Z\left(P\left(\Lambda_{w}\right)\right)$ of $P\left(\Lambda_{w}\right)$ is a Laurent polynomial ring in $\operatorname{dim}_{\mathbb{Q}}\left(\operatorname{ker}\left(M_{R}(w)^{t}\right)\right)=\operatorname{dim}_{\mathbb{Q}}\left(\operatorname{ker}\left(M_{R}(w)\right)\right)$ indeterminates.

To summarize, we have

$$
\operatorname{Spec}_{J_{w}}(R) \simeq \operatorname{Spec}_{K_{w}}(\bar{R}) \simeq \operatorname{Spec}\left(P\left(\Lambda_{w}\right)\right) \simeq \operatorname{Spec}\left(Z\left(P\left(\Lambda_{w}\right)\right)\right),
$$

and $Z\left(P\left(\Lambda_{w}\right)\right)$ is a Laurent polynomial ring in $\operatorname{dim}_{\mathbb{Q}}\left(\operatorname{ker}\left(M_{R}(w)\right)\right)$ indeterminates, as desired.

3C. Application to quantum Schubert cells. We now use Theorem 3.1 to compute the dimension of the (0)-stratum of quantum Schubert cells. We first recall the definition of quantum Schubert cells.

Let $\mathfrak{g}$ be a simple Lie $\mathbb{C}$-algebra of rank $n$. We denote by $\pi=\left\{\alpha_{1}, \ldots, \alpha_{n}\right\}$ the set of simple roots associated to a triangular decomposition $\mathfrak{g}=\mathfrak{n}^{-} \oplus \mathfrak{h} \oplus \mathfrak{n}^{+}$. Recall that $\pi$ is a basis of a Euclidean vector space $E$ over $\mathbb{R}$, whose inner product is denoted by $(),\left(E\right.$ is usually denoted by $\mathfrak{h}_{\mathbb{R}}^{*}$ in Bourbaki.) We denote by $W$ the Weyl group of $\mathfrak{g}$, that is, the subgroup of the orthogonal group of $E$ generated by the reflections $s_{i}:=s_{\alpha_{i}}$, for $i \in\{1, \ldots, n\}$, with reflecting hyperplanes $H_{i}:=\left\{\beta \in E \mid\left(\beta, \alpha_{i}\right)=0\right\}$, $i \in\{1, \ldots, n\}$. The length of $w \in W$ is denoted by $l(w)$. Further, we denote by $w_{0}$ the longest element of $W$. Finally, we denote by $A=\left(a_{i j}\right) \in M_{n}(\mathbb{Z})$ the Cartan matrix associated to these data. As $\mathfrak{g}$ is simple, $a_{i j} \in\{0,-1,-2,-3\}$ for all $i \neq j$.

Recall that the scalar product of two roots $(\alpha, \beta)$ is always an integer. We assume that the short roots have length $\sqrt{2}$.

For all $i \in\{1, \ldots, n\}$, set $q_{i}:=q^{\left(\alpha_{i}, \alpha_{i}\right) / 2}$ and

$$
\left[\begin{array}{c}
m \\
k
\end{array}\right]_{i}:=\frac{\left(q_{i}-q_{i}^{-1}\right) \ldots\left(q_{i}^{m-1}-q_{i}^{1-m}\right)\left(q_{i}^{m}-q_{i}^{-m}\right)}{\left(q_{i}-q_{i}^{-1}\right) \ldots\left(q_{i}^{k}-q_{i}^{-k}\right)\left(q_{i}-q_{i}^{-1}\right) \ldots\left(q_{i}^{m-k}-q_{i}^{k-m}\right)}
$$

for all integers $0 \leq k \leq m$. By convention,

$$
\left[\begin{array}{c}
m \\
0
\end{array}\right]_{i}:=1 .
$$

The quantised enveloping algebra $U_{q}(\mathfrak{g})$ of $\mathfrak{g}$ over $\mathbb{C}$ associated to the previous data is the $\mathbb{K}$-algebra generated by the indeterminates $E_{1}, \ldots, E_{n}, F_{1}, \ldots, F_{n}$, $K_{1}^{ \pm 1}, \ldots, K_{n}^{ \pm 1}$ subject to the following relations:

$$
\begin{gathered}
K_{i} K_{j}=K_{j} K_{i} \\
K_{i} E_{j} K_{i}^{-1}=q_{i}^{a_{i j}} E_{j} \text { and } K_{i} F_{j} K_{i}^{-1}=q_{i}^{-a_{i j}} F_{j} \\
E_{i} F_{j}-F_{j} E_{i}=\delta_{i j} \frac{K_{i}-K_{i}^{-1}}{q_{i}-q_{i}^{-1}}
\end{gathered}
$$

and the quantum Serre relations:

$$
\sum_{k=0}^{1-a_{i j}}(-1)^{k}\left[\begin{array}{c}
1-a_{i j}  \tag{3.14}\\
k
\end{array}\right]_{i} E_{i}^{1-a_{i j}-k} E_{j} E_{i}^{k}=0(i \neq j)
$$

and

$$
\sum_{k=0}^{1-a_{i j}}(-1)^{k}\left[\begin{array}{c}
1-a_{i j} \\
k
\end{array}\right]_{i} F_{i}^{1-a_{i j}-k} F_{j} F_{i}^{k}=0(i \neq j)
$$

We refer the reader to [Brown and Goodearl 2002; Jantzen 1996; Joseph 1995] for more details on this (Hopf) algebra. Further, as usual, we denote by $U_{q}^{+}(\mathfrak{g})$ (resp. $U_{q}^{-}(\mathfrak{g})$ ) the subalgebra of $U_{q}(\mathfrak{g})$ generated by $E_{1}, \ldots, E_{n}$ (resp. $F_{1}, \ldots, F_{n}$ ) and by $U^{0}$ the subalgebra of $U_{q}(\mathfrak{g})$ generated by $K_{1}^{ \pm 1}, \ldots, K_{n}^{ \pm 1}$.

To each reduced decomposition of the longest element $w_{0}$ of the Weyl group $W$ of $\mathfrak{g}$, Lusztig has associated a PBW basis of $U_{q}^{+}(\mathfrak{g})$; see, for instance, [Lusztig 1993, Chapter 37; Jantzen 1996, Chapter 8; Brown and Goodearl 2002, I.6.7]. The construction relates to a braid group action by automorphisms on $U_{q}^{+}(\mathfrak{g})$. We use the convention of [Jantzen 1996, Chapter 8]. In particular, for any $\alpha \in \pi$, we define the braid automorphism $T_{\alpha}$ of the algebra $U_{q}(\mathfrak{g})$ as in [Jantzen 1996, p. 153]. We set $T_{i}:=T_{\alpha_{i}}$. It was proved by Lusztig that the automorphisms $T_{i}$ satisfy the braid relations, that is, if $s_{i} s_{j}$ has order $m$ in $W$, then

$$
T_{i} T_{j} T_{i} \ldots=T_{j} T_{i} T_{j} \ldots,
$$

where there are exactly $m$ factors on each side of this equality.
Consider any $w \in W$, and set $t:=l(w)$. Let $w=s_{i_{1}} \circ \cdots \circ s_{i_{t}}\left(i_{j} \in\{1, \ldots, n\}\right)$ be a reduced decomposition of $w$. It is well known that $\beta_{1}=\alpha_{i_{1}}, \beta_{2}=s_{i_{1}}\left(\alpha_{i_{2}}\right), \ldots$, $\beta_{t}=s_{i_{1}} \circ \cdots \circ s_{i_{t-1}}\left(\alpha_{i_{t}}\right)$ are distinct positive roots and that the set $\left\{\beta_{1}, \ldots, \beta_{t}\right\}$ does not depend on the chosen reduced expression of $w$. Similarly, we define elements $E_{\beta_{k}}$ of $U_{q}(\mathfrak{g})$ by

$$
E_{\beta_{k}}:=T_{i_{1}} \cdots T_{i_{k-1}}\left(E_{i_{k}}\right) .
$$

Note that the elements $E_{\beta_{k}}$ depend on the reduced decomposition of $w$. The following well-known results were proved by Lusztig and Levendorskii-Soibelman.
Theorem 3.2 [Levendorskiĭ and Soibelman 1991].
(1) For all $k \in\{1, \ldots, t\}$, the element $E_{\beta_{k}}$ belongs to $U_{q}^{+}(\mathfrak{g})$.
(2) If $\beta_{k}=\alpha_{i}$, then $E_{\beta_{k}}=E_{i}$.
(3) For all $1 \leq i<j \leq t$, we have

$$
E_{\beta_{j}} E_{\beta_{i}}-q^{-\left(\beta_{i}, \beta_{j}\right)} E_{\beta_{i}} E_{\beta_{j}}=\sum a_{k_{i+1}, \ldots, k_{j-1}} E_{\beta_{i+1}}^{k_{i+1}} \cdots E_{\beta_{j-1}}^{k_{j-1}},
$$

where each $a_{k_{i+1}, \ldots, k_{j-1}}$ belongs to $\mathbb{K}$.
We denote by $U_{q}[w]$ the subalgebra of $U_{q}^{+}(\mathfrak{g})$ generated by $E_{\beta_{1}}, \ldots, E_{\beta_{t}}$. It is well known that $U_{q}[w]$ does not depend on the reduced decomposition of $w$. Moreover, the monomials $E_{\beta_{1}}^{k_{1}} \cdots E_{\beta_{t}}^{k_{t}}$, with $k_{1}, \ldots, k_{t} \in \mathbb{N}$, form a linear basis of $U_{q}[w]$. As a consequence of this result, $U_{q}[w]$ can be presented as a skewpolynomial algebra:

$$
U_{q}[w]=\mathbb{K}\left[E_{\beta_{1}}\right]\left[E_{\beta_{2}} ; \sigma_{2}, \delta_{2}\right] \cdots\left[E_{\beta_{t}} ; \sigma_{t}, \delta_{t}\right],
$$

where each $\sigma_{i}$ is a linear automorphism and each $\delta_{i}$ is a $\sigma_{i}$-derivation of the appropriate subalgebra. In particular, $U_{q}[w]$ is a noetherian domain and its group of invertible elements is reduced to nonzero elements of the base-field.

The torus $\mathscr{H}:=\left(\mathbb{K}^{*}\right)^{n}$ acts rationally by automorphisms on $U_{q}^{+}(\mathfrak{g})$ via

$$
\left(h_{1}, \ldots, h_{n}\right) \cdot E_{i}=h_{i} E_{i} \quad \text { for all } i \in\{1, \ldots, n\} .
$$

(It is easy to check that the quantum Serre relations are preserved by the group $\mathscr{H}$. .) It is also well known that this action of $\mathscr{H}$ on $U_{q}^{+}(\mathfrak{g})$ restricts to a rational action of $\mathscr{H}$ on $U_{q}[w]$. Observe that $(0)$ is an $\mathscr{H}$-prime in $U_{q}[w]$ as this algebra is a domain.

It was proved by Cauchon [2003a, Proposition 6.1.2 and Lemme 6.2.1] that $U_{q}[w]$ is a uniparameter CGL extension with the following associated antisymmetric matrix:

$$
\left(\begin{array}{ccccc}
0 & \left(\beta_{1}, \beta_{2}\right) & \cdots & \cdots & \left(\beta_{1}, \beta_{t}\right) \\
-\left(\beta_{1}, \beta_{2}\right) & 0 & \left(\beta_{2}, \beta_{3}\right) & & \left(\beta_{2}, \beta_{t}\right) \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
\vdots & & \ddots & 0 & \left(\beta_{t-1}, \beta_{t}\right) \\
-\left(\beta_{1}, \beta_{t}\right) & \ldots & \ldots & -\left(\beta_{t-1}, \beta_{t}\right) & 0
\end{array}\right) .
$$

The kernel of this matrix has been described by De Concini and Procesi [1993, Lemma 10.4 and 10.6] who proved that the kernel of this matrix identifies with $\operatorname{ker}\left(\mathrm{id}_{E}+w\right)$. So we deduce from Theorem 3.1 the following result.

Proposition 3.3. The dimension of the stratum associated to (0) in $U_{q}[w]$ is

$$
\operatorname{dim} \operatorname{ker}\left(\operatorname{id}_{E}+w\right)
$$

It follows from [Cauchon and Mériaux 2009, Proposition 2.2.1] that the algebra $\mathbb{O}_{q}\left(M_{m, n}\right)$ of quantum matrices can be presented as a quantum Schubert cell. So one can use the previous proposition in order to retrieve the dimension of the (0)stratum of $\mathcal{O}_{q}\left(M_{m, n}\right)$ that was first obtained in [Launois and Lenagan 2007].

## 4. Quantum matrices

In this section we investigate in more detail the dimensions of the strata occurring in the Goodearl-Letzter stratification of the ring $R=\mathscr{O}_{q}\left(M_{m, n}\right)$ of $m \times n$ quantum matrices, and we prove Theorems 1.1 and 1.2. Throughout this section, $q$ denotes a nonzero element of $\mathbb{K}$ that is not a root of unity. The ring $R$ is known to be a quantum Schubert cell by [Cauchon and Mériaux 2009, Proposition 2.2.1], so we know (see the previous section) that $\mathscr{O}_{q}\left(M_{m, n}\right)$ is a uniparameter CGL extension. Nevertheless we start by explicitly describing the results of the previous sections in this situation.

4A. Quantum matrices as a CGL extension. This section serves to show that quantum matrix rings give examples of CGL extensions and that we can therefore draw upon the background given in Section 2.

It is well known that $R=\mathfrak{O}_{q}\left(M_{m, n}\right)$ can be presented as an iterated Ore extension over $\mathbb{K}$ with the generators $Y_{i, \alpha}$ given in the beginning of Section 1 adjoined in
lexicographic order. Thus the ring $R$ is a noetherian domain; we denote by $F$ its skew-field of fractions. Since $q$ is not a root of unity, it follows from [Goodearl and Letzter 1994, Theorem 3.2] that all prime ideals of $R$ are completely prime.

The algebras $\mathbb{O}_{q}\left(M_{m, n}\right)$ and $\mathscr{O}_{q}\left(M_{n, m}\right)$ are isomorphic. Because of this, we can and will assume that $n \leq m$.
$\mathscr{H}:=\left(\mathbb{K}^{*}\right)^{m+n}$ acts on $R$ by $\mathbb{K}$-algebra automorphisms via

$$
\left(a_{1}, \ldots, a_{m}, b_{1}, \ldots, b_{n}\right) \cdot Y_{i, \alpha}=a_{i} b_{\alpha} Y_{i, \alpha} \quad \text { for all }(i, \alpha) \in \llbracket 1, m \rrbracket \times \llbracket 1, n \rrbracket .
$$

Moreover, since $q$ is not a root of unity, $R$ endowed with this action of $\mathscr{H}$ is a uniparameter CGL extension (see for instance [Launois et al. 2006]). Before going any further let us describe the antisymmetric matrix associated to the uniparameter CGL extension $\mathscr{O}_{q}\left(M_{m, n}\right)$; it is given by

$$
B=\left(b_{k, l}\right):=\left(\begin{array}{ccccc}
A & I_{m} & I_{m} & \ldots & I_{m} \\
-I_{m} & A & I_{m} & \ldots & I_{m} \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
-I_{m} & \ldots & -I_{m} & A & I_{m} \\
-I_{m} & \ldots & \ldots & -I_{m} & A
\end{array}\right) \in M_{m n}(\mathbb{Q}),
$$

where $I_{m}$ denotes the identity matrix of $M_{m}(\mathbb{Q})$ and

$$
A:=\left(\begin{array}{rrrrr}
0 & 1 & 1 & \ldots & 1 \\
-1 & 0 & 1 & \ldots & 1 \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
-1 & \ldots & -1 & 0 & 1 \\
-1 & \ldots & \ldots & -1 & 0
\end{array}\right) \in M_{m}(\mathbb{Z}) \subseteq M_{m}(\mathbb{Q}) .
$$

That $R=\mathscr{O}_{q}\left(M_{m, n}\right)$ is a (uniparameter) CGL extension implies in particular that $\mathscr{H}-\operatorname{Spec}(R)$ is finite and that every $\mathscr{H}$-prime is completely prime. Also, as $R=\mathscr{O}_{q}\left(M_{m, n}\right)$ is a CGL extension, one can apply the results of Section 2 to this algebra. In particular, using the theory of deleting derivations, Cauchon has given a combinatorial description of $\mathscr{H}-\operatorname{Spec}(R)$. More precisely, in the case of the algebra $R=\mathrm{O}_{q}\left(M_{m, n}\right)$, he has described the set $W^{\prime}$ that appeared in Section 2C as follows.

First, it follows from [Cauchon 2003b, Section 2.2] that the quantum affine space $\bar{R}$ that appears in Section 2C is in this case $\bar{R}=\mathbb{K}_{\Lambda}\left[T_{1,1}, T_{1,2}, \ldots, T_{m, n}\right]$, where $\Lambda$ denotes the $m n \times m n$ matrix whose entries are defined by $\Lambda_{k, l}=q^{b_{k, l}}$ for all $k, l \in \llbracket 1, m n \rrbracket$. Using the canonical embedding (see Section 2C), Cauchon [2003b] produced a bijection between $\mathscr{H}-\operatorname{Spec}\left(\mathscr{O}_{q}\left(M_{m, n}\right)\right)$ and the collection $\mathscr{C}_{m, n}$ of $m \times n$ Cauchon diagrams as defined on page 177. Roughly speaking, the set $W^{\prime}$ defined on page 184 coincides with $\mathscr{C}_{m, n}$.

Let us make this precise. If $C$ is an $m \times n$ Cauchon diagram in the sense of the definition on page 177 , we denote by $K_{C}$ the (completely) prime ideal of $\bar{R}$ generated by the indeterminates $T_{i, \alpha}$ such that the box in position $(i, \alpha)$ is a black box of $C$. Then, with $\varphi: \operatorname{Spec}(R) \rightarrow \operatorname{Spec}(\bar{R})$ denoting the canonical embedding, it follows from [Cauchon 2003b, Corollaire 3.2.1] that there exists a unique $\mathscr{H}$ invariant (completely) prime ideal $J_{C}$ of $R$ such that $\varphi\left(J_{C}\right)=K_{C}$; moreover there are no other $\mathscr{H}$-primes in $\mathbb{O}_{q}\left(M_{m, n}\right)$; that is,

$$
\mathscr{H}-\operatorname{Spec}\left(O_{q}\left(M_{m, n}\right)\right)=\left\{J_{C} \mid C \in \mathscr{C}_{m, n}\right\} .
$$

This last equality justifies the terminology " $m \times n$ Cauchon diagrams" for the combinatorial objects defined on page 177.

In light of this, the containment rule for $m \times n$ Cauchon diagrams given in the Introduction coincides exactly with set-theoretic containment for the more general description of Cauchon diagrams in terms of sets. So, in the case of quantum matrices, Theorem 2.3 can be rephrased as follows.

Theorem 4.1. If $C$ and $C^{\prime}$ are two $m \times n$ Cauchon diagrams with $C \subsetneq C^{\prime}$, then $J_{C} \subsetneq$ $J_{C^{\prime}}$, where $J_{C}$ and $J_{C^{\prime}}$ denote respectively the $\mathscr{H}$-primes of $\mathbb{O}_{q}\left(M_{m, n}\right)$ associated to $C$ and $C^{\prime}$.

4B. Dimension of $\mathscr{H}$-strata. We now give some results about the dimension of the $\mathscr{H}$-stratum of an $\mathscr{H}$-prime of $\mathbb{O}_{q}\left(M_{m, n}\right)$ corresponding to an $m \times n$ Cauchon diagram $C$. We give two related definitions.

A Cauchon diagram $C$ is labeled if each white box in $C$ is labeled with a positive integer such that: the labels are strictly increasing from left to right along rows, and if $i<j$ then the label of each white box in row $i$ is strictly less than the label of each white box in row $j$.

Let $C$ be an $m \times n$ labeled Cauchon diagram with $d$ white boxes and labels $l_{1}<\cdots<l_{d}$. We define the skew-adjacency matrix, $M(C)$, of $C$ to be the $d \times d$ matrix whose $(i, j)$ entry is:
(1) 1 if the box labeled $l_{i}$ is strictly to the left and in the same row as the box labeled $l_{j}$ or is strictly above and in the same column as the box labeled $l_{j}$;
(2) -1 if the box labeled $l_{i}$ is strictly to the right and in the same row as the box labeled $l_{j}$ or is strictly below and in the same column as the box labeled $l_{j}$;
(3) 0 otherwise.

Observe that $M(C)$ is independent of the set of labels which appear in $C$.
See, for example, Figure 3.
As a particular case of Theorem 3.1, we get the following result for the uniparameter CGL extension $\mathrm{O}_{q}\left(M_{m, n}\right)$.

$$
C: \begin{array}{|l|l|l} 
& 1 & \\
& 2 & \\
& 3 & 4 \\
\hline
\end{array} \quad \mapsto \quad M(C)=\left(\begin{array}{rrrrr}
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
-1 & 0 & 0 & 1 & 1 \\
0 & -1 & -1 & 0 & 1 \\
0 & 0 & -1 & -1 & 0
\end{array}\right)
$$

Figure 3. A labeled Cauchon diagram $C$ and its corresponding skew-adjacency matrix $M(C)$.

Proposition 4.2. Let $C$ be an $m \times n$ Cauchon diagram. The $\mathscr{H}$-stratum associated to $J_{C}$ is homeomorphic to the prime spectrum of a commutative Laurent polynomial ring over $\mathbb{K}$ in $\operatorname{dim}_{\mathbb{Q}}(\operatorname{ker}(M(C)))$ indeterminates.

We now use this result in order to prove the first part of Theorem 1.1. In order to achieve this aim, we need the following lemma.
Lemma 4.3. Let $C$ be an $m \times n$ labeled Cauchon diagram with $n \leq m$ and with $d$ white boxes with labels $\llbracket 1, d \rrbracket$. Assume that $C$ has no all-black columns. For $1 \leq j \leq n$, let $a_{j}$ denote the smallest label which appears in column $j$ of $C$. Then there is a $d \times d$ lower triangular matrix $S$ such that the matrix obtained by deleting columns $a_{1}, \ldots, a_{n}$ and rows $a_{1}, \ldots, a_{n}$ from $S \cdot M(C)$ is invertible.
Proof. We let $d_{i}$ denote the number of white boxes in the $i$-th row of $C$. Then

$$
d=d_{1}+\cdots+d_{m}
$$

and we can write $M(C)$ in block form as

$$
M(C)=\left(\begin{array}{cccc}
A_{1} & J_{1,2} & \cdots & J_{1, m}  \tag{4.15}\\
-J_{1,2}^{\mathrm{T}} & A_{2} & \cdots & J_{2, m} \\
\vdots & \vdots & \ddots & \vdots \\
-J_{1, m}^{\mathrm{T}} & -J_{2, m}^{\mathrm{T}} & \cdots & A_{m}
\end{array}\right) \text {, }
$$

where $A_{i}$ is the $d_{i} \times d_{i}$ matrix whose diagonal entries are zero, whose entries above the diagonal are 1 , and whose entries below the diagonal are -1 ; and $J_{i, j}$ is the $d_{i} \times d_{j} 0,1$-matrix whose ( $k, l$ ) entry is 1 if the $k$-th white element in row $i$ of $C$ (looking from left to right) is directly above the $l$-th white element in row $j$ of $C$ (again, looking left to right) and is 0 otherwise.

We now define a $d \times d$ lower-triangular matrix $S$, whose diagonal entries are all 1 and for $i>j$, whose $(i, j)$ entry is -1 if the white box labeled $i$ is in the $k$-th column of $C$ and $j=a_{k}$; and whose ( $i, j$ ) entry is 0 otherwise. We now consider the product $S \cdot M(C)$.

Claim. If $i<j$ and the boxes labeled $i$ and $j$ are not in the same row of $C$ and $i \notin\left\{a_{1}, \ldots, a_{n}\right\}$ then the $(i, j)$ entry of $S \cdot M(C)$ is zero.

Proof of the claim. Suppose $i<j$ and $i \notin\left\{a_{1}, \ldots, a_{n}\right\}$. Let $l$ be the column in which the box labeled $i$ in $C$ sits. Then

$$
\begin{aligned}
(S \cdot M(C))_{i, j} & =\sum_{k=1}^{d} S_{i, k} M(C)_{k, j} \\
& =S_{i, i} M(C)_{i, j}+S_{i, a_{l}} M(C)_{i, j}=M(C)_{i, j}-M(C)_{a_{l}, j} .
\end{aligned}
$$

By assumption, the boxes labeled $i$ and $j$ are not in the same row of $C$ and hence if $M(C)_{i, j}=1$, then $j$ must also be in the $l$-th column of $C$. But then $M(C)_{a_{l}, j}=1$, and so $(S \cdot M(C))_{i, j}=0$. Similarly, if $M(C)_{i, j}=0$, then $j$ must be in a different column than $i$ and so $M(C)_{a_{l}, j}=0$ as well. The claim follows.

Let $D$ denote the matrix obtained from $S \cdot M(C)$ by deleting the rows indexed by $a_{1}, \ldots, a_{n}$ and the columns indexed by $a_{1}, \ldots, a_{n}$. Let $e_{i}$ denote the number of labels $\left\{a_{1}, \ldots, a_{n}\right\}$ which appear in the $i$-th row of $C$. By the claim above, $D$ is a block lower-triangular matrix; that is,

$$
D=\left(\begin{array}{cccc}
D_{1} & 0 & \cdots & 0 \\
* & D_{2} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
* & * & \cdots & D_{m}
\end{array}\right) \text {, }
$$

where $D_{i}$ is a $\left(d_{i}-e_{i}\right) \times\left(d_{i}-e_{i}\right)$ matrix.
Claim. For $1 \leq i \leq m$, we have $D_{i}=-I_{d_{i}-e_{i}}+D_{i}^{\prime}$ for some skew-symmetric matrix $D_{i}^{\prime}$.

Proof of the claim. We first consider the matrix $S \cdot M(C)$. Let $\{a+1, a+2, \ldots$, $\left.a+d_{k}\right\}$ be the set of labels in the $k$-th row of $M(C)$. (Here $a=d_{1}+d_{2}+\cdots+d_{k-1}$.) Consider $(S \cdot M(C))_{a+i, a+j}$. Since $D$ is obtained by deleting the rows and columns of $S \cdot M(C)$ indexed by $a_{1}, \ldots, a_{d}$, we may assume that $a+i \notin\left\{a_{1}, \ldots, a_{n}\right\}$. In this case, the box labeled $a+i$ appears in the $l$-th column of $C$ for some $l$. Then $(S \cdot M(C))_{a+i, a+j}=M(C)_{a+i, a+j}-M(C)_{a_{l}, a+j}$. Observe that $M(C)_{a_{l}, a+j}$ is nonzero if and only if $a+j$ is also in the $l$-th column of $C$; but by assumption, $a+i$ is in the $l$-th column and the boxes labeled $a+i$ and $a+j$ are in the same row, so this is impossible unless $i=j$. Hence

$$
(S \cdot M(C))_{a+i, a+j}=M(C)_{a+i, a+j}-\delta_{i, j},
$$

if $a+i \notin\left\{a_{1}, \ldots, a_{n}\right\}$. To obtain $D$, we simply delete the rows and columns indexed by $\left\{a_{1}, \ldots, a_{n}\right\}$. In particular, if we let $A_{k}$ denote the $d_{k} \times d_{k}$ submatrix of $A$ whose rows and columns are indexed by $a+1, \ldots, a+d_{k}$ (see (4.15)), then $D_{k}$ is obtained by deleting the $e_{i}$ rows and columns indexed by the labels $\left\{a_{1}, \ldots, a_{n}\right\}$
which occur in the $i$-th row of $C$ and then subtracting the identity. Since each $A_{k}$ is skew-symmetric, the claim follows.
We have seen that the matrix $D$ is indeed a block lower-triangular matrix; thus to finish the proof, it is enough to show that each $D_{i}$ is invertible. To see this, note that it is of the form $-I+D_{i}^{\prime}$ for some real skew-symmetric matrix $D_{i}^{\prime}$. Since the nonzero eigenvalues of a real skew-symmetric matrix are purely imaginary, we see that $D_{i}$ cannot have any eigenvalue equal to zero and hence is invertible. It follows that the matrix $D$ is invertible.

We are now in position to prove the first part of Theorem 1.1.
Theorem 4.4. Let $C$ be an $m \times n$ Cauchon diagram with $n \leq m$. Then

$$
\operatorname{dim}(\operatorname{ker}(M(C))) \leq n .
$$

As a consequence the dimension of the $\mathscr{H}$-stratum associated to $J_{C}$ is at most $n$.
Proof. Assume first that $C$ has no all-black columns. By Lemma 4.3, there exists an invertible matrix $S$ such that deleting $n$ rows and $n$ columns from $S \cdot M(C)$ gives an invertible matrix. This means that $\operatorname{dim}(\operatorname{ker}(S \cdot M(C))) \leq n$. Moreover $\operatorname{dim}(\operatorname{ker}(M(C)))=\operatorname{dim}(\operatorname{ker}(S \cdot M(C)))$, since $S$ is invertible. The result follows in this case.

Assume now that $C$ has at least one all-black column. Let $\widehat{C}$ be the Cauchon diagram obtained from $C$ by removing every all-black column of $C$. Then $M(C)=$ $M(\widehat{C})$, and so the result follows from the previous case.

We can now prove Theorem 1.1.
Theorem 4.5. Let $m$ and $n$ be natural numbers. Then the dimensions of $\mathscr{H}$-strata in $\mathbb{O}_{q}\left(M_{m, n}\right)$ are all at most $\min (m, n) ;$ moreover, for each $d \in\{0,1, \ldots, \min (m, n)\}$ there exists a d-dimensional $\mathscr{H}$-stratum.

Proof. We assume that $n \leq m$. By Theorem 4.4, the dimensions of the $\mathscr{H}$-strata are all at most $n$ and so it is sufficient to show that each of these values can occur. Let $d \leq n$. We take $P$ to be the $\mathscr{H}$-prime corresponding to the $m \times n$ Cauchon diagram whose $(i, j)$ square is white if and only if $i$ and $j$ are both at most $d$. Then $\mathbb{O}_{q}\left(M_{m, n}\right) / P$ is isomorphic to the ring of $d \times d$ quantum matrices. It follows from [Launois and Lenagan 2007, Theorem 2.5] that the dimension of the stratum associated to $P$ is exactly $d$. This completes the proof.

4C. Proof of Theorem 1.2. In this section we use Theorem 4.1 along with Theorem 4.5 to prove Theorem 1.2.

We first make a remark that will be useful in proving the next proposition.
Remark. Let $A$ be an $n \times n$ real skew-symmetric matrix. Then the dimension of the kernel of $A$ has the same parity as $n$.


Figure 4. An example of a $4 \times 4$ labeled Cauchon diagram.

Proposition 4.6. Let $C$ be an $m \times n$ Cauchon diagram with $n \leq m$. Suppose that the kernel of $M(C)$ has dimension $e \geq 1$. Then there is a Cauchon diagram $C^{\prime} \supseteq C$ obtained by adding exactly one black box to $C$ such that $M\left(C^{\prime}\right)$ has an $(e-1)$ dimensional kernel.

Proof. Clearly we can assume that $C$ has no all-black columns. Let $d$ be the number of white boxes in $C$. We make $C$ into an $m \times n$ labeled Cauchon diagram with labels $\llbracket 1, d \rrbracket$.

Let $T=\left\{i_{1}, \ldots, i_{k}\right\}$ denote the set of all labels of white boxes of $C$ with the property that if one of these labels is coloured black and the remaining boxes of $C$ are left unchanged then the result is still a Cauchon diagram.

For example, in Figure 4 the labels of the white boxes which can be coloured black to obtain a Cauchon diagram are $1,3,4,8$ and 15.

Given $i \in T$, we let $C_{i}$ denote the Cauchon diagram obtained by colouring the white box with label $i$ black.

If $\operatorname{dim}\left(\operatorname{ker}\left(M\left(C_{i}\right)\right)\right) \geq e$ for every $i \in T$, then by parity considerations (see remark immediately above) we must have $\operatorname{dim}\left(\operatorname{ker}\left(M\left(C_{i}\right)\right)\right) \geq e+1$, for $i \in T$. Let

$$
\left\{v_{1}^{(i)}, \ldots, v_{e+1}^{(i)}\right\}
$$

be a linearly independent set of vectors in the kernel of $M\left(C_{i}\right)$. We construct $e+1$ vectors as follows. For $1 \leq j \leq e+1$, let $w_{j}^{(i)}$ be the $d \times 1$ column vector whose $l$-th coordinate is the $l$-th coordinate of $v_{j}^{(i)}$ if $l<i$, is 0 if $l=i$, and is the $(l-1)$-th coordinate of $v_{j}^{(i)}$ if $l>i$. By construction, every row of $M(C)$ is orthogonal to the linearly independent set $\left\{w_{1}^{(i)}, \ldots, w_{e+1}^{(i)}\right\}$ except for possibly the $i$-th row. Let $r$ denote the $i$-th row of $M(C)$. Then $r$ is an $1 \times d$ row vector. We then have a map

$$
\operatorname{Span}\left(\left\{w_{1}^{(i)}, \ldots, w_{e+1}^{(i)}\right\}\right) \rightarrow \mathbb{Q}
$$

in which a vector $w$ in the span is sent to $r \cdot w \in \mathbb{Q}$. This map is surjective since otherwise the dimension of the kernel of $M(C)$ would be at least $(e+1)$-dimensional. Thus the kernel of this map is an $e$-dimensional subspace of

$$
\operatorname{Span}\left(\left\{w_{1}^{(i)}, \ldots, w_{e+1}^{(i)}\right\}\right)
$$

which lies in the kernel of $M(C)$. Since the kernel of $M(C)$ is exactly $e$-dimensional, and every vector in $\operatorname{Span}\left(\left\{w_{1}^{(i)}, \ldots, w_{e+1}^{(i)}\right\}\right)$ has a zero in the $i$-th coordinate,
we see that every vector in $\operatorname{ker}(M(C))$ has a zero in the $i$-th coordinate; moreover, this is the case for every $i \in T$. For $1 \leq j \leq n$, recall that $a_{j}$ denotes the smallest label which appears in column $j$ of $C$. Then $\left\{a_{1}, \ldots, a_{n}\right\} \subseteq T$, as they are the labels of the uppermost white boxes in each column. By Lemma 4.3 there is a lower-triangular matrix $S$ such that $S \cdot M(C)$ has the property that if columns $a_{1}, \ldots, a_{n}$ and rows $a_{1}, \ldots, a_{n}$ are deleted then the resulting matrix is invertible. Let $\left\{v_{1}, \ldots, v_{e}\right\}$ be a basis for $\operatorname{ker}(M(C))$. For each $i \leq e$, let $u_{i}$ denote the $(d-n) \times 1$ column vector obtained by taking the $d \times 1$ vector $v_{i}$ and simply removing coordinates $a_{1}$ through $a_{n}$. Since the $a_{j}$-th coordinate of $v_{i}$ is 0 for each $i$ and $j$, we see that $u_{1}, \ldots, u_{e}$ are linearly independent and are in the kernel of the matrix obtained by removing columns $a_{1}, \ldots, a_{n}$ from $S \cdot M(C)$. Thus these vectors are in the kernel of the matrix obtained by deleting columns $a_{1}, \ldots, a_{n}$ and rows $a_{1}, \ldots, a_{n}$ of $S \cdot M(C)$. But this contradicts the fact that the matrix obtained by deleting columns $a_{1}, \ldots, a_{n}$ and rows $a_{1}, \ldots, a_{n}$ of $S \cdot M(C)$ is invertible. It follows that there is some $i \in T$ such that the Cauchon diagram $C_{i}$ has $\operatorname{dim}\left(\operatorname{ker}\left(M\left(C_{i}\right)\right) \leq e-1\right.$. We claim that

$$
\operatorname{dim}\left(\operatorname{ker}\left(M\left(C_{i}\right)\right)=e-1\right.
$$

To see this, observe that it is no loss of generality to assume that in the basis $\left\{v_{1}, \ldots, v_{e}\right\}$ of $\operatorname{ker}(M(C))$ the vectors $v_{1}, \ldots, v_{e-1}$ have a zero $i$-th coordinate. Then the vectors $v_{1}^{\prime}, \ldots, v_{e-1}^{\prime}$ obtained by deleting the $i$-th coordinate from $v_{1}, \ldots, v_{e-1}$ are in the kernel of $M\left(C_{i}\right)$ and are linearly independent. The result follows.

Recall that an $\mathscr{H}$-prime ideal in $R=\mathcal{O}_{q}\left(M_{m, n}\right)$ is primitive if and only if its associated $\mathscr{H}$-stratum is 0 -dimensional [Brown and Goodearl 2002, Theorem II.8.4].

Theorem 4.7. Let $J_{C}$ be the $\mathscr{H}$-prime of $R=\mathscr{O}_{q}\left(M_{m, n}\right)$ associated to the Cauchon diagram $C$. Suppose that the dimension of the $\mathscr{H}$-stratum associated to $J_{C}$ is equal to $e$. Then there is a chain $C=C_{0} \subsetneq C_{1} \subsetneq \cdots \subsetneq C_{e}$ of $m \times n$ Cauchon diagrams such that $J_{C}=J_{C_{0}} \subsetneq J_{C_{1}} \subsetneq \cdots \subsetneq J_{C_{e}}$ and, for all $i$, the dimension of the $\mathscr{H}$ stratum associated to $J_{C_{i}}$ is $e-i$. In particular, $J_{C_{e}}$ is a primitive $\mathscr{H}$-prime ideal in $\mathbb{O}_{q}\left(M_{m, n}\right)$.
Proof. We prove this by induction on $e$. If $e=0$, then $J_{C}$ is primitive and there is nothing to prove.

Suppose now that $e>0$. By Proposition 4.6, there exists a Cauchon diagram $C_{1}$ obtained by turning a single white box of $C$ black such that $\operatorname{ker}\left(M\left(C_{1}\right)\right)$ has dimension $e-1$. As $C=C_{0} \subsetneq C_{1}$, it follows from Theorem 4.1 that $J_{C}=J_{C_{0}} \subsetneq$ $J_{C_{1}}$. Moreover it follows from Proposition 4.2 that the dimension of the $\mathscr{H}$-stratum associated to $J_{C_{1}}$ is equal to $\operatorname{dim}\left(\operatorname{ker}\left(M\left(C_{1}\right)\right)\right)=e-1$. The result is obtained by applying the induction hypothesis to $J_{C_{1}}$.

## 5. A conjecture

Our results show that the possible dimensions of the $\mathscr{H}$-strata of $\mathbb{O}_{q}\left(M_{m, n}\right)$ are $\{0,1,2, \ldots, \min (m, n)\}$; moreover, every one of these values occurs as the dimension of some $\mathscr{H}$-stratum. What is still unresolved, however, is how exactly the dimensions of $\mathscr{H}$-strata of $\mathscr{O}_{q}\left(M_{m, n}\right)$ are distributed. Earlier, we investigated the enumeration of 0 -dimensional $\mathscr{H}$-strata in $\mathbb{O}_{q}\left(M_{m, n}\right)$ [Bell et al. 2009; Bell et al. 2010]; this is the same as enumerating the primitive $\mathscr{H}$-primes of $\mathbb{O}_{q}\left(M_{m, n}\right)$. We make a general conjecture about the proportion of $i$-dimensional $\mathscr{H}$-strata in $O_{q}\left(M_{m, n}\right)$ with $i \leq m$ and $n \geq m$.

Conjecture 5.1. Let $m$ be a natural number. Then for $0 \leq i \leq m$ we have

$$
\lim _{n \rightarrow \infty} \frac{\# i \text {-dimensional } \mathscr{H} \text {-strata in } \mathscr{O}_{q}\left(M_{m, n}\right)}{\# \mathscr{L} \text {-strata in } \mathscr{O}_{q}\left(M_{m, n}\right)}=2^{1-\delta_{i, 0}}\binom{2 m}{m+i} 4^{-m} .
$$

We have shown this for $(i, m) \in\{(0,1),(1,1),(0,2),(1,2),(2,2),(0,3),(2,3)\}$; moreover, extensive computer computations suggest this is true in general.
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# Gentle algebras arising from surface triangulations 

Ibrahim Assem, Thomas Brüstle, Gabrielle Charbonneau-Jodoin and Pierre-Guy Plamondon


#### Abstract

We associate an algebra $A(\Gamma)$ to a triangulation $\Gamma$ of a surface $S$ with a set of boundary marking points. This algebra $A(\Gamma)$ is gentle and Gorenstein of dimension one. We also prove that $A(\Gamma)$ is cluster-tilted if and only if it is cluster-tilted of type $\mathbb{A}$ or $\tilde{A}$, or if and only if the surface $S$ is a disc or an annulus. Moreover all cluster-tilted algebras of type $\mathbb{A}$ or $\tilde{A}$ are obtained in this way.


## 1. Introduction

Among the main recent results in the fast-growing theory of cluster algebras is the paper of Fomin, Shapiro and Thurston [Fomin et al. 2008], relating triangulations of oriented surfaces to cluster algebras. This approach, which existed since the beginning of the theory [Caldero et al. 2006], was followed in [Labardini-Fragoso 2009; Schiffler 2008], among others. In the same spirit, we consider in the present paper an unpunctured oriented surface $S$ and a finite set of points $M$, lying on the boundary of $S$ and intersecting every boundary component of $S$. We then associate to a triangulation $\Gamma$ of the marked surface $(S, M)$ a quiver $Q(\Gamma)$, and a potential on $Q(\Gamma)$ (in the sense of [Derksen et al. 2008]), thus defining an algebra $A(\Gamma)$, namely the (noncompleted) Jacobian algebra defined by $Q(\Gamma)$ and the associated potential.

Such an algebra $A(\Gamma)$ has some very nice properties: it is always Gorenstein of dimension one, and also it is a gentle algebra in the sense of [Assem and Skowroński 1987]. In the unpunctured case studied here, our definition coincides with Labardini's definition of a quiver with potential associated to a (possibly punctured) surface [Labardini-Fragoso 2009]. But in the punctured case, one does not

[^11]get gentle algebras, or even string algebras. For instance, a once-punctured disc gives rise to cluster-tilted algebras of type $\mathbb{D}$ [Schiffler 2008].

Gentle algebras form a particularly nice subclass of the class of string algebras of [Butler and Ringel 1987] and are much investigated in the representation theory of algebras. For instance, this subclass contains the tilted algebras of type $\mathbb{A}$ and $\widetilde{A}$ (see [Assem 1982] and [Assem and Skowroński 1987], respectively) and it is closed under tilting and even under derived equivalence (see [Schröer 1999] and [Schröer and Zimmermann 2003], respectively).

Our objective in this paper is twofold. Firstly, we ask which gentle algebras arise in this way, that is, are induced from triangulations of an unpunctured surface with boundary marked points. We show in Proposition 2.8 that this is the case for every gentle algebra such that every relation lies on what we call a 3 -cycle with radical-square zero (see definition before Theorem 2.7 or [Buan and Vatne 2008] for the definition). Secondly, we ask which gentle algebras are cluster-tilted. The class of cluster-tilted algebras, introduced in [Buan et al. 2007], has been much investigated and is by now well-understood (see, for instance, [Assem et al. 2008a; Barot et al. 2008; Buan et al. 2006; Buan and Vatne 2008; Caldero et al. 2006; Keller 2009; Keller and Reiten 2007; Schiffler 2008]). In particular, it was shown in [Assem et al. 2008a] that every cluster-tilted algebra is the relation-extension of a tilted algebra, that is, it is the trivial extension of a tilted algebra $C$ by the $C$ - $C$-bimodule $\operatorname{Ext}_{C}^{2}(D C, C)$. We may now state the main result of this paper.

Theorem 1.1. Let $A(\Gamma)$ be the algebra associated to the triangulation $\Gamma$ of an unpunctured marked surface ( $S, M$ ). Then the following statements are equivalent:
(1) $A(\Gamma)$ is cluster-tilted.
(2) $A(\Gamma)$ is cluster-tilted of type $\mathbb{A}$ and $\widetilde{\mathrm{A}}$.
(3) $A(\Gamma)$ is the relation-extension of a tilted algebra of type $\mathbb{A}$ and $\widetilde{\mathbb{A}}$.
(4) The surface $S$ is a disc or an annulus.

Moreover, all cluster-tilted algebras of type $\mathbb{A}$ (or $\widetilde{\mathbb{A}})$ are of the form $A(\Gamma)$ for some triangulation of a disc $S$ (or an annulus $S$, respectively).

Actually, we prove in Theorem 3.3 that a cluster-tilted algebra is gentle if and only if it is of type $\mathbb{A}$ and $\widetilde{A}$, or if and only if it is the relation-extension of a gentle tilted algebra, and the latter coincide with the tilted algebras of type $\mathbb{A}$ or $\widetilde{\mathbb{A}}$, respectively.

The case where $S$ is a disc has already been studied in [Caldero et al. 2006], and it is known that the bound quivers of all cluster-tilted algebras of type $\mathbb{A}$ arise from triangulations of the (unpunctured) disc. These algebras have also been described explicitly in [Buan and Vatne 2008]. Also, the potential we use for defining the cluster-tilted algebras of type $\widetilde{A}$ is a particular case of the potential recently defined
by Keller [2009]. However, we do not use this fact, but rather present another proof (predating Keller's result), which uses [Assem et al. 2008a] and properties of the second extension group.

The paper is organised as follows: in Section 2, we define our algebras $A(\Gamma)$ and prove their main properties in Theorem 2.7. Section 3 is devoted to the classification of the gentle cluster-titled algebras and Section 4 to the proof of our main theorem and some of its consequences. We conclude with an example of an algebra $A(\Gamma)$ that is not of polynomial growth in the sense of [Skowroński 1990].

## 2. Algebras arising from surface triangulations

Throughout this paper, the algebras we consider are basic connected algebras over a fixed algebraically closed field $k$. Unless otherwise stated, all algebras are finitedimensional. Consequently, they are given in the form $A=k Q / I$ where $Q$ is a quiver and $I$ is an admissible ideal of the path algebra $k Q$ [Assem et al. 2006]. The pair $(Q, I)$ is called a bound quiver, and the algebra $A=k Q / I$ is referred to as a bound quiver algebra.

Given a bound quiver algebra $A=k Q / I$, for every vertex $x$ of $Q$ we denote by $e_{x}$ the idempotent of $A$ associated to $x$. Also, $P_{x}, I_{x}$ and $S_{x}$ will be the corresponding indecomposable projective module, indecomposable injective module and simple module, respectively.

We study in this section the algebra associated with a surface triangulation. For background material on oriented surfaces we refer to [Massey 1991].

The medial quiver $\boldsymbol{Q}(\boldsymbol{\Gamma})$. We first recall from [Fomin et al. 2008] the construction of a quiver for every triangulation of a marked surface. Let $S$ be an oriented surface with boundary $\partial S$, and let $M$ be a nonempty finite set of points on $\partial S$ intersecting each connected component of the boundary $\partial S$. In this paper, we only consider the case where there are no punctures, that is, we request that the set of marked points $M$ be contained in the boundary $\partial S$. The pair ( $S, M$ ) is referred to as an unpunctured bordered surface with marked points.

An arc in $(S, M)$ is a curve $\gamma$ in $S$ such that:

- The endpoints of $\gamma$ are marked points in $M$.
- $\gamma$ does not intersect itself, except that its endpoints may coincide.
- $\gamma$ intersects the boundary of $\partial S$ only in its endpoints.
- $\gamma$ does not cut out a monogon (that is, $\gamma$ is not contractible into a point of $M$ ).

We call an arc $\gamma$ a boundary arc if it cuts out a digon (that is, $\gamma$ is homotopic to a curve $\delta$ on the boundary $\partial S$ that intersects $M$ only in its endpoints). Otherwise, $\gamma$ is said to be an internal arc. Each arc $\gamma$ is considered up to homotopy in the
class of such curves. A triangulation of $(S, M)$ is a maximal collection $\Gamma$ of arcs that do not intersect in the interior of $S$ (more precisely, there are curves in their respective homotopy classes that do not intersect in the interior of $S$ ).

Proposition 2.1 [Fomin et al. 2008, (2.10)]. In each triangulation of $(S, M)$, the number of internal arcs is

$$
n=6 g+3 b+c-6
$$

where $g$ is the genus of $S, b$ is the number of boundary components, and $c=|M|$ is the number of marked points.

This proposition also indicates that in some cases a triangulation does not exist (for instance a disc with one marked point would give $n=-2$ ). We consider from now on only marked surfaces $(S, M)$ that admit a triangulation. Given a triangulation $\Gamma$, we also refer to $M$ as the set of vertices of $\Gamma$. The triangles are the components of $S \backslash \Gamma$ with the arcs of $\Gamma$ as edges.

We denote by $Q(\Gamma)$ the medial quiver of internal arcs of $\Gamma$. That is, $Q(\Gamma)$ is the quiver whose set of points is the set of internal arcs of $\Gamma$, and the arrows are defined as follows: whenever there is a triangle $T$ in $\Gamma$ containing two internal arcs $a$ and $b$, then $Q(\Gamma)$ contains an arrow $a \rightarrow b$ if $a$ is a predecessor of $b$ with respect to clockwise orientation at the joint vertex of $a$ and $b$ in $T$ (we can talk about clockwise orientation around each marked point because $S$ is an oriented surface).

Example. We illustrate the construction of $Q(\Gamma)$ when $\Gamma$ is a triangulation of an octagon:


Lemma 2.2. The quiver $Q(\Gamma)$ contains no oriented cycles of length $\leq 2$.
Proof. We first show that $Q(\Gamma)$ contains no loops. A loop $\alpha$ at the point $a$ of $Q(\Gamma)$ would arise from a triangle $T$ in $\Gamma$ in the following way:

gives rise to


But in this case the triangle $T$ is homeomorphic to

which means that $x$ is an internal vertex, contradicting our assumption that $M$ is contained in the boundary of $S$.

We now show that $Q(\Gamma)$ contains no oriented cycles of length two. Indeed, such a cycle corresponds to the following situation in $\Gamma$ :


Then a neighbourhood of $x$ is homeomorphic to

which again contradicts the assumption that $\Gamma$ contains no internal vertices.
Remark. Fomin et al. [2008] associate a skew-symmetric matrix $B(\Gamma)$ to a triangulation $\Gamma$ of $(S, M)$. This construction is equivalent to the construction of the quiver $Q(\Gamma)$ we consider here. Since $Q(\Gamma)$ contains no oriented cycles of length $\leq 2$, it is uniquely determined by a skew-symmetric matrix $B$ (where the number of arrows between two vertices is given by the entries of $B$, and the direction of the arrows is determined by the sign of the matrix entries). It is easy to see that $B$ coincides with $B(\Gamma)$. Thus all the results from [Fomin et al. 2008] apply; in particular, mutations of the quiver $Q(\Gamma)$ correspond to flips of the triangulation $\Gamma$.

Let $b$ be an internal arc of $\Gamma$. Thus $b$ is one diagonal of the quadrilateral formed by the two triangles of $\Gamma$ that contain $b$. The flip of $b$ replaces the edge $b$ by the other diagonal $b^{*}$ of the same quadrilateral. Keeping all other edges unchanged, one obtains a new triangulation $\mu_{b}(\Gamma)$.


An essential ingredient in the definition of cluster algebras by Fomin and Zelevinsky [2002] is the mutation of skew-symmetric matrices. Reformulated in the language of quivers, one obtains a mutation of quivers $Q \mapsto \mu_{b}(Q)$. The following proposition shows that flips of the triangulation commute with quiver mutations.

Proposition 2.3 [Fomin et al. 2008, Proposition 4.8]. Suppose that the triangulation $\mu_{b}(\Gamma)$ is obtained from $\Gamma$ by a flip replacing the diagonal labelled $b$. Then

$$
Q\left(\mu_{b}(\Gamma)\right)=\mu_{b}(Q(\Gamma))
$$

The algebra $\mathbf{A}(\Gamma)$. We define in this section an algebra $A(\Gamma)$ for each triangulation $\Gamma$ of the unpunctured marked surface $(S, M)$. Our construction generalizes the one given in [Caldero et al. 2006] for polygons. An even more general case is considered in [Labardini-Fragoso 2009], where such an algebra $A(\Gamma)$ is defined for a general marked surface (allowing punctures). If there are no punctures, the definitions coincide (although Labardini works in the equivalent framework of opposite medial quivers).

A triangle $T$ in $\Gamma$ is called an internal triangle if all edges of $T$ are internal arcs. Every internal triangle $T$ in $\Gamma$ gives rise to an oriented cycle $\alpha_{T} \beta_{T} \gamma_{T}$ in $Q(\Gamma)$, unique up to cyclic permutation of the factors $\alpha_{T}, \beta_{T}, \gamma_{T}$. We define

$$
W=\sum_{T} \alpha_{T} \beta_{T} \gamma_{T},
$$

where the sum runs over all internal triangles $T$ of $\Gamma$. Then $W$ is a potential on $Q(\Gamma)$ and we define $A(\Gamma)$ to be the (noncompleted) Jacobian algebra of ( $Q, W$ ) [Derksen et al. 2008; Keller 2007]. Thus $A(\Gamma)$ can be described as a quotient $A(\Gamma)=k Q(\Gamma) / I(\Gamma)$ of the path algebra $k Q(\Gamma)$ by the ideal $I(\Gamma)$ generated by all paths $\alpha_{T} \beta_{T}, \beta_{T} \gamma_{T}$ and $\gamma_{T} \alpha_{T}$ whenever $T$ is an internal triangle of $\Gamma$. Labardini [2009] showed that flips in the triangulation correspond to mutations of the quiver with potential $(Q(\Gamma), W)$ as defined in [Derksen et al. 2008].

The following result is shown in [Labardini-Fragoso 2009, Theorem 36] for the more general case of punctured marked surfaces.

Lemma 2.4. Let $\Gamma$ be a triangulation of an unpunctured marked surface ( $S, M$ ). Then the algebra $A(\Gamma)$ is finite-dimensional.

We show in Lemma 2.5 that the algebras $A(\Gamma)$ belong to a class of algebras called gentle algebras. Recall from [Assem and Skowroński 1987] that a finitedimensional algebra is gentle if it admits a presentation $A=k Q / I$ satisfying the following conditions:
(G1) At each point of $Q$ start at most two arrows and stop at most two arrows.
(G2) The ideal $I$ is generated by paths of length 2 .
(G3) For each arrow $\beta$ there is at most one arrow $\alpha$ and at most one arrow $\gamma$ such that $\alpha \beta \in I$ and $\beta \gamma \in I$.
(G4) For each arrow $\beta$ there is at most one arrow $\alpha$ and at most one arrow $\gamma$ such that $\alpha \beta \notin I$ and $\beta \gamma \notin I$.

If the pair $(Q, I)$ satisfies conditions (G1) through (G4), we call it a gentle bound quiver, or a gentle presentation of $A=k Q / I$. Note that in contrast to [Assem and Skowroński 1987], we do not assume that $A=k Q / I$ is triangular. An algebra $A=k Q / I$ where $I$ is generated by paths and $(Q, I)$ satisfies the two conditions (G1) and (G4) is called a string algebra [Butler and Ringel 1987], and thus every gentle algebra is a string algebra. The gentle algebras can be characterized by the fact that their repetitive categories are special biserial [Assem and Skowroński 1987; Pogorzały and Skowroński 1991].

We recall here the classification of indecomposable modules over a string algebra $A=k Q / I$ which is given in [Butler and Ringel 1987] in terms of reduced walks in the quiver $Q$. A string in $A$ is by definition a reduced walk $w$ in $Q$ avoiding the zero-relations, and thus $w$ is a sequence

$$
w=x_{1} \stackrel{\alpha_{1}}{\longleftrightarrow} x_{2} \stackrel{\alpha_{1}}{\longleftrightarrow} \cdots \stackrel{\alpha_{n-1}}{\longleftrightarrow} x_{n},
$$

where the $x_{i}$ are vertices of $Q$ and each $\alpha_{i}$ is an arrow between the vertices $x_{i}$ and $x_{i+1}$ in either direction such that $w$ does not contain a sequence of the form

$$
\stackrel{\beta}{\rightleftarrows} \xrightarrow{\beta} \text { or } \xrightarrow{\beta_{1}} \cdots \xrightarrow{\beta_{s}}
$$

with $\beta_{1} \cdots \beta_{s} \in I$, or their duals. A string is cyclic if the first and the last vertex coincide. A band is defined to be a cyclic string $b$ such that each power $b^{n}$ is a string, but $b$ itself is not a proper power of some string $c$.

The string module $M(w)$ is obtained from the string $w$ by replacing each $x_{i}$ in $w$ by a copy of the field $k$. The action of an arrow $\alpha$ on $M(w)$ is induced by the relevant identity morphisms if $\alpha$ lies on $w$, and is zero otherwise. The dimension vector $\operatorname{dim} M(w)$ of $M(w)$ is obtained by counting how often the string $w$ passes through each vertex $x$ of the quiver $Q$ :

$$
\underline{\operatorname{dim}} M(w)=\left(\sum_{1 \leq i \leq n} \delta_{x, x_{i}}\right)_{x \in Q_{0}}
$$

where $\delta_{x, x_{i}}=1$ for $x=x_{i}$ and $\delta_{x, x_{i}}=0$ otherwise. Similarly, each band $b$ in $A$ gives rise to a family of band modules $M(b, \lambda, n)$ where $\lambda \in k$ and $n \in \mathbb{N}$ (we refer to [Butler and Ringel 1987] for the precise definition). All string and band modules are indecomposable, and in fact every indecomposable $A$-module is either a string module $M(w)$ or a band module $M(b, \lambda, n)$ [Butler and Ringel 1987].

We now return to the study of algebras stemming from surface triangulations:
Lemma 2.5. Let $\Gamma$ be a triangulation of an unpunctured marked surface $(S, M)$. Then $A(\Gamma)$ is a gentle algebra.

Proof. By Lemma 2.4, the algebra $A(\Gamma)$ is finite-dimensional, so we only need to verify conditions (G1) to (G4) for the bound quiver $(Q(\Gamma), I(\Gamma))$ of $A(\Gamma)$.
(G2): By definition, the ideal $I(\Gamma)$ is generated by paths of length two.
(G1): Let $a$ be a point of $Q(\Gamma)$ corresponding to an internal arc $a$ of $\Gamma$. Since $\Gamma$ is a triangulation of a surface, the arc $a$ is contained in at most two triangles:


Hence there are at most two arrows $\alpha_{1}: b_{1} \rightarrow a$ and $\alpha_{2}: b_{2} \rightarrow a$ of $Q(\Gamma)$ ending in $a$. The same holds for arrows starting in a point $a$.
(G3), (G4): Suppose now that $Q(\Gamma)$ contains $\alpha_{1}, \alpha_{2}, \beta$ as follows:


We have to show that precisely one of $\alpha_{1} \beta, \alpha_{2} \beta$ belongs to $I(\Gamma)$. In $\Gamma$, the internal arcs $a, b_{1}, b_{2}$ belong to two triangles as considered in the proof of (G1). The arrow $\beta$ encodes that the arc $c$ is a successor of $a$ in one of these triangles, say the one formed by $a, b_{1}, c$. This gives rise to the relation $\alpha_{1} \beta$, and $\alpha_{2} \beta$ does not belong to $I(\Gamma)$ since $\alpha_{2}$ and $\beta$ arise from different triangles.

From the construction of $A(\Gamma)$ it is clear that for each $\alpha \beta \in I(\Gamma)$ there is an arrow $\gamma$ in $Q(\Gamma)$ such that $\beta \gamma \in I(\Gamma)$ and $\gamma \alpha \in I(\Gamma)$. In the following lemma we study a homological property of all gentle algebras satisfying this condition: an algebra $A$ is Gorenstein of dimension one if the injective dimension of the (finitely generated) projective $A$-modules is at most one, and the projective dimension of the (finitely generated) injective $A$-modules is at most one. Note that all clustertilted algebras are Gorenstein of dimension one, and that an algebra of Gorenstein dimension one is either hereditary or has infinite global dimension; see [Keller and Reiten 2007].

Lemma 2.6. Let $A=k Q / I$ be a gentle algebra such that for each $\alpha \beta \in I$ there is an arrow $\gamma$ in $Q$ such that $\beta \gamma \in I$ and $\gamma \alpha \in I$. Then $A$ is Gorenstein of dimension one.

Proof. We only compute the projective dimension of the injective modules here; the proof of the other part in the definition of Gorenstein of dimension one is dual. It is sufficient to show that for every vertex $x$ of $Q$ the corresponding indecomposable injective $A$-module $I_{x}$ has projective dimension at most one. To do so, we construct explicitly a projective resolution of $I_{x}$. We write the string module $I_{x}$ as $I_{x}=$ $M\left(u_{1} \alpha_{1} \alpha_{2}^{-1} u_{2}^{-1}\right)$, where $u_{1}$ and $u_{2}$ are oriented paths. Both paths might have length
zero, and in this case, also the arrows $\alpha_{1}$ and $\alpha_{2}$ might not be present. The following figure is used throughout the proof:


Note that $\left\{x, c_{1}, b_{1}\right\}$ and $\left\{x, c_{2}, b_{2}\right\}$ form oriented cycles in $Q$ such that the composition of any two consecutive arrows is zero. Let

$$
p_{0}: P(0) \rightarrow I_{x}
$$

be a projective cover; then

$$
P(0)=M\left(w_{1}^{-1} \gamma_{1}^{-1} u_{1} \alpha_{1} \beta_{2} v_{2}\right) \oplus M\left(w_{2}^{-1} \gamma_{2}^{-1} u_{2} \alpha_{2} \beta_{1} v_{1}\right)
$$

and

$$
\operatorname{Ker} p_{0}=M\left(w_{1}\right) \oplus M\left(w_{2}\right) \oplus M\left(v_{1}^{-1} \beta_{1}^{-1} \beta_{2} v_{2}\right)
$$

(note that some summands of the terms of this sequence can be zero). We show that Ker $p_{0}$ is projective, thus obtaining the desired projective resolution

$$
0 \longrightarrow \operatorname{Ker} p_{0} \longrightarrow P(0) \xrightarrow{p_{0}} I_{x} \longrightarrow 0 .
$$

In order to see that the first two summands of Ker $p_{0}$ are projective (namely the indecomposable projectives $P_{e_{1}}$ and $P_{e_{2}}$ ), one has to show that there are no other arrows starting at the vertices $e_{1}, e_{2}$. Suppose there is an arrow $\delta_{1}: e_{1} \rightarrow y$ in $Q$. Since the algebra $A$ is gentle, the composition $\gamma_{1} \delta_{1}$ lies in the ideal $I$. The assumption of the lemma guarantees the existence of a cycle $\gamma_{1} \delta_{1} \epsilon_{1}$ such that $\gamma_{1} \delta_{1}, \delta_{1} \epsilon_{1}, \epsilon_{1} \gamma_{1} \in I$. But then the simple $A$-module $S_{y}$ would be a composition factor of $I_{x}$, contradicting the assumption $I_{x}=M\left(u_{1} \alpha_{1} \alpha_{2}^{-1} u_{2}^{-1}\right)$. This shows that $M\left(w_{1}\right)=P_{e_{1}}$, and a similar argument shows that $M\left(w_{2}\right)=P_{e_{2}}$. Since $M\left(v_{1}^{-1} \beta_{1}^{-1} \beta_{2} v_{2}\right)=P_{x}$, we conclude that $\operatorname{Ker} p_{0}$ is projective.

Example. We illustrate the projective resolution constructed in Lemma 2.6 when $\Gamma$ is the following triangulation of a polygon with 11 vertices (where the midpoints
of internal arcs are labeled):


The corresponding algebra $A(\Gamma)$ is given by the quiver

with relations $\alpha_{1} \beta_{1}=\beta_{1} \delta_{1}=\delta_{1} \alpha_{1}=0$ and $\alpha_{2} \beta_{2}=\beta_{2} \delta_{2}=\delta_{2} \alpha_{2}=0$. The projective resolution of the injective module $I_{x}$ is then

$$
0 \longrightarrow P_{e_{1}} \oplus P_{x} \longrightarrow P_{a_{1}} \oplus P_{b_{2}} \longrightarrow I_{x} \longrightarrow 0,
$$

where $P_{e_{1}}$ is simple and $P_{x}=M\left(\beta_{1}^{-1} \beta_{2} v_{2}\right), P_{a_{1}}=M\left(u_{1} \alpha_{1} \beta_{2} v_{2}\right)$ and $P_{b_{2}}=$ $M\left(\alpha_{2} \beta_{1}\right)$.

We recall from [Gabriel 1981] the concept of Galois coverings of bound quiver algebras: Let $\Lambda=k \tilde{Q} / \tilde{I}$ be a bound quiver algebra (where the quiver $\tilde{Q}$ is not necessarily finite). A group $G$ of $k$-linear automorphisms of $\Lambda$ is acting freely on $\Lambda$ if $g e_{x} \neq e_{x}$ for each vertex $x$ of $\tilde{Q}$ and each $g \neq 1$ in $G$. In this case the multiplication in $\Lambda$ induces a multiplication on the set $\Lambda / G$ of $G$-orbits which turns $\Lambda / G$ into an algebra. The canonical projection $\Lambda \rightarrow \Lambda / G$ is called the Galois covering of $\Lambda / G$ with group $G$.

In the following theorem we call (as in [Buan and Vatne 2008]) a 3-cycle an oriented cycle $\alpha \beta \gamma$ where $\alpha, \beta, \gamma$ are three distinct arrows; and by a 3-cycle with radical square zero we mean a 3-cycle $\alpha \beta \gamma$ in an algebra $k Q / I$ such that $\alpha \beta, \beta \gamma, \gamma \alpha$
all lie in $I$. By a simple cycle we refer to a subquiver $C$ of $Q$ with $n$ distinct vertices $\left\{x_{0}, x_{1}, \ldots, x_{n-1}, x_{n}=x_{0}\right\}$ and $n$ arrows $\alpha_{i}: x_{i} \rightarrow x_{i+1}$, for $i=1, \ldots, n-1$.

Theorem 2.7. Let $\Gamma$ be a triangulation of an unpunctured marked surface ( $S, M$ ).
(1) The algebra $A(\Gamma)$ is a gentle algebra.
(2) The algebra $A(\Gamma)$ is Gorenstein of dimension one.
(3) There is a relation in $A(\Gamma)$ from $x$ to $y$ only if there is an arrow $y \rightarrow x$.
(4) $A(\Gamma)$ admits a Galois covering by a bound quiver algebra $k \tilde{Q} / \tilde{I}$ satisfying:
(T1) Every simple cycle in $\tilde{Q}$ is a 3-cycle with radical square zero.
(T2) The only relations in I are those in the 3-cycles.
Proof. Part (1) is shown in Lemma 2.5, and part (2) is shown in Lemma 2.6 since the condition imposed on the gentle algebra $A$ there clearly holds for the algebra $A(\Gamma)$. Part (3) follows directly from the definition of $A(\Gamma)$. Maybe the most intuitive way to obtain the Galois covering required in part (4) is the following. By construction, the only relations in the algebra $A(\Gamma)$ are those in the 3 -cycles. In a first step, we identify all 3 -cycles to points, replacing each 3 -cycle $C$ with vertices $\left\{x_{1}, x_{2}, x_{3}\right\}$ by one single vertex $x$ and replacing each arrow $y \rightarrow x_{i}$ (or $x_{i} \rightarrow y$, respectively) by an arrow $y \rightarrow x$ (or $x \rightarrow y$, respectively). The quiver $\bar{Q}$ thus obtained contains no relations, and we let $\tilde{\bar{Q}}$ be its universal Galois covering, a (maybe infinite) tree. The bound quiver $(\tilde{Q}, \tilde{I})$ is then obtained by placing back the 3-cycles $C=\left\{x_{1}, x_{2}, x_{3}\right\}$ for all contracted vertices $x$ of $\widetilde{\bar{Q}}$.

Note that the finite quivers satisfying conditions (T1) and (T2) from the previous theorem form precisely the class of quivers $2_{n}$ considered in [Buan and Vatne 2008], where also the same relations are imposed. It would be interesting to relate the Galois covering $(\tilde{Q}, \tilde{I})$ constructed above with the universal cover of the bordered surface ( $S, M$ ).

Recovering topological data from $\boldsymbol{A}(\boldsymbol{\Gamma})$. The condition (4) in Theorem 2.7 is very strong. Combined with the fact that the algebra is gentle, it implies the remaining conditions (2) and (3). We show in this section that a gentle algebra satisfying condition (4) is given by an unpunctured marked surface.

First we give a different combinatorial description of the algebras studied here. Consider the following two bound quivers, where type I is a quiver of type $\mathbb{A}_{2}$, and type II is a 3-cycle with radical square zero:


Type II


Using these bound quivers one can construct algebras in the following way. Suppose we start with a collection $C$ of disjoint blocks of types I and II. Choose
a partial matching (that is to say a partial bijection) $\pi$ of the vertices in $C$, where matching a vertex to another vertex of the same block is not allowed. Identifying (or "gluing") the vertices within each pair of the matching we obtain an algebra $A(C, \pi)$. Note that the arrows are not identified by this procedure, so one might obtain parallel arrows or two-cycles. We consider only matchings where the algebra $A(C, \pi)$ is connected.

The procedure of gluing blocks is considered in a more general situation (using plenty of building blocks) in [Brüstle 2001], where the resulting algebras are called kit algebras. A similar construction to glue blocks of type I, II and four more types is described in [Fomin et al. 2008].

We show below that the gentle algebras that admit a Galois covering satisfying conditions (T1) and (T2) from Theorem 2.7 are algebras of the form $A(C, \pi)$, and thus results from [Fomin et al. 2008] concerning these algebras can be applied.

Proposition 2.8. Let $A=k Q / I$ be a gentle algebra where every relation lies on a 3 -cycle with radical square zero. Then there exists an unpunctured marked surface $(S, M)$ with a triangulation $\Gamma$ such that $A(\Gamma)=A$.

Proof. The statement follows from [Fomin et al. 2008, (14.1)] once we show that the algebra $A$ admits a unique block decomposition $A=A(C, \pi)$ using blocks of types I and II. We therefore define $C$ to be the disjoint union of all 3-cycles with radical square zero of $A$ together with the disjoint union of all remaining arrows from $A$. Denote by $f$ the quiver morphism $f: C \rightarrow Q$ that identifies the blocks of $C$ with their images in $Q$.

We first show that $\left|f^{-1}(x)\right| \leq 2$ for each vertex $x \in Q$. Indeed, if $f^{-1}(x)$ contains three different vertices, then there are three different arrows in $Q$ adjacent to the vertex $x$. But since the algebra $A$ is gentle, there has to be one relation between these three arrows. However, the set $C$ is constructed in such a way that all relations of $A$ belong to one of the components in $C$, so there are no relations between arrows corresponding to different components of $C$, and so the fiber $f^{-1}(x)$ contains at most two vertices.

We now define a matching $\pi$ on $C$ relating $x_{1}$ to $x_{2}$ whenever $f^{-1}(x)=\left\{x_{1}, x_{2}\right\}$. As required in the definition of $A(C, \pi)$, we do not match a vertex to itself or to some vertex in the same block. It is clear from the construction that $A=A(C, \pi)$. Moreover, the choice of blocks of type I or II is unique since all relations have to correspond to a block of type II.

We would like to point out that all algebras $A(\Gamma)$ given by a triangulation $\Gamma$ of an unpunctured marked surface are of the form $A(C, \pi)$ for some $C$ and $\pi$, but the converse is not true: One can easily produce two-cycles in an algebra $A(C, \pi)$, but this never occurs for the algebras $A(\Gamma)$ as we have shown in Lemma 2.2.

## 3. Gentle cluster-tilted algebras

Cluster-tilted algebras. Let $\Delta$ be an acyclic quiver. In [Buan et al. 2006] the cluster category $\mathscr{C}_{\Delta}$ is studied in order to obtain a categorical interpretation of the cluster variables of the cluster algebra associated with $\Delta$. It is shown there that clusters correspond bijectively to tilting objects $T$ in $\mathscr{C}_{\Delta}$. Their endomorphism rings $\operatorname{End}_{\mathscr{C}_{\Delta}}(T)$ are called cluster-tilted algebras of type $\Delta$. They were introduced and studied in [Buan et al. 2007].

Here we use a different description that has been given in [Assem et al. 2008a]. Let $A$ be the hereditary algebra $k \Delta$. An $A$-module $T$ is called a tilting module if $\operatorname{Ext}_{A}^{1}(T, T)=0$ and the number of isomorphism classes of indecomposable summands of $T$ equals the number of isomorphism classes of simple $A$-modules. In this case, the endomorphism $\operatorname{ring} \operatorname{End}_{A}(T)$ is called a tilted algebra of type $\Delta$.

Let $C$ be an algebra of global dimension two. The trivial extension

$$
\tilde{C}=C \ltimes \operatorname{Ext}_{C}^{2}(D C, C)
$$

of $C$ by the $C$ - $C$-bimodule $\operatorname{Ext}_{C}^{2}(D C, C)$ is called the relation-extension of $C$. It is useful to describe explicitly the operations on $\tilde{C}$. As an abelian group, $\tilde{C}=$ $C \oplus \operatorname{Ext}_{C}^{2}(D C, C)$. Therefore, let $(c, \boldsymbol{e})$ and $\left(c^{\prime}, \boldsymbol{e}^{\prime}\right)$ be two elements of $\tilde{C}$, where $\boldsymbol{e}$ and $\boldsymbol{e}^{\prime}$ are respectively represented by the exact sequences of $C$-modules

$$
\begin{array}{ll}
\boldsymbol{e}: & 0 \longrightarrow P \longrightarrow M \longrightarrow N \longrightarrow I \longrightarrow P^{\prime} \longrightarrow M^{\prime} \longrightarrow N^{\prime} \longrightarrow I^{\prime} \longrightarrow 0, \\
\boldsymbol{e}^{\prime}: & 0 \longrightarrow P^{\prime}
\end{array}
$$

with $P, P^{\prime}$ projective and $I, I^{\prime}$ injective. The addition is given by

$$
(c, \boldsymbol{e})+\left(c^{\prime}, \boldsymbol{e}^{\prime}\right)=\left(c+c^{\prime}, \boldsymbol{e}+\boldsymbol{e}^{\prime}\right),
$$

where the sum $c+c^{\prime}$ is the ordinary sum inside $C$, while $\boldsymbol{e}+\boldsymbol{e}^{\prime}$ is the Baer sum in $\operatorname{Ext}_{C}^{2}(D C, C)$ (for which we refer to any textbook of homological algebra). The product in $\tilde{C}$ is given by the formula

$$
(c, \boldsymbol{e})\left(c^{\prime}, \boldsymbol{e}^{\prime}\right)=\left(c c^{\prime}, c \boldsymbol{e}^{\prime}+\boldsymbol{e} c^{\prime}\right),
$$

where the product $c c^{\prime}$ is the ordinary product inside $C$, while $c \boldsymbol{e}^{\prime}$ and $\boldsymbol{e}^{\prime} c$ are defined as follows. Viewing $c \in C$ as an element of End $C_{C} \cong C$, then $\boldsymbol{e}_{1}=c \boldsymbol{e}^{\prime}$ is represented by the sequence obtained by pulling down the sequence $\boldsymbol{e}^{\prime}$ :


Similarly, if we view $c^{\prime} \in C$ as an element of End $D C_{C} \cong C$, then $\boldsymbol{e}_{2}=\boldsymbol{e} c^{\prime}$ is represented by the sequence obtained by lifting the sequence $\boldsymbol{e}$ :


The following theorem allows us to view cluster-tilted algebras as relationextensions of tilted algebras.

Theorem 3.1 [Assem et al. 2008a]. An algebra $\Lambda$ is cluster-tilted of type $\Delta$ if and only if there exists a tilted algebra $C$ of type $\Delta$ such that $\Lambda$ is isomorphic to the relation-extension $\tilde{C}$ of $C$.

Every cluster-tilted algebra satisfies conditions (2) and (3) from Theorem 2.7 [Keller and Reiten 2007]. The bound quivers of cluster-tilted algebras of type $\mathbb{A}$ are explicitly described in [Buan and Vatne 2008, Proposition 3.1]. In fact they were already described in [Caldero et al. 2006] as the algebras $A(\Gamma)$ arising from a triangulation of an unpunctured polygon. The following proposition is contained in [Buan and Vatne 2008], but it also follows from Theorem 3.3 below.

Proposition 3.2 [Buan and Vatne 2008, (3.1)]. An algebra A is cluster-tilted of type $\mathbb{A}$ precisely when $A$ is gentle and there is a presentation $A=k Q / I$ which satisfies conditions (T1) and (T2) from Theorem 2.7.

In particular, the cluster-tilted algebras of type $\mathbb{A}$ are gentle. We describe in the following theorem, whose proof occupies the rest of the section, which of the gentle algebras are cluster-tilted:
Theorem 3.3. Let $C=k Q_{C} / I_{C}$ be a tilted algebra, and $\tilde{C}$ be its relation-extension. The following are equivalent.
(1) $C$ is gentle.
(2) $C$ is tilted of type $\mathbb{A}$ or $\tilde{A}$.
(3) $\tilde{C}$ is gentle.
(4) $\tilde{C}$ is cluster-tilted of type $\mathbb{A}$ or $\tilde{A}$.

A preliminary part of the proof follows from a result in [Schröer 1999], which says that the class of gentle algebras is stable under tilting.
Lemma 3.4. If a tilted algebra is gentle, then it is tilted of type $\mathbb{A}$ or $\tilde{\mathbb{A}}$.
Proof. Let $\Delta$ be a quiver such that $C$ is tilted of type $\Delta$. Then there exists a tilting $C$-module $T$ such that End $T=k \Delta$. According to [Schröer 1999], $k \Delta$ is a gentle algebra. This implies that the quiver $\Delta$ is of type $\mathbb{A}$ or $\tilde{\mathbb{A}}$.
Lemma 3.5. If $\tilde{C}$ is gentle, then so is $C$.
Proof. This follows from the fact that $\tilde{C}$ is a split extension of $C$ and from [Assem et al. 2008b, (2.7)].

Lemma 3.6. The algebra $C$ is tilted of type $\mathbb{A}$ or $\tilde{A}$ if and only if $\tilde{C}$ is cluster-tilted of type $\mathbb{A}$ or $\tilde{A}$.

Proof. Clearly, if $C$ is tilted of type $\mathbb{A}$ or $\tilde{A}$, then $\tilde{C}$ is cluster-tilted of type $\mathbb{A}$ or $\tilde{A}$. Conversely, suppose $\tilde{C}$ is cluster-tilted of type $\mathbb{A}$ or $\tilde{A}$. By [Assem et al. 2008a] there exists a local slice $\Sigma^{\prime}$ in $\bmod \tilde{C}$ such that $C^{\prime}=\tilde{C} /$ Ann $\Sigma^{\prime}$ is tilted of type $\mathbb{A}$ or $\tilde{A}$. On the other hand, since $\tilde{C}=C \ltimes \operatorname{Ext}_{C}^{2}(D C, C)$, then there exists a local slice $\Sigma$ in $\bmod \tilde{C}$ such that $C=\tilde{C} /$ Ann $\Sigma$. Since both $\Sigma$ and $\Sigma^{\prime}$ have the same underlying graph, $C$ and $C^{\prime}$ have the same type, so $C$ is tilted of type $\mathbb{A}$ or $\tilde{\mathbb{A}}$.

The main part of the proof of Theorem 3.3 is concerned with the problem of showing that $\tilde{C}$ is gentle if $C$ is tilted of type $\mathbb{A}$ or $\tilde{A}$. This will be done next.

Relation-extensions of tilted algebras of types $\mathbb{A}$ and $\tilde{A}$. Suppose $C=k Q_{C} / I_{C}$ is tilted of type $\mathbb{A}$ or $\tilde{\mathbb{A}}$. In particular, $C$ is gentle because of [Assem 1982] and [Assem and Skowroński 1987]. Moreover, the quiver of $\tilde{C}$ is known, as are some of its relations, namely those already in $C$ [Assem et al. 2008a; Assem et al. 2008b]. The aim here is to study the remaining relations of $\tilde{C}$.

First, the bound quiver of a tilted algebra of type $A \mathbb{A}$ has been described in [Assem 1982], and that of a tilted algebra of type $\tilde{A}$ in [Roldán 1983]. The criterion given here is derived from [Huard and Liu 2000].

We recall that a double-zero in a gentle algebra is a reduced walk of the form $\alpha \beta \omega \gamma \delta$, where $\alpha, \beta, \gamma$ and $\delta$ are arrows such that $\alpha \beta$ and $\gamma \delta$ are relations, while $\omega$ is a nonzero reduced walk (that is, a walk which does not contain any relation). Note that $\omega$ may be trivial and that in this case $\beta$ and $\gamma$ may coincide.

Example. The algebra

where $\alpha \beta=\phi \psi=\delta \varepsilon=0$, is gentle with a double-zero (namely $\phi \psi \beta^{-1} \phi \psi$ ).
Proposition 3.7 [Assem 1982; Assem and Skowroński 1987]. (1) An algebra is tilted of type $\mathbb{A}$ if and only if it admits a bound quiver presentation $k Q / I$, with $(Q, I)$ a gentle tree with no double-zero.
(2) An algebra is tilted of type $\tilde{A}$ if and only if it admits a bound quiver presentation $k Q / I$, with $(Q, I)$ a gentle presentation with no double-zero and a unique (nonoriented) cycle such that, if the cycle is a band, then all arrows attached to the cycle either enter it or leave it.

Example. Consider the algebras given by the bound quivers


Using Proposition 3.7, we see that the first one is tilted of type $\mathbb{A}$, while the second one is tilted of type $\tilde{A}$.

A vanishing criterion. We need a criterion to verify whether a given exact sequence represents the zero element in the second extension group:

Lemma 3.8 [Happel et al. 1996, (II.1.3)]. Given a morphism $f: M \longrightarrow N$, the exact sequence

represents the zero element of $\operatorname{Ext}^{2}(\operatorname{Coker} f, \operatorname{Ker} f)$ if and only if there exist a module $X$ and morphisms $g, h$ such that the sequence

$$
0 \longrightarrow M \xrightarrow{(p, g)^{t}} \operatorname{Im} f \oplus X \xrightarrow{(j, h)} N \longrightarrow 0
$$

is exact, where $p$ and $j$ are the natural morphisms arising from $f$.
The following lemma will be used frequently.
Lemma 3.9. Let $(Q, I)$ be a gentle presentation of an algebra $C$, and let $\alpha: c \longrightarrow b$ and $\beta: b \longrightarrow a$ be arrows in $Q$. Let $\sigma$ and $\eta$ be strings, not passing through $b$, such that $\beta \sigma$ and $\eta \alpha$ are strings. Let $f: M(\beta \sigma) \longrightarrow M(\eta \alpha)$ be a morphism such that $\operatorname{Im} f=S_{b}$.

Then the exact sequence

$$
\boldsymbol{e}: \quad 0 \longrightarrow \operatorname{Ker} f \longrightarrow M(\beta \sigma) \xrightarrow{f} M(\eta \alpha) \longrightarrow \text { Coker } f \longrightarrow 0
$$

represents a nonzero element of $\operatorname{Ext}_{C}^{2}(\operatorname{Coker} f, \operatorname{Ker} f)$ if and only if $\alpha \beta$ lies in $I$.
Proof. In view of Lemma 3.8, the sequence $\boldsymbol{e}$ represents a nonzero element of $\operatorname{Ext}_{C}^{2}($ Coker $f, \operatorname{Ker} f)$ if and only if there exists no short exact sequence of the form

$$
0 \longrightarrow M(\beta \sigma) \xrightarrow{(p, g)^{t}} \operatorname{Im} f \oplus X \xrightarrow{(j, h)} M(\eta \alpha) \longrightarrow 0
$$

Assume such a sequence exists. Since $S_{b}$ appears exactly once as a composition factor of $M(\beta \sigma)$ and $M(\eta \alpha)$, then it also appears exactly once as a composition factor of $X$. Therefore, there exists a unique indecomposable summand $Y$ of $X$ admitting $S_{b}$ as a composition factor.

We claim that $g: M(\beta \sigma) \longrightarrow X$ is a monomorphism: let $x \in Q_{0}$ and take a vector $v \in M(\beta \sigma)_{x}$ such that $g_{x}(v)=0$. If $x \neq b$, then $p_{x}(v)=0$ and so $(p, g)_{x}^{t}(v)=0$ which implies $v=0$. If $x=b$, then $\left(p_{a}(\beta v), g_{a}\left(M(\beta \sigma)_{\beta}(v)\right)\right)^{t}=$ $(p, g)_{a}^{t}\left(M(\beta \sigma)_{\beta}(v)\right)=(\operatorname{Im} f \oplus X)_{\beta}(p, g)_{b}^{t}(v)=0$ which implies $M(\beta \sigma)_{\beta}(v)=0$. Since $\left(M(\beta \sigma)_{\beta}\right.$ is injective, then $v=0$. This completes the proof of our claim.

Since the evaluation $M(\beta \sigma)_{\beta}$ of the module $M(\beta \sigma)$ on the arrow $\beta$ is nonzero, we must have $X_{\beta} \neq 0$. Now, $S_{b}$ is a composition factor of $Y$, hence $Y_{\beta} \neq 0$ as well. Similarly, $h$ is an epimorphism and it follows that $Y_{\alpha} \neq 0$. On the other hand, $Y$ must be a string or a band module. The above reasoning implies that $\alpha \beta$ must then be a subpath of a string or a band, which implies that $\alpha \beta \notin I$, as required.

Conversely, if $\alpha \beta \notin I$, then we have a short exact sequence

$$
0 \longrightarrow M(\beta \sigma) \longrightarrow S_{b} \oplus M(\eta \alpha \beta \sigma) \longrightarrow M(\eta \alpha) \longrightarrow 0,
$$

and hence $\boldsymbol{e}$ represents the zero element in $\operatorname{Ext}_{C}^{2}(\operatorname{Coker} f, \operatorname{Ker} f)$.
Arrows. From now on, let $C$ be a tilted algebra of type $\mathbb{A}$ or $\tilde{A}$. We give a description of the elements of $\tilde{C}=C \ltimes \operatorname{Ext}_{C}^{2}(D C, C)$ corresponding to the arrows of its ordinary quiver. In [Assem et al. 2008a, (2.4)], it is proved that the quiver of $\tilde{C}$ is obtained from that of $C$ by adding an arrow from $x$ to $y$ for each relation from $y$ to $x$. The elements of $\tilde{C}$ corresponding to the arrows of $C$ are of the form $(\alpha, 0)$, where $\alpha$ is an arrow of $C$.

The other arrows correspond to relations in $C$. Let $\alpha \beta$ be a relation from $c$ to $a$ in $C$, and let $\xi_{\alpha \beta}$ be the corresponding new arrow in $\tilde{C}$.

Lemma 3.10. The new arrow $\xi_{\alpha \beta}$ lies in $0 \oplus \operatorname{Ext}_{C}^{2}\left(I_{c}, P_{a}\right)$.
Proof. This new arrow lies in $e_{a} \tilde{C} e_{c}$, which can be written as the direct sum of $e_{a} C e_{c}$ and $e_{a} \mathrm{Ext}_{C}^{2}(D C, C) e_{c}$. We know from Proposition 3.7 that the quiver of $C$ contains no double-zero. Consequently, there are no paths from $a$ to $c$, and hence $e_{a} C e_{c}=0$. Moreover, $e_{a} \operatorname{Ext}_{C}^{2}(D C, C) e_{c}=\operatorname{Ext}_{C}^{2}\left(I_{c}, P_{a}\right)$. The element $\xi_{\alpha \beta}$ thus lies in $0 \oplus \operatorname{Ext}_{C}^{2}\left(I_{c}, P_{a}\right)$.

The following lemma gives the dimension and a basis of the extension space involved in the last expression.

Lemma 3.11. Let $\alpha: c \longrightarrow b$ and $\beta: b \longrightarrow a$ be two arrows of $C$ such that $\alpha \beta \in I_{C}$.
(a) The dimension of the vector space $\operatorname{Ext}_{C}^{2}\left(I_{c}, P_{a}\right)$ is 1 or 2 . Its dimension is 2 if and only if the following situation occurs in the bound quiver of $C$ :

where $\gamma$ and $\delta$ are arrows, $\eta$ and $\sigma$ are paths, possibly stationary, without relations, and $\alpha \beta, \gamma \delta$ are relations.
(b) If the dimension of the space is 1 , then a basis is given by the sequence

$$
\boldsymbol{e}_{1}: \quad 0 \longrightarrow P_{a} \longrightarrow M(\beta \sigma) \longrightarrow M(\eta \alpha) \longrightarrow I_{c} \longrightarrow 0
$$

where $\eta$ and $\sigma$ are paths such that $I_{c}=M(\eta)$ and $P_{a}=M(\sigma)$.
(c) If the dimension of the space is 2 , then a basis is given by the sequences

$$
\boldsymbol{e}_{1}: \quad 0 \longrightarrow P_{a} \longrightarrow M(\beta \sigma) \longrightarrow M(\eta \alpha) \longrightarrow I_{c} \longrightarrow 0
$$

$$
\boldsymbol{e}_{2}: \quad 0 \longrightarrow P_{a} \longrightarrow M\left(\sigma \delta^{-1}\right) \longrightarrow M\left(\gamma^{-1} \eta\right) \longrightarrow I_{c} \longrightarrow 0
$$

where $\gamma, \delta, \eta$ and $\sigma$ are as in the figure in part (a).
Proof. (a) It is known from [Assem et al. 2008a] that there is a new arrow from $a$ to $c$; thus the dimension cannot be zero. On the other hand, since $C$ is gentle and without double-zero, the local situation of the relation $\alpha \beta$ can be described by the following figure, where dotted lines represent relations.


This diagram allows us to compute a projective resolution of $I_{c}$ in $\bmod C$ :

$$
0 \xrightarrow{p_{3}} P(2) \xrightarrow{p_{2}} P(1) \xrightarrow{p_{1}} P(0) \xrightarrow{p_{0}} I_{c} \longrightarrow 0,
$$

where $P(2)=M(\psi) \oplus M(\eta), P(1)=M\left(l^{-1} \phi \psi\right) \oplus M\left(\sigma^{-1} \theta^{-1} \beta \eta\right)$ and $P(0)=$ $M\left(l^{-1} \delta^{-1} \gamma \alpha \theta \sigma\right)$. Note that some direct summands of the terms of this sequence can be zero. Applying $\operatorname{Hom}_{C}\left(-, P_{a}\right)$, we get a complex
$0 \longrightarrow \operatorname{Hom}_{C}\left(I_{c}, P_{a}\right) \xrightarrow{\left(p_{0}, P_{a}\right)} \operatorname{Hom}_{C}\left(P(0), P_{a}\right)$

$$
\xrightarrow{\left(p_{1}, P_{a}\right)} \operatorname{Hom}_{C}\left(P(1), P_{a}\right) \xrightarrow{\left(p_{2}, P_{a}\right)} \operatorname{Hom}_{C}\left(P(2), P_{a}\right) \xrightarrow{\left(p_{3}, P_{a}\right)} 0 .
$$

This yields

$$
\operatorname{Ext}_{C}^{2}\left(I_{c}, P_{a}\right)=\frac{\operatorname{Ker} \operatorname{Hom}\left(p_{3}, P_{a}\right)}{\operatorname{Im} \operatorname{Hom}\left(p_{2}, P_{a}\right)}=\frac{\operatorname{Hom}\left(M(\psi), P_{a}\right) \oplus \operatorname{Hom}\left(M(\eta), P_{a}\right)}{\operatorname{Im} \operatorname{Hom}\left(p_{2}, P_{a}\right)} .
$$

Since $P_{a}=M(\eta)$, we have $\operatorname{dim} \operatorname{Hom}\left(M(\eta), P_{a}\right)=1$, and since

$$
\operatorname{Hom}\left(M\left(\sigma^{-1} \theta^{-1} \beta \eta\right), P_{a}\right)=0,
$$

no nonzero morphism in $\operatorname{Hom}\left(M(\eta), P_{a}\right)$ factors through $p_{2}$.
We claim that $\operatorname{Hom}\left(M(\psi), P_{a}\right)$ is nonzero if and only if $j=i$. Indeed, a nonzero morphism from $M(\psi)$ to $P_{a}$ can only exist when $j$ coincides with a vertex on the path $\eta$. But if $j$ were a vertex different from $i$, then there would be an arrow $\phi^{\prime}: j \rightarrow j^{\prime}$ in the path $\eta$, forcing the relation $\phi \phi^{\prime \prime}$ and creating the double-zero $\delta \phi \phi^{\prime}$. Thus $j=i$. In this case, $\psi$ has no choice but to be the trivial path in $i$, and $\operatorname{dim} \operatorname{Hom}\left(M(\psi), P_{a}\right)=1$. Since $\operatorname{Hom}\left(M\left(l^{-1} \phi \psi, P_{a}\right)=0\right.$, no nonzero morphism in $\operatorname{Hom}\left(M(\psi), P_{a}\right)$ factors through $p_{2}$.

Hence no nonzero morphism in $\operatorname{Hom}\left(M(\psi), P_{a}\right) \oplus \operatorname{Hom}\left(M(\eta), P_{a}\right)$ factors through $p_{2}$. Thus the dimension of this space is either 1 or 2 , and it is 2 exactly when $i=j$. In this case, and in this case only, we have

as desired.
(b) It follows from Lemma 3.9 that $\boldsymbol{e}_{1}$ is nonzero. The result follows.
(c) It follows from Lemma 3.9 that $\boldsymbol{e}_{1}$ and $\boldsymbol{e}_{2}$ are nonzero. It remains to be shown that $\boldsymbol{e}_{1}$ and $\boldsymbol{e}_{2}$ are linearly independent. Suppose there exists a nonzero scalar $\lambda$ such that $\boldsymbol{e}_{2}+\lambda \boldsymbol{e}_{1}=0$. Computing this sum, we get the sequence

$$
0 \longrightarrow P_{a} \longrightarrow M\left(\beta \sigma \delta^{-1}\right) \xrightarrow{f} M\left(\gamma^{-1} \eta \alpha\right) \longrightarrow I_{c} \longrightarrow 0,
$$

where all morphisms are multiples of the natural morphisms between string modules.

Here, applying Lemma 3.9 is not possible, since $\operatorname{Im} f=S_{b} \oplus S_{y}$, but a similar technique of proof can be used.

Suppose there exist a module $X$ and morphisms $g$ and $h$ such that the sequence

$$
0 \longrightarrow M\left(\beta \sigma \delta^{-1}\right) \xrightarrow{(p, g)^{t}}\left(S_{b} \oplus S_{y}\right) \oplus X \xrightarrow{(j, h)} M\left(\gamma^{-1} \eta \alpha\right) \longrightarrow 0
$$

is exact, where $f=j p$ is the canonical factorisation. Since $S_{b}$ appears exactly once as a composition factor of $M\left(\beta \sigma \delta^{-1}\right)$ and $M\left(\gamma^{-1} \eta \alpha\right)$, it also appears exactly once as a composition factor of $X$. Therefore, there exists a unique indecomposable summand $Y$ of $X$ admitting $S_{b}$ as a composition factor. As in the proof of Lemma 3.9, we show that $Y_{\beta} \neq 0$ and $Y_{\alpha} \neq 0$. Therefore, $\alpha \beta$ must be a subpath of a string or a band, which is a contradiction, since it is a relation.

The sequences $\boldsymbol{e}_{1}$ and $\boldsymbol{e}_{2}$ thus form a basis of the extension space.
It remains to determine which of the basis elements are represented by arrows of $\tilde{C}$.

Lemma 3.12. Let $\alpha: c \longrightarrow b$ and $\beta: b \longrightarrow a$ be two arrows of the quiver of $C$ such that $\alpha \beta$ is a relation. Let $\xi_{\alpha \beta}$ be the corresponding new arrow in $\tilde{C}$. With the notation of Lemma 3.11, the element $\left(0, \boldsymbol{e}_{1}\right)$ can be chosen to represent $\xi_{\alpha \beta}$.

Proof. The space $0 \oplus \operatorname{Ext}_{C}^{2}\left(I_{c}, P_{a}\right)$ contains at least one arrow.
If its dimension is 1 , the result is obvious.
If its dimension is 2 , Lemma 3.11 describes the situation of $\alpha \beta$ in the quiver of $C$. Two cases arise.

First, suppose that $\eta$ and $\sigma$ are both trivial paths.


In this case, two arrows from $a$ to $c$ are added to the quiver. Both $\left(0, \boldsymbol{e}_{1}\right)$ and $\left(0, \boldsymbol{e}_{2}\right)$ must thus represent arrows of $\tilde{C}$.

Second, suppose $\eta$ and $\sigma$ are not both trivial. In this case, Lemma 3.11 implies that $\operatorname{Ext}_{C}^{2}\left(I_{x}, P_{z}\right)$ is of dimension 1, and that a basis is given by

$$
\boldsymbol{e}^{\prime}: \quad 0 \longrightarrow P_{z} \longrightarrow M(\delta) \longrightarrow M(\gamma) \longrightarrow I_{x} \longrightarrow 0 .
$$

Reasoning as above, we get that $\left(0, \boldsymbol{e}^{\prime}\right)$ represents the new arrow from $z$ to $x$. Moreover, a straightforward calculation yields $(\sigma, 0)\left(0, \boldsymbol{e}^{\prime}\right)(\eta, 0)=\left(0, \boldsymbol{e}_{2}\right)$.

Since one of $\eta$ and $\sigma$ is not trivial, one of $(0, \eta)$ and $(0, \sigma)$ must lie in $\operatorname{rad} \tilde{C}$. Therefore $\left(0, \boldsymbol{e}_{2}\right) \in \operatorname{rad}^{2} \tilde{C}$, and $\left(0, \boldsymbol{e}_{1}\right) \in \operatorname{rad} \tilde{C} \backslash \operatorname{rad}^{2} \tilde{C}$; in other words, $\left(0, \boldsymbol{e}_{1}\right)$ represents an arrow from $a$ to $c$.

Relations. Knowing how to write arrows in $\tilde{C}$ allows us to compute the relations.
Lemma 3.13. Let $C=k Q_{C} / I_{C}$ and $\tilde{C}=k Q_{\tilde{C}} / I_{\tilde{C}}$.
(1) Let $\omega_{1}, \omega_{2}, \ldots, \omega_{n}$ be paths from $x$ to $y$ in the quiver of $C$, and let $\lambda_{1}, \lambda_{2}, \ldots$, $\lambda_{n} \in k$. Then $\sum_{i=1}^{n} \lambda_{i}\left(\omega_{i}, 0\right)=0$ in $\tilde{C}$ if and only if $\sum_{i=1}^{n} \lambda_{i} \omega_{i}=0$ in $C$.
(2) Let $\alpha: c \longrightarrow b$ and $\beta: b \longrightarrow a$ be two arrows in the quiver of $C$ such that $\alpha \beta$ is a relation. Let $\left(0, \boldsymbol{e}_{1}\right)$ be the element representing the corresponding new arrow, where $\boldsymbol{e}_{1}$ is as in Lemma 3.11. Then $\left(0, \boldsymbol{e}_{1}\right)(\alpha, 0)=0$ and $(\beta, 0)\left(0, \boldsymbol{e}_{1}\right)=0$.
(3) The ideal $I_{\tilde{C}}$ is generated by the relations of $C$ and those described in (2).

Proof. (1) This is shown in [Assem et al. 2008b].
(2) Viewing $\alpha$ as an element of End $D C$, or more precisely as a morphism from $I_{b}$ to $I_{c}$, we can compute $\boldsymbol{e}_{1} \beta$ :
$\boldsymbol{e}_{1} \beta: \quad 0 \longrightarrow P_{a} \longrightarrow M(\beta \sigma) \longrightarrow M(\eta \alpha) \oplus M(\varphi \gamma) \longrightarrow I_{b} \longrightarrow 0$,
where $I_{b}=M\left(\eta \alpha \gamma^{-1} \varphi^{-1}\right)$. This sequence represents the zero element, because of Lemma 3.8 and exactness of the sequence

$$
0 \longrightarrow M(\beta \sigma) \longrightarrow S_{b} \oplus M(\varphi \gamma \beta \sigma) \oplus M(\eta \alpha) \longrightarrow M(\varphi \gamma) \oplus M(\eta \alpha) \longrightarrow 0 .
$$

Therefore $\left(0, \boldsymbol{e}_{1}\right)(\alpha, 0)=0$.
In a dual way, we prove that $(\beta, 0)\left(0, \boldsymbol{e}_{1}\right)=0$.
(3) It is sufficient to show that new arrows in the quiver of $\tilde{C}$ are not involved in other relations than those described in (2).

First suppose that $w$ is a monomial relation involving new arrows and relations other than those described in (2). Then it must contain exactly one new arrow $\xi$, corresponding to a relation $\alpha \beta$; otherwise the quiver of $C$ would contain a double-zero. Write $w=u \xi v$, where $u$ and $v$ are nonzero paths consisting of arrows of $C$. Let $\boldsymbol{e}_{1}$ be the sequence as in Lemma 3.11 corresponding to $\xi$. Then $(u, 0)\left(0, \boldsymbol{e}_{1}\right)(v, 0)=\left(0, u \boldsymbol{e}_{1} v\right)$, where $u \boldsymbol{e}_{1} v$ is the sequence

$$
0 \longrightarrow M\left(u^{-1} u^{\prime}\right) \longrightarrow M\left(\beta u^{-1} u^{\prime}\right) \longrightarrow M\left(v^{\prime} v^{-1} \alpha\right) \longrightarrow M\left(v^{\prime} v^{-1}\right) \longrightarrow 0,
$$

where $u^{\prime}$ and $v^{\prime}$ are paths in the quiver of $C$. The figure at the top of the next page illustrates the local situation, where $\alpha \beta=\gamma^{\prime} \delta^{\prime}=0$; the last arrow of $u$ and the first
of $t$ form a relation, as do the last of $v$ and $v^{\prime}$ and the first of $w^{\prime}$ and $w$, respectively.


This yields the following commutative diagram, where the first line is a projective resolution of $M\left(v^{\prime} v^{-1}\right)$ :

where $P(2)=M(t) \oplus M\left(t^{\prime}\right), P(1)=M\left(w^{\prime} w\right) \oplus M\left(z^{-1} \gamma^{-1} \beta t\right) \oplus M\left(z^{\prime-1} \delta^{\prime} t^{\prime}\right)$ and $P(0)=M\left(z^{-1} \gamma^{-1} \alpha^{-1} v w\right) \oplus M\left(z^{\prime-1} \gamma^{\prime-1} v^{\prime} w^{\prime}\right)$, and all nonzero morphisms are the natural morphisms between string modules. It is then seen that $(f, 0)$ cannot factor through $p_{2}$, and thus the lower exact sequence is nonzero. Hence there are no other monomial relations than those in (2).

Now suppose we have a minimal relation of the form $\sum_{\tilde{C}}^{m} \lambda_{i} w_{i}$, where each $\lambda_{i}$ is a nonzero scalar, each $w_{i}$ is a path in the quiver of $\tilde{C}$, and $m \geq 2$. At least one of the $w_{i}$ must pass through a new arrow, and since $C$ contains no double zero, this implies that each $w_{i}$ must pass through exactly one new arrow, say $\xi_{i}$, corresponding to a relation $\alpha_{i} \beta_{i}$. Write $w_{i}=u_{i} \xi_{i} v_{i}$, where $u_{i}$ and $v_{i}$ are paths of the quiver of $C$.

Since the quiver of $C$ contains at most one cycle, we must have $m=2$. Since $k$ is a field, we may suppose that $\lambda_{1}=1$. Letting $\boldsymbol{e}_{1}$ and $\boldsymbol{e}_{2}$ be the sequences associated to $\xi_{1}$ and $\xi_{2}$, respectively, we get that $u_{1} \boldsymbol{e}_{1} v_{1}$ and $\lambda_{2} u_{2} \boldsymbol{e}_{2} v_{2}$ are both sequences of the form above. Their sum is the sequence

$$
\begin{aligned}
& 0 \longrightarrow M\left(u_{2}^{-1} u_{1}\right) \longrightarrow M\left(\beta_{2} u_{2}^{-1} u_{1} \beta_{1}^{-1}\right) \\
& \longrightarrow M\left(\alpha_{2}^{-1} v_{2} v_{1}^{-1} \alpha_{1}\right) \longrightarrow M\left(v_{1} v_{2}^{-1}\right) \longrightarrow 0
\end{aligned}
$$

By an argument similar to the one given in the proof of Lemma 3.11(c), this element is not zero; a contradiction. Hence no binomial relations exist in $\tilde{C}$.

The relations described in the preceding lemma make $\tilde{C}$ a gentle algebra.
Lemma 3.14. If $\tilde{C}$ is cluster-tilted of type $\mathbb{A}$ or $\tilde{A}$, then $\tilde{C}$ is gentle.

Proof. The relations of $\tilde{C}$ are known (see Lemma 3.13). Moreover, $C$ is gentle.
Suppose that there are $r$ new arrows. Let us add the new arrows and the corresponding new relations one by one, thus obtaining a sequence $C=C_{0}, C_{1}, \ldots$, $C_{r}=\tilde{C}$ of algebras. We show that $C_{i}$ is gentle for all $i$ in $\{0,1,2, \ldots, r\}$.

Since $C$ is gentle, then so is $C_{0}$. Suppose that $C_{i}$ is gentle, where $i$ is in $\{0,1,2, \ldots, r-1\}$. To get $C_{i+1}$, we add one new arrow, say $\gamma$ from $x$ to $y$. This arrow comes from a relation $\alpha \beta$ from $y$ to $x$ in $C$. We must add the relations $\beta \gamma$ and $\gamma \alpha$ to obtain $C_{i+1}$.

Since $C_{i}$ is gentle, there were already at most two arrows starting from $x$ in $C_{i}$. Suppose that there were two, say $\eta_{1}$ and $\eta_{2}$. Since $C_{i}$ is gentle, then $\beta$ is involved in a relation with one of the two, say $\eta_{1}$. The arrow $\eta_{1}$ cannot be in $C$, otherwise there would be a double zero involving $\alpha \beta$ and $\beta \eta_{1}$. So the arrow $\eta_{1}$ comes from a relation $\sigma \beta$ in $C$. Since $C$ is gentle, we must have that $\sigma=\alpha$, so that $\eta_{1}=\gamma$, which is absurd because $\gamma$ is not in $C_{i}$.

Therefore, in $C_{i}$, there is at most one outgoing arrow from $x$, and this arrow is not involved in a relation with $\beta$. This shows that in $C_{i+1}$, there are at most two arrows starting from $x$, say $\eta$ and $\gamma$, and that $\beta \eta$ is not a relation while $\beta \gamma$ is. Moreover, there is at most one more arrow ending in $x$, say $\delta$, and since $C_{i}$ is gentle, we have that $\delta \eta$ is a relation, while $\delta \gamma$ is not. So the relations at $x$ are those found in a gentle algebra.

Using a similar argument for the vertex $y$, we get that $C_{i+1}$ is a gentle algebra. By induction, $\tilde{C}$ is a gentle algebra.

Example. Lemma 3.13 allows us to compute the relation-extension of any gentle tilted algebra. As an illustration, consider the two algebras given in the example on page 216. The relation-extension of each is given in the following diagram:


Proof of the main theorem. Now the proof of Theorem 3.3, developed in separate parts over the last several pages, can be stated properly.

Proof of Theorem 3.3. That (1) implies (2) is shown in Lemma 3.4, that (2) implies (4) in Lemma 3.6, that (4) implies (3) in Lemma 3.14, and that (3) implies (1) in Lemma 3.5.

## 4. Geometry of surfaces and $\boldsymbol{A}(\Gamma)$

We study in this section more connections between geometric properties of the marked surface ( $S, M$ ) and properties of the algebra $A(\Gamma)$ given by a triangulation of (S, M).

Cluster-tilted algebras arising from surfaces. We first address the question of which of the algebras $A(\Gamma)$ are cluster-tilted. Recall that all algebras $A(\Gamma)$ share the properties (2) and (3) from Theorem 2.7 with every cluster-tilted algebra. Moreover, it is shown in [Caldero et al. 2006] and [Buan and Vatne 2008] that the cluster-tilted algebras of type $\mathbb{A}$ are algebras $A(\Gamma)$ arising from a triangulation of an unpunctured polygon. In this section, we show the following generalization:

Theorem 4.1. Let $A(\Gamma)$ be the algebra associated to the triangulation $\Gamma$ of an unpunctured marked surface ( $S, M$ ). Then the following statements are equivalent:
(1) The algebra $A(\Gamma)$ is cluster-tilted.
(2) The algebra $A(\Gamma)$ is cluster-tilted of type $\mathbb{A}$ or $\tilde{A}$.
(3) $S$ is a disc or an annulus.

Moreover, all cluster-tilted algebras of type $\mathbb{A}$ (or $\tilde{A})$ are of the form $A(\Gamma)$ for some triangulation $\Gamma$ of a disc $S$ (or an annulus $S$, respectively).

Proof. It is clear that (2) implies (1). Let us show the converse: Suppose that the algebra $A(\Gamma)$ is cluster-tilted. Thus there is a sequence of mutations transforming the quiver with potential defining $A(\Gamma)$ into some quiver $Q$ with zero potential. This sequence of mutations corresponds to a sequence of flips, transforming the triangulation $\Gamma$ of $(S, M)$ into a triangulation $T$ with $Q(T)=Q$ and zero potential. Hence $A(T)=k Q$ is hereditary. Since we know from Theorem 2.7 that $A(T)$ is gentle, this leaves only the possibilities that $Q$ is of type $\mathbb{A}$ or $\widetilde{A}$. Therefore the algebra $A(\Gamma)$ is cluster-tilted of type $\mathbb{A}$ or $\tilde{\mathrm{A}}$.

We prove now the equivalence of (2) and (3). Since all triangulations on ( $S, M$ ) are flip-equivalent [Hatcher 1991] and flips of the triangulation correspond to mutations of the corresponding quiver with potential [Labardini-Fragoso 2009], it is sufficient to consider one particular triangulation. In the case where $S$ is a disc, we choose the triangulation to be in the form of a fan, giving rise to a linear oriented quiver of type $\mathbb{A}$. In the case where $S$ is an annulus, we choose the triangulation given by two fans in opposite direction as shown in the figure at the top of the next page (where the left and right vertical edge should be identified).


The corresponding quiver is of type $\tilde{A}$ with zero potential; thus (3) implies (2). Conversely, we know from Proposition 2.8 that the quivers $Q(\Gamma)$ uniquely determine the topology of the unpunctured marked surface $(S, M)$. Therefore $S$ is a disc or an annulus, respectively, and since all triangulations are flip-equivalent, it is clear that all cluster-tilted algebras of the corresponding type occur.

Curves in (S,M) and string modules. In this section we are comparing strings in $A(\Gamma)$ to curves in $(S, M)$. By a curve in $(S, M)$ we mean a curve $\gamma$ in $S$ whose endpoints lie in $M$ and where all points except the endpoints lie in the interior of $S$. We usually consider curves up to homotopy. For instance, for two distinct curves $\gamma$ and $\delta$ in $(S, M)$, the intersection number $I_{\Gamma}(\gamma, \delta)$ is defined as the minimal number of transversal intersections of two representatives of the homotopy classes of $\gamma$ and $\delta$. Denote the internal arcs of the triangulation $\Gamma$ by $\left\{a_{1}, \ldots, a_{n}\right\}$. Then we define the intersection vector $I_{\Gamma}(\gamma)$ of a curve $\gamma$ as

$$
I_{\Gamma}(\gamma)=\left(I_{\Gamma}\left(\gamma, a_{1}\right) \ldots, I_{\Gamma}\left(\gamma, a_{n}\right)\right)
$$

Proposition 4.2. Let $\Gamma$ be a triangulation of $(S, M)$, an unpunctured marked surface. Then there exists a bijection $\{\gamma\} \mapsto w(\gamma)$ between the homotopy classes of curves in $(S, M)$ not homotopic to an arc in $\Gamma$ and the strings of $A(\Gamma)$. Under this bijection, the intersection vector corresponds to the dimension vector of the corresponding string module, that is,

$$
I_{\Gamma}(\gamma)=\underline{\operatorname{dim}} M(w(\gamma)) .
$$

Proof. Let $w=x_{1} \stackrel{\alpha_{1}}{\longleftrightarrow} x_{2} \stackrel{\alpha_{2}}{\longleftrightarrow} \cdots \stackrel{\alpha_{s-1}}{\longleftrightarrow} x_{s}$ be a string in $A(\Gamma)$. We define a curve $\gamma(w)$ in $(S, M)$ as follows: The arcs $x_{1}$ and $x_{2}$ belong to the same triangle $T_{1}$ since they are joined by an arrow in $A(\Gamma)$. We connect the midpoints of $x_{1}$ and $x_{2}$ by a curve $\gamma_{1}$ in the interior of $T_{1}$. Proceeding in the same way with the remaining arcs $x_{2}, \ldots, x_{s}$ we obtain curves $\gamma_{2}, \ldots, \gamma_{s-1}$ connecting the midpoints of the respective arcs. The internal arc $x_{1}$ belongs to two triangles: the triangle $T_{1}$ which we considered above and another triangle $T_{0}$. Let $P \in M$ be the marked point in $T_{0}$ opposite to the arc $x_{1}$. We now connect $P$ with the midpoint of $x_{1}$ by a curve $\gamma_{0}$ in the interior of $T_{0}$, and proceed in the same way on the other end of the string $w$, connecting the midpoint of $x_{s}$ with a marked point $Q$ by some curve $\gamma_{s}$. The curve $\gamma(w)$ is then defined as the concatenation of the curves $\gamma_{0}, \ldots, \gamma_{s}$.


By construction, the points of intersection of the curve $\gamma(w)$ with arcs in $\Gamma$ are indexed by the vertices of the string $w$. The curve intersects the arcs of $\Gamma$ transversally, and since the string $w$ is reduced, none of the $\gamma_{i}$ is homotopic to a piece of an arc in $\Gamma$. Thus the intersection numbers are minimal, and $I_{\Gamma}(\gamma(w))=$ $\underline{\operatorname{dim}} M(w)$. Since $\gamma(w)$ has nontrivial intersection with arcs of $\Gamma$, it is clear that it is not homotopic to an arc in the triangulation $\Gamma$.

Conversely, let $\gamma:[0,1] \rightarrow S$ be a curve in $(S, M)$ which is not homotopic to an arc in $\Gamma$. We assume that the curve $\gamma$ is chosen (in its homotopy class) such that it intersects the arcs $a$ of $\Gamma$ transversally (if at all) and such that the intersection numbers $I_{\Gamma}(\gamma, a)$ are minimal. Orienting $\gamma$ from $P=\gamma(0) \in M$ to $Q=\gamma(1) \in M$, we denote by $x_{1}$ the first internal arc of $\Gamma$ that intersects $\gamma$, by $x_{2}$ the second arc, and so on. We thus obtain a sequence $x_{1}, \ldots, x_{s}$ of (not necessarily different) internal arcs in $\Gamma$. Since the intersection numbers are minimal, we know that $x_{i} \neq x_{i+1}$. Thus there are arrows, either $\alpha_{i}: x_{i} \rightarrow x_{i+1}$ or $\alpha_{i}: x_{i+1} \rightarrow x_{i}$ in $Q(\Gamma)$, and we obtain a walk $w(\gamma)=x_{1} \stackrel{\alpha_{1}}{\longleftrightarrow} x_{2} \stackrel{\alpha_{1}}{\longleftrightarrow} \cdots \stackrel{\alpha_{s-1}}{\longleftrightarrow} x_{s}$ in $Q(\Gamma)$. The fact that $\gamma$ intersects the arcs of $\Gamma$ transversally implies that the walk $w(\gamma)$ is reduced and avoids the zero-relations, and thus $w(\gamma)$ is a string in $A(\Gamma)$.

It follows from their construction that the two maps between strings and homotopy classes of curves defined above are mutually inverse.

Remark. Recall that two string modules $M(w)$ and $M(v)$ are isomorphic precisely when $v=w$ or $v=w^{-1}$. The inverse string $w^{-1}$ corresponds to orienting the curve in the opposite direction.

Proposition 4.3. Let $\Gamma$ be a triangulation of $(S, M)$, an unpunctured marked surface. Then there exists a bijection between the homotopy classes of closed curves in $(S, M)$ and powers $b^{n}$ of bands $b$ of $A(\Gamma)$.

The proof is analogous to that of the previous proposition.
An example where $\boldsymbol{A}(\Gamma)$ is not cluster-tilted. We finally present in this section an example of an algebra $A(\Gamma)$ which is not cluster-tilted. Recall that an algebra $A$ is tame if for all $d \in \mathbb{N}$ there is a finite number $n_{d}$ of one-parameter families of $A$-modules such that almost every $d$-dimensional $A$-module belongs to one of these $n_{d}$ families. The algebra $A$ is said to be domestic if there is a constant $c$ such that $n_{d} \leq c$ for all $d \in \mathbb{N}$. On the other hand, if the numbers $n_{d}$ grow faster than any polynomial, then the tame algebra $A$ is said to be of nonpolynomial growth.

It is well-known that every string algebra $A$ is tame, and that the one-parameter families are given by the bands in $A$ [Butler and Ringel 1987]. In particular, all the algebras $A(\Gamma)$ are tame, because they are gentle and thus string algebras. Moreover the tame cluster-tilted algebras of the form $A(\Gamma)$ studied here are all domestic; in fact, they are of type $\mathbb{A}$ or $\tilde{A}$, and thus we may assume above that $c=0$ or $c=1$. We construct in this section an example of an algebra $A(\Gamma)$ which is of nonpolynomial growth, and thus cannot be cluster-tilted. To obtain this example, we consider a sphere $S$ with three holes and choose one marked point in each boundary component. We fix the following triangulation $\Gamma$ of $(S, M)$ :


Then the algebra $A(\Gamma)$ is given by the following quiver with relations $\epsilon_{i} \rho_{i}=$ $0, \rho_{i} \sigma_{i}=0$ and $\sigma_{i} \epsilon_{i}=0$ for $i=1$ and $i=2$.


The string algebra $A(\Gamma)$ admits the two bands

$$
\begin{aligned}
& \xi=b_{2} \xrightarrow{\sigma_{2}} a_{2} \stackrel{\alpha}{\longleftarrow} a_{1} \xrightarrow{\rho_{1}} b_{1} \xrightarrow{\beta} b_{2}, \\
& \eta=b_{2} \stackrel{\rho_{2}}{\longleftarrow} c_{2} \stackrel{\gamma}{\longleftarrow} c_{1} \stackrel{\sigma_{1}}{\longleftarrow} b_{1} \xrightarrow{\beta} b_{2} .
\end{aligned}
$$

Since $\xi$ and $\eta$ can be composed arbitrarily, the number of bands of a fixed length $l$ grows exponentially with $l$, so the algebra $A(\Gamma)$ is of nonpolynomial growth.

We would like to point out that the notion of nonpolynomial growth of tame algebras discussed here does not coincide with the notion of nonpolynomial growth cluster algebras discussed in [Fomin et al. 2008]: There one counts the number of
cluster variables, that is to say, of arcs in $(S, M)$, instead of one-parameter families, that is to say, closed curves in ( $S, M$ ). In [Fomin et al. 2008] the example we are considering in this section is classified as being of polynomial growth, meaning that, even if the number of curves is growing exponentially, the number of arcs is bounded for the sphere with three holes.
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