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Sharp upper bounds for the Betti numbers
of a given Hilbert polynomial

Giulio Caviglia and Satoshi Murai

We show that there exists a saturated graded ideal in a standard graded polynomial
ring which has the largest total Betti numbers among all saturated graded ideals
for a fixed Hilbert polynomial.

1. Introduction

A classical problem consists in studying the number of minimal generators of ideals
in a local or a graded ring in relation to other invariants of the ring and of the ideals
themselves. In particular, a great amount of work has been done to establish bounds
for the number of generators in terms of certain invariants, for instance, multiplicity,
Krull dimension, and Hilbert functions (see [Macaulay 1927; Sally 1978]). An
important result was proved in [Elías et al. 1991], where the authors established
a sharp upper bound for the number of generators ν(I ) of all perfect ideals I in a
regular local ring (R,m, K ) (or in a polynomial ring over a field K ) in terms of
their multiplicity and their height.

In a subsequent paper, Valla [1994] provides, under the same hypotheses, sharp
upper bounds for every Betti number βR

i (I )= dimK TorR
i (I, K ); notice that with

this notation βR
0 (I )= ν(I ). More surprisingly, Valla proved that among all perfect

ideals with a fixed multiplicity and height in a formal power series ring over a field
K , there exists one which has the largest possible Betti numbers βi .

The main result of this paper is an extension of Valla’s theorem. We will consider
both the local and the graded case, although the result we present for the local case
follows directly from the graded case.

We first consider the graded case. We show that for every fixed Hilbert polynomial
p(t), there exists a point Y in the Hilbert scheme Hilbp(t)

Pn−1 such that βi (IY )≥βi (IX )

for all i and for all X ∈Hilbp(t)
Pn−1 . Equivalently, let S= K [X1, . . . , Xn] be a standard

graded polynomial ring over a field K . We prove:
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Theorem 1.1. Let p(t) be the Hilbert polynomial of a graded ideal of S. There
exists a saturated graded ideal L ⊂ S with Hilbert polynomial p(t) such that
βS

i (S/L)≥ βS
i (S/I ) for all i and for all saturated graded ideals I ⊂ S with Hilbert

polynomial p(t).

Notice that Valla’s result corresponds to the special case of the theorem when
p(t) is constant.

An important result in the study of upper bounds for Betti numbers is the
Bigatti–Hulett–Pardue theorem, which shows that the lex ideal has the largest Betti
numbers among all homogeneous ideals in a standard graded polynomial ring for
a fixed Hilbert function. By using the Bigatti–Hulett–Pardue theorem, we reduce
Theorem 1.1 to a certain combinatorial problem on lex ideals, and prove the theorem
by purely combinatorial methods.

We have chosen to not present an explicit formula of the bounds. We are
convinced that such a formula, in the general case, would be hard to read and to
interpret. Instead, as a part of the proof, we describe the construction of the lex
ideal that achieves the bound. Using the Eliahou–Kervaire resolution it is possible
to write an explicit formula for the total Betti numbers of every lex ideal in terms
of its minimal generators.

In particular, explicit computations of the bounds can be carried out for a given
Hilbert polynomial. Thus, it would be possible to describe an explicit formula of
the bounds for classes of simple enough Hilbert polynomials. For example, in the
special case when the Hilbert polynomials are constant, such a formula was given
by Valla [1994].

Theorem 1.1 induces the following upper bounds of Betti numbers of ideals in a
regular local ring (see Section 3 for the proof): For a regular local ring (R,m, K )
and an ideal I ⊂ R, let pR/I (t) be the Hilbert–Samuel polynomial of R/I with
respect to m (see [Bruns and Herzog 1998, §4.6]).

Theorem 1.2. Let (R,m, K ) be a regular local ring of dimension n, and let p(t)
be a polynomial such that there is an ideal J ⊂ R such that p(t) = pR/J (t).
There exists an ideal L in A = K [[x1, . . . , xn]] with pA/L(t) = p(t) such that
β A

i (A/L)≥ βR
i (R/I ) for all i and for all ideals I ⊂ R with pR/I (t)= p(t).

Unfortunately, the combinatorial part of the proof of Theorem 1.1 is very long
and complicated. Moreover, a construction of ideals which achieve the bound is
not easy to understand. Thus, it would be desirable to get a simpler proof of the
theorem and to get a better understanding for the structure of ideals which attain
maximal Betti numbers.

The paper is structured in the following way: In Sections 2 and 3, we reduce
a problem of Betti numbers to a problem of combinatorics of lexicographic sets
of monomials with a special structure. In Section 4, we introduce key techniques
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to prove the main result. In particular, we give a new proof of Valla’s result.
In Section 5, a construction of ideals which attain maximal Betti numbers of
Theorem 1.1 will be given. In Section 6, we give a proof of the main combinatorial
result about lexicographic sets of monomials, which essentially proves Theorem 1.1.
In Section 7, some examples of ideals with maximal Betti numbers are given.

2. Universal lex ideals

In this section, we introduce basic notations which are used in the paper.
Let S = K [x1, . . . , xn] be a standard graded polynomial ring over a field K . Let

M be a finitely generated graded S-module. The Hilbert function H(M,−) :Z→Z

of M is the numerical function defined by

H(M, k)= dimK Mk

for all k ∈ Z, where Mk is the graded component of M of degree k. We denote
PM(t) by the Hilbert polynomial of M . Thus PM(t) is a polynomial in t satisfying
PM(k)= H(M, k) for k� 0. The numbers

βS
i, j (M)= dimK TorS

i (M, K ) j

are called the graded Betti numbers of M , and βS
i (M)=

∑
j∈Z β

S
i, j (M) are called

the (total) Betti numbers of M .
A set of monomials W ⊂ S is said to be lex if, for all monomials u ∈ W and

v >lex u of the same degree, one has v ∈W , where >lex is the lexicographic order
induced by the ordering x1 >lex · · ·>lex xn . A monomial ideal I ⊂ S is said to be
lex if the set of monomials in I is lex. By the classical Macaulay’s theorem [1927],
for any graded ideal I ⊂ S there exists the unique lex ideal L ⊂ S with the same
Hilbert function as I . Moreover, Bigatti [1993], Hulett [1993], and Pardue [1996]
proved that lex ideals have the largest graded Betti numbers among all graded ideals
having the same Hilbert function.

For any graded ideal I ⊂ S, let

sat I = (I :m∞)
be the saturation of I ⊂ S, where m= (x1, . . . , xn) is the graded maximal ideal of
S. A graded ideal I is said to be saturated if I = sat I . It is well-known that I is
saturated if and only if depth(S/I ) > 0 or I = S.

Let L ⊂ S be a lex ideal. Then sat L is also a lex ideal. It is natural to ask which
lex ideals are saturated. The theory of universal lex ideals gives an answer.

A lex ideal L ⊂ S is said to be universal if L S[xn+1] is also a lex ideal in S[xn+1].
The following are fundamental results on universal lex ideals:
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Lemma 2.1 [Murai and Hibi 2008]. Let L ⊂ S be a lex ideal. The following
conditions are equivalent:

(i) L is universal.

(ii) L is generated by at most n monomials.

(iii) L = S or there exist integers a1, a2, . . . , at ≥ 0 with 1≤ t ≤ n such that

L = (xa1+1
1 , xa1

1 xa2+1
2 , . . . , xa1

1 xa2
2 · · · xat−1

t−1 xat+1
t ). (1)

A relation between universal lex ideals and saturated lex ideals is the following:

Lemma 2.2 [Murai and Hibi 2008]. Let L ( S be a lex ideal. Then depth(S/L)> 0
if and only if L is generated by at most n− 1 monomials.

A lex ideal I ⊂ S is called a proper universal lex ideal if I is generated by at
most n− 1 monomials or I = S.

Let I ⊂ S be a graded ideal. Then there exists the unique lex ideal L ⊂ S with
the same Hilbert function as I . Then sat L is a proper universal lex ideal with the
same Hilbert polynomial as I . This construction I → sat L gives a one-to-one
correspondence between Hilbert polynomials of graded ideals and proper universal
lex ideals:

Proposition 2.3. For any graded ideal I ⊂ S there exists the unique proper universal
lex ideal L ⊂ S with the same Hilbert polynomial as I .

Proof. The existence is obvious. What we must prove is that, if L and L ′ are proper
universal lex ideals with the same Hilbert polynomial then L = L ′.

Since L and L ′ have the same Hilbert polynomial, their Hilbert functions coincide
in sufficiently large degrees. This fact shows Ld = L ′d for d� 0. Thus sat L= sat L ′.
Since L and L ′ are saturated, L = sat L = sat L ′ = L . �

3. 1-lexicographic ideals, Betti numbers and max sequences

In this section, we reduce a problem of Betti numbers of graded ideals to a problem
of combinatorics of lex sets of monomials.

Let S = K [x1, . . . , xn] and S = K [x1, . . . , xn−1]. For a monomial ideal I ⊂ S,
let Ī = I ∩ S. A monomial ideal I ⊂ S is said to be 1-lexicographic if xn is a
nonzero divisor of S/I and Ī is a lex ideal of S.

Lemma 3.1 [Iyengar and Pardue 1999, Proposition 4]. For any saturated graded
ideal I ⊂ S, there exists a 1-lexicographic ideal J ⊂ S with the same Hilbert
function as I such that βS

i, j (I )≤ βS
i, j (J ) for all i, j .
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Lemma 3.2. Let J ⊂ S be a 1-lexicographic ideal. Then:

(i) dimK Jd =∑d
k=0 dimK J̄k for all d ≥ 0.

(ii) βS
i (J )= βS

i ( J̄ ) for all i .

Proof. Condition (ii) is obvious since xn is regular on S/J . Also, for all d ≥ 0,
we have a decomposition Jd =

⊕d
k=0 Jk xd−k

n as K -vector spaces. This equality
proves (i). �

Corollary 3.3. Let J and J ′ be 1-lexicographic ideals in S. If J and J ′ have the
same Hilbert polynomial then J̄d = J̄ ′d for d � 0.

Proof. Lemma 3.2(i) says that dimK Jd − dimK Jd−1 = dim J̄d , so

dimK J̄d = dimK J̄ ′d for d � 0.

Then the statement follows since J̄ and J̄ ′ are lex. �

Next, we describe all 1-lexicographic ideals in S. By Proposition 2.3, fixing a
Hilbert polynomial is equivalent to fixing a proper universal lex ideal U . For a
proper universal lex ideal U ⊂ S, let

L(U )

= {I ⊂ S : I is a lex ideal with I ⊂ sat Ū and dimK (sat Ū )/I = dimK (sat Ū )/Ū }.
Note that dimK (sat J )/J is finite for any graded ideal J ⊂ S since (sat J )/J is
isomorphic to the zeroth local cohomology module H 0

m(S/J ). By using Lemma 3.2,
it is easy to see that if I ∈ L(U ) then I S has the same Hilbert polynomial as U .
Actually, the converse is also true.

Lemma 3.4. Let U be a proper universal lex ideal. If J is a 1-lexicographic ideal
such that PJ (t)= PU (t) then J̄ ∈ L(U ).

Proof. By Corollary 3.3 we have Ūd = J̄d for d � 0, so sat Ū = sat J̄ . Also, since
U and J have the same Hilbert polynomial, for d � 0, one has

dimK Ud =
d∑

k=0

dimK Ūk =
d∑

k=0

dimK (sat Ūk)− dimK (sat Ū/Ū )

and

dimK Jd =
d∑

k=0

dimK J̄k =
d∑

k=0

dimK (sat J̄k)− dimK (sat J̄/ J̄ ).

Since sat J̄ = sat Ū , we have dimK (sat J̄/ J̄ )= dimK (sat Ū/Ū ) and J̄ ∈L(U ). �

By Lemmas 3.1 and 3.4, to prove Theorem 1.1, it is enough to find a lex ideal
which has the largest Betti numbers among all ideals in L(U ). We consider a more
general setting. For any universal lex ideal U ⊂ S (not necessarily proper) and for
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any positive integer c > 0, define

L(U ; c)= {I ⊂U : I is a lex ideal with dimK U/I = c}.
We consider the Betti numbers of ideals in L(U ; c).

We first discuss Betti numbers of lex ideals. We need the following notation:
For any monomial u ∈ S, let max u be the largest integer ` such that x` divides
u, where max(1) = 1. For a set of monomials (or a K -vector space spanned by
monomials) M , let

m≤i (M)= #{u ∈ M :max u ≤ i}
for i = 1, 2, . . . , n, where #X is the cardinality of a finite set X , and

m(M)= (m≤1(M),m≤2(M), . . . ,m≤n(M)
)
.

These numbers are often used to study Betti numbers of lex ideals. The next
formula was proved by Bigatti [1993] and Hulett [1993], by using the famous
Eliahou–Kervaire resolution [1990].

Lemma 3.5. Let I ⊂ S be a lex ideal. Then, for all i, j ,

βS
i,i+ j (I )=

(
n− 1

i

)
dimK I j −

n∑
k=1

(
k− 1

i

)
m≤k(I j−1)−

n−1∑
k=1

(
k− 1
i − 1

)
m≤k(I j ).

For vectors a = (a1, . . . , an), b= (b1, . . . , bn) ∈ Zn , we define

a � b⇔ ai ≥ bi for i = 1, 2, . . . , n.

Corollary 3.6. Let U be a universal lex ideal and I, J ∈L(U ; c). Let MI (resp. MJ )
be the set of all monomials in U \ I (resp. U \ J ). If m(MI ) � m(MJ ) then
βS

i (I )≥ βS
i (J ) for all i .

Proof. Observe that βS
i,i+ j (I )= βS

i,i+ j (J )= 0 for j � 0. Thus, for d� 0, we have
βS

i (I )=
∑d

j=0 β
S
i,i+ j (I ). Let I≤d =⊕d

k=0 Ik . Then by Lemma 3.5,

βS
i (I )=

(
n− 1

i

)
dimK I≤d −

n∑
k=1

(
k− 1

i

)
m≤k(I≤d−1)−

n−1∑
k=1

(
k− 1
i − 1

)
m≤k(I≤d)

and the same formula holds for J . Since, for d � 0,

m(J≤d)= m(U≤d)−m(MJ )� m(U≤d)−m(MI )= m(I≤d),

we have βS
i (I )≥ βS

i (J ) for all i , as desired. �

Next, we study the structure of MI . Let

U = (xa1+1
1 , xa1

1 xa2+1
2 , . . . , xa1

1 xa2
2 · · · xat−1

t−1 xat+1
t )
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be a universal lex ideal, δi = xa1
1 · · · xai−1

i−1 xai+1
i , and bi = a1+· · ·+ ai + 1= deg δi .

(If U = S then t = 1 and a1 =−1.) Let

S(i) = K [xi , . . . , xn].
Then, as K -vector spaces, we have a decomposition

U = δ1S(1)⊕ δ2S(2)⊕ · · ·⊕ δt S(t).

Definition 3.7. A set of monomials N ⊂ S(i) is said to be revlex if, for all monomials
u ∈ N and v <lex u of the same degree, one has v ∈ N . Moreover, N is said to
be super-revlex (in S(i)) if it is revlex and u ∈ N implies v ∈ N for any monomial
v ∈ S(i) of degree ≤ deg u − 1. A multicomplex is a set of monomials N ⊂ S(i)

satisfying that u ∈ N and v|u imply v ∈ N . Thus a multicomplex is the complement
of the set of monomials in a monomial ideal. Note that super-revlex sets are
multicomplexes.

Let I ∈L(U ; c) and MI be the set of monomials in U \ I . Then we can uniquely
write

MI = δ1 M〈1〉 ] δ2 M〈2〉 ] · · · ] δt M〈t〉,

where M〈i〉⊂ S(i) and ] denotes the disjoint union. The following facts are obvious:

Lemma 3.8. (i) Each M〈i〉 is a revlex multicomplex.

(ii) If δi M〈i〉 has a monomial of degree d then δi+1 M〈i+1〉 contains all monomials
of degree d in δi+1S(i+1) for all d.

Lemma 3.8(ii) is equivalent to saying that if M〈i〉 contains a monomial of degree
d then M〈i+1〉 contains all monomials of degree d − ai+1 in S(i+1).

We say that a set of monomials

M = δ1 M〈1〉 ] δ2 M〈2〉 ] · · · ] δt M〈t〉 ⊂U,

where M〈i〉 ⊂ S(i), is a ladder set if it satisfies conditions (i) and (ii) of Lemma 3.8.
The next result is the key result in this paper:

Proposition 3.9. Let U ⊂ S be a universal lex ideal. For any integer c ≥ 0, there
exists a ladder set N ⊂ U with #N = c such that for any ladder set M ⊂ U with
#M = c one has

m(N )� m(M).

We prove Proposition 3.9 in Section 6. Here, we prove Theorem 1.1 by using
Proposition 3.9.

Proof of Theorem 1.1. Let U ⊂ S be a proper universal lex ideal with PU (t)= p(t)
and Ū = U ∩ S. Let c = dimK (sat Ū/Ū ). For any lex ideal I ⊂ sat Ū , let MI be
the set of monomials in (sat Ū \ I ).
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Let N ⊂ sat Ū be a ladder set of monomials with #N = c given in Proposition 3.9.
Consider the ideal J ⊂ S generated by all monomials in sat Ū \ N . Then J ⊂ sat Ū
and MJ = N . In particular, J ∈ L(U ).

Let L = J S. By construction, PL(t)= PU (t)= p(t). We claim that L satisfies
the desired conditions. Let I ⊂ S be a saturated graded ideal with PI (t) = p(t).
By Lemmas 3.1 and 3.4, we may assume that I is a 1-lexicographic ideal with
Ī ∈ L(U ) = L(sat Ū ; c). Since M Ī is a ladder set, by the choice of J , m(MJ ) �
m(M Ī ). Then, by Corollary 3.6,

βS
i (L)= βS

i (J )≥ β S̄
i ( Ī )= βS

i (I )

for all i , as desired. �

Another interesting corollary of Proposition 3.9 is:

Corollary 3.10. Let U ⊂ S be a universal lex ideal and c ≥ 0. There exists a
lex ideal L ⊂ U with dimK U/L = c such that, for any graded ideal I ⊂ U with
dimK U/I = c, one has βS

i (L)≥ βS
i (I ) for all i .

Proof of Theorem 1.2. Let I be an ideal in a regular local ring (R,m, K ) such that
pR/I (t)= p(t). Then the associated graded ring grm(R/I ) has the same Hilbert–
Samuel polynomial as R/I . Also, we may regard grm(R/I ) as a quotient of a
standard graded polynomial ring S = K [x1, . . . , xn] (see [Bruns and Herzog 1998,
Proposition 2.2.5]), and it is known that βR

i (R/I ) ≤ βS
i (grm(R/I )) for all i (see

[Robbiano 1981; Herzog et al. 1986]).
Let S′ = S[xn+1]. By adjoining a variable to grm(R/I ) we obtain a graded ring

that is isomorphic to S′/J for a saturated graded ideal J ⊂ S′. Then pgrm(R/I )(t) is
equal to the Hilbert polynomial of S′/J and βS

i (grm(R/I ))= βS′
i (S

′/J ) for all i .
Let L ′ ⊂ S′ be the saturated ideal with the same Hilbert polynomial as J given in
Theorem 1.1. Observe that L ′ has no generators which are divisible by xn+1 by the
construction given in the proof of Theorem 1.1.

Let L ⊂ A = K [[x1, . . . , xn]] be a monomial ideal having the same generators
as L ′. We claim that L satisfies the desired conditions. By construction, the
Hilbert–Samuel polynomial of A/L is equal to the Hilbert polynomial of S′/L ′ and
β A

i (A/L) = βS′
i (S

′/L ′) for all i . Since βR
i (R/I ) ≤ βS′

i (S
′/J ) ≤ βS′

i (S
′/L ′) and

pR/I (t)= PS′/J (t)= PS′/L ′(t), the ideal L satisfies the desired conditions. �

4. Some tools to study max sequence

In this section, we introduce some tools to study m(−). Let S = K [x1, . . . , xn] and
Ŝ= K [x2, . . . , xn]. From now on, we identify vector spaces spanned by monomials
(such as polynomial rings and monomial ideals) with the set of monomials in the
spaces. First, we introduce pictures, which help to understand the proofs. We
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associate with the set of monomials in S the following picture:

1

x1

x2
1 x1x2 . . . x2

n

x3
1 x2

1 x2 . . . x3
n

x2 xn. . .

S0

S1

S2

S3

Each block represents a set of monomials in S of a fixed degree ordered by the lex
order. We represent a set of monomials M ⊂ S by a shaded picture so that the set
of monomials in the shade is equal to M . For example, here is a representation of
the set M = {1, x1, x2, . . . , xn, x2

n}:

1

x1

x2
1 x1x2 . . . x2

n

x3
1 x2

1 x2 . . . x3
n

x2 xn. . .

M =

Definition 4.1. We define the opposite degree lex order >opdlex by u >opdlex v if

(i) deg u < deg v or

(ii) deg u = deg v and u >lex v.

For monomials u1 ≥opdlex u2, let

[u1, u2] = {v ∈ S : u1 ≥opdlex v ≥opdlex u2}.
A set of monomials M ⊂ S is called an interval if M =[u1, u2] for some monomials
u1, u2 ∈ S. Moreover, we say that M is a lower lex set of degree d if M = [xd

1 , u2],
and that M is an upper revlex set of degree d if M = [u1, xd

n ] (see figure).

Interval Upper rev-lex setLower lex set

u1

u2 xd
n

u1u2

xd
1

A benefit of considering pictures is that we can visualize the map ρ : S→ Ŝ
defined as follows. For any monomial xk

1 u ∈ S with u ∈ Ŝ, let

ρ(xk
1 u)= u.
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This induces a bijection

ρ : Sd =
d⊕

k=0

xk
1 Ŝd−k −→ Ŝ≤d =

d⊕
k=0

Ŝk

xk
1 u −→ u.

It is easy to see that if [u1, u2] ⊂ Sd then ρ([u1, u2])= [ρ(u1), ρ(u2)] is an interval
in Ŝ:

u1 u2 ρ(u2)

ρ(u1)

[u1, u2] ⊂ Sd ρ([u1, u2]) ⊂ Ŝ≤d

In particular:

Lemma 4.2. Let M ⊂ Sd be a set of monomials.

(i) If M is lex then ρ(M) is a lower lex set of degree 0 in Ŝ.

(ii) If M is revlex then ρ(M) is an upper revlex set of degree d in Ŝ.

We define max(1)= 1 in S and max(1)= 2 in Ŝ. For any monomial u ∈ Sd with
u 6= xd

1 , one has max(u)=max(ρ(u)). Hence:

Lemma 4.3. Let M ⊂ Sd be a set of monomials. One has m(M) � m(ρ(M)).
Moreover, if xd

1 6∈ M then m(M)= m(ρ(M)).

Lemma 4.4 (Interval Lemma). Let [u1, u2] be an interval in S, 0≤ a ≤ deg u1, and
b ≥ deg u2. Let L ⊂ S be the lower lex set of degree a and R the upper revlex set of
degree b with #L = #R = #[u1, u2]. Then

m(L)� m
([u1, u2]

)� m(R).

Proof. We use double induction on n and #[u1, u2]. The statement is obvious if
n = 1 or if #[u1, u2] = 1. Suppose n > 1 and #[u1, u2]> 1.

Case 1. We first prove the statement when [u1, u2], L , and R are contained in a
single component Sd for some degree d . We may assume L 6= [u1, u2] and L 6= R.
Then, since xd

1 6∈ [u1, u2], m([u1, u2]) = m(ρ([u1, u2])) and m(R) = m(ρ(R)).
Since ρ(L)⊂ Ŝ≤d is a lower lex set of degree 0, ρ([u1, u2])⊂ Ŝ≤d is an interval,
and ρ(R)⊂ Ŝ≤d is an upper revlex set of degree d in Ŝ. By the induction hypothesis,
we have

m(L)� m(ρ(L))� m(ρ([u1, u2]))� m(ρ(R))= m(R).
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Then the statement follows since m
(
ρ([u1, u2])

)= m([u1, u2]).
Case 2. Now we prove the statement in general. We first prove the statement for L .
We identify Si with the set of monomials in S of degree i . Suppose #[u1, u2]> #Sa .
Then there exist u′1, u′2 ∈ S such that

[u1, u2] = [u1, u′2] ] [u′1, u2]
and #[u1, u′2]= #Sa . Let L ′ be the lower lex set of degree a+1 with #L ′= #[u′1, u2].
By the induction hypothesis, m(Sa)� m([u1, u′2]) and m(L ′)� m([u′1, u2]). Thus

m([u1, u2])� m(Sa ] L ′)= m(L).

Suppose #[u1, u2] ≤ #Sa . Then L ⊂ Sa . Let d = deg u1 and A ⊂ Sd be the lex
set with #A = #[u1, u2]. Then A = xd−a

1 L . Since m(A) = m(L), what we must
prove is:

m(A)� m([u1, u2]).
Since #[u1, u2] ≤ #Sa ≤ #Sd+1, we have deg u2 ≤ d + 1.

If deg u2= d then [u1, u2]⊂ Sd . Then the desired inequality follows from Case 1.
Suppose deg u2 = d + 1. Then

[u1, u2] = [u1, xd
n ] ] [xd+1

1 , u2].
Recall #[u1, u2] ≤ #Sa ≤ #Sd . Let B ⊂ Sd be the lex set with #B = #[xd+1

1 , u2].
Then [xd+1

1 , u2] = x1 B. Since #B+#[u1, xd
n ] = #[u1, u2] ≤ #Sd , B∩[u1, xd

n ] =∅.
Then, by Case 1,

m([u1, u2])= m(B)+m
([u1, xd

n ]
)� m(A)

(see figure).

A

L

u1

u2

B u1
⇒⇒⇒

[u1, u2] B ⊎ [u1, xd
n ] A L

Next, we prove the statement for R. In the same way as in the proof for L , we
may assume #[u1, u2] ≤ #Sb. Let d = deg u2.

If deg u1 = d then [u1, u2] ⊂ Sd and A= xb−d
1 [u1, u2] is an interval in Sb. Then,

by Case 1, we have m([u1, u2])= m(A)� m(R) as desired. Suppose deg u1 < d.
Then

[u1, u2] = [u1, xd−1
n ] ] [xd

1 , u2].
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Let R′ be the upper revlex set of degree b in S with #R′ = #[u1, xd−1
n ]. Then,

m([u1, u2])�m(R′)+m
([xd

1 , u2]
)= m(R′)+m

([xb
1 , xb−d

1 u2]
)
,

where the first inequality follows from the induction hypothesis on the cardinality.
Since R \ R′ ⊂ Sb is an interval and [xb

1 , xb−d
1 u2] ⊂ Sb is lex, by Case 1 we have

m(R′)+m
([xb

1 , xb−d
1 u2]

)� m(R′)+m(R \ R′)= m(R),

as desired (see figure). �

u1

u2 ⇒⇒⇒

[u1, u2] R′ ⊎ [xd
1 , u2] R′ ⊎ [xb

1 , xb−d
1 u2] R

R′

u2

R′ R

Recall that a set M ⊂ S of monomials is said to be super-revlex if it is revlex
and u ∈ M implies v ∈ M for any monomial v ∈ S of degree ≤ deg u− 1.

Corollary 4.5. Let R ⊂ S be an upper revlex set of degree d and M ⊂ S a super-
revlex set such that #R + #M ≤ #S≤d . Let Q ⊂ S be the super-revlex set with
#Q = #R+ #M. Then

m(Q)� m(R)+m(M).

Proof. Let e =min{k : xk
1 6∈ M} and F = {u ∈ Se : u 6∈ M}. If #F ≥ #R then

Q = M ] (Q \M)

and Q \M ⊂ F is an interval. Thus m(Q \M)� m(R) by the interval lemma.
Suppose #F < #R. Write

R = I ] R′

such that I is an interval with #I = #F and R′ is an upper revlex set of degree d.
Since F is a lex set, the interval lemma shows

m(M)+m(R)= m(M)+m(I )+m(R′)� m(F ]M)+m(R′).

Then F ]M is a super-revlex set containing xe
1 . By repeating this procedure, we

have m(M)+m(R)� m(Q). �

The above corollary proves the next result, which was essentially proved by
Elías, Robbiano and Valla [Elías et al. 1991].

Corollary 4.6. Let R ⊂ S be a finite revlex set of monomials and M ⊂ S the
super-revlex set with #M = #R. Then m(M)� m(R).
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Proof. Let R = ⊎N
i=0 Ri , where Ri is the set of monomials in R of degree i

and N = max{i : Ri 6= ∅}. Let M(≤ j) be the super-revlex set with #M(≤ j) =
#
⊎ j

i=0 Ri . We claim m(M(≤ j))� m
(⊎ j

i=0 Ri
)

for all j . This follows inductively
from Corollary 4.5 as follows:

m
( j⊎

i=0

Ri

)
= m

( j−1⊎
i=0

Ri

)
+m(R j )� m(M(≤ j−1))+m(R j )� m(M(≤ j)).

(We use the induction hypothesis for the second step and use Corollary 4.5 for the
last step.) Then we have m(M)= m(M(≤N ))� m

(⊎N
i=0 Ri

)
. �

We finish this section by proving the result of Valla, which we mentioned in the
introduction.

Corollary 4.7 [Valla 1994]. Let c be a positive integer and M ⊂ S the super-revlex
set with #M = c. Let J ⊂ S be the monomial ideal generated by all monomials
which are not in M. Then, for any homogeneous ideal I ⊂ S with dimK (S/I )= c,
we have βS

i (S/J )≥ βS
i (S/I ) for all i .

Proof. The proof is similar to that of Corollary 3.6. By the Bigatti–Hulett–Pardue
theorem, we may assume that I is lex. Then Lemma 3.5 says, for d � 0, we have

βS
i (I )=

(
n− 1

i

)
dimK I≤d −

n∑
k=1

(
k− 1

i

)
m≤k(I≤d−1)−

n−1∑
k=1

(
k− 1
i − 1

)
m≤k(I≤d)

and the same formula holds for J . Let N ⊂ S be the set of monomials which are
not in I . Since N is a revlex set with #N = c, for d� 0, by Corollary 4.6 we have

m(J≤d)= m(S≤d)−m(M)� m(S≤d)−m(N )= m(I≤d).

Hence βS
i (J )≥ βS

i (I ) for all i as desired. �

The proof given in this section provides a new short proof of the above result.
The most difficult part in the proof is Corollary 4.6. The original proof given in
[Elías et al. 1991] is based on computations of binomial coefficients. On the other
hand, our proof is based on moves of interval sets of monomials.

5. Construction

In this section, we give a construction of sets of monomials which satisfy the
conditions of Proposition 3.9, and study their properties.

Throughout Sections 5 and 6, we fix the following notation: Let a1, a2, . . . , at be
nonnegative integers, where t ≤ n, and let bi = a1+· · ·+ai + 1 for i = 1, 2, . . . , t .
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Let F = Se1⊕Se2⊕· · ·⊕Set be a free S-module with deg ei = bi for i = 1, 2, . . . , t .
We consider the set

U = S(1)e1 ] S(2)e2 ] · · · ] S(t)et ⊂ F.

Note that we identify each S(k) with the set of monomials in it. For i = 1, 2, . . . , t ,
let δi = xa1

1 · · · xai−1
i−1 xai+1

i . Then, by the decomposition given before Definition 3.7,
the above set U can be identified with the set of monomials in the universal lex
ideal (δ1, . . . , δt)= δ1S(1)⊕ · · ·⊕ δt S(t) via the natural correspondence uei ↔ δi u.

We call an element uei ∈U a monomial in U . For each monomial uei ∈U , we
define

max(uei )=
{

i if u = 1,
max(u) otherwise.

Also, for M⊂U , we define m(M)= (m≤1(M),m≤2(M), . . . ,m≤n(M)) in the same
way as in Section 3. We say that a subset M=M〈1〉e1]· · ·]M〈t〉et⊂U is a ladder set
if M〈1〉, . . . ,M〈t〉 satisfy the conditions (i) and (ii) of Lemma 3.8. Then, considering
m(−) of ladder sets in U = S(1)e1]· · ·]S(t)et is equivalent to considering m(−) of
ladder sets in the universal lex ideal (δ1, . . . , δt)= δ1S(1)⊕· · ·⊕δt S(t). In particular,
to prove Proposition 3.9, it is enough to consider ladder sets in U .

Let M ⊂U . We write

U (i) = S(i)ei , M (i) = M ∩U (i), U (≥i) =
t⊎

k=i

S(k)ek, and M (≥i) = M ∩U (≥i).

Note that U (≥i) = ⊎k≥i S(k)ek can be identified with the universal lex ideal in
K [xi , . . . , xn] generated by {(xbi−1

i )xai
i · · · xak−1

k−1 xak+1
k : k = i, i + 1, . . . , t}. For

a subset M ⊂ U , we write Mk for the set of monomials in M of degree k and
M≤ j =⊎ j

k=0 Mk .
As in Section 4, we use pictures to help to understand the proofs. We identify U

with the following picture:

1

x1 . . . xn

x2
1 . . . x2

n 1

x2
2 . . . x2

n
x2 . . . xn

x3 . . . xn

1
· · ·

U (1) U (2) U (3)

x3
1 . . . x3

n

x4
1 . . . x4

n

Note that each low represents the set of monomials in U having the same degree.
Thus, in the previous figure, deg e2 = deg e1+ 2 and deg e3 = deg e2+ 1. Also, we
present a subset M ⊂ U by a shaded picture. For example, the following figure
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represents M = {1, x1, x2, . . . , xn}e1 ] {1}e2:

1

x1 . . . xn

x2
1 . . . x2

n 1

x2
2 . . . x2

n
x2 . . . xn

x3 . . . xn

1
· · ·

M

x3
1 . . . x3

n

x4
1 . . . x4

n

Also, we define the map ρ :U →U by extending the map given in Section 4 as
follows: For xk

i uei ∈U (i) with u ∈ K [xi+1, . . . , xn], let

ρ(xk
i uei )=

{
uei+1 if i ≤ t − 1,
0 if i = t .

We call the above map ρ :U→U the moving map of U . The moving map induces
a bijection from U (i)

j = {uei ∈U (i) : deg u= j−bi } to U (i+1)
≤ j+ai+1

= {uei+1 ∈U (i+1) :
deg u ≤ j − bi } for i = 1, 2, . . . , t − 1.

Lemma 5.1. For N ⊂U (i)
j with i ≤ t−1, one has m(N )�m(ρ(N )). Moreover, if

x j−bi
i ei 6∈ N then m(N )= m(ρ(N )).

Next, we define ladder sets M ⊂U which attain maximal Betti numbers. Recall
that a subset M ⊂U is called a ladder set if the following conditions hold:

(i) {u ∈ S(i) : uei ∈ M (i)} is a revlex multicomplex for i = 1, 2, . . . , t .

(ii) If M (i)
j 6=∅ then M (i+1)

j =U (i+1)
j for i = 1, 2, . . . , t − 1 and for all j ≥ 0.

To simplify the notation, we say that N ⊂U (i) is a super-revlex set (resp. interval,
lower lex set or upper revlex set of degree d) if N ′ = {u ∈ S(i) : uei ∈ N } is super-
revlex (resp. interval, lower lex set or upper revlex set of degree d−bi ) in S(i). For
monomials uei , vei ∈U and for a monomial order > on S(i), we write uei > vei if
u > v.

Definition 5.2. A monomial f = xα1
1 xα2

2 · · · xαn
n e1 ∈U (1)

e is said to be admissible
over U if the following conditions hold:

(i) deg ρi ( f )≤ e+ 1 or ρi ( f )= ei+1 for i = 1, 2, . . . , t − 2.

(ii) ρt−1( f )= et or ρt−1( f )≥opdlex xe+1−bt
t et .

Note that the second condition in (ii) cannot be satisfied when e+1−bt < 0 and that
if t = 1 then all monomials in U are admissible. Also, ρt−1( f )≥opdlex xe+1−bt

t et if
and only if deg ρt−1( f )≤ e or ρt−1( f )= xe+1−bt

t et .
We say that f ∈ U (i)

e is admissible if it is admissible over U (≥i). Note that
xk

i ei ∈U (i) is admissible for all i and k.
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Definition 5.3. Let >dlex be the degree lex order. Thus for monomials u, v ∈ S,
u >dlex v if deg u > deg v or deg u = deg v and u >lex v. We extend >dlex to
monomials in U by uei >dlex ve j if δi u >dlex δ jv. Thus, we have uei >dlex ve j if

(i) deg uei > deg ve j ,

(ii) deg uei = deg ve j and i < j , or

(iii) deg uei = deg ve j , i = j and u >dlex v.

Fix an integer c > 0. Let

f =max
>dlex

{
g ∈U (1) : g is admissible and #{h ∈U : h ≤dlex g} ≤ c

}
and

L(c) = {h ∈U (1) : h ≤dlex f }.
Let M = M (1) ] · · · ]M (t) ⊂U be a set of monomials with #M = c. We say that
M satisfies the maximal condition if M (1) = L(c). Also, we say that M is extremal
if M (≥k) ⊂U (≥k) satisfies the maximal condition in U (≥k) for all k.

Example 5.4. If t = 1 then any monomial in U = S(1)e1 is admissible and extremal
sets can be identified with super-revlex sets in S(1).

Example 5.5. Suppose t = 2. Then f = xα1
1 xα2

2 · · · xαn
n e1, where f 6= xα1

1 e1, is
admissible in U = S(1)e1 ] S(2)e2 if α1 ≥ a2 or f = xa2−1

1 xα2
2 e1. In other words, a

monomial f ∈ S(1)d e1 is admissible if and only if f ≥lex xa2−1
1 xd−a2+1

2 e1 if a2 ≤ d
and f = xd

1 e1 if a2 > d. For example, if deg e1 = 2 and deg e2 = 4 then the
admissible monomials in U (1)

5 = (S(1)3 )e1 are

x3
1 e1, x2

1 x2e1, x2
1 x3e1, . . . , x2

1 xne1, x1x2
2 e1.

Example 5.6. Suppose t = 3. The situation is more complicated. A monomial
f = xα1

1 xα2
2 · · · xαn

n e1 ∈U (1)
e , where f 6= xα1

1 e1 is admissible in U if and only if

• α1 ≥ a2− 1 and

• xα3
3 · · · xαn

n ≥opdlex xe+1−b3
3 or xα3

3 · · · xαn
n = 1.

For example, if deg e1 = 2, deg e2 = 4, deg e3 = 6, and n = 3 then the set of the
admissible monomials in U (1)

6 = (K [x1, x2, x3]4)e1 are

{x4
1 e1} ∪ {x3

1 x2e1, x3
1 x3e1} ∪ {x2

1 x2
2 e1, x2

1 x2x3e1} ∪ {x1x3
2 e1, x1x2

2 x3e1}.
Example 5.7. Let U = x2

1 S(1) ] x1x3
2 S(2). Suppose c = (n+2

2

)+ 2. Then

max
>dlex

{
f ∈U (1) : f is admissible and #{h ∈U : h ≤dlex f } ≤ c

}= x2
1 e1.

Indeed,

#{h ∈U : h ≤dlex x2
1 e1} = #S(1)≤2 e1 ] {1}e2 =

(
n+ 2

2

)
+ 1
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and

#{h ∈U : h ≤dlex x1x2
2 e1} = #

(
S(1)≤3 \ {x3

1 , x2
1 x2, . . . , x2

1 xn}
)
e1 ] S(2)≤1 e2

=
(

n+ 3
3

)
> c.

By Example 5.5, the lex-smallest admissible monomial in U (1)
5 is x1x2

2 e1. Thus the
extremal set L ⊂U with #L = c is

L = S(1)≤2 e1 ] {1, xn}e2.

Example 5.8. In general, it is not easy to understand the shape of extremal sets,
but in some special cases they are simple.

If b1 = b2 = · · · = bt then any monomial in U is admissible. Thus any extremal
set M in U is of the form

M = {h ∈U : h ≤dlex f }
for some f ∈U .

If b2 > e then the only admissible monomial in U (1)
e is xe−b1

1 e1. Thus if b1�
b2� · · · � bn (for example, if bi+1− bi > c for all i) then any extremal set M in
U with #M = c is of the form

M = S(1)≤d1
e1 ] S(2)≤d2

e2 ] · · · ] S(t−1)
≤dt−1

et−1 ] N ,

where N ⊂ S(t)et and #S(i+1)
≤di+1

ei+1]· · ·]S(t−1)
≤dt−1

et−1]N <#S(i)di+1 for i =1, . . . , t−1.

In the rest of this section, we study properties of extremal sets. Suppose t ≥ 3.
For an integer k≥−a3, we write U (i)[−k]= S(i)e′i , where e′i is a basis element with
deg ei = bi + k. In the picture, U (i)[−k] is the picture obtained from that of U (i)

by moving the blocks k steps above. In particular, for any integer k ≥−a3, U ′ =
U (2) ]⊎t

i=3 U (i)[−k] can be identified with a universal lex ideal in K [x2, . . . , xn]:

U (≥2) U ′ = U (2) ⊎ (
⊎t

i=3 U (i)[−k])

⇒

Lemma 5.9. Suppose t ≥ 3. Let f ∈ U (1)
e , d = deg ρ( f ), and k ≥ −a3 with

e− d + k ≥ 0. Then f is admissible over U if and only if the following conditions
hold:
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• deg ρ( f )≤ e+ 1 or ρ( f )= e2.

• xe−d+k
2 ρ( f ) ∈U (2)

e+k is admissible in U ′ =U (2) ]⊎t
i=3 U (i)[−k].

Proof. Let U ′= S(2)e2]S(3)e′3]· · ·]S(t)e′t with deg e′i = deg ei+k for k= 3, . . . , t ,
and let φ be the moving map of U ′. Let ρi ( f )= ui+1ei+1 for i = 2, . . . , t−1. Then
φi (xe−d+k

2 ρ( f ))= ui+2e′i+2 for i = 1, 2, . . . , t − 2. Thus deg ρi ( f )≤ e+ 1 if and
only if degφi−1(xe−d+k

2 ρ( f ))≤ e+1+k for i ≥ 2. Also, ρt−1( f )≥opdlex xe+1−bt
t et

if and only if φt−2(xe+d+k
2 ρ( f ))≥opdlex xe+1−bt

t e′t . Since deg xe−d+k
2 ρ( f )= e+ k,

the above facts prove the statement. �

By the definition of the maximal condition, the next result is straightforward:

Lemma 5.10. Let M ⊂U be an extremal set.

(i) If #M ≥ #U≤e then M ⊃U≤e.

(ii) If #M ≥ #U (1)
≤e−1 ]U (≥2)

≤e then M ⊃U (1)
≤e−1 ]U (≥2)

≤e .

Proof. Since M is extremal, there exists an f ∈U (1) such that

M (1) = {h ∈U (1) : h ≤dlex f }.

(i) Since xe−b1
1 e1 is admissible and {h ∈U : h≤dlex xe−b1

1 e1}=U≤e, f ≥dlex xe−b1
1 e1.

Then M (1) ⊃ {h ∈U (1) : h ≤dlex xe−b1
1 e1} =U (1)

≤e . Also, since

#M (≥2) = #M − #M (1) ≥ #{h ∈U : h ≤dlex f }− #{h ∈U (1) : h ≤dlex f } ≥ #U (2)
≤e ,

we have M (≥2) ⊃U (2)
≤e by induction on t .

(ii) It is clear that M ⊃U≤e−1 by (i). If deg f ≥ e then

#M ≥ #{h ∈U : h ≤dlex f } ≥ #M (1) ]U (≥2)
≤e .

Then #M (≥2) ≥ #U (≥2)
≤e and M (≥2) ⊃ U (≥2)

≤e by (i) as desired. If deg f < e then
M (1) = U (1)

≤e−1 and #M (≥2) ≥ #U (≥2)
≤e by the assumption. Hence M (≥2) ⊃ U (≥2)

≤e
by (i). �

Corollary 5.11. Extremal sets are ladder sets.

Proof. If M ⊂ U is extremal then M (i) is super-revlex for all i by the maximal
condition. It is enough to prove that if M (1)

e 6= ∅ then M ⊃ U (≥2)
e . If M (1)

e 6= ∅
then there exists an admissible monomial f ∈U (1)

e such that

#M ≥ #{h ∈U : h ≤dlex f } ≥ #U (1)
≤e−1 ]U (≥2)

≤e .

Then the statement follows from Lemma 5.10. �

To simplify notation, for uei , vei ∈U (i) with u ≥opdlex v, we write

[uei , vei ] = {wei ∈U (i) : u ≥opdlex w ≥opdlex v}.
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Lemma 5.12. Suppose t ≥ 2. Let M ⊂U be an extremal set.

(i) If a2 > 0 then M (1)
e 6= 0 if and only if #M ≥ #U (1)

≤e .

(ii) If a2 = 0 and M (1)
e 6= 0 then #M > #U (1)

≤e .

Proof. Let f ∈U (1)
e be the lex-smallest admissible monomial in U (1)

e over U .

(i) It suffices to prove that

#{h ∈U : h ≤dlex f } = #U (1)
≤e . (2)

If f = xe−b1
1 e1 then f ′ = xe−b1−1

1 x2e1 is not admissible. By the definition of
admissibility, one has deg ρ( f ′) = deg x2e2 > e+ 1 and b2 > e. In this case we
have {h ∈U : h ≤dlex f } =U (1)

≤e .
Suppose f 6= xe−b1

1 e1. We prove (2) by using induction on t . Suppose t = 2.
Then f = xa2−1

1 xe+1−b2
2 e1, and

{h ∈U : h ≤dlex f } =U (1)
≤e−1 ] [ f, xe−b1

n e1] ]U (2)
≤e .

Since ρ([ f, xe−b1
n e1])=⊎e+a2

j=e+1 U (2)
j , we have

#{h ∈U : h ≤dlex f } = #U (1)
≤e−1+ #U (2)

≤e+a2
= #U (1)

≤e ,

where we use ρ(U (1)
e )=U (2)

≤e+a2
for the last equality.

Suppose t≥3. Since ρ( f ) 6= e2, we have deg ρ( f )=e+1. Indeed, by Lemma 5.9,
deg ρ( f )≤ e+ 1. On the other hand, since xa2−1

1 xe+1−b2
2 e1 is admissible over U ,

f ≤lex xa2−1
1 xe+1−b2

2 e1. Thus deg ρ( f )≥ deg ρ(xa2−1
1 xe+1−b2

2 e1)= e+ 1.
Consider U ′ =U (2) ]⊎t

i=3 U (i)[−1]. By Lemma 5.9 (consider the case when
d = e+ 1 and k = 1), ρ( f ) is the lex-smallest admissible monomial in U (2)

e+1 over
U ′. Then

#[ρ( f ), xe+1−b2
n e2] ]U (≥2)

≤e = #[ρ( f ), xe+1−b2
n e2] ]U (2)

≤e ]U ′(≥3)
≤e+1

= #{h ∈U ′ : h ≤dlex ρ( f )}
= #U (2)

≤e+1, (3)

where the last equation follows from the induction hypothesis. On the other hand

{h ∈U : h ≤dlex f } = [ f, xe−b1
n e1] ]U (1)

≤e−1 ]U (≥2)
≤e (4)

and

ρ
([ f, xe−b1

n e1]
)= [ρ( f ), xe+1−b2

n e2] ]
e+a2⊎

j=e+2

U (2)
j . (5)

Equations (3), (4), and (5) show that

#{h ∈U : h ≤dlex f } = #U (1)
≤e−1 ]U (2)

≤e+a2
= #U (1)

≤e−1 ]U (1)
e = #U (1)

≤e ,

where the second equality follows since ρ(U (1)
e )=U (2)

≤e+a2
.
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(ii) It suffices to prove that #{h ∈U :h≤dlex f }>#U (1)
≤e . Since a2=0, #U (2)

≤e =#U (1)
e .

Then we have

#{h ∈U : h ≤dlex f }> #U (1)
≤e−1 ]U (2)

≤e = #U (1)
≤e−1 ]U (1)

e =U (1)
≤e ,

as desired. �

Corollary 5.13. Suppose t ≥ 2. Let B ⊂ U (1)
e be the revlex set and N ⊂ U (≥2) a

ladder set with #N ≥ #U (≥2)
≤e−1. Let Y ⊂U be the extremal set with

#Y = #U (1)
≤e−1 ] B ] N .

If #B ] N < #U (1)
e then

Y =U (1)
≤e−1 ] Y (≥2).

Proof. Since #Y ≥ #U≤e−1, we have Y ⊃ U≤e−1 by Lemma 5.10. On the other
hand, since #Y = #U (1)

≤e−1 ] B ] N < #U (1)
≤e by the assumption, we have Y (1)e =∅

by Lemma 5.12. Hence Y (1) =U (1)
≤e−1. �

For monomials f >dlex g ∈U (i), let [ f, g)= [ f, g] \ {g}.
Lemma 5.14. Let f ∈U (1)

e be the lex-smallest admissible monomial in U (1)
e over U

and g >lex h ∈U (1)
e admissible monomials over U such that there are no admissible

monomials in [g, h] except for g and h. Then #[g, h)≤ #[ f, xe−b1
n e1].

Proof. If t = 1 then all monomials are admissible over U . If t = 2 then any
monomial w ∈U (1)

e with w>lex f is admissible over U . Thus the statement is clear
if t ≤ 2.

Suppose t ≥ 3. Since g 6= h we have f 6= xe−b1
1 e1. By the definition of admis-

sibility, we have deg(ρ( f )) = e if a2 = 0 and deg(ρ( f )) = e+ 1 if a2 > 0. We
consider the case when a2 > 0 (the proof for the case when a2 = 0 is similar).

Consider U ′ =U (2) ]⊎t
i=3 U (i)[−1]. Since any monomial w ∈U (1)

e such that
ρ(w)= xk

2 e2 with k ≤ e+ 1−b2 is admissible over U , we have ρ([g, h))⊂ Sd for
some d ≤ e+ 1. Let

A = xe+1−d
2 ρ([g, h))= [xe+1−d

2 ρ(g), xe+1−d
2 ρ(h)

)⊂U (2)
e+1

(see figure).
A

g h
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Let w ∈ A. Then w= xe+1−d
2 ρ(w′) for some w′ ∈ [g, h). Lemma 5.9 says that w

is admissible over U ′ if and only if w′ is admissible over U . Hence A contains no
admissible monomial over U ′ except for xe+1−d

2 ρ(g). By Lemma 5.9, ρ( f )∈U (2)
e+1

is the lex-smallest admissible monomial in U (2)
e+1 over U ′. Then, by the induction

hypothesis,

#A ≤ #[ρ( f ), xe−b2
n e2] = #ρ([ f, xe−b1

n e1])∩U (2)
e+1 ≤ #[ f, xe−b1

n e1].
Then the statement follows since #[g, h)= #ρ([g, h))= #A. �

Lemma 5.15. Let M ⊂ U be an extremal set, e = min{k : xk−b1
1 e1 6∈ M}, and

H =Ue \Me. Let f ∈U (1)
e be the lex-smallest admissible monomial in U (1)

e over
U. Then:

(i) #U≤e+ #[ f, xe−b1
n e1] ≤ #U (1)

≤e+1.

(ii) #M + #H < #U (1)
≤e+1.

Proof. We use induction on t . If t = 1 then the statements are obvious. Suppose
t > 1.

(i) If a2 > 0 then by Lemma 5.12

#U≤e+ #[ f, xe−b1
n e1] = #{h ∈U : h ≤dlex f }+ #U (1)

e = #U (1)
≤e + #U (1)

e < #U (1)
≤e+1

as desired. Suppose a2 = 0. Then

ρ([ f, xe−b1
n e1])= [ρ( f ), xe−b2

n e1] ⊂U (2)
e

and ρ( f ) is the lex-smallest admissible monomial in U (2)
e over U (≥2) by Lemma 5.9.

Then by the induction hypothesis,

#U≤e+ #[ f, xe−b1
n e1] = #U (1)

≤e +
(
#U (≥2)
≤e + #[ρ( f ), xe−b2

n e2]
)

≤ #U (1)
≤e + #U (2)

≤e+1

= #U (1)
≤e+1

as desired.

(ii) Suppose M (2)
e 6=U (2)

e . Then M (1)
e =∅. Since M (≥2) is extremal over U (≥2), by

the induction hypothesis,

#M + #H = #U (1)
≤e−1 ]M (≥2)+ #U (1)

e ] H (≥2) < #U (1)
≤e + #U (2)

≤e+1 ≤ #U (1)
≤e+1,

where we use #U (1)
e+1 = #U (2)

≤e+1+a2
≥ #U (2)

≤e+1 for the last inequality.

Suppose M (2)
e =U (2)

e . Let g =max>dlex M (1) and let

µ=min
>dlex
{h ∈U (1)

≤e : h is admissible over U and h >dlex g}.
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Then [µ, g)⊂U (1)
e since g ≥dlex xe−b1−1

1 e1. Since M is extremal,

#M < #{h ∈U : h ≤dlex µ}.
Since M (1) = {h ∈U (1) : h ≤dlex g}, H = [xe−b1

1 e1, g). Thus

#M + #H < #{h ∈U : h ≤dlex µ}+ #[xe−b1
1 e1, g)

= #U≤e+ #[µ, g)

≤ #U≤e+ #[ f, xe−b1
n e1],

where the last inequality follows from Lemma 5.14. Then the desired inequality
follows from (i). �

6. Proof of the main theorem

Let U = S(1)e1 ] S(2)e2 ] · · · ] S(t)et be as in Section 5. The aim of this section is
to prove the next result, which proves Proposition 3.9.

Theorem 6.1. Let M⊂U be a ladder set and L⊂U the extremal set with #L=#M.
Then m(L)� m(M).

The proof is by case analysis, and occupies the next three subsections.
In the rest of this section, we fix a ladder set M ⊂U .

Preliminary of the proof. For two subsets A, B ⊂U , we define

A� B⇔ #A = #B and m(A)� m(B).

Let X ⊂U (1) be the super-revlex set with #X = #M (1). Then
{
k : M (1)

k 6=∅
}⊃

{k : Xk 6= ∅}. Thus X ∪ M (≥2) is also a ladder set in U . Since X � M (1) by
Corollary 4.6, we have:

Lemma 6.2. There exists a ladder set N ⊂ U such that N (1) is super-revlex and
N � M.

Thus, in the rest of this section we assume that M (1) is super-revlex. Let

e =min{k+ b1 : xk
1 e1 6∈ M}

and

f =max
>dlex

{
g ∈U (1)

≤e : g is admissible over U and #{h ∈U : h ≤dlex g} ≤ #M
}
,

where f = 0 if #{h ∈U : h ≤dlex e1}> #M . Since xe−b1−1
1 e1 is admissible over U

(when e 6= b1), we have f = xe−b1−1
1 e1 or deg f = e. We will prove:
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Proposition 6.3. With the same notation as above, there exists a ladder set N such
that N � M and

N (1) = {h ∈U (1) : h ≤dlex f },
where {h ∈U (1) : h ≤dlex f } =∅ if f = 0.

The above proposition proves Theorem 6.1. Indeed, by applying the above
proposition repeatedly, one obtains a set N which satisfies the maximal condition
and N � M . Then apply the induction on t . Also, if t = 1 then Proposition 6.3
follows from Corollary 4.6. In the rest of this section, we assume that t > 1 and
that the statement is true when the number of the free basis of U is at most t − 1.
By the above argument, we may assume that Theorem 6.1 is also true when the
number of the free basis of U is at most t − 1.

Lemma 6.4. There exists a ladder set N ⊂U with N �M and min{k+b1 : xk
1 e1 6∈

N (1)} = e satisfying the following conditions:

(A1) N (1) is super-revlex and N (≥2) is extremal in U (≥2).

(A2) ρ(N (1)
e )∪ N (2) ⊃U (2)

≤e+a2
or ρ(N (1)

e )∩ N (2) =∅.

(A3) If t=2 and ρ
(
N (1)

e
)∩N (2)=∅ then N (1)

e =∅. If t≥3 and ρ
(
N (1)

e
)∩N (2)=∅

then N (1)
e =∅ or there exists a d ≥ e such that N (2) =U (2)

≤d and N (3)
d+1 6=U (3)

d+1.

Proof. Let F = M (1)
e . Then M = (U (1)

≤e−1 ] F
) ] M (2) ] M (≥3) since M (1) is

super-revlex.

Step 1. We first prove that there exits N satisfying (A1). Let X be the extremal set
in U (≥2) with #X = #M (≥2). Let

N = M (1) ] X =U (1)
≤e−1 ] F ] X.

Since we assume that Theorem 6.1 is true for U (≥2), N � M . What we must prove
is that N is a ladder set. Since M (≥2) ⊃ U (≥2)

≤e−1, #X = #M (≥2) ≥ #U (≥2)
≤e−1. Then

Lemma 5.10 says X ⊃ U (≥2)
≤e−1, which shows that N is a ladder set if F = ∅. If

F 6= ∅ then by the definition of ladder sets, M (≥2) ⊃ U (≥2)
≤e , and X ⊃ U (≥2)

≤e by
Lemma 5.10. Hence N is a ladder set.

Step 2. We prove that if M satisfies (A1) but does not satisfy either (A2) or (A3) then
there exists an N satisfying (A2) and (A3) such that N � M and #N (1) is strictly
smaller than #M (1). We may assume ρ(F)∪M (2) 6⊃U (2)

≤e+a2
and F 6=∅, otherwise

M itself satisfies the desired conditions. Note that F 6=∅ implies M (2) ⊃U (2)
≤e . Let

a =min{k : M (2)
k 6=U (2)

k },
b =max{k : k ≤ e+ a2, ρ(F)k 6=U (2)

k },
d =max{k : M (3)

k =U (3)
k },
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where d =∞ if n = 2. Let H =U (2)
≤d \M (2) (see figure).

H

U (1)
≤e−1

F

M

The set ρ(F) equals ρ(F)b ]⊎e+a2
j=b+1 U (2)

j , since it is an upper revlex set of
degree e+ a2. Suppose H =∅. Then M (2) =U (2)

≤d . Since ρ(F)∪M (2) 6⊃U (2)
≤e+a2

,
we have b > d and ρ(F)∩ M (2) = ∅, which say that M satisfies (A2) and (A3).
Suppose H 6= ∅. Observe that for any super-revlex set L with U (2)

≤e ⊂ L ⊂ U (2)
≤d ,

M (1) ] L ]M (≥3) is a ladder set.

Case 1: Suppose #H ≥ #F . (Note that if t = 2 then we always have #H ≥ #F .)
Then M (2) is super-revlex since we assume that M (≥2) is extremal and ρ(F) is an
upper revlex set of degree e+ a2 with #M (2)+ #ρ(F) ≤ #U (2)

≤d . Let R ⊂ U (2) be
the super-revlex set in U (2) with #R = #M (2)+ #ρ(F). By Corollary 4.5,

m(R)� m(M (2))+m(ρ(F))= m(M (2))+m(F). (6)

Also, since R is super-revlex, U (2)
≤e ⊂ R ⊂U (2)

≤d . Thus

N =U (1)
≤e−1 ] R ]M (≥3)

is a ladder set. Then N (1)
e = ∅ and N � M by (6). Hence N satisfies (A2) and

(A3).

Case 2: Suppose #H < #F . Observe that M (2) ∪ ρ(F) contains all monomials of
degree k in U (2) for k < a and b< k ≤ e+a2. Since M ∪ρ(F) 6⊃U (2)

≤e+a2
, we have

a ≤ b.
Let I ⊂ ρ(F) be the interval in U (2) such that #I = #Ha and ρ(F)\ I is an upper

revlex set of degree e+a2, and let F ′ ⊂ F be the revlex set with ρ(F ′)= ρ(F) \ I .
Since Ha is a lower lex set of degree a, the interval lemma gives

m
(
M (2))+m

(
ρ(F)

)� m
(
Ha ]M (2))+m

(
ρ(F) \ I

)
= m

(
U (2)
≤a
)+m

(
ρ(F ′)

)
.

This is illustrated at the top of the next page.
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ρ(F ′)U (2)
≤aρ(F)M (2)

Ha I
+

⇒
+

Suppose ρ(F ′)∪U (2)
≤a ⊃U (2)

≤e+a2
. Then

N = (U (1)
≤e−1 ] F ′

)]U (2)
≤a ]M (≥3)

is a ladder set and satisfies N � M and conditions (A2) and (A3) since

ρ(N (1)
e )∪ N (2) ⊃U (2)

≤e+a2
.

Suppose ρ(F ′)∪U (2)
≤a 6⊃U (2)

≤e+a2
. Then ρ(F ′)⊂⊎e+a2

j=a+1 U (2)
j . Since we assume

#H < #F , #F ′ = #F − #Ha > #(H \ Ha). Let J ⊂ ρ(F ′) be the interval in
U (2) such that #J = #(H \ Ha) and ρ(F ′) \ J is an upper revlex set of degree
e + a2, and let F ′′ ⊂ F ′ be the revlex set satisfying ρ(F ′′) = ρ(F ′) \ J . Since
H \Ha =⊎d

j=a+1 U (2)
j is a lower lex set of degree a+1, the interval lemma yields

m
(
U (2)
≤a
)+m

(
ρ(F ′)

)� m
(
M (2) ] H

)+m
(
ρ(F ′′)

)= m
(
U (2)
≤d

)+m
(
ρ(F ′′)

)
(see figure).

ρ(F ′)U (2)
≤aρ(F)M (2)

Ha

+
⇒

+

ρ(F ′′)U (2)
≤d

⇒
+

I
J

Then
N = (U (1)

≤e−1 ] F ′′
)]U (2)

≤d ]M (≥3)

is a ladder set and satisfies N � M and conditions (A2) and (A3).
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Finally, since Step 1 does not change the first component M (1) and Step 2
decreases the first component, by applying Steps 1 and 2 repeatedly, we obtain a
set N ⊂U satisfying conditions (A1), (A2), and (A3). �

Lemma 6.4 says that to prove Proposition 6.3 we may assume that M satisfies
(A1), (A2), and (A3). Thus in the rest of this section we assume that M satisfies
these conditions. Also, we may assume f 6= 0 since the proposition follows from
the induction hypothesis when f = 0.

Proof of Proposition 6.3 when f 6= xe−b1−1
1 e1. In this case we have deg f = e.

Let
f = xα1

1 · · · xαn
n e1

and F = M (1)
e . Since xe−b1

1 e1 6∈ F by the choice of e, we have m(F)= m(ρ(F)).
Also, we have

M (≥2) ⊃U (≥2)
≤e .

Indeed, this is obvious when F 6=∅ by the definition of ladder sets. If F =∅ then

#M (≥2) = #M − #U (1)
≤e−1 ≥ #{h ∈U : h ≤dlex f }− #U (1)

≤e−1 ≥ #U (2)
≤e ,

and since M (≥2) is extremal we have M (≥2) ⊃U (≥2)
≤e by Lemma 5.10. Let

ε = deg ρ( f )= α2+ · · ·+αn + b2.

Case 1. Suppose ρ(F) ⊂ ⊎e+a2
j=ε U (2)

j and #F + #M (2) \⊎e
j=ε U (2)

j ≤ #U (2)
≤e+a2

.

Observe that M (2) ⊃⊎e
j=ε U (2)

j . Let P be the super-revlex set with

#P = #M (2) \
e⊎

j=ε
U (2)

j ,

and let Q ⊂U (2) be the super-revlex set with #Q = #F+#M (2) \⊎e
j=ε U (2)

j . Since

ρ(F) is an upper revlex set of degree e+ a2 and M (2) \⊎e
j=ε U (2)

j is revlex, by
Corollaries 4.5 and 4.6, we have

m(Q)� m(P)+m
(
ρ(F)

)� m
(

M (2) \
e⊎

j=ε
U (2)

j

)
+m(F) (7)

(see the first two steps in Figure 1).
Observe that Q ⊂U (2)

≤e+a2
since #Q ≤ #U (2)

≤e+a2
by the assumption of Case 1. Let

U ′ =U (2) ]⊎t
i=3 U (i)[−a2]. Since M (≥3)[−a2] ⊃U (≥3)

≤e [−a2] =U ′(≥3)
≤e+a2

,

Q ]M (≥3)[−a2] ⊂U ′

is a ladder set in U ′ (see the third step in Figure 1).
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P

ρ(F)

F

M \ U (2)
[ǫ,e]

Q Q

Y Y

U (1)
≤e−1 U (1)

≤e−1

U (1)
≤e−1U (1)

≤e−1

U (1)
≤e−1 U (1)

≤e−1

M (≥3) M (≥3)

M (≥3)

M (≥3)[−a2]

U (1)
≤e−1 ⊎ ρ(F) ⊎ P ⊎ M (≥3)

U (1)
≤e−1 ⊎ Q ⊎ M (≥3) U (1)

≤e−1 ⊎ Q ⊎ M (≥3)[−a2]

⇒

⇒⇒

ρ(H)

X

U (1)
≤e−1 ⊎ X U (1)

≤e−1 ⊎ (

ρ(H) ⊎ U (2)
≤ǫ−1

)⊎ Y

⇒ ⇒

⇒ H

U (1)
≤e−1

Y [+a2]

U (1)
≤e−1 ⊎ H ⊎ U (2)

≤ǫ−1 ⊎ Y [+a2]

Figure 1. Some steps in the proof of Proposition 6.3 in the case
when f 6= xe−b1−1

1 e1. See bottom of previous page and middle and
bottom of page 1047.
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Let g be the largest admissible monomial in U (2)
≤e+a2

over U ′ with respect to>dlex

satisfying
#{h ∈U ′ : h ≤dlex g} ≤ #Q ]M[−a2](≥3).

By the induction hypothesis, there exists Y ⊂U ′(≥3) such that

X = {h ∈U (2) : h ≤dlex g} ] Y ⊂U ′

is a ladder set in U ′ and
X � Q ]M (≥3). (8)

Lemma 6.5. Let d = e+ a2− ε. Then g ≥lex xd
2ρ( f ).

Proof. Consider
L = {h ∈U : h ≤dlex f }.

Then #M ≥ #L and L(≥2) = U (≥2)
≤e . Thus L(2) \⊎e

j=ε U (2)
j = U (2)

≤ε−1. Let F ′ =
L(1)e = [ f, xe−b1

n e1]. Then ρ(F ′)= [ρ( f ), xε−b2
n e2] ]⊎e+a2

j=ε+1 U (2)
j . Also, ρ(F ′) is

disjoint from L(2) \⊎e
j=ε U (2)

j and

m
(
ρ(F ′)]

(
L(2) \

e⊎
j=ε

U (2)
j

))
= m

(
U (2)
≤e+a2

\ [xε−b2
2 e2, ρ( f )

))
= m

(
U (2)
≤e+a2

\ [xe+a2−b2
2 e2, xd

2ρ( f )
))
.

Let

R =U (2)
≤e+a2

\ [xe+a2−b2
2 e2, xd

2ρ( f )
)=U (2)

≤e+a2−1 ]
[
xd

2ρ( f ), xe+a2−b2
n e2

]
(see figure).

ρ(F ′)

U (1)
≤ǫ−1

U (1)
≤ǫ−1 ⊎ ρ(F ′) R

R
⇒

Then R ] L(≥3)[−a2] ⊂U ′ is a ladder set in U ′ and xd
2ρ( f ) is admissible over U ′

by Lemma 5.9. On the other hand,

#R ] L(≥3) = #L − #U (1)
≤e−1− #

e⊎
j=ε

U (2)
j ≤ #M − #U (1)

≤e−1− #
e⊎

j=ε
U (2)

j = #X.
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Since xd
2ρ( f ) is admissible over U ′ and since R ] L(≥3)[−a2] = {h ∈U ′ : h ≤dlex

xd
2ρ( f )}, by the choice of g, we have

g ≥lex xd
2ρ( f )

as desired. �

By Lemma 6.5, g is divisible by xd
2 . Let H ⊂U (1)

e be the revlex set such that

ρ(H)=
e+a2⊎
j=ε

U (2)
j \ x−d

2

[
xe+a2−b2

2 e2, g
)
.

Then by Lemma 4.3

m(H)+m
(
U (2)
≤ε−1

)� m
(
U (2)
≤e+a2

\ [xe+a2−b2
2 e2, g)

)= m
(
X (2)). (9)

Let
N = (U (1)

≤e−1 ] H
)]U (2)

≤e ] Y [+a2] ⊂U.

Since X is a ladder set, Y ⊃U ′(≥3)
≤e+a2

and Y [+a2] ⊃U (≥3)
≤e . Thus N is a ladder set

in U . We claim that N satisfies the desired conditions.
A routine computation shows

#M \
e⊎

j=ε
U (2)

j = #U (1)
≤e−1 ] Q ]M (≥3) = #U (1)

≤e−1 ] X = #N \
e⊎

j=ε
U (2)

j

(see Figure 1). Thus #N = #M . Let µ=max>lex H . Then xd
2ρ(µ)= g. We claim

that µ = f . Since g ≥lex xd
2ρ( f ), µ ≥lex f . Since g is admissible over U ′, µ

is admissible over U by Lemma 5.9 (If t = 2 then Lemma 5.9 is not applicable;
however, if t = 2 then any monomial h ∈U (1)

e with h>lex f is admissible). However,
since #N = #M and N ⊃ {h ∈U : h ≤dlex µ}, by the choice of f , we have f = µ.

It remains to prove N � M . This follows from (7), (8), and (9) as follows:

M \
e⊎

j=ε
U (2)

j =
(
U (1)
≤e−1 ] F

)](M (2) \
e⊎

j=ε
U (2)

j

)
]M (≥3)

�U (1)
≤e−1 ] Q ]M (≥3)

�U (1)
≤e−1 ] X

� (
U (1)
≤e−1 ] H

)]U (2)
≤ε−1 ] Y [+a2] = N \

e⊎
j=ε

U (2)
j

(see Figure 1).
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Case 2. Suppose ρ(F)⊂⊎e+a2
j=ε U (2)

j and #F + #M (2) \⊎e
j=ε U (2)

j > #U (2)
≤e+a2

.

Lemma 6.6. We have f = xα1
1 xα2

2 e1; that is, α3 = · · · = αn = 0.

Proof. Suppose f 6= xα1
1 xα2

2 e1. Let g = xα1
1 xα2+α3+···+αn

2 e1. Then g >dlex f is
admissible over U by the definition of admissibility. Also,

#M < #{h ∈U : h ≤dlex g} = #
(
U (1)
≤e−1 ] [g, xe−b1

n ]e1
)]U (2)

≤e ]U (≥3)
≤e .

Since ρ([g, xe−b1
n e1])=⊎e+a2

i=ε U (2)
i and M (≥3) ⊃U (≥3)

≤e ,

#F + #
(

M (2) \
e⊎

j=ε
U (2)

j

)
= (#M − #U (1)

≤e−1− #M (≥3))− #
e⊎

j=ε
U (2)

j

< #[g, xe−b1
n e1] + #U (2)

≤e − #
e⊎

j=ε
U (2)

j = #U (2)
≤e+a2

,

which contradicts the assumption of Case 2. Thus f = xα1
1 xα2

2 e1. �

Lemma 6.6 says that ρ( f )= xε−b2
2 e2. In particular, ρ([ f, xe−b1

n e1])=⋃e+a2
j=ε U (2)

j .
Let

H =
e+a2⊎
j=ε

U (2)
j \ ρ(F)

(see figure).

H

ρ(F)

F

H

Since ρ(F) is an upper revlex set of degree e+ a2, H is a lower lex set of degree
ε. Also, since #F + #M (2) > #U (2)

≤e+a2
, ρ(F) ∪ M (2) ⊃ U (≥2)

≤e+a2
by (A2). Thus

M (2) ⊃ H .
Let R be the super-revlex set in U (2) with #R = #M (2) \ H . Since M (2) \ H is

revlex, by Corollary 4.6 we have

R� M (2) \ H. (10)

Then since #R ≤ #M (2),
R ]M (≥3) ⊂U (≥2)

is a ladder set (see the third picture in Figure 2).
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M

f f⇒H
F

ff ⇒⇒

{h ∈ U (1) : h ≤dlex f } ⊎ R ⊎ M (≥3) N = {h ∈ U (1) : h ≤dlex f } ⊎ Y

Y

U (1)
≤e−1U (1)

≤e−1

U (1)
≤e−1 U (1)

≤e−1

M (≥3)

M (≥3) M (≥3)

{h ∈ U (1) : h ≤dlex f } ⊎ (M (2) \ H) ⊎ M (≥3)

R

Figure 2. Toward the proof of Case 2.

Let Y ⊂ U (≥2) be the extremal set in U (≥2) with #Y = #R ]M (≥3). We claim
that

N = {h ∈U (1) : h ≤dlex f } ] Y

satisfies the desired conditions. Indeed, we have

M = (U (1)
≤e−1 ] F ] H

)] (M (2) \ H)]M (≥3)

� (
U (1)
≤e−1 ] [ f, xe−b1

n e1]
)] R ]M (≥3)

� {h ∈U (1) : h ≤dlex f } ] Y = N

(see Figure 2) since ρ(F)] H =⊎e+a2
j=ε U (2)

j = ρ([ f, xe−b1
n e2]), by (10).

It remains to prove that N is a ladder set. Since

#Y = #M − #{h ∈U (1) : h ≤dlex f } ≥ #U (≥2)
≤e

by the choice of f , we have Y ⊃U (≥2)
≤e by Lemma 5.10. This fact guarantees that

N is a ladder set.

Case 3. Suppose ρ(F) 6⊂⊎e+a2
j=ε U (2)

j . Then ρ(F) properly contains
⊎e+a2

j=ε U (2)
j

since ρ(F) is an upper revlex set of degree e+a2. In particular, F properly contains
[ f, xe−b1

n e1]. We claim:

Lemma 6.7. We have f = xα1
1 xα2

2 e1 and α2 6= 0.
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Proof. If αk 6= 0 for some k ≥ 3 then xα1
1 xα2+···+αn

2 e1 >dlex f is admissible over U .
Then by the choice of f , F ⊂ [xα1

1 xα2+···+αn
2 e1, xe−b1

n e1] and

ρ(F)⊂ ρ([xα1
1 xα2+···+αn

2 e1, xe−b1
n e1]

)= e+a2⊎
j=ε

U (2)
j ,

a contradiction. Also, if α2 = 0 then ε = deg ρ( f )= 0 which implies

ρ(F)⊂ ρ(U (1)
e )=U (2)

≤e+a2
=

e+a2⊎
j=ε

U (2)
j ,

a contradiction. �

Recall ε = deg ρ( f ). Thus α2 = ε− b2 by Lemma 6.7. Let

H = {h ∈ F : h >lex f }
and

g =max
>lex

H.

By the choice of f , H contains no admissible monomials over U . By Lemma 6.7,
ρ(F \ H) = ⊎e+a2

j=ε U (2)
j . Hence H 6= ∅ by the assumption of Case 3. Since

xα1+1
1 xα2−1

2 e1 is admissible over U ,

ρ(H)⊂ ρ([xα1+1
1 xα2−1

2 e1, xα1
1 xα2

2 e1)
)=U (2)

ε−1

is revlex. Also, ε− 1> b2 since U (2)
b2
= {e2} and H 6=∅.

If t = 2 then any monomial h ∈U (1)
e with h >lex f is admissible, which implies

H =∅. Thus we may assume t ≥ 3.
To prove the statement, it is enough to prove that there exists an extremal set

Z ⊂U (≥3) such that
Z � H ]M (≥3). (11)

Indeed, if such a Z exists then N = (M (1) \ H) ] M (2) ] Z satisfies the desired
conditions. Recall that ε ≤ e+ 1 by the definition of admissibility.

Subcase 3-1. Suppose a3 ≥ e− (ε− 1).
Let d = e− (ε− 1). We consider

U ′ =U (2) ]
t⊎

i=3

U (i)[+d].

This set is well-defined since a3 ≥ d . Recall ρ(H)⊂U (2)
ε−1. Let

Y = ρ(H)]U (2)
≤ε−2 ]M (≥3)[+d]
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(see figure).

M (≥3)

ρ(H)
M (≥3)[+d]ρ(H)

U (2)
≤ǫ−2

ρ(H) ⊎ U (2)
≤ǫ−2 ⊎ M (≥3) Y

⇒

U (2)
≤ǫ−2

Then Y is a ladder set since M (≥3) ⊃ U (≥3)
≤ε−1+d = U (≥3)

≤e . Also, U (2)
≤ε−2 6= ∅ since

ε− 1> b2.
Let µ ∈ U (2)

≤ε−1 be the largest admissible monomial in U (2)
≤ε−1 over U ′ with

respect to >dlex satisfying #{h ∈U ′ : h ≤dlex µ} ≤ #Y . Then since we assume that
Proposition 6.3 is true for U ′, there exists an extremal set Z ⊂U ′(≥3) such that

Y � {h ∈U (2) : h ≤dlex µ} ] Z .

To prove (11), it is enough to prove {h ∈U (2) : h ≤dlex µ} =U (2)
≤ε−2; in other words:

Lemma 6.8. µ= xε−2−b2
2 e2.

Proof. Recall that U (2)
≤ε−2 6=∅. It is enough to prove that degµ 6= ε−1. Suppose to

the contrary that degµ= ε− 1. Let µ′ ∈U (1)
e be a monomial such that ρ(µ′)= µ.

Then µ′ is admissible over U by Lemma 5.9. Also,

#Y − #U (2)
≤ε−2 ≥ #[µ, xε−1−b2

n e2] + #U ′(≥3)
≤ε−1 = #[µ, xε−1−b2

n e2] + #U (≥3)
≤e .

Since #M (≥3) + #H = #Y − #U (2)
≤ε−2 and since ρ

([µ′, f )
) = [µ, xε−1−b2

n e2], we
have

#M = #(M \ H)]M (2) ] H ]M (≥3)

≥ #(M \ H)]U (2)
≤e + #[µ, xε−1−b2

n e2] ] Z

≥ #[µ′, f )] (M \ H)]U (≥2)
≤e = #{h ∈U : h ≤dlex µ

′},
which contradicts the maximality of f since µ′ >lex g >lex f and µ′ is admissible
over U . �

Subcase 3-2. Suppose a3 < e− (ε− 1). We consider

X = xe−(ε−1)
2 ρ(H)⊂U (2)

e ,

as illustrated at the top of the next page.
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M

H XH

X

Let
Y = {h ∈U (2) : h ≤dlex xe−(ε−1)

2 ρ(g)
}]M (≥3),

as on the left part of the figure:

M (≥3)
X

Y

Z

W

⇒
g′ µ

Further, let
g′ =max

>dlex
(Y (2) \ X).

Since e− (ε− 1) > a3, e− (ε− 1)≥ 1. Thus

g′ = xe−(ε−1)−1
2 xε−b2

3 e2

and
Y (2) = X ] {h ∈U (2) : h ≤dlex g′}.

Since a3 < e− (ε− 1), deg ρ(g′)= ε+ a3 ≤ e. Thus g′ is admissible over U (≥2).
Let µ be the largest admissible monomial in U (2)

≤e over U (≥2) with respect to
>dlex with #{h ∈U (≥2) : h ≤dlex µ} ≤ #Y . Since Lemma 5.9 says that X contains
no admissible monomials over U (≥2),

µ≥dlex g′ and µ 6∈ X.

Since we assume that Proposition 6.3 is true for U (≥2), there exists an extremal set
Z ⊂U (≥3) such that

W = {h ∈U (2) : h ≤dlex µ} ] Z

is a ladder set and
W � Y,

as shown in the figure immediately above.
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Lemma 6.9. µ= g′.

Proof. Suppose to the contrary that µ 6= g′. Then µ >dlex g′ and

W = [µ, xe−(ε−1)
2 ρ(g)

)] Y (2) ] Z .

Then there exists µ′ ∈U (1)
e such that

xe−(ε−1)
2 ρ(µ′)= µ.

By Lemma 5.9, µ′ is admissible over U and µ′ >lex g >lex f . Observe that

#M (≥3)+ #H = #Z ] [µ, g′)= #Z + #[µ′, f )

by the construction of Y and Z . Since Z ⊃U (≥3)
≤e ,

#M ≥ #(M (1) \ H)] H ]U (2)
≤e ]M (≥3)

= #(M (1) \ H)]U (2)
≤e ] Z ] [µ′, f )

≥ #(M (1) \ H)] [µ′, f )]U (2)
≤e ]U (≥3)

≤e

= #{h ∈U : h ≤dlex µ
′}.

Since µ′ is admissible over U , this contradicts the maximality of f . �

Now
W = {h ∈U (2) : h ≤dlex g′} ] Z

and since W � Y and Y = X ] {h ∈U (2) : h ≤dlex g′} ]M (≥3), we have

m(Z)� m(X ]M (≥3))= m(H ]M (≥3)),

which proves (11). This completes the proof of Proposition 6.3 when f 6= xe−b1−1
1 e1.

Proof of Proposition 6.3 when f = xe−b1−1
1 e1. Let F =M (1)

e . If F =∅ then there
is nothing to prove. Thus we may assume F 6=∅. Then M ⊃U (≥2)

≤e since M is a
ladder set.

Case 1. Suppose a2 = 0. Then deg e1 = deg e2 = b1. Since xe−b1
2 e1 is admissible

over U , xe−b1
2 e1 6∈ F . Indeed, if xe−b1

2 e1 ∈ F then M ⊃ {h ∈U : h ≤dlex xe−b1
2 e1},

which contradicts the maximality of f . Thus

F ⊂ [xe−b1
2 e1, xe−b1

n e1]
and

ρ(F)⊂ ρ([xe−b1
2 e1, xe−b1

n e1]
)=U (2)

e .

Consider
X = ρ(F)]U (2)

≤e−1 ]M (≥3) ⊂U (≥2)
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and let Y ⊂ U (≥2) be the extremal set with #Y = #X . Since X is a ladder set in
U (≥2), by the induction hypothesis we have

Y � X.

Lemma 6.10. Y (2) =U (2)
≤e−1.

Proof. Suppose to the contrary that Y (2) 6= U (2)
≤e−1. Let g = ḡe2 be the largest

admissible monomial in Y (2)≤e over U (≥2) with respect to >dlex. Since X ⊃U (≥2)
≤e−1,

we have Y ⊃U (2)
≤e−1 by Lemma 5.10. Thus deg g = e and Y ⊃U (≥3)

≤e .
Let g′ = ḡe1. Since g = ḡe2 is admissible over U (≥2) and since ρ(g′)= g, g′ is

admissible over U by Lemma 5.9. Observe that #Y = #X ≤ #F + #M (≥2)− #U (2)
e .

Then
#M = #U (1)

≤e−1 ] F ]M (≥2)

≥ #U (1)
≤e−1+ #U (2)

e + #Y

≥ #U (1)
≤e−1+ #U (2)

e + #{h ∈U (≥2) : h ≤dlex g}
= #U (1)

≤e−1+ #U (2)
e + #U (2)

≤e−1 ] [g, xe−b1
n e2] ]U (≥3)

≤e

= #U (1)
≤e−1+ #U (≥2)

≤e + #[g′, xe−b1
n e1]

= #{h ∈U : h ≤dlex g′},
which contradicts the maximality of f . Hence Y (2) =U (2)

≤e−1. �

Then, since Y � X , we have

Y (≥3)� F ]M (≥3). (12)

Let
N =U (1)

≤e−1 ]M (2) ] Y (≥3).

Then N is a ladder set since #Y (≥3) ≥ #M (≥3). Also, N � M by (12). Thus N
satisfies the desired conditions.

Case 2. Suppose a2 > 0. Since deg f 6= e, by Lemma 5.12 we have

#M < #U (1)
≤e . (13)

Hence
#F + #M (2) ≤ #M − #U (1)

≤e−1 < #U (1)
e ≤ #U (2)

≤e+a2
. (14)

Then, by (A2) and (A3), we may assume that ρ(F)∩M (2) =∅, t ≥ 3, and there
exists a d ≥ e such that M (2) =U (2)

≤d and M (3)
d+1 6=U (3)

d+1. Let

A= {ue2 ∈ ρ(F)e+a2 : x (e+a2)−(d+1)
2 divides u and u/x (e+a2)−(d+1)

2 e2 6∈ ρ(F)d+1
}
,

as illustrated in the second picture at the top of the next page.
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M

F

⇒⇒

⇒⇒

⇒

Q

U (1)
≤e−1 ⊎ (M (2) \ A) ⊎ E ⊎ M (≥3)

N = U (1)
≤e−1 ⊎ P ⊎ Q[+a2]

U (1)
≤e−1 U (1)

≤e−1

U (1)
≤e−1U (1)

≤e−1

U (1)
≤e−1 U (1)

≤e−1

M (≥3) M (≥3)

M (≥3)[−a2]

M (≥3)

M (2) M (2)

U (1)
≤e−1 ⊎ (M (2) ⊎ ρ(F)) ⊎ M (≥3)

U (1)
≤e−1 ⊎ (M (2) \ A) ⊎ E ⊎ M (≥3)[−a2]

P P
Q[+a2]

U≤e−1 ⊎ P ⊎ Q

A B

E
B

E
B

Also set

E = x−(e+a2+d+1)
2 A ⊂U (2)

d+1 and B = ρ(F)e+a2 \ A ⊂U (2)
e+a2

.

Subcase 2-1. Suppose #B+ #M (≥3) < #U (2)
e+a2

. Consider

U ′ =U (2) ]
t⊎

i=3

U (i)[−a2].

Since M (≥3)[−a2] ⊃U ′(≥3)
≤e+a2

, by Corollary 5.13 and by the induction hypothesis,
there exists the extremal set Q ⊂U ′(≥3) such that

Q� B ]M (≥3). (15)
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Let P be the super-revlex set in U (2) with #P = #M (2)+#ρ(F) \ B. Then since
ρ(F)≤e+a2−1 ] E is revlex, Corollary 4.6 shows

m
(
M (2) ] ρ(F) \ B

)= m(M (2))+m
(
ρ(F)≤e+a2−1 ] E

)� m(P) (16)

(see the second step in the figure on the previous page). We claim that

N =U (1)
≤e−1 ] P ] Q[+a2] ⊂U

satisfies the desired conditions. Indeed, by (15) and (16),

m(N )� m
(
U (1)
≤e−1 ]M (2) ] (ρ(F) \ B)] (B ]M (≥3))

)= m(M)

(see figure on the previous page).
It remains to prove that N is a ladder set. If ρ(F) \ B =∅ then P = M (2), and

therefore N is a ladder set since #Q ≥ #M (≥3). Suppose ρ(F)\ B 6=∅. Recall that
ρ(F)∩M (2) =∅. Since

#U (2)
≤e ≤ #M (2) ≤ #P = #ρ(F)≤e+a2−1 ] E ]M (2) ≤ #U (2)

≤e+a2−1,

we have
U (2)
≤e ⊂ P ⊂U (2)

≤e+a2−1.

Then by Lemma 5.10 what we must prove is that

#Q ≥ #U (≥3)
≤e+a2−1.

Since #S(i)k =
∑n

j=i #S( j)
k−1 for all i > 0 and k > 0, we have

#U (3)
k ≥

t∑
j=3

#U ( j)
k−1 = #U (≥3)

k−1 (17)

for all k > 0. Since ρ(F) \ B 6=∅, #B = #ρ(F)e+a2 \ A ≥ #U (2)
e+a2
− #U (2)

d+1. Thus

#B ≥ #U (2)
e+a2
− #U (2)

d+1 = #
e+a2⊎

j=d+2

U (3)
j+a3
≥ #

e+a2⊎
j=d+2

U (3)
j ≥

e+a2−1∑
j=d+1

#U (≥3)
j ,

(we use (17) for the last step) and therefore

#Q = #M (≥3)+ #B ≥ #U (≥3)
≤d +

e+a2−1∑
d+1

U (≥3)
j ≥ #U (≥3)

≤e+a2−1

as desired.

Subcase 2-2. Suppose #B+ #M (≥3) ≥ #U (2)
e+a2

.

Lemma 6.11. ρ(F) 6⊃⊎e+a2
j=d+2 U (2)

j .
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Proof. Suppose to the contrary that ρ(F)⊃⊎e+a2
j=d+2 U (2)

j . Then

#ρ(F) \ B = #
(
ρ(F) \ (A] B)

)] E = #
e+a2−1⊎
j=d+1

U (2)
j

by the choice of E . Then #(ρ(F) \ B)]M (2) = #U (2)
≤e+a2−1 and

#M = #U (1)
≤e−1 ] ρ(F)]M (2) ]M (≥3) ≥ #U (1)

≤e−1+ #U (2)
≤e+a2−1+ #U (2)

e+a2
= #U (1)

≤e ,

where we use the assumption #B+#M (≥3) ≥ #U (2)
e+a2

for the second step. However,
this contradicts (13). �

The above lemma says that e+ a2 ≥ d + 2 and ρ(F)d+1 =∅. Thus B does not
contain any monomial ue2 such that u is divisible by x (e+a2)−(d+1)

2 . Hence

ρ(B)⊂
e+a2+a3⊎

j=d+2+a3

U (3)
j . (18)

Since M (3)
d+1 6=U (3)

d+1, by Lemma 5.15,

#M (≥3) < #U (3)
≤d+2.

Lemma 6.12. a3 = 0.

Proof. If a3 > 0 then

#B+ #M (≥3) < #
e+a2+a3⊎

j=d+2+a3

U (3)
j + #U (3)

≤d+2 ≤U (3)
≤e+a2+a3

= #U (2)
e+a2

,

which contradicts the assumption of Subcase 2-2. �

Let
H = {h ∈U (≥3)

d+1 : h 6∈ M (≥3)}
(see figure).

H

M
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By Lemma 5.15,
#H + #M (≥3) < #U (3)

≤d+2.

Since a3 = 0, by the assumption of Subcase 2-2,

#B ≥ #U (2)
e+a2
− #M (≥3) = #U (3)

≤e+a2
− #M (≥3) > #H + #

e+a2⊎
j=d+3

U (3)
j .

Let
B = I ] J ]G,

where I is the set of lex-largest #H monomials in B and G is the revlex set with
ρ(G)=⊎e+a2

j=d+3 U (3)
j (see figure):

I J G

H

B ⊎ M (≥3)

Since a3 = 0, (18) says ρ(B)⊂⊎e+a2
j=d+2 U (2)

j . Hence ρ(I )⊂U (3)
d+2. Let C ⊂U (3)

d+2
be the lex set in U (3)

d+2 with #C = #H . If we regard U (≥3) as a universal lex ideal in
K [x3, . . . , xn], then H and C are lex sets in K [x3, . . . , xn]with the same cardinality.
Hence C = x3 H . Then, by the interval lemma,

m(H)= m(C)� m(ρ(I ))= m(I ). (19)

Let P ⊂ U (2) be the super-revlex set with #P = #A + #J + #M (2). By the
choice of G, G is the set of all monomials ue2 ∈ ρ(F) such that u is not divisible
by xe+a2−(d+2)

2 . Also, since B does not contain any monomial ue2 such that u is
divisible by xe+a2−(d+1)

2 , any monomial in J is divisible by xe+a2−(d+2)
2 e2. Then

x−(e+a2)+d+2
2 J ⊂U (2)

d+2 is a revlex set. Since M (2)]E](x−(e+a2)+(d+2)
2 J ) is revlex,

we have

m(P)� m
(
M (2) ] E ] x−(e+a2)+(d+1)

2 J
)= m

(
M (2) ] A] J

)
. (20)

JA J

M (2) ⊎ A ⊎ J M (2) ⊎ E ⊎ J M (2) ⊎ E ⊎ x−(e+a2)+d+2
2 J P

⇒⇒⇒ E E

M (2)M (2)M (2)
P
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Let
Q = ρ(F) \ (A] B)= ρ(F)≤e+a2−1.

Subcase 2-2-a. Suppose that #P + #Q ≤ #U (2)
≤e+a2−1. Let R ⊂ U (2) be the super-

revlex set with #R = #P + #Q. Then since Q is an upper revlex set of degree
e+ a2− 1, by Corollary 4.5 and (20)

R� P ] Q� M (2) ] A] J ] Q. (21)

On the other hand, by Lemma 5.15,

#H + #M (≥3) < #U (3)
≤d+2.

Then since ρ(G)=⊎e+a2
j=d+3 U (3)

j ,

#I ]G ]M (≥3) = #G ] H ]M (≥3) < #U (3)
≤e+a2

= #U (2)
e+a2

.

Let U ′=U (2)⊎t
i=3 U (i)[−a2]. Observe that M (3)[−a2]⊃U ′(≥3)

≤e+a2
. Then Corollary

5.13 and (19) say that there exists an extremal set Z ⊂U (≥3)[−a2] such that

Z � G ] H ] (M (≥3)[−a2]
)� G ] I ]M (≥3). (22)

I G

H

I ⊎ G ⊎ M (≥3)

G

G ⊎ H ⊎ M (≥3) Z [+a2]

⇒⇒

We claim that
N =U (1)

≤e−1 ] R ] Z [+a2]
satisfies the desired conditions. Indeed, by (21) and (22),

N �U (1)
≤e−1 ] (M (2) ] A] J ] Q)]G ] I ]M (≥3)

�U (1)
≤e−1 ] F ]M (2) ]M (≥3) = M.

(We use ρ(F)= A] I ] J ]G ] Q and m(F)= m(ρ(F)) for the second step.)
It remains to prove that N is a ladder set. Since U (2)

≤d ⊂ R ⊂ U (2)
≤e+a2−1 it is

enough to prove that Z [+a2] ⊃U (≥3)
≤e+a2−1. Since ρ(G)=⊎e+a2

j=d+3 U (3)
j ,

#Z = #(H ]M (≥3) ]G)≥ #U (≥3)
≤d+1 ]

e+a2⊎
j=d+3

U (3)
j ≥ #U (≥3)

≤e+a2−1.



1060 Giulio Caviglia and Satoshi Murai

(We use #U (3)
j ≥#U (≥3)

j−1 for the last step.) Then Z [+a2]⊃U (≥3)
≤e+a2−1 by Lemma 5.10

as desired.

Subcase 2-2-b. Suppose that #P + #Q > #U (2)
≤e+a2−1. Note that

#P + #Q+ #I + #G = #F + #M (2).

Then #M (2)]F > #U (2)
≤e+a2−1. Let R be the super-revlex set with #R= #M (2)+#F .

Then #R = #M (2) + #F ≤ #U (2)
≤e+a2

by (14). Since #R ≥ #P + #Q > U (2)
≤e+a2−1,

there exists a revlex set B ′ ⊂U (2)
e+a2

such that

R =U (2)
≤e+a2−1 ] B ′.

Also by Corollary 4.5,

B ′ ]U (2)
≤e+a2−1 = R� M (2) ] ρ(F). (23)

Since #F + #M (≥2) < #U (2)
≤e+a2

, we have #B ′ + #M (≥3) < #U (2)
e+a2

. Then by
Corollary 5.13 there exists the extremal set Z ⊂U (≥3)[−a2] such that

B ′ ] (M (≥3)[−a2])� Z . (24)

We claim that
N =U (1)

≤e−1 ]U (2)
≤e+a2−1 ] Z [+a2]

satisfies the desired conditions.
By (23) and (24),

N �U (1)
≤e−1 ]U (2)

≤e+a2−1 ] B ′ ]M (≥3)�U (1)
≤e−1 ] F ]M (2) ]M (≥3) = M.

M U (1)
≤e−1 ⊎ ρ(F) ⊎ M (≥2)

U (1)
≤e−1 ⊎ R ⊎ M (≥3) N = U (1)

≤e−1 ⊎ U (2)
≤e+a2−1 ⊎ Z [+a2]

U (1)
≤e−1

M (2) M (≥3)

U (1)
≤e−1

M (≥3)U (2)
≤e+a2−1

B ′

U (1)
≤e−1

U (2)
≤e+a2−1 Z [+a2]

ρ(F)

⇒

⇒⇒

F

U (1)
≤e−1

M (2) M (≥3)
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It remains to prove that N is a ladder set. What we must prove is:

Z [+a2] ⊃U (≥3)
≤e+a2−1.

By the assumption of Subcase 2-2-b,

#M (2)+ #F − #(I ]G)= #Q+ #P > #U (2)
≤e+a2−1.

Then
#B ′ = #M (2)+ #F − #U (2)

≤e+a2−1 > #I ]G.

Then in the same way as the computation of #Z in Subcase 2-2-a, we have

#Z = #M (≥3) ] B ′ ≥ #M (≥3) ] (I ]G)≥ #U (≥3)
≤e+a2−1.

Then by Lemma 5.10, Z [+a2] ⊃U (≥3)
≤e+a2−1 as desired.

7. Examples

In this section, we give some examples of saturated graded ideals which attain
maximal Betti numbers for a fixed Hilbert polynomial. Observe that, by the decom-
position given before Definition 3.7, the Hilbert polynomial of a proper universal
lex ideal I = (δ1, δ2, . . . , δt) is given by

HI (t)=
(

t − b1+ n− 1
n− 1

)
+
(

t − b2+ n− 2
n− 2

)
+ · · ·+

(
t − bt + n− t

n− t

)
,

where bi = deg δi for i = 1, 2, . . . , t .

Example 7.1. Let S = K [x1, . . . , x4] and S = K [x1, . . . , x3]. Consider the ideal
I = (x3

1 , x2
1 x2, x1x2

2 , x3
2 , x2

1 x3)⊂ S. Then

HI (t)= 1
6 t3+ t2− 19

6 t + 1=
(

t + 2
3

)
+
(

t − 4
2

)
+
(

t − 9
1

)
and the proper universal lex ideal with the same Hilbert polynomial as I is

L = (x1, x6
2 , x5

2 x5
3).

Let
U = sat L̄ = (L̄ : x∞3 )= (x1, x5

2)⊂ S

and c = dimK U/L̄ = 5. Then the extremal set M ⊂U with #M = 5 is

M = x1{1, x1, x2, x3} ] x5
2{1}.

Then the ideal in S generated by all monomials in U \M is

J = x1(x2
1 , x1x2, x1x3, x2

2 , x2x3, x2
3)+ x5

2(x2, x3)⊂ S,
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and J has the largest total Betti numbers among all saturated graded ideals in S
having the same Hilbert polynomial as I .

Example 7.2. Let S = K [x1, . . . , x5] and S = K [x1, . . . , x4]. Consider the ideal
I = (x1, x2

2 , x2x3
3 , x2x2

3 x15
4 ). Then I is a proper universal lex ideal. Let

U = sat Ī = ( Ī : x∞4 )= (x1, x2
2 , x2x2

3)⊂ S

and c = dim U/ Ī = 15. Then the extremal set M ⊂U with #M = 15 is

M = x1{1, x1, x2, x3, x4, x2x3, x2x4, x2
3 , x3x4, x2

4} ] x2
2{1, x2, x3, x4} ] x2x2

3{1}.
Then the ideal in S generated by all monomials in U \M is

J =x1(x2
1 , x1x2, x1x3, x1x4, x2

2 , x2x2
3 , x2x3x4, x2x2

4 , x3
3 , x2

3 x4, x3x2
4 , x3

4)

+ x2
2(x

2
2 , x2x3, x2x4, x2

3 , x3x4, x2
4)+ x2x2

3(x3, x4)

and J has the largest total Betti numbers among all saturated graded ideals in S
having the same Hilbert polynomial as I .

Finally, we give an explicit formula of the bounds in Theorem 1.1 for one special
case. For positive integers a and d , let

a =
(

ad + d
d

)
+
(

ad−1+ d − 1
d − 1

)
+ · · ·+

(
at + t

t

)
be the d-th binomial representation of a. Thus ad , . . . , at are integers satisfying
ad ≥ ad−1 ≥ · · · ≥ at ≥ 0 with t ≥ 1. We define

a〈d〉 =
(

ad − 1+ d
d

)
+
(

ad−1− 1+ d − 1
d − 1

)
+ · · ·+

(
at − 1+ t

t

)
.

Also, for k = 0, 1, . . . , n−1, we inductively define a〈d,k〉 by a〈d,0〉 = a and a〈d,k〉 =
(a〈d,k−1〉)〈d〉 for k ≥ 1, where 0〈d〉 = 0. The following formula is due to Valla [1994,
Proposition 5]:

Lemma 7.3. Let c be a positive integer, M ⊂ S the super-revlex set with #M = c,
and let J ⊂ S be the ideal generated by all monomials which are not in M. Let e be
the unique integer such that

(e−1+n
n

)≤ c <
(e+n

n

)
and let r = c− (e−1+n

n

)
. Then, for

i ≥ 1, one has

βS
i (S/J )=

(
e+ i − 2

e− 1

)(
e+ n− 1
i + e− 1

)
+

n−1∑
k=1

(
k

i − 1

)
r〈e,n−k〉. (25)

The right-hand side of (25) only depends on c, n, and i . Thus we denote it by
Bi (c, n).
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Let b and c be positive integers. Consider the polynomial

p(t)=
(

t − b+ n− 1
n− 1

)
+ · · ·+

(
t − b+ 2

2

)
+
(

t − b− c+ 2
1

)
. (26)

The universal lex ideal having the Hilbert polynomial (26) is

L = (xb
1 , . . . , xb−1

1 xn−2, xb−1
1 xc

n−1).

Then U = sat L̄ = (xb−1
1 ) and dimK (sat L̄)/L̄ = c. In this case, an ideal which

attains the bound in Theorem 1.1 was considered in Example 5.4. Let M ⊂ S̄ =
K [x1, . . . , xn−1] be the super-revlex set with #M = c and let J ⊂ S be the ideal
generated by all monomials in S̄ which are not in M . Then the ideal L = xb−1

1 J
attains the bound. In particular, by Lemma 7.3, we have:

Proposition 7.4. Let I ⊂ S be a saturated graded ideal whose Hilbert polynomial
is of the form (26). Then βS

i (S/I )≤ Bi (c, n− 1) for all i ≥ 1.

Remark 7.5. When b = 1, the above proposition is the result of Valla [1994] who
considered the case when the Hilbert polynomial of S/I is constant. Indeed, if
PS/I (t) is equal to a constant number c then

PI (t)=
(

t+n−1
n−1

)
−c =

(
t−1+n−1

n−1

)
+ · · ·+

(
t−1+2

2

)
+
(

t−1−c+2
1

)
.
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Comparing numerical dimensions
Brian Lehmann

The numerical dimension is a numerical measure of the positivity of a pseu-
doeffective divisor L . There are several proposed definitions of the numerical
dimension due to Nakayama and Boucksom et al. We prove the equality of these
notions and give several additional characterizations. We also prove some new
properties of the numerical dimension.

1. Introduction

Suppose that X is a smooth complex projective variety and L is an effective divisor.
An important principle in birational geometry is that the geometry of L is captured
by the asymptotic behavior of the spaces H 0(X,OX (mL)) as m increases. When L
is a big divisor, this asymptotic behavior has close ties to the cohomological and
numerical properties of L . These connections have been applied profitably in many
situations in birational geometry, most notably in the minimal model program.

However, when L is an effective divisor that is not big, these close relationships no
longer hold. In order to understand the interplay between numerical and asymptotic
properties, Kawamata [1985] defined the numerical dimension of a nef divisor.
Nakayama [2004] and Boucksom et al. [2012] proposed several different extensions
of this notion to pseudoeffective divisors. Our goal is to give a unifying framework
for the numerical dimension by proving the equality of these definitions and giving
other natural descriptions as well. We also describe some new properties of the
numerical dimension. The crucial perspectives are the following:

(1) The numerical dimension measures the asymptotic behavior of L when it is
perturbed by adding a small ample divisor εA.

(2) The numerical dimension measures the largest dimension of a subvariety W ⊂ X
such that L is positive along W . An important subtlety is that one should not
simply consider L|W but should “remove” contributions of the base locus of L .

This material is based upon work supported under a National Science Foundation Graduate Research
Fellowship.
MSC2010: 14C20.
Keywords: divisor, numerical dimension.
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Since some of the definitions used in the main theorem are rather technical, we
simply give references here. We will describe in Section 1A the intuition behind
the theorem. The notation B−(L) denotes the diminished base locus defined in
Section 2A, volX |W denotes the restricted volume defined in Section 2D, Pσ (−)
denotes the divisorial Zariski decomposition defined in Section 3, and 〈−〉 denotes
the restricted positive product defined in Section 4.

Theorem 1.1. Let X be a normal projective variety over C, and let L be a pseu-
doeffective R-Cartier R-Weil divisor. In the following, A will denote some fixed
sufficiently ample Z-divisor, and W will range over all subvarieties of X not
contained in B−(L)∪Supp(L)∪Sing(X). The following quantities coincide:

Perturbed growth condition:

(1) max{k ∈ Z≥0 | limsupm→∞ h0(X,OX (bmLc+ A))/mk > 0}.

Volume conditions:

(2) max{k ∈ Z≥0 | ∃C > 0 such that Ctn−k < vol(L + t A) for all t > 0}.

(3) max{dim W | limε→0 volX |W (L + εA) > 0}.

(4) max{dim W | infφ:Y→X volW̃ (Pσ (φ
∗L)|W̃ ) > 0}, where φ varies over all bira-

tional maps such that no exceptional center contains W and W̃ denotes the
strict transform of W .

Positive product conditions:

(5) max{k ∈ Z≥0 | 〈Lk
〉 6= 0}.

(6) max{dim W | 〈Ldim W
〉X |W > 0}.

Seshadri-type condition:

(7) min{dim W | φ∗L− εE is not pseudoeffective for any ε > 0}, where φ denotes
the blow-up φ : BlW X→ X and E denotes the Cartier divisor on BlW X such
that OBlW X (−E)= φ−1IW ·OBlW X . (By convention, if L is big, we interpret
this expression as returning dim X .)

This common quantity is known as the numerical dimension of L and is denoted ν(L).
It only depends on the numerical class of L.

The definitions κσ and κν of [Nakayama 2004, pp. 174 and 181] are listed
as (1) and (7), respectively; the definition ν of [Boucksom et al. 2012] is listed
as (5). When L is numerically effective, this definition agrees with the definition of
[Kawamata 1985].

Remark 1.2. The numerical dimension also admits a natural interpretation with
respect to separation of jets, reduced volumes, and the other invariants considered
in [Ein et al. 2009].
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The numerical dimension is natural from the viewpoint of birational geometry.
It is established in [Nakayama 2004] that for a pseudoeffective divisor L ,

• 0≤ ν(L)≤ dim X ,

• ν(L)= dim X if and only if L is big and ν(L)= 0 if and only if Pσ (L)≡ 0,

• κ(L)≤ ν(L), and

• if φ : Y → X is a surjective morphism, then ν(φ∗L)= ν(L).

We prove two additional basic properties, answering a question of Nakayama:

• We have ν(L)= ν(Pσ (L)).

• Fix some sufficiently ample Z-divisor A. Then there are positive constants C1

and C2 such that

C1mν(L) < h0(X,OX (bmLc+ A)) < C2mν(L)

for every sufficiently large m.

The properties of ν(L) will be discussed in more depth in Section 6.

1A. Intuitive description. We now turn to an intuitive description of several of the
definitions in Theorem 1.1. Classically, one measures the positivity of a divisor
using the rate of growth of sections of H 0(X,OX (mL)) as m increases. More
precisely, the Iitaka dimension is defined as

κ(L)=max
{

k ∈ Z≥0

∣∣∣∣ lim sup
m→∞

h0(X,OX (bmLc))
mk > 0

}
.

(If H 0(X,OX (bmLc))= 0 for every m, we set κ(L)=−∞.) To obtain a numerical
invariant, we must instead consider sections of mL+ A for some sufficiently ample
divisor A. Thus, definition (1) indicates that ν(L) can be viewed as a numerical
analogue of the Iitaka dimension.

Another way to calculate the positivity of L is to use intersection products.
[Kawamata 1985] defined the numerical dimension of a numerically effective
divisor L as

ν(L) :=max{ k ∈ Z≥0 | Lk
· An−k

6= 0 }

for some (thus any) ample divisor A. The naïve extension of this definition to
pseudoeffective divisors does not work as the diminished base locus of L might
contribute positively to this intersection and distort the measurement. The positive
product of [Boucksom et al. 2012] gives a precise method of taking intersection
products while discounting these contributions. Definition (5) shows that ν(L) can
be defined as in [Kawamata 1985] by replacing the intersection product by the
positive product.



1068 Brian Lehmann

A third way to measure the positivity of a divisor is the volume: if n = dim X ,

vol(L) := lim sup
m→∞

h0(X,OX (mL))
mn/n!

.

Conceptually, we can view the volume as a loose analogue of the top self-intersection
of L . While this latter quantity does not usually yield geometric information, the
volume is a useful alternative that still shares many of the desirable properties of
intersection products. It is shown in [Lazarsfeld and Mustat,ă 2009; Boucksom et al.
2009] that vol is a differentiable function on the space of big R-Cartier divisors.
Definition (2) demonstrates that ν(L) controls the derivative of vol near L .

1B. Restricted numerical dimension. It is useful to study not only numerical in-
variants on X but also restricted versions that measure positivity along a subvariety V .
We will define a restricted numerical dimension of L along a subvariety V of X .
Just as in the nonrestricted case, the restricted numerical dimension should measure
the maximal dimension of a very general subvariety W ⊂ V such that the “positive
restriction” of L is big along W .

Definition 1.3. Let X be a smooth variety, V a subvariety, and L a pseudoeffective
R-divisor such that V 6⊂ B−(L). Fix an ample divisor A. We define the restricted
numerical dimension νX |V (L) to be

νX |V (L) :=max
{

dim W
∣∣ lim
ε→0

volX |W (L + εA) > 0
}
,

where W ranges over smooth subvarieties of V not contained in B−(L). The
restricted numerical dimension is an invariant of the numerical class of L .

The restricted numerical dimension satisfies (slightly weaker) analogues of
Theorems 1.1 and 6.7. For numerically effective divisors, we obtain nothing new
because νL|V (L)= νV (L|V ). Nevertheless, the restricted numerical dimension plays
an important role in understanding the geometry of a pseudoeffective divisor L .

1C. Organization. The paper is organized as follows. Section 3 is devoted to the
study of the divisorial Zariski decomposition, giving the technical background for
the rest of the paper. Sections 4 and 5 prove some basic facts about the invariants
of Theorem 1.1. We then turn to the proof of Theorem 1.1 in Section 6. Section 7
is devoted to a discussion of the restricted numerical dimension.

2. Preliminaries

All schemes will lie over the base field C. A variety will always be an irreducible
reduced projective scheme. The ambient variety X is assumed to be normal unless
otherwise noted. The term “divisor” will always refer to an R-Cartier R-Weil divisor.
Let N p(X) denote the R-vector space of codimension-p cycles quotiented out by
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those numerically equivalent to 0, and CD(X) will denote the R-vector space of
Cartier divisors quotiented out by those that have degree 0 along every irreducible
curve.

2A. Base loci. Let L be a pseudoeffective divisor. The R-stable base locus of L is
defined to be

BR(L) :=
⋂
{Supp(D) | D ≥ 0 and D ∼R L }.

When L is not R-linearly equivalent to an effective divisor, we use the convention
that BR(L)= X . The R-stable base locus is always a Zariski-closed subset of X ;
we do not associate any scheme structure to it.

We obtain a much better behaved invariant by perturbing by an ample divisor.
This approach to invariants was first considered in [Nakamaye 2000] and was
studied systematically in [Ein et al. 2006].

Definition 2.1. Let L be a pseudoeffective divisor. The augmented base locus of L is

B+(L) :=
⋂

A ample
BR(L − A).

Note that B+(L) ⊃ BR(L). [Ein et al. 2006, Corollary 1.6] verifies that the
augmented base locus is equal to BR(L − A) for any sufficiently small ample
divisor A. Thus, B+(L) is a Zariski-closed subset of X , and it only depends on the
numerical class of L .

For the second variant, we add on a small ample divisor.

Definition 2.2. Let L be a pseudoeffective divisor. The diminished base locus of L is

B−(L) :=
⋃

A ample
BR(L + A).

Remark 2.3. Although Nakayama [2004] uses a different definition, it is equivalent
to ours by his Theorem V.1.3.

Proposition 1.15 of [Ein et al. 2006] checks that the diminished base locus
only depends on the numerical class of L . Unlike the augmented base locus, the
diminished base locus is probably not a Zariski-closed subset (although no examples
are known of such pathological behavior). However, it is a countable union of
closed subsets by the following theorem:

Theorem 2.4 [Nakayama 2004, Theorem V.1.3]. Let X be a smooth variety, and
let L be a pseudoeffective divisor. There is an ample divisor A such that

B−(L)=
⋃
m

Bs(dmLe+ A),

where Bs denotes the (set-theoretic) base locus.
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From [Nakayama 2004] we know B−(L) is invariant under surjective morphisms.

Proposition 2.5. Let φ : Y → X be a surjective morphism from a normal variety Y
onto a normal variety X. Suppose that L is a pseudoeffective divisor on X. Then
we have an equality of sets

φ−1B−(L)∪φ−1 Sing(X)= B−(φ∗L)∪φ−1 Sing(X).

Proof. Fix an ample divisor H on Y and an ample divisor A on X . We have

φ−1B−(L)= φ−1
(⋃

m
BR

(
L + 1

m A
))

by [Ein et al. 2006, Remark 1.20]

=

⋃
m

BR

(
φ∗
(
L + 1

m A
))

⊃

⋃
m

BR

(
φ∗
(
L + 1

m A
)
+

1
m H

)
= B−(φ∗L) by [Ein et al. 2006, Remark 1.20].

This proves the inclusion ⊃. Furthermore, the same argument shows that it suffices
to prove the reverse inclusion ⊂ after replacing Y by any higher birational model.

We next reduce to the case where X and Y are smooth. Let ψ : X̃→ X denote
a resolution that is an isomorphism away from Sing(X). Suppose that the closed
point x̃ /∈ B−(φ∗L)∪ φ−1 Sing(X). Fix an ample divisor Ã on X̃ , and choose an
ample divisor A on X so that φ∗A− Ã is an effective divisor E . Since x̃ is not
contained in the ψ-exceptional locus, we may also ensure that x̃ /∈ Supp(E). Then

x̃ /∈ BR(φ
∗(L)+ εH + εE)= φ−1BR(φ

∗(L + εA))

for any ε > 0, showing that

ψ−1B−(L)∪ψ−1 Sing(X)= B−(ψ∗L)∪ψ−1 Sing(X).

As discussed earlier, we may verify the desired equality of sets by replacing Y by
a smooth birational model that dominates X̃ . Thus, we have reduced to the case
when both X and Y are smooth.

[Nakayama 2004, Lemmas III.2.3 and III.5.15] together show that for a smooth
variety Z and a pseudoeffective divisor M on Z , a closed point z ∈ Z is contained
in B−(M) if and only if, for every birational map ψ : W → Z from a smooth
variety W and everyψ-exceptional divisor E withψ(E)= z, we have E⊂B−(ψ∗L).
This immediately implies the inclusion ⊂ when both X and Y are smooth. �

2B. V-pseudoeffective cone and V-big cone. The perturbed base loci can be used
to describe when a divisor L sits in “general position” with respect to a subvariety V .
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Definition 2.6. Suppose that V ⊂ X is a subvariety. We define the V -pseudoeffective
cone PsefV (X) to be the cone in CD(X) generated by classes of divisors L with
V 6⊂B−(L). We define the V -big cone BigV (X) to be the cone generated by classes
of divisors L with V 6⊂ B+(L).

It is easy to verify that PsefV (X) is closed and BigV (X) is its interior. Note
also that L|V is pseudoeffective whenever L has numerical class in PsefV (X). The
following perspective will sometimes be useful:

Definition 2.7. Suppose that V ⊂ X is a subvariety. If L is an effective divisor
such that Supp(L) 6⊃ V , we say L ≥V 0.

The relationship with the earlier criteria is given by a trivial lemma.

Lemma 2.8. Suppose that V ⊂ X is a subvariety. If L is a V -big divisor, then
L ∼R L ′ for some L ′ ≥V 0.

2C. Admissible and V-birational models. Suppose that X is a normal variety
and V is a subvariety. In order to study how V -pseudoeffective divisors behave
under birational pullbacks, we need to be careful about how V intersects the
exceptional centers of the map. The most general situation is the following:

Definition 2.9. Let X be a normal variety and V a subvariety of X . Suppose that
φ : Y → X is a birational map and that W is a subvariety of Y such that the induced
map φ|W :W→ V is generically finite. We say that (Y,W ) or φ : (Y,W )→ (X, V )
is an admissible model for (X, V ). When both Y and W are smooth, we say that
(Y,W ) is a smooth admissible model.

The disadvantage of admissible models is that in many circumstances we need to
keep track of the degree of φ|W . Since we want to focus on the birational geometry
of V , we will usually restrict ourselves to the following situation:

Definition 2.10. Let X be a normal variety and V a subvariety not contained
in Sing(X). Suppose that φ : X̃→ X is a birational map from a normal variety X̃
such that V is not contained in any φ-exceptional center. Let Ṽ denote the strict
transform of V . We say that (X̃ , Ṽ ) or φ : X̃→ X is a V -birational model for (X, V ).
When both X̃ and Ṽ are smooth, we say that (X̃ , Ṽ ) is a smooth V -birational model.

Suppose that V is a subvariety not contained in Sing(X) and φ : (Y,W )→ (X, V )
is an admissible model. By Proposition 2.5, the pullback of a V -pseudoeffective
divisor under φ is W -pseudoeffective. If φ is a V -birational model, then more is true.

Proposition 2.11. Let X be a normal variety and V a subvariety not contained
in Sing(X). Suppose that φ : X̃ → X is a V -birational model. If L is a V -big
divisor, then φ∗L is a Ṽ -big divisor.
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Proof. The V -pseudoeffectiveness of L implies that φ∗L is Ṽ -pseudoeffective. By
openness of the Ṽ -big cone, it suffices to check that φ∗H is Ṽ -big for an ample
divisor H on X . Let ψ : Ỹ → X̃ be a smooth model such that ψ is an isomorphism
away from Sing(X̃). Note that for some sufficiently small ε,

ψ−1B+(φ∗H)= ψ−1BR((1− ε)φ∗H) by [Ein et al. 2006, Corollary 1.6]

= BR((1− ε)ψ∗φ∗H)

⊂ B+(ψ∗φ∗H).

But clearly B+(ψ∗φ∗H) is contained in the (φ ◦ ψ)-exceptional locus. Thus,
B+(φ∗H) is contained inside the union of the φ-exceptional locus and Sing(X̃). In
particular, it does not contain Ṽ . �

2D. Restricted volume. Just as the volume measures the asymptotic rate of growth
of sections, the restricted volume measures the rate of growth of restrictions of
sections to a subvariety V . This notion originated in the work of Hacon–McKernan
and Takayama and is systematically developed in [Ein et al. 2009].

Definition 2.12. Suppose that X is a normal variety, V is a d-dimensional subvariety
of X , and L is a divisor. We define

H 0(X |V,OX (bLc)) := Im
(
H 0(X,OX (bmLc))→ H 0(V,OV (bmLc))

)
and h0(X |V,OX (bLc)) to be the dimension of this space. We then define the
restricted volume volX |V (L) to be

volX |V (L) := lim sup
m→∞

h0(X |V,OX (bmLc))
md/d!

.

Remark 2.13. Although this definition of volX |V is formulated differently from
that of [Ein et al. 2009], the two definitions agree (whenever the restricted volume
is defined in [Ein et al. 2009]). An elementary argument proves that volX |V is
homogeneous of degree d so that Definition 2.12 agrees with the definition in
[Ein et al. 2009] for Q-divisors. In particular, volX |V is a continuous function on
the space of V -big Q-divisors. Using this fact, one readily checks that volX |V is
continuous on the set of V -big R-divisors by perturbing by ample divisors and thus
coincides with the definition of [Ein et al. 2009].

As with the other quantities we consider, the restricted volume is a numerical
and birational invariant. More precisely, [Ein et al. 2009, Theorem A] shows that
if L and L ′ are numerically equivalent V -big divisors, then volX |V (L)= volX |V (L ′).
Furthermore, [Ein et al. 2009, Proposition 2.4] proves that the restricted volume
remains unchanged upon pulling back to an admissible model.
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2E. Twisted linear series. It was observed by Iitaka that linear series of the form
|bmLc+ A| play an important role in governing the numerical behavior of L . Due
to the presence of the auxiliary divisor A, we call these “twisted” linear series.
In this section, we recall the work of Nakayama [2004] analyzing the asymptotic
behavior of twisted linear series.

Definition 2.14. Let X be a normal variety, L a pseudoeffective R-divisor, and A any
divisor. If H 0(X,OX (bmL + Ac)) is nonzero for infinitely many values of m, we
define

κσ (L; A) :=max
{

k ∈ Z≥0

∣∣∣∣ lim sup
m→∞

h0(X,OX (bmL + Ac))
mk > 0

}
.

Otherwise, we define κσ (L; A)=−∞. The σ -dimension κσ (X, L) is defined to be

κσ (L) :=max
A
{κσ (L; A)}.

Note that this maximum will be computed by some sufficiently ample divisor A.
Thus, we restrict our attention to the case when A is an ample Z-divisor from now on.

Remark 2.15. As we increase m, the class of the divisor dmLe−bmLc is bounded.
Thus, if we replace b−c by d−e in the definition of κσ (L), the result is unchanged
as the difference can be absorbed by the divisor A.

Remark 2.16. Nakayama asks whether κσ (L) coincides with

• κ−σ (L), where we replace the lim sup by a lim inf, and

• κ+σ (L), where we replace > 0 by <∞.

The equality of these three notions is a consequence of Theorem 6.7(7).

Nakayama shows that κσ is a birational and numerical invariant. In fact, since
κσ is one of the many equivalent definitions of the numerical dimension, it satisfies
all of the properties of Theorem 6.7. The following key result shows that κσ is
nonnegative for pseudoeffective divisors:

Proposition 2.17 [Nakayama 2004, Corollary V.1.4]. Let X be a smooth variety
of dimension n. Fix a big basepoint-free divisor B on X. Then a divisor L is
pseudoeffective if and only if h0(X,OX (K X+(n+2)B+dmLe))>0 for every m≥0.

Proof. Nakayama’s Corollary V.1.4 is actually a similar statement for B very ample.
We explain how to extend the argument to the case when B is big and basepoint-free.
The main point is to show that there is an effective divisor D≡ (n+1)B+dmLe such
that J(D) has an isolated point. There is an effective divisor E≡ B+dmLe. Choose
a general point x that does not lie in Supp(E)∪B+(B). Let B1, . . . , Bn2 ∈ |B| be
irreducible smooth divisors going through x . Since B is big, by choosing the Bi

sufficiently general, we may ensure the intersections of any collection of at most n
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of them has the expected dimension. Thus, D :=
∑ 1

n Bi + E has multiplicity n at
x and less than 1 in a neighborhood of x . By [Lazarsfeld 2004, Propositions 9.3.2
and 9.5.13], J(D) has an isolated point. The proof then proceeds as in [Nakayama
2004, Corollary V.1.4]. �

3. Divisorial Zariski decomposition

The divisorial Zariski decomposition is a higher dimension analogue of the classical
Zariski decomposition on surfaces. It was introduced by Nakayama [2004] and by
Boucksom [2004] in the analytic setting.

Definition 3.1. Let X be a smooth variety, and let L be a pseudoeffective divisor.
Fix an ample divisor A on X . For any prime divisor 0 on X , we define

σ0(L)= lim
ε→0+

inf{mult0(L ′) | L ′ ∼R L + εA and L ′ ≥ 0 }.

By Lemma III.1.5 of [Nakayama 2004], this is independent of the choice of A.

Lemma III.1.7 of the same reference says that for any pseudoeffective divisor L
there are only finitely many prime divisors 0 with σ0(L) > 0. Thus, we can define
the following:

Definition 3.2. Let X be a smooth variety and L a pseudoeffective divisor. Define

Nσ (L)=
∑

σ0(L)0 and Pσ (L)= L − Nσ (L).

The decomposition L = Nσ (L)+ Pσ (L) is called the divisorial Zariski decomposi-
tion of L .

The following proposition records the basic properties of the divisorial Zariski
decomposition. The key point is that Pσ (L) captures all of the interesting geometric
information about L .

Proposition 3.3 [Nakayama 2004, Lemma III.1.4, Corollary III.1.9, Theorem V.1.3].
Let X be a smooth variety and L a pseudoeffective divisor. Then

(1) Nσ (L) depends only on the numerical class of L ,

(2) Nσ (L)≥ 0 and κ(Nσ (L))= 0,

(3) Supp(Nσ (L)) is precisely the divisorial part of B−(L), and

(4) H 0(X,OX (bm Pσ (L)c))→H 0(X,OX (bmLc)) is an isomorphism for all m≥0.

Note that Nσ (L)= 0 if and only if B−(L) has no divisorial components. This
simple observation leads to a different perspective on the divisorial Zariski decom-
position.
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Definition 3.4. Let X be a smooth variety. The movable cone Mov1(X)⊂ CD(X)
is the cone consisting of the classes of all pseudoeffective divisors L such that
B−(L) has no divisorial components.

The positive part Pσ (L) of the divisorial Zariski decomposition can be understood
as a “projection” of L onto the movable cone. We will need a slightly modified ver-
sion of [Nakayama 2004, Proposition III.1.14] that takes into account a subvariety V .

Proposition 3.5. Let X be smooth, V a subvariety, and L a V -pseudoeffective
divisor. If M is a movable divisor, then L ≥V M if and only if Pσ (L) ≥V M.
Thus, L −M is V -big or V -pseudoeffective if and only if Pσ (L)−M is V -big or
V -pseudoeffective, respectively.

Proof. First suppose that Pσ (L)≥V M . Since L is V -pseudoeffective, no component
of Nσ (L) contains V . Thus, L≥V M . Conversely, suppose L=M+E with E ≥V 0.
Since M is movable, Nσ (L)≤ E by [Nakayama 2004, Proposition III.1.14]. Thus,
E − Nσ (L) is still effective and does not contain V in its support, showing that
Pσ (L)≥V M .

Suppose now that L−M is V -big. Choose an ample divisor A sufficiently small
so that L−M−A is V -big. By Lemma 2.8, there is some D∼R L−M−A such that
D≥V 0. Applying the first step to L−D shows that Pσ (L)−L+D≡ Pσ −M− A
is V -pseudoeffective so that Pσ (L)−M is V -big. The converse is straightforward.
The analogous statement for V -pseudoeffectiveness follows by taking limits. �

3A. Birational properties. Although the divisorial Zariski decomposition is not a
birational invariant, its birational behavior is relatively nice.

Proposition 3.6 [Nakayama 2004, Theorem III.5.16]. Let φ : Y → X be a bira-
tional map of smooth varieties, and let L be a pseudoeffective divisor on X. Then
Nσ (φ∗L)−φ∗Nσ (L) is effective and φ-exceptional.

We say L admits a Zariski decomposition if there is a birational map φ : Y → X
from a smooth variety Y such that Pσ (φ∗L) is numerically effective. An important
example due to Nakayama [2004, Section IV.2] shows that Zariski decompositions
do not always exist. Nevertheless, there is a sense in which the positive part Pσ (φ∗L)
becomes “more numerically effective” as we pass to higher models φ : Y → X . We
will give two versions of this fact. In the first, we consider a V -big divisor L .

Proposition 3.7. Let X be smooth, V a subvariety, and L a V -big divisor with
L ≥V 0. Then there is an effective divisor G so that for any sufficiently large m there
is a model φm : X̃m → X centered in B+(L) and a big and numerically effective
divisor Nm on X̃m such that, with Ṽm denoting the strict transform of V on X̃m ,

Nm ≤Ṽm
Pσ (φ∗m L)≤Ṽm

Nm +
1
mφ
∗

mG.
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The second version handles V -pseudoeffective divisors L . Although the state-
ment is slightly more technical, the additional flexibility will be useful later on.

Proposition 3.8. Let X be smooth, and let L be a pseudoeffective divisor. There
are birational maps φm : X̃m→ X centered in B−(L), an ample Z-divisor A, and
an effective divisor G satisfying the following condition. Suppose that V is a
subvariety of X not contained in B−(L). Then there is some GV ∼Q G, and for
every m, there is an effective divisor Dm ∼ dmLe+ A and a big and numerically
effective divisor Mm,Dm such that

Mm,Dm ≤Ṽm
Pσ (φ∗m Dm)≤Ṽm

Mm,Dm +φ
∗

mGV ,

where Ṽm denotes the strict transform of V on X̃m . We may furthermore assume that
A+D is ample for every D supported on Supp(L) with coefficients in the set [−3, 3].

Proposition 3.7 is equivalent to the following comparison between asymptotic
multiplier ideals and base loci. It is the analogue for R-divisors of [Lazarsfeld
2004, Theorem 11.2.21]. Note that the theory of asymptotic multiplier ideals for
big R-divisors works just as in the case of Q-divisors.

Lemma 3.9. Let X be smooth, and let L be a big divisor on X. Fix a very ample Z-
divisor H on X such that H+D is ample for every divisor D supported on Supp(L)
with coefficients in the set [−3, 3]. Suppose that b is a sufficiently large positive
integer so that bbLc− (K X + (n+ 1)H) is numerically equivalent to an effective
Z-divisor G. Then for every m ≥ b, we have

J(‖mL‖)⊗OX (−G)⊆ b(|bmLc|).

Proof. The condition on H guarantees that for m ≥ b, we can write

bmLc−G ≡ bmLc− bbLc+ K X + (n+ 1)H

≡ ((m− b)L + A)+ K X + nH

for some ample R-divisor A. By applying Nadel vanishing and Castelnuovo–
Mumford regularity, we find that

OX (bmLc)⊗ (OX (−G)⊗J(‖(m− b)L‖))

is globally generated for m ≥ b. Then J(‖mL‖)⊂ J(‖(m− b)L‖). �

Proof of Proposition 3.7. Fix a very ample Z-divisor H and an integer b as in
Lemma 3.9. Thus, for any m ≥ b, we have

J(‖mL‖)⊗OX (−G)⊆ b(|bmLc|).

Recall that G can be chosen to be any effective Z-divisor numerically equivalent to
bbLc− (K X + (n+1)H). In particular, for b large enough, the base locus of |G| is
contained in B+(L). Since this set does not contain V , we may ensure that G ≥V 0.
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Let φm : X̃m→ X be a resolution of the ideals b(|bmLc|) and J(‖mL‖). Note
that each φm is centered in B+(L). We write φ−1

m b(|bmLc|) ·OYm = OYm (−Em) and
φ−1

m J(‖mL‖) ·OYm = OYm (−Fm). We also define the big and numerically effective
divisor Mm := mφ∗m L − Em −φ

∗
m{mL}.

We know that Fm+φ
∗
mG≥Em for all sufficiently large m. Let M=

∑
D⊂Supp(L) D

be the sum of the components of Supp(L). Replacing G by G +M allows us to
take into account the fractional part of mL so that

Fm +φ
∗

mG ≥ Em +φ
∗

m{mL}.

Note that still G ≥V 0. Since L is V -big, we know that Fm ≥Ṽm
0. Thus, the in-

equality in the equation above is a Ṽm-inequality. Furthermore, Nσ (mφ∗m L)≥Ṽm
Fm

by [Ein et al. 2006, Proposition 2.5]. In all, we get Pσ (mφ∗m L)≤Ṽm
Mm +φ

∗
mG.

Dividing by m and setting Nm := Mm/m yields Pσ (φ∗m L) ≤Ṽm
Nm +

1
mφ
∗
mG.

The inequality Nm ≤Ṽm
Pσ (φ∗m L) follows from Proposition 3.5 and the fact that

Em +φ
∗
m{mL} ≥Ṽm

0. �

Proof of Proposition 3.8. Fix very ample divisors H and G. By Theorem 2.4, there
is an ample Z-divisor A such that Bs(|dmLe + A|) ⊂ B−(L) for every positive
integer m. We may assume that A is sufficiently ample so that

• dmLe+A−K X−(n+1)H is numerically equivalent to an effective divisor Gm

for every m > 0 and

• A+D is ample for every D supported on Supp(L) with coefficients in [−3, 3].

Choose Dm ∼ dmLe+ A so that Dm ≥V 0. Note that we can apply Proposition 3.7
to Dm using Gm as our choice of effective divisor (since Dm is an integral divisor,
there is no need to set conditions on the ampleness of H along the components
of Dm). In particular, for every positive integer m, choose an εm > 0 such that
G− εmGm is ample. Proposition 3.7 constructs a birational map φm : Xm→ X and
big and numerically effective divisors Mm,Dm such that

Mm,Dm ≤Ṽm
Pσ (φ∗m Dm)≤Ṽm

Mm,Dm + εmφ
∗

mGm .

Since G − εmGm is V -big, we may replace G by some Q-linearly equivalent
divisor GV so that

Mm,Dm ≤Ṽm
Pσ (φ∗m Dm)≤Ṽm

Mm,Dm +φ
∗

mGV . �

4. The restricted positive product

Fujita realized that one can study the asymptotic behavior of sections of a big
divisor L by analyzing the ample divisors sitting beneath L on higher birational
models. The positive product (developed in [Boucksom 2004; Boucksom et al.
2012]) is a construction that encapsulates this approach to asymptotic behavior.
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In this section, we discuss the restricted positive product 〈L1 · L2 · ··· · Lk〉X |V

of Boucksom, Favre, and Jonsson [Boucksom et al. 2009]. Unlike the usual inter-
section product L1 · L2 · ··· · Lk ·V , the restricted positive product throws away the
contributions of the base loci of the L i . The result is a numerical equivalence class
of cycles on V that gives a more precise measure of the positivity of the L i along V .

4A. Definition and basic properties. We start by reviewing the construction of
the restricted positive product in [Boucksom et al. 2009]. Throughout, we will use
the intersection product of [Fulton 1984]. We will use the following notation:

Definition 4.1. Let X be a normal variety. Suppose that V is a subvariety of X and
that [L] ∈ CD(X). We will let [L]|V denote the image under the restriction map
CD1(X)→ CD1(V ).

Note that if L is a divisor such that Supp(L) 6⊃ V , then [L|V ] = [L]|V .

Definition 4.2. Let X be a normal variety of dimension n. Suppose that K and K ′

are two classes in N k(X). We write K � K ′ if K − K ′ is contained in the closure
of the cone generated by effective cycles of dimension n− k.

Lemma 4.3 [ibid., Proposition 2.3, Definition 4.4]. Let X be a smooth variety and
V a subvariety of X. Suppose that N1, . . . , Nk and N ′1, . . . , N ′k are numerically
effective divisors on X satisfying Ni ≥V N ′i . Then

N1 · ··· · Nk · V � N ′1 · ··· · N
′

k · V .

Theorem 4.4 [ibid., Lemmas 2.6 and 2.7]. Let X be a normal variety, V a sub-
variety not contained in Sing(X), and L1, . . . , Lk V -big divisors. Consider the
classes

φ∗(N1 · N2 · ··· · Nk · Ṽ ) ∈ N k(V ),

where φ : (X̃ , Ṽ )→ (X, V ) varies over all smooth V -birational models, the Ni

are numerically effective, and Ei := φ
∗L i − Ni is a Q-divisor satisfying Ei ≥Ṽ 0.

These classes form a directed set under the relation � and admit a unique maximum
under this relation.

Remark 4.5. Although [Boucksom et al. 2009] only proves this when V is a prime
divisor in X , the proof works without change in this more general situation.

The restricted positive product is defined as the maximum class occurring in the
previous theorem.

Definition 4.6. Let X be a normal variety, and let V be a subvariety not contained
in Sing(X). Let L1, L2, . . . , Lk be V -big divisors. We define the cycle

〈L1 · L2 · ··· · Lk〉X |V ∈ N k(V )

as the maximum under � of φ∗(N1 · N2 · · ·· · Nk · Ṽ ), where φ : (X̃ , Ṽ )→ (X, V )
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runs over smooth V -birational models, the Ni are numerically effective and Ei :=

φ∗L i − Ni is a Q-divisor satisfying Ei ≥Ṽ 0. In the special case X = V , we write
〈L1 · L2 · ··· · Lk〉X .

In fact, [ibid., Proposition 2.13] shows that the definition is unchanged if we allow
Ei to be a V -pseudoeffective R-divisor. The restricted positive product satisfies a
number of important properties.

Proposition 4.7 [ibid., Proposition 4.6]. As a function on the k-fold product of the
V -big cone, the restricted positive product is continuous, symmetric, homogeneous
of degree 1, and superadditive in each variable in the sense that

〈(L + L ′) · L2 · ··· · Lk〉X |V � 〈L · L2 · ··· · Lk〉X |V +〈L ′ · L2 · ··· · Lk〉X |V .

Since the product is continuous, this allows us to define a limit as we approach
the pseudoeffective cone.

Definition 4.8. Let X be a normal variety, V a subvariety not contained in Sing(X),
and L1, L2, . . . , Lk V -pseudoeffective divisors. For each i , fix a sequence of V -big
divisors Bi, j converging to 0 as j increases. We define the class

〈L1 · L2 · ··· · Lk〉X |V = lim
j→∞

〈
(L1+ B1, j ) · (L2+ B2, j ) · ··· · (Lk + Bk, j )

〉
X |V .

Note that this limit is independent of the choice of the Bi, j since by superadditivity
any two choices are comparable under �.

We will sometimes abuse notation by allowing the restricted positive product to
take numerical classes as arguments rather than actual divisors. Since the restricted
positive product is compatible under pushforward, we can extend the definition to
arbitrarily singular varieties in the following way:

Definition 4.9. Let X be an integral variety, and let φ : Y → X be a smooth model.
For [L1], . . . , [Lk] ∈ CD(X), we define

〈[L1] · ··· · [Lk]〉X := φ∗〈φ
∗
[L1] · ··· ·φ

∗
[Lk]〉Y .

Even though the restricted positive product is continuous along the V -big cone,
it is only semicontinuous along the V -pseudoeffective boundary in the sense that
if L i, j is a sequence of V -pseudoeffective divisors whose limit is L i , then

〈L1 · ··· · Lk〉X |V � lim
j→∞
〈L1, j · ··· · Lk, j 〉X |V .

As noted in [Boucksom et al. 2009], it is most natural to consider the restricted
positive product as the set of classes {〈φ∗L1 · ··· · φ

∗Lk〉X̃ |Ṽ } on all smooth V -
birational models φ : X̃→ X or, in other words, as a class on the Riemann–Zariski
space of V . Although we will not develop this principle systematically, this idea
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appears implicitly as some theorems will only hold upon taking a limit over all
sufficiently high birational models.

Since the restricted positive product should be considered as a birational object,
the class in N k(V ) may not be closely related to the geometry of L and V . The
class 〈L1 · ·· · · Lk〉X |V seems to be most interesting in the following two situations:

Example 4.10. When X is smooth, 〈L〉X is the numerical class of Pσ (L). It suffices
to check this when L is big. Recall that for any birational map φ : Y → X from
a smooth variety Y , we have φ∗Pσ (φ∗L) = Pσ (L). Thus, choosing an effective
divisor G as in Proposition 3.7, the result of the proposition implies that for any ε>0,
we have 〈L〉X � [Pσ (L)] � 〈L + εG〉X . Letting ε→ 0 demonstrates the equality.

Example 4.11. Consider 〈L1 · ·· · · Ld〉X |V , where d = dim V . Since the restricted
positive product is compatible under pushforward, deg〈φ∗L1 · · ·· · φ

∗Ld〉X̃ |Ṽ is
independent of the choice of V -birational model (X̃ , Ṽ ) by the projection formula.
In fact, we have the following:

Proposition 4.12 [Ein et al. 2009, Proposition 2.11, Theorem 2.13]. Let X be
a smooth variety, V a d-dimensional subvariety, and L a V -big divisor. Then
deg〈Ld

〉X |V = volX |V (L).

4B. Properties of the restricted positive product. In this section, we study the
properties of the restricted positive product. The main goal of the section is to
show that the restricted positive product can be interpreted as the usual intersection
product of Pσ (φ∗L i ) if we take a limit over all birational models φ. The advantage
of this viewpoint is that it gives us a natural interpretation of the restricted positive
product along the boundary of the pseudoeffective cone.

We first show that the restricted positive product has a natural compatibility with
the divisorial Zariski decomposition.

Proposition 4.13. Let X be a smooth variety, V a subvariety, and L1, . . . , Lk

V -pseudoeffective divisors. Then

〈L1 · ··· · Lk〉X |V = 〈Pσ (L1) · ··· · Pσ (Lk)〉X |V .

Proof. First suppose that the L i are V -big. Since any numerically effective divisor
is movable, Proposition 3.5 shows that for any of the Ni as in Definition 4.6, we
have Pσ (φ∗L i )≥Ṽ Ni . We also know that Nσ (φ∗L i )≥Ṽ φ

∗Nσ (L i ) since V is not
contained in B−(L i ). Combining the two inequalities yields

φ∗Pσ (L i )≥Ṽ Ni .

Thus, the classes 〈L1 · ··· · Lk〉X |V and 〈Pσ (L1) · ··· · Pσ (Lk)〉X |V are computed by
taking a maximum over the same sets, showing that they are equal.
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Now suppose that the L i are only V -pseudoeffective. Fix an ample divisor A
on X . Note that

Pσ (L + εA)− Pσ (L)= εA+ (Nσ (L)− Nσ (L + εA))

is V -big. As ε goes to 0, these V -big classes also converge to 0. Thus,

〈Pσ (L1) · ··· · Pσ (Lk)〉X |V = lim
ε→0
〈Pσ (L1+ εA) · ··· · Pσ (Lk + εA)〉X |V .

Applying the V -big case to the right-hand side finishes the proof. �

The following proposition compares the restricted positive product of the L i

along V with the positive product of the restrictions L i |V . The statement is proved
in [Boucksom et al. 2009] only when the L i are V -big, but the proposition extends
to the V -pseudoeffective case by taking limits.

Proposition 4.14 [Boucksom et al. 2009, Remark 4.5]. Let X be a smooth variety,
V a subvariety, and L1, . . . , Lk V -pseudoeffective divisors. Then

〈L1 · ··· · Lk〉X |V � 〈[L1]|V · ··· · [Lk]|V 〉V .

By combining Propositions 4.13 and 4.14, we obtain

〈L1 · ··· · Lk〉X |V � φ∗
〈
[Pσ (φ∗L1)]|Ṽ · ··· · [Pσ (φ

∗Lk)]|Ṽ
〉
Ṽ ,

where φ : (X̃ , Ṽ )→ (X, V ) is any V -birational model. The main theorem of this
section states that by taking a limit over all birational models, the right-hand side
approaches the left.

Theorem 4.15. Let X be a smooth variety, V a subvariety, and L1, . . . , Lk V -
pseudoeffective divisors. Fix an ample divisor A. Then for any ε, there is some
V -birational map φ : (X̃ , Ṽ )→ (X, V ) such that

φ∗
〈
[Pσ (φ∗L1)]|Ṽ · ··· · [Pσ (φ

∗Lk)]|Ṽ
〉
Ṽ � 〈L1 · ··· · Lk〉X |V + εAk

· V .

Proof. First suppose the L i are V -big. By Lemma 2.8, we may replace the L i by
some R-linearly equivalent divisors to ensure that L i ≥V 0. Proposition 3.7 then
yields an effective divisor Gi such that for any m there is a V -birational model
φ : X̃m→ X with

Nm,i ≤Ṽ Pσ (φ∗m L i )≤Ṽ Nm,i +
1
mφ
∗

mGi

for some numerically effective divisors Nm,i . Fix some ample divisor A on X
such that A− L i and A−Gi are ample for every i . By Lemma 4.3, there is some
constant C such that

φm∗
〈
[Pσ (φ∗m L1)]|Ṽm

· ·· · · [Pσ (φ∗m Lk)]|Ṽm

〉
Ṽm
� φ∗(Nm,1 · ·· · · Nm,k · Ṽ )+

C
m

Ak
·V .
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Now suppose that the L i are only V -pseudoeffective. We first choose an ample
divisor H so that

〈(L1+ H) · ··· · (Lk + H)〉X |V � 〈L1 · ··· · Lk〉X |V +
ε
2 Ak
· V .

Construct a model φ by applying the V -big case to the L i + H and ε/2. Since
Pσ (φ∗(L i + H))− Pσ (φ∗L) is Ṽ -pseudoeffective, the conclusion follows. �

Corollary 4.16. Let X be a smooth variety, and let L1, . . . , Lk be pseudoeffective
divisors. There is a sequence of birational maps φm : Xm→ X centered in ∪i B−(L i )

such that for any subvariety V not contained in ∪i B−(L i ), we have

〈L1 · ··· · Lk〉X |V = lim
m→∞

φm∗
〈
[Pσ (φ∗m L1)]|Ṽm

· ··· · [Pσ (φ∗m Lk)]|Ṽm

〉
Ṽm
.

Proof. Fix a sequence of birational maps φm , an ample divisor A, and an effective
divisor G as in Proposition 3.8 for each of the L i simultaneously. The proposition
constructs divisors Dm,i ≡ dmL ie+ A and big and numerically effective divisors
Mm,i,Dm,i such that

Mm,i,Dm,i ≤Ṽm
Pσ (φ∗m Dm,i )≤Ṽm

Mm,i,Dm,i +φ
∗

mGV .

Just as in the previous proposition, we have

lim
m→∞

1
mk φm∗(Mm,1,Dm,1 · ··· ·Mm,k,Dm,k · Ṽm)

� lim
m→∞

1
mk 〈Dm,1 · ··· · Dm,k〉X |V

� lim
m→∞

1
mk φm∗

〈
[Pσ (φ∗m Dm,1)]|Ṽm

· ··· · [Pσ (φ∗m Dm,k)]|Ṽm

〉
Ṽm

� lim
m→∞

1
mk φm∗

(
(Mm,1,Dm,1 +φ

∗

mGV ) · ··· · (Mm,k,Dm,k +φ
∗

mGV ) · Ṽm
)
.

Arguing as in the previous proof, we see that the leftmost and rightmost expressions
converge as m increases. Recall that by our choice of A we have dmL ie+ A−mL i

is V -big for every m. Thus,

〈L1 · ··· · Lk〉X |V = lim
m→∞

〈 1
m Dm,1 · ··· ·

1
m Dm,k

〉
X |V

so that the sequence converges to the restricted positive product as desired. �

We extract a useful feature of the previous arguments as a definition.

Definition 4.17. Let X be a smooth variety, V a subvariety, and L1, . . . , Lk V -big
divisors. Choose L ′i ∼Q L i satisfying L ′i ≥V 0. Suppose that φm is a countable
sequence of maps that satisfy the conclusion of Proposition 3.7 for every L ′i simul-
taneously. We say that the φm compute the restricted positive product of the L i .
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Note that for any finite set of subvarieties V1, . . . , Vr , we can choose φm and Nm

to simultaneously compute the restricted positive product for each V j . The key
property of Definition 4.17 is that only countably many maps are needed to compute
the restricted positive product.

The restricted positive product reduces to the usual product for numerically
effective divisors.

Lemma 4.18. Let X be a smooth variety, V a subvariety, and L1, . . . , Lk V -
pseudoeffective divisors.

(1) Suppose N is a numerically effective divisor. Then

〈L1 · L2 · ··· · Lk · N 〉X |V = 〈L1 · L2 · ··· · Lk〉X |V · N |V .

(2) If H is a very general element of a basepoint-free linear system, then

〈L1 · L2 · ··· · Lk〉X |V · H = 〈L1 · L2 · ··· · Lk〉X |V∩H .

(3) If f : X→ Z is a morphism and F is a very general fiber, then

〈L1 · L2 · ··· · Lk〉X |V · F = 〈L1 · L2 · ··· · Lk〉X |V∩F .

Proof. For each of these properties, it is enough to check the case when the L i are
V -big.

The first property is shown in [Boucksom et al. 2009, Proposition 4.7]; one simply
notes that for an ample divisor A the pullback φ∗A is already numerically effective
so that one may take φ∗A to be the numerically effective divisor in Definition 4.6.
By taking limits as A approaches N , we obtain the statement.

To show the second property, consider a countable set of smooth V -birational
models φm : X̃m → X that compute the restricted positive product. Choose H
sufficiently general so that it does not contain any φm-exceptional center. Then the
strict transform of V ∩ H is a cycle representing the class φ∗m H · Ṽ . Thus, we can
identify the classes

φm∗(N1 · N2 · ··· · Nk · Ṽ ) · H = φm∗(N1 · N2 · ··· · Nk ·φ
∗

m H · Ṽ )

= φm∗(N1 · N2 · ··· · Nk · Ṽ ∩ H).

The third property can be proved by a similar argument. One uses the second
property inductively by pulling back very ample divisors from Z . �

Corollary 4.19. Let X be a normal variety, V a subvariety not contained in Sing(X),
and L1, . . . , Lk V -pseudoeffective divisors. Suppose φ : (X̃ , Ṽ )→ (X, V ) is a
smooth V -birational model. If 〈φ∗L1 · ·· · ·φ

∗Lk〉X̃ |Ṽ 6= 0, then 〈L1 · ·· · ·Lk〉X |V 6= 0.
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Proof. Let A be an ample divisor on X̃ , and let H be an ample divisor on X such
that φ∗H ≥ A. Since φ is V -birational, we may ensure that Supp(φ∗H − A) does
not contain Ṽ . Setting d = dim V , we have

〈L1 · ··· · Lk〉X |V · H d−k
= 〈φ∗L1 · ··· ·φ

∗Lk〉X̃ |Ṽ ·φ
∗H d−k

= 〈φ∗L1 · ··· ·φ
∗Lk ·φ

∗H d−k
〉X̃ |Ṽ

≥ 〈φ∗L1 · ··· ·φ
∗Lk · Ad−k

〉X̃ |Ṽ

= 〈φ∗L1 · ··· ·φ
∗Lk〉X̃ |Ṽ · A

d−k > 0. �

We next consider how the restricted positive product behaves when passing to
an admissible model.

Proposition 4.20. Let X be a smooth variety, V a subvariety, and L1, . . . , Lk V -
pseudoeffective divisors. Suppose f : (Y,W )→ (X, V ) is an admissible model. Then

f∗〈 f ∗L1 · ··· · f ∗Lk〉Y |W = deg( f |W )〈L1 · ··· · Lk〉X |V .

Note that f ∗L i is W -pseudoeffective by Proposition 2.5.

Proof. It suffices to consider the case when the L i are V -big. By Lemma 2.8, we
may suppose that L i ≥V 0. Let φm : Xm→ X be a sequence of V -birational models
that computes 〈L1 · · ·· ·Lk〉X |V , and let ψm : Ym→ Y be a sequence of W -birational
models that computes 〈 f ∗L1 · ·· · · f ∗Lk〉Y |W . Since the natural map φ−1

m ◦ f ◦ψm

is a morphism on the generic point of W , by passing to higher W -birational models,
we may assume that Ym admits a morphism fm : Ym→ Xm . Note that

f ∗m Ni,m ≤W̃m
Pσ (ψ∗m f ∗m L i )≤W̃m

f ∗m Pσ (φ∗m L i )≤W̃m
f ∗m Ni,m +

1
m f ∗mφ

∗

mGi .

By construction, the pushforwards

φm∗ fm∗( f ∗m N1,m · ··· · f ∗m Nk,m · W̃m)

converge to deg( f |W )〈L1 · ·· · · Lk〉X |V . The same is true for the terms on the
right-hand side. Thus, f∗ψm∗〈Pσ (ψ∗m f ∗L1) · ··· · Pσ (ψ∗m f ∗Lk)〉Y |W̃m

converges to
the same thing, and Theorem 4.15 finishes the proof. �

It is worth pointing out that Proposition 4.20 does not contradict the invariance
of volX |V (L) under passing to admissible models. Even if L is V -big, φ∗L will not
be W -big when deg( f |W ) > 1, so Proposition 4.12 does not apply to W .

Proposition 4.21. Let X be a smooth variety, V a subvariety of dimension d,
and L a V -pseudoeffective divisor. Suppose that deg(〈Ld

〉X |V ) > 0. Then for a
very general intersection of very ample divisors W of dimension d, we also have
deg(〈Ld

〉X |W ) > 0.
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Proof. Fix a sequence of maps φm : X̃m → X for L as in Corollary 4.16. By
choosing very ample divisors H1, . . . , Hn−d very general in their linear systems,
we may ensure that no Hi contains any φm-exceptional center and the intersection
W = H1 ∩ · · · ∩ Hn−d is smooth of the expected dimension.

For each i = 1, 2, . . . , n−d , choose a positive integer ci so that IV (ci Hi ) is gen-
erated by global sections, and set C =

∏
i c−1

i . Note that for any V -birational model
φ : (Y, Ṽ )→ (X, V ), there are Di ∈ |ciφ

∗Hi | such that each Di has multiplicity at
least 1 along Ṽ and D1 ∩ · · · ∩ Dn−k has dimension k. In particular for φm ,

[W̃ ] = C[φ∗mc1 H1] ∩ [φ
∗

mc2 H2] ∩ · · · ∩ [φ
∗

mcn−d Hn−d ]

� C[Ṽ ],

where W̃ and Ṽ denote the strict transforms of W and V on X̃m . In particular, for
any numerically effective divisor N on X̃m , we have N d

· W̃ ≥ N d
· Ṽ , and the

conclusion follows. �

5. Nakayama constants

Suppose that L is an ample divisor and V is a subvariety in X . Let φ : Y → X
be a smooth resolution of the ideal IV , and define the divisor E by the equation
OY (−E)= φ−1IV ·OY . The Seshadri constant

ε(L , V ) :=max{ τ | φ∗L − τ E is numerically effective }

measures “how ample” L is along the subvariety V . Seshadri constants play an
important role in understanding the positivity properties of ample divisors. We will
be interested in a related notion that can be defined for an arbitrary pseudoeffective
divisor L . It first appears in connection with the numerical dimension in [Nakayama
2004].

Definition 5.1. Let X be a normal variety, I an ideal sheaf on X , and L a pseudo-
effective divisor. Choose a smooth resolution φ : Y → X of I, and define E by
setting OY (−E)= φ−1I ·OY . We define the Nakayama constant

ς(L ,I) :=max{ τ | φ∗L − τ E is pseudoeffective }.

Of course, ς is independent of the choice of resolution. When I is the ideal sheaf
of a subvariety V , ς(L , V ) will denote the Nakayama constant.

One advantage of ς(L , V ) is that it can be positive even when L is pseudoeffective
but not big. Thus, the Nakayama constant is a more sensitive measure of positivity
than the moving Seshadri constant of [Nakamaye 2003], which always vanishes as
we approach the pseudoeffective boundary. It turns out that the Nakayama constant
is closely related to the other notions of positivity we have considered.
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Remark 5.2. Nakayama [2004] works with a slightly different formulation of this
concept. His definition is equivalent to ours; the equivalence is demonstrated in the
first paragraph of the proof of Proposition 5.3.

There is a useful criterion for nonvanishing of ς that is closer in spirit to
Nakayama’s original formulation.

Proposition 5.3. Let X be a normal variety, I an ideal sheaf , and L a pseudoef-
fective divisor. Then ς(L ,I) > 0 if and only if there is an ample divisor A on X so
that for any q

h0(X,Iq ⊗OX (dmLe+ A)) > 0

for sufficiently large m, where Iq denotes the integral closure of Iq .

Note that we can replace d−e by b−c by absorbing the difference into A.

Proof. Let φ : Y → X denote a smooth resolution of I and OY (−E)= φ−1I ·OY

define E . Suppose that ς(L ,I)= 0 so that mφ∗L − E is not pseudoeffective for
any m. Let p : N 1(Y )→ V denote the cokernel of the inclusion R[φ∗L]→ N 1(Y ).
Note that p(−E) is disjoint from p(N E1(Y )). Thus, there is a small ample divisor
H on Y so that p(−E + H) is still disjoint from p(N E1(Y )). In other words,
mφ∗L − E + H is not pseudoeffective for any m.

Let A be any ample divisor on X . Choose q so that q H−φ∗A is pseudoeffective.
Then mφ∗L − q E +φ∗A is not pseudoeffective for any m. Thus, for any A there
is a q so that

h0(Y,OY (φ
∗(bmLc+ A)− q E))= 0

for every m. Since the class of dmLe−bmLc is bounded as m varies, by absorbing
the difference into A, the condition using dmLe also fails.

Conversely, suppose that ς(L ,I) > 0. Then for any real number b > 0,
aφ∗L − bE is pseudoeffective for any a ≥ b/ς(L ,I). By Proposition 2.17 (and
Remark 2.15), there is an ample divisor H on Y (independent of b) so that

h0(Y,OY (bc(aφ∗L − bE)c+ H)) > 0

for every c > 0 and every a ≥ b/ς(L ,I). Choose an ample Z-divisor A ≥ φ∗H .
Then φ∗A ≥ φ∗φ∗H ≥ H so that

h0(Y,OY (φ
∗(dacLe+ A)−bbcEc)) > 0.

Fix an integer q and choose c so that bcbEc ≥ q E . Then for any m > bc/ς(L ,I),

h0(X,Iq ⊗OX (dmLe+ A)) > 0. �

If we are only interested in whether ς(L ,I) > 0, we can replace the condition of
Proposition 5.3 by several alternatives. We have Iq

⊂Iq ⊂I〈q〉, and by the compar-
ison theorems for symbolic powers (for example, [Swanson 2000, Theorem 3.1]),
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there is some k independent of q so that I〈kq〉
⊂ Iq . When X is smooth, we have

Iq
⊂ J(Iq), and by Skoda’s theorem, J(Iq)⊂ Iq−dim X+1 for sufficiently large q .

Thus, the nonvanishing of ς(L ,I) is equivalent to the statement that for any q

h0(X, ∗q ⊗OX (dmLe+ A)) > 0

for sufficiently large m, where ∗q can be

• Iq ,

• I〈q〉, or

• J(Iq) when X is smooth.

Applying the statement for symbolic powers, we immediately get the following:

Proposition 5.4. Let X be a normal variety, V a subvariety not contained in
Sing(X), and L a divisor. If (X̃ , Ṽ ) is a smooth V -birational model for (X, V ),
then ς(φ∗L , Ṽ ) > 0 if and only if ς(L , V ) > 0.

The following proposition indicates that the Nakayama constant satisfies the
usual compatibility relations:

Proposition 5.5. Let X be a smooth variety, let L be a pseudoeffective divisor, and
let I be an ideal such that no associated prime of I is centered in B−(L). Then

(1) ς(L ,I)= ς(Pσ (L),I), and

(2) if L is big, then ς(L ,I)=maxφ∗L≥A ς(A, φ−1I·OY ), where φ :Y→ X varies
over all birational maps and A is big and numerically effective.

Proof. (1) It suffices to show the inequality ≤. Let φ : Y → X denote a smooth
resolution of I, and let E denote the divisor satisfying OX (−E) = φ−1I · OY .
Suppose that φ∗L − τ E is pseudoeffective. Fix an ample A on Y . For any ε > 0,
we find that φ∗L + εA ∼R τ E + F for some effective F . Since Supp(E) is not
contained in the diminished base locus of φ∗L , we know that Nσ (φ∗L + εA)≤ F .
Subtracting, we find that Pσ (φ∗L + εA)− τ E is pseudoeffective. Taking a limit
over ε and noting that φ∗Pσ (L)≥ Pσ (φ∗L) completes the proof of the inequality.

(2) It suffices to show the inequality ≤. We may also replace L by some Q-
linearly equivalent divisor so that L ≥ 0. Fix an effective ample divisor H on X .
Proposition 3.7 indicates that there are birational maps φm and big and numerically
effective divisors Nm satisfying Nm ≤ Pσ (φ∗m L)≤ Nm +

1
mφ
∗
m H . The expression

on the right-hand side can be made arbitrarily close to ς(Pσ (L), φ−1I ·OY ). By (1),
this equals ς(L ,I). �

[Nakayama 2004] shows that ς(L , V ) is controlled by what happens to a very
general subvariety of dimension equal to dim V .
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Proposition 5.6 [Nakayama 2004, Lemma V.2.21]. Let X be a smooth variety
of dimension n, and let L be a pseudoeffective divisor. Suppose there is a d-
dimensional subvariety V such that ς(L , V ) = 0. Then there is a very ample
divisor H so that any complete intersection W of (n − d) very general elements
of |H | satisfies ς(L ,W )= 0.

6. The numerical dimension

Our goal in this section is to show that the different definitions of the numerical
dimension coincide. We start by giving an example of effective divisors that are
numerically equivalent but have different Iitaka dimensions.

Example 6.1. We give an example of a threefold X and effective divisors L and L ′

so that L≡ L ′ but κ(L) 6=κ(L ′). Fix an elliptic curve E , and consider S= E×E with
projection maps p1 and p2. Let F be a fiber of p1. Choose a degree-0 divisor T on E
that is nontorsion, and define N = p∗2 T . We have κ(F)= 1 and κ(F + N )=−∞.

Let X be the P1-bundle PS(OS ⊕ OS(F + N )) with the morphism π : X → S.
Define L to be the section PS(OS), and define L ′ = L −π∗N . Note that L and L ′

are numerically equivalent. By identifying the pushforwards of OX (mL) with
symmetric powers of OS ⊕ OS(F + N ), we see that κ(L) = 0. Similarly, since
OX (L ′) can be realized as the relative dualizing sheaf of PS(OS(−N )⊕OS(F)), we
see that κ(L ′)≥ κ(F)= 1.

We first prove Theorem 1.1 for smooth varieties X . For convenience, we arrange
the definitions in a more suitable order. Definition (1) in the following theorem is
the definition of numerical dimension in [Boucksom et al. 2012] while (5) and (6)
correspond to κσ (L) and κν(L) (by Remark 5.2) in [Nakayama 2004]. Note that we
allow varieties W ⊂ Supp(L) at the slight cost of using numerical restrictions in (4).

Theorem 6.2. Let X be a smooth variety, and let L be a pseudoeffective divisor.
Here A will denote some fixed sufficiently ample Z-divisor and W will range over all
subvarieties of X not contained in B−(L). Then the following quantities coincide:

(1) max{ k ∈ Z≥0 | 〈Lk
〉X 6= 0 }.

(2) max{ dim W | 〈Ldim W
〉X |W > 0 }.

(3) max{ dim W | limε→0 volX |W (L + εA) > 0 }.

(4) max{ dim W | infφ volW̃ ([Pσ (φ
∗L)]|W̃ ) > 0 }, where φ : (X̃ , W̃ )→ (X,W )

ranges over W -birational models.

(5) max{ k ∈ Z≥0
∣∣ lim supm→∞ h0(X, bmLc+ A)/mk > 0 }.

(6) min{ dim W | ς(L ,W ) = 0 } (by convention, if L is big we interpret this
expression as returning dim X ).

(7) max{ k ∈ Z≥0 | ∃C > 0 such that Ctn−k < vol(L + t A) for all t > 0 }.
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We call this common quantity the numerical dimension of L and denote it νX (L). It
only depends on the numerical class of L.

We will prove Theorem 6.2 using a cycle of inequalities. The equivalence of
(1)–(4) is an easy consequence of the properties of the positive product, and the
inequality (5)≤ (6) was proved in [Nakayama 2004, Proposition V.2.22]. The other
inequalities will require more work.

Proof. (1)= (2). Let H1, . . . , Hd−k represent very general elements of a very ample
linear system. Since 〈Lk

〉X is in the closure of the cone generated by effective
cycles, it is nonzero if and only if 〈Lk

〉X · H1 · · ·· · Hd−k > 0. By Lemma 4.18, this
is equivalent to 〈Lk

〉X |H1∩···∩Hd−k > 0. Thus, (1) ≤ (2). By Proposition 4.21, the
same argument in reverse shows that (2)≤ (1).

(2)= (3). Proposition 4.12 shows that the conditions set on W in (2) and (3) are
the same.

(3)= (4). Proposition 4.12 allows us to translate between restricted volume and
the restricted positive product in the V -big case. Thus, Theorem 4.15 implies that

volX |W (L + εA)= inf
φ:X̃→X

volW̃
(
[Pσ (φ∗(L + εA))]|W̃

)
,

where φ : (X̃ , W̃ )→ (X,W ) varies over W -birational models. Consider

lim
ε→0

volX |W (L + εA)= lim
ε→0

inf
φ:X̃→X

volW̃
(
[Pσ (φ∗(L + εA))]|W̃

)
.

Note that on any model volW̃ ([Pσ (φ
∗(L+εA))]|W̃ ) is nondecreasing and continuous

as a function of ε. Thus, on the right-hand side, we may commute the limit with
the infimum.

(4)≤ (5). The first step is to show that there is some ample divisor on W whose
pullback lies beneath each restriction Pσ (φ∗L)|W̃ . Using this ample divisor, we
find a lower bound for the growth of sections of a certain twisted linear series on W .
The last step is to prove a lifting theorem for twisted linear series to conclude that
h0(bmLc+ A) satisfies the necessary growth conditions.

Lemma 6.3. Let X be a smooth variety of dimension n, let L be a big divisor, and
let N be a general element of a big basepoint-free linear system. Then we have
vol(L − N )≥ vol(L)− n volX |N (L).

The easiest demonstration appeals to the results of [Boucksom et al. 2009].

Proof. Let α = supt∈[0,1]{L − t N is pseudoeffective}. Note 1 ≥ α, and since L is
big, 0< α. We will prove the stronger result vol(L− N )≥ vol(L)−nα volX |N (L).
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By [Boucksom et al. 2009, Corollary C], the function vol is continuously differ-
entiable on the big cone. More precisely, for t ∈ (0, α) we have

d
dt

vol(L − t N )=−n volX |N (L − t N ).

Note that volX |N (L − t N ) ≤ volX |N (L) for any t ≥ 0. Thus, for every t ∈ (0, α)
there is an inequality

d
dt

vol(L − t N )≥−n volX |N (L).

Integrating both sides over t ∈ [0, α], we get vol(L−αN )≥ vol(L)−nα volX |N (L).
But if α 6= 1, then vol(L −αN )= 0= vol(L − N ), finishing the proof. �

Lemma 6.4. Let W be a smooth variety. Suppose that for every smooth birational
model φ : W̃ → W we associate a divisor L W̃ so that for any birational map
ψ : Ŵ → W̃ we have ψ∗L W̃ ≥ L Ŵ . Suppose furthermore that

inf
W̃

vol(L W̃ ) > 0.

There is some ample divisor H on W and constant ε such that vol(L W̃ −φ
∗H) > ε

for every φ.

Note that vol(L W̃ )≥ vol(L Ŵ ) for every higher model Ŵ .

Proof. For convenience, set n = dim W and τ = inf vol(L W̃ ). Fix a very ample
divisor H on W . It suffices to show that there is some constant k such that for any
smooth model φ : W̃ →W , there is an H ′ ≡ H so that

vol(L W̃ −
1
kφ
∗H ′) > τ/2.

Choose a prime very ample divisor H ′ ≡ H sufficiently general so that ψ∗H ′ is
equal to the strict transform of H ′. Note that

volW̃ |φ∗H ′(L W̃ )≤ volW̃ |φ∗H ′(φ
∗LW ),

and by [Ein et al. 2009, Lemma 2.4], the latter quantity is equal to volW |H ′(LW ).
Choose some constant k so that

1
k volW |H ′(LW ) <

τ

2n
.

(Note that by [Boucksom et al. 2009, Proposition 4.8], k is independent of the
choice of H ′ and thus also independent of the choice of W̃ .) Lemma 6.3 implies

vol(kL W̃ −φ
∗H ′)≥ vol(kL W̃ )− n volW̃ |φ∗H ′(kL W̃ )

≥ vol(kL W̃ )− n volW̃ |φ∗H ′(kφ
∗LW ).
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Rescaling the above expression by k, we find

vol(L W̃ −
1
kφ
∗H ′)≥ vol(L W̃ )−

n
k

volW̃ |φ∗H ′(φ
∗LW ) > τ/2. �

In our situation, we find the following:

Corollary 6.5. Assume that W is a very general intersection of very ample divisors
such that infφ volW̃ (Pσ (φ

∗L)|W̃ ) > 0, where φ : (X̃ , W̃ )→ (X,W ) varies over
all W -birational models. Then there is an ample divisor H on W so that for any
W -birational model φ : X̃→ X , we have

volW̃ (Pσ (φ
∗L)|W̃ −φ

∗H) > 0.

Proof. Consider the set of divisors Pσ (φ∗L)|W̃ . Since Nσ (φ∗L)≥W̃ 0, they satisfy
the comparison condition of Lemma 6.4. By assumption, the infimum condition of
Lemma 6.4 also holds. The lemma yields an appropriate ample divisor H on W . �

Our next goal is a lifting theorem for twisted linear series.

Proposition 6.6. Let X be a smooth variety, and let L be an effective divisor.
Suppose that N is a big and numerically effective divisor satisfying 0 ≤ N ≤ L
such that N has simple normal crossing support. Let |B| be a basepoint-free linear
system defining a birational morphism on X. For sufficiently general elements
B1, . . . , Bk ∈ |B|, we have an inequality

h0(W,OW (KW+dN |W e+ A|W )
)
≤ h0(X |W,OX (K X+dLe+B1+· · ·+Bk+ A)

)
,

where W is the complete intersection B1∩· · ·∩Bk and A is any numerically effective
Z-divisor on X.

Proof. For convenience, define W j := B1 ∩ · · · ∩ B j and Mi := Bi+1 + · · · + Bk .
Note that since the Bi are sufficiently general, we may assume that each W j is
smooth, that N ≥W j 0, and that N |W j has simple normal crossing support. Note
furthermore that B is big and numerically effective so that Mi |W j is also a big and
numerically effective divisor for any i and j .

Kawamata–Viehweg vanishing implies that we have surjections

H 0(Wi ,OWi (KWi +dN |Wi e+ (A+Mi )|Wi )
)
→

H 0(Wi+1,OWi+1(KWi+1 +dN |Wi e|Wi+1 + (A+Mi+1)|Wi+1)
)
.

Furthermore, since N ≥Wi 0 for every i , we have dN |Wi e|Wi+1 ≥ dN |Wi+1e. Thus,
by induction we obtain

h0(X |Wi ,OX (dNe+ (K X + A+ B1+ · · ·+ Bk))
)

≥ h0(Wi ,OWi (dN |Wi e+ (K X + A+ B1+ · · ·+ Bk)|Wi )
)
.

When i = k, we obtain the desired statement. �
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We now finish the proof of the inequality (4)≤ (5). Set k to be the value of (4).
Fix an ample divisor A on X as in Theorem 2.4 so that for any m there is an
Lm ∼ dmLe+ A such that Lm ≥ 0.

For each Lm , we can apply Proposition 3.7 to find an effective divisor Gm , a
countable sequence of maps φi,m , and a big and numerically effective divisor Ni,m

satisfying
Ni,m ≤ Pσ (φ∗i,m Lm)≤ Ni,m +

1
i φ
∗

i,mGm .

We may of course assume that each Ni,m has simple normal crossing support and
each φi,n is a composition of blowups along smooth centers.

Note that the set of maps φi,m is countable as m and i vary. Fix a very ample
linear system |B| on X . We can choose very general elements B1, . . . , Bk ∈ |B|
so that the φ∗i,m B j satisfy the conditions of Proposition 6.6 for each X̃ i,m and Ni,m

simultaneously. We may also choose the B j sufficiently general so that the strict
transform of B j over φi,m is the same as the pullback for every i and m. Set
W = B1∩· · ·∩Bk . Then each φi,m is W -birational and W̃i,m, j =φ

∗

i,m B1∩· · ·∩φ
∗

i,m B j

is smooth for every j between 1 and k.
Choose an ample divisor H on W as in Corollary 6.5. For each Gm , choose a

sufficiently small εm > 0 so that H − εmGm |W is pseudoeffective. By choosing
i > 1/εm , we find models φm : X̃m→ X so that

Nm ≤W̃m
Pσ (φ∗m Lm)≤W̃m

Nm + εmφ
∗

mGm .

Thus,

Nm |W̃m
− (m− 1)φ∗m H ≥ (Pσ (φ∗m Lm)− εmφ

∗

mGm)|W̃m
− (m− 1)φ∗m H

≥ (Pσ (φ∗m Lm)− Pσ (φ∗mmL))|W̃m

+m(Pσ (φ∗m L)|W̃m
−φ∗m H)+φ∗m(H − εmGm |W ).

We analyze this last sum term by term. Since Lm − mL is W -pseudoeffective
and Nσ (φ∗m L) ≥W̃m

0, the first term is pseudoeffective by Proposition 3.5. The
conclusion of Corollary 6.5 is that the second term is big. The third term is also
pseudoeffective by construction. Thus, Dm := Nm |W̃m

− (m− 1)φ∗m H is big.
Fix a very ample divisor M on X . Then

h0(W̃m,OW̃m
(KW̃m

+ (k+ 2)φ∗m M |W +dNm |W̃m
e)
)

≥ h0(W̃m,OW̃m
(KW̃m

+ (k+ 2)φ∗m M |W +dDme+ b(m− 1)φ∗m Hc)
)

≥ h0(W, b(m− 1)Hc) by Proposition 2.17

≥ Cmk

for some constant C > 0 and for m sufficiently large.
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We conclude by applying Proposition 6.6. We have already chosen the divisors
B1, B2, . . . , Bk sufficiently general so that their pullbacks satisfy the conditions of
the theorem. For convenience, define A′ = B1+ · · ·+ Bk . Proposition 6.6 shows
that the dimensions of the spaces of restricted sections

h0(X̃m |W̃m,OX̃m
(K X̃m

+φ∗m(Lm + A′+ (k+ 2)φ∗M))
)
> Cmk

for some constant C>0 and for sufficiently large m. Since K X̃m/X is φm-exceptional,
these dimensions are equal to

h0(X |W,OX (K X + Lm + A′+ (k+ 2)φ∗M)
)

= h0(X |W,OX (K X +dmLe+ A+ A′+ (k+ 2)φ∗M)
)
.

Thus, h0(X,OX (K X + dmLe + A + A′ + (k + 2)φ∗M)) is also bounded below
by Cmk for sufficiently large m.

(5)≤ (6). This is proved in [Nakayama 2004, Proposition V.2.22].

(6)≤ (1). By Proposition 5.6, we may assume that W is a very general intersection
of very ample divisors. We need to consider the 0-case separately. Note that (1) is 0
precisely when Pσ (L) is numerically trivial. This means that (6) is also 0. Thus,
we can prove that (6)≤ (1) by considering the case where (6) is at least 2 and (1)
is at least 1.

Suppose for a contradiction that (1) is less than the value of (6). For convenience,
we set k to be the value of (1). Let W be a k-dimensional intersection of very
general, very ample divisors. Set τ = ς(L ,W ) > 0, and let φ : Y → X be the
blowup of W with exceptional divisor E .

Fix a very ample divisor H on Y . We first analyze φ∗L + εH . Choose models
ψi : Ỹi→Y computing positive products 〈(φ∗L+εH)k〉Y |E and 〈(φ∗L+εH)k+1

〉Y .
Choose big and numerically effective divisors Ai ≤ ψ

∗

i (φ
∗L + εH) on Ỹi that

compute the product. By Proposition 5.5, Pσ (ψ∗i (φ
∗L + εH))− τψ∗i E is always

pseudoeffective, so by choosing ψi appropriately, we may also assume Ai −
τ
2ψ
∗

i E
is pseudoeffective for each Ai . Thus, Ai −

τ
2 Ẽ is also pseudoeffective, where Ẽ

denotes the strict transform of E on Ỹi . Then

0≤ (Ai −
τ
2 Ẽ) · Ak

i ·ψ
∗

i H d−k−1.

By taking a limit over pushforwards on all such models, we find

0≤ 〈(φ∗L + εH)k+1
〉Y · H d−k−1

−
τ
2 〈(φ

∗L + εH)k〉Y |E · H d−k−1.

This is true for all sufficiently small ε, so

0≤ 〈φ∗Lk+1
〉Y · H d−k−1

−
τ
2 〈φ
∗Lk
〉Y |E · H d−k−1.
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By choosing sufficiently general elements H1, . . . , Hd−k−1 ∈ |H |, we may ensure
that E ∩ H1 ∩ · · · ∩ Hd−k−1 maps finitely onto W via φ. Letting the A1, . . . , Ad−k

denote the ample divisors whose intersection is W , we have

〈φ∗Lk
〉Y |E · H d−k−1

= 〈φ∗Lk
〉Y |E∩H1∩···∩Hd−k−1

= C〈Lk
〉X |W

= C〈Lk
〉X · A1 · ··· · Ad−k

for some positive constant C . By assumption, this latter quantity is positive, so

0< 〈φ∗Lk+1
〉Y · H d−k−1,

contradicting the fact that 〈Lk+1
〉X = 0.

(7)≤ (1). Let k denote the value of (1). Note that

tn−k
〈(L + t A)k〉 · An−k

= 〈(L + t A)k · (t A)n−k
〉

≤ 〈(L + t A)n〉.

The expression in (1) implies that there is some constant C such that C < 〈(L +
t A)k〉 · An−k for every t > 0. Thus, we obtain Ctn−k < vol(L+ t A) for every t > 0.

(1)≤ (7). Let k denote the value of (7). For every constant C , there is some t > 0
such that

〈(L + t A)n〉< Ctn−k−1.

This implies that

tn−k−1
〈(L + t A)k+1

〉 · An−k−1 < Ctn−k−1

so that for any C there is some t such that 〈(L + t A)k+1
〉 · An−k−1 < C . Note that

the left-hand side is increasing in t so that the inequality must hold for arbitrarily
small t . Thus, the value of (1) is at most k. �

The numerical dimension satisfies a number of natural properties. All of the
following are checked in [Nakayama 2004, Proposition V.2.7] except for (5) and (7):

Theorem 6.7 [Nakayama 2004, Proposition V.2.7]. Let X be a smooth variety, and
let L be a pseudoeffective R-divisor.

(1) We have 0≤ ν(L)≤ dim X and κ(L)≤ ν(L).

(2) We have ν(L) = dim X if and only if L is big and ν(L) = 0 if and only
if Pσ (L)≡ 0.

(3) If L ′ is pseudoeffective, then ν(L + L ′)≥ ν(L).

(4) If f : Y → X is any surjective morphism from a normal variety Y , then
ν( f ∗L)= ν(L).
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(5) We have ν(L)= ν(Pσ (L)).

(6) Suppose that f : X → Z has connected fibers and F is a very general fiber
of f . Then ν(L)≤ ν(L|F )+ dim Z.

(7) Fix some sufficiently ample Z-divisor A. Then there are positive constants C1

and C2 so that

C1mν(L) < h0(X,OX (bmLc+ A)) < C2mν(L)

for every sufficiently large m.

Proof. Part (5) follows from the invariance of the positive product under passing
to Pσ .

Consider the inequality of (7). The leftmost inequality was stated explicitly while
demonstrating the implication (4)≤ (5) in the proof of Theorem 6.2. To show the
rightmost inequality, let W be a subvariety of dimension ν(L) with ς(L ,W )= 0.
Proposition 5.3 (and the following discussion) shows that there is a positive integer q
with

h0(X,I
q
W ⊗OX (dmLe+ A))= 0

for sufficiently large m. Writing Wq for the subscheme defined by the ideal I
q
W ,

for sufficiently large m there is an injection

h0(X,OX (dmLe+ A))→ h0(Wq ,OWq (dmLe+ A)),

and the rate of growth of the latter is bounded by mdim(Wq ) = mν(L). �

It is interesting to note that ν is not lower semicontinuous as might be expected.
This is a consequence of the fact that the restricted positive product is only semi-
continuous on the boundary of the V -pseudoeffective cone.

Example 6.8 [Boucksom et al. 2009, Example 3.8]. Let X be any smooth surface
with infinitely many −1-curves. Take some compact slice of N E1(X). We can
choose a convergent sequence of distinct classes {αi } on this compact slice such that
each αi lies on a ray generated by a different−1-curve. Note that for any irreducible
curve C , there is at most one i for which αi ·C < 0. Thus, β := limi→∞ αi must be a
numerically effective class. A nontrivial numerically effective class β has ν(β)≥ 1
but ν(αi )= 0 for every i . Thus, ν is not lower semicontinuous.

Question 6.9. What properties does ν satisfy along the V -pseudoeffective bound-
ary?

6A. The numerical dimension for normal varieties. Since the numerical dimen-
sion is a birational invariant, we can extend the definition to any normal variety X .

Definition 6.10. Let X be a normal variety, and let L be an R-Cartier divisor on X .
We define ν(L) to be ν( f ∗L), where f : Y → X is any smooth model.
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We now complete the proof of Theorem 1.1 by showing that the criteria of
Theorem 6.2 can be applied directly to a normal variety. Note that the numbering
in the two theorems is different; we will use the numbering of Theorem 1.1.

Proof of Theorem 1.1. We have (1) = ν(L) since the arguments in the proof of
[Nakayama 2004, Proposition V.2.7] show that (1) is a birational invariant even for
normal varieties.

We next show that (3)= ν(L). We first claim there is a complete intersection W
of very general, very ample divisors that maximizes (3). Suppose that V ⊂ X is a k-
dimensional subvariety that achieves the maximum value in (3). Choose very ample
divisors A1, . . . , An−k whose (scheme-theoretic) complete intersection W0 contains
V and also has dimension k. Set P =PH 0(X,OX (A1))×· · ·×PH 0(X,OX (An−k)).

Let J be the ideal sheaf on X × P whose restriction to a fiber of the second
projection is the ideal sheaf of the corresponding complete intersection on X . Note
that J is flat over the locus on P representing intersections of the expected dimension.
By upper-semicontinuity, we find that for any fixed divisor D we have

h0(X,IW (bDc))≤ h0(X,IW0(bDc))

for a general complete intersection W . Thus,

h0(X |W,OX (bDc))≥ h0(X |W0,OX (bDc))

≥ h0(X |V,OX (bDc))

since the restriction map OX → OV factors through restriction to OW0 . In particular,
if we fix a countable collection of divisors Di , then for a very general complete
intersection W , we have volX |W (Di )≥volX |V (Di ) for every i . Setting Di := L+ 1

i A
yields the claim.

Let φ : Y → X be a smooth model of X . For any ample divisor A on Y , there
is an ample divisor H on X such that φ∗H ≥ A. Since W is not contained in any
φ-exceptional center, we may furthermore ensure that Supp(φ∗H − A) does not
contain W .

In particular, for any ample divisor A on Y there is some H on X such that

volX |W (L + εH)= volY |W̃ (φ
∗(L + εH))≥ volY |W̃ (φ

∗L + εA).

Similarly, for any ample divisor H on X there is an A on Y with A−φ∗H ample.
Thus, (3)= ν(L) is proved.

Then (2) = ν(L) follows from the arguments of the previous two paragraphs,
(4) = ν(L) since (4) remains unchanged upon passing to a smooth V -birational
model, both (5)= ν(L) and (6)= ν(L) follow from Corollary 4.19, and (7)= ν(L)
by Proposition 5.4. �
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7. The restricted numerical dimension

We now turn to the restricted numerical dimension. For a subvariety V , νX |V (L)
should measure the maximal dimension of a subvariety W ⊂ V such that the
“positive restriction” of L to W is big.

Theorem 7.1. Let X be a smooth variety, let V be a subvariety of X , and let L be a
V -pseudoeffective divisor. In the following, A denotes some fixed sufficiently ample
Z-divisor, and W will range over all subvarieties of V not contained in B−(L).
Then the following quantities coincide:

(1) max{ k ∈ Z≥0 | 〈Lk
〉X |V 6= 0 },

(2) max{ dim W | 〈Ldim W
〉X |W > 0 },

(3) max{ dim W | limε→0 volX |W (L + εA) > 0 }, and

(4) max{ dim W | lim infφ volW̃ ([Pσ (φ
∗L)]|W̃ )> 0 }, where φ : (X̃ , W̃ )→ (X,W )

ranges over W -birational models.

This common quantity is known as the restricted numerical dimension of L along V
and is denoted νX |V (L). It only depends on the numerical class of L.

The argument is the same as in the proof of the first four equivalences in
Theorem 6.2. One wonders whether the other equalities in Theorem 6.2 can be
extended to analogous notions for the restricted numerical dimension. Perhaps the
most important is the restricted version of κσ .

Definition 7.2. Let X be a smooth variety, let V be a subvariety, and let L be
a V -pseudoeffective divisor. Fix any divisor A. If H 0(X |V,OX (bmL + Ac)) is
nonzero for infinitely many values of m, we define

κσ (X |V, L; A) :=max
{

k ∈ Z≥0

∣∣∣ lim sup
m→∞

h0(X |V,OX (bmL + Ac))
mk > 0

}
.

Otherwise, define κσ (X |V, L; A) := −∞. The restricted σ -dimension κσ (X |V, L)
is defined to be

κσ (X |V, L) :=max
A
{κσ (X |V, L; A)}.

Arguing as in the proof of [Nakayama 2004, Proposition V.2.7], one can check
that the restricted σ -dimension is a numerical and birational invariant.

Question 7.3. Let X be a smooth variety, V a subvariety, and L a V -pseudoeffective
divisor. Does νX |V (L)= κσ (X |V, L)?

Since the restricted numerical dimension is invariant under passing to admissible
models, we can extend the definition to pairs with singularities.
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Definition 7.4. Let X be a normal variety, V a subvariety not contained in Sing(X),
and L a V -pseudoeffective divisor. We define νX |V (L)= νY |W ( f ∗L), where (Y,W )

is any smooth V -birational model of (X, V ).

7A. Properties of the restricted numerical dimension. The restricted numerical
dimension satisfies similar properties to the numerical dimension. Since we know
less about νX |V , the statements are slightly weaker.

Theorem 7.5. Let X be a smooth variety, V a subvariety of X , and L a V -
pseudoeffective divisor.

(1) We have νX |V (L)≤ ν(L), and if V is normal, then νX |V (L)≤ ν(L|V ).

(2) We have νX |V (L)= νX |V (Pσ (L)).

(3) When L is numerically effective, νX |V (L)= νV (L|V ).

(4) If L ′ is also V -pseudoeffective, then νX |V (L + L ′)≥ νX |V (L).

(5) Suppose that νX |V (L) < dim V . If H is a very general, very ample divisor
on X , then νX |V (L)= νX |V∩H (L).

(6) If φ : (X̃ , Ṽ )→ (X, V ) is an admissible model with X̃ smooth, then we have
νX̃ |Ṽ (φ

∗L)= νX |V (L).

(7) Let φ : Y → X be a smooth birational model, and let W be a subvariety of Y
such that φ|W maps surjectively onto V . Then νY |W (φ

∗L)= νX |V (L).

Proof. (1) Note that if Z and Z ′ are subvarieties of X with Z ⊂ Z ′, then we have
volX |Z ′(L) ≥ volX |Z (L) since the restriction map on sections of L from X to Z
factors through the restriction map to Z ′.

Fix an ample divisor A on X , and let W be an intersection of very general,
very ample divisors on X . The two inequalities follow from the two facts that
volX |W (L + εA)≥ volX |V∩W (L + εA) and volX |V (L + εA)≥ volX |V∩W (L + εA).

(2) This follows from the fact that the restricted positive product is invariant under
passing to Pσ as demonstrated in Proposition 4.13.

(3) The restricted volume of an ample divisor can be calculated as an intersection
product, so the equality follows from characterization (3) in Theorem 7.1.

(4) Fix an ample divisor A. Then the inequality follows from the other inequality
volX |W (L + L ′+ 2εA)≥ volX |W (L + εA).

(5) Using characterization (1) in Theorem 7.1, we see that if k < dim V , then
〈Lk
〉X |V 6= 0 if and only if 〈Lk

〉X |V∩H = 〈Lk
〉X |V · H 6= 0.

(6) This is a consequence of Proposition 4.20 that describes how the restricted
positive product is compatible with admissible models.

(7) First suppose that dim W > dim V ; we show νY |W (φ
∗L) < dim W . Every fiber

of φ|W is covered by curves with φ∗L ·C = 0. Since B−(φ∗L)= φ−1B−(L), the
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general such curve avoids B−(φ∗L). In particular, for any W -birational model
ψ : Ỹ → Y , the subvariety W̃ is covered by curves satisfying Pσ (ψ∗φ∗L) ·C = 0.
Thus, νY |W (φ

∗L) < dim W by characterization (4) in Theorem 7.1.
Fix a very general, very ample divisor H on Y . Then νY |W (φ

∗L)= νY |W∩H (φ
∗L)

by property (5). Proceeding inductively, we reduce to the case dim W = dim V ,
which is (6). �

It is important to note we can have νX |V (L)= dim V even when L is not V -big.

Example 7.6. Let X be a smooth variety, V a smooth subvariety, and L a V -
big divisor. Let φ : (Y,W ) → (X, V ) be an admissible model such that some
φ-exceptional center contains V . Then φ∗L is W -pseudoeffective but not W -big.
Nevertheless, the invariance of νX |V (L) under passing to admissible models shows
that we still have νX |V (L)= dim V .

We next show that the nonvanishing of ν(L) can be detected by the restricted
numerical dimension νX |C(L) for a very general curve C .

Proposition 7.7. Let X be a smooth variety, and let L be a pseudoeffective divisor
on X. Then ν(L) > 0 if and only if there is a curve C on X defined as a very general
complete intersection of very ample divisors with νX |C(L) > 0.

Proof. If ν(L)= 0, then νX |C(L)= 0 by Theorem 7.5.
Conversely, suppose that C is a very general intersection of very ample divisors.

By choosing C appropriately, we may assume that it avoids every component
of B−(Pσ (L)). In particular, for any C-birational model φ : Y → X , we have

vol(Pσ (φ∗L)|C̃)= Pσ (φ∗L) · C̃ = φ∗Pσ (L) · C̃ = Pσ (L) ·C.

Thus, if νX |C(L)= 0, then Pσ (L) ·C = 0. But since C is an intersection of ample
divisors, this implies that Pσ (L)≡ 0 and ν(L)= 0. �
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Some consequences of a formula of Mazur
and Rubin for arithmetic local constants

Jan Nekovář

We prove a very general case of the parity conjecture for Selmer groups of elliptic
curves over totally real fields, as well as slightly less general results for classical
modular forms, Hilbert modular forms of parallel weight two and for abelian
varieties with real multiplication.

The main results of this article are the following two instances of the parity
conjecture for Selmer groups (see [Nekovář 2006, Section 12.1] for a general
discussion of this conjecture). Along the way we also prove slightly weaker results
for Hilbert modular forms of parallel weight two with trivial character (Theorems 1.4
and 3.5) and for abelian varieties with real multiplication (Theorem 4.3).

Theorem A. Let E be an elliptic curve over a totally real number field F and let p
be a prime number. The p-Selmer rank of E over F

sp(E/F) := rkZ E(F)+ corkZp X(E/F)[p∞]

(which is also equal to the dimension dimQp H 1
f (F, Vp(E)) of the Bloch–Kato

Selmer group [Bloch and Kato 1990, Definition 5.1] of the Galois representation
Vp(E)= Tp(E)⊗Zp Qp over F) and the analytic rank of E over F

ran(E/F) := ords=1 L(E/F, s)

satisfy
sp(E/F)≡ ran(E/F) (mod 2)

in each of the following cases:

(1) E does not have complex multiplication,

(2) E has complex multiplication and 2 - [F :Q], and

(3) E has complex multiplication by an imaginary quadratic field K ′ and p splits
in K ′/Q.
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Keywords: Selmer groups, parity, elliptic curves, modular forms.
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Note that potential modularity of E [Wintenberger 2009, Theorem A.1] implies
that the L-function L(E/F, s) has a meromorphic continuation to C and satisfies
the expected functional equation [Taylor 2002, proof of Corollary 2.2; Nekovář
2006, 12.11.6]. As a result, the integer ords=1 L(E/F, s) ∈ Z is well defined.

Various special cases of Theorem A (for F 6=Q) were proved in [Nekovář 2006;
Kim 2009; Nekovář 2009].

If the p-primary part of X(E/F) is finite for some prime number p, then
sp(E/F)= rkZ E(F) and the statement of Theorem A is the conjecture of Birch
and Swinnerton-Dyer for E over F modulo 2.

Theorem B. Let g =
∑
∞

n=1 anqn
∈ S2r (00(N )) for r ≥ 1 be a normalised (a1 = 1)

newform, and let L =Q(a1, a2, . . .) be the (totally real) number field generated by
its coefficients. For any prime p of L above a rational prime p 6= 2, denote by Vp(g)
the two-dimensional representation of GQ = Gal(Q/Q) over Lp attached to g:

det(1− X Frgeom(l) | Vp(g))= 1− al X + l2r−1 X2, for all l - pN .

In the case when r > 1, assume that the residual representation of Vp(g) is irre-
ducible. Then

dimLp H 1
f (Q, Vp(g)(r))≡ ords=r L(g, s) (mod 2).

If g is (the newform associated to) a twist of a p-ordinary eigenform, Theorem B
was proved in [Nekovář 2006, Theorem 12.2.3], even for p = 2 and without the
assumption on the residual representation.

The proofs of Theorems A and B combine the techniques developed in [Nekovář
2001; 2006; 2007a; 2007b; 2008; 2009] and [Aflalo and Nekovář 2010] — namely,
a combination of suitable relative parity results involving two Selmer groups with
an Euler system argument [Nekovář 2007a] applied to a nontrivial Euler system
[Cornut and Vatsal 2007; Aflalo and Nekovář 2010] — with a formula of Mazur and
Rubin [2007, Theorem 1.4]. This formula expresses the difference of the parities
of ranks of Selmer groups corresponding to two self-dual Selmer structures on a
given finite (self-dual) Galois module as a finite sum of terms depending on purely
local data at a finite set of (finite) primes. In a motivic setting, when the two Selmer
structures are obtained by propagation from the Bloch–Kato Selmer structures for
two self-dual geometric Galois representations that are congruent modulo a prime
ideal dividing p, these local terms are expected to mirror the local ε-factors of
the corresponding L-functions. Unfortunately, such a relation to ε-factors remains
conjectural (in the required generality) even in the fairly simple situation relevant to
us, when the two Galois representations come from two congruent Hilbert modular
forms of parallel weight (as in Section 3). This means that we do not have at our
disposal appropriate relative parity results in the generality we desire. To get around
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this problem we apply the formula of Mazur and Rubin in two different global
situations for which the local data agree. We obtain a “birelative” global result
(Theorem 2.2) for the parities of ranks of four different Selmer groups. If we are
able to control three of them (in our case, Theorem 1.4 applies to two of them and
the auxiliary global situation is chosen in such a way that the third Selmer group is
trivial, by an application of another Euler system argument [Kato 2004; Nekovář
2012]), the sought-for parity result for the remaining Selmer group follows. Note
that the formula of Mazur and Rubin is used in the proofs of both Theorems 1.1
(on which Theorem 1.4 relies) and 2.2. This program is carried out for Hilbert
modular forms in Section 3; the results for abelian varieties with real multiplication
are deduced in Section 4. The assumptions on E in Theorem A come from an
application of [Nekovář 2012, corollary of Theorem B′].

Notation and conventions

All representations (in particular, characters) of various Galois groups are assumed to
be continuous. Given a number field F , a choice of an embedding F ↪→ Fv , for each
prime v of F , identifies G Fv = Gal(Fv/Fv) with a subgroup of G F = Gal(F/F).
For each representation V of G F , we denote by Vv its restriction to G Fv . Denote by
S∞ the set of all archimedean primes of F , and by Sp the set of all primes above a
rational prime p of F . For any R[G]-module M and a character χ : G→ R× we
denote by M (χ)

= {m ∈ M | g(m)= χ(g)m for all g ∈ G} the χ -eigenspace for the
action of G on M .

1. A parity result for Hilbert modular
forms of parallel weight two

Theorem 1.1 (an abstract cohomological version of the case S=∅ of [Mazur and
Rubin 2007, Theorem 7.1]). Let F be a number field, and let V be a geometric
representation (in the sense of Fontaine and Mazur) of G F with coefficients in a
finite extension K of Qp, where p 6= 2. Assume that

(1) there exists a nondegenerate skew-symmetric G F -equivariant bilinear pairing
〈 · , · 〉 : V × V → K(1) and

(2) after possibly multiplying 〈 · , · 〉 by an element of K×, there exists a G F -stable
OK-lattice T ⊂ V that is self-dual (that is, for which the rescaled pairing
defines an isomorphism T ∼→ T ∗(1)). (This is automatic if dimK(V )= 2, for
any T .)

Let K/F be a quadratic extension, and let K ′ be a cyclic extension of K of p-power
order, dihedral over F. Assume that no finite prime of K stable under Gal(K/F)
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ramifies in K ′/K . Then, for each character χ : Gal(K ′/K )→ K×,

dimK H 1
f (K

′, V )(χ
±1)
− dimK H 0(K ′, V )(χ

±1)

≡ dimK H 1
f (K , V )− dimK H 0(K , V ) (mod 2).

Proof. Fix a finite set S of primes of F containing S∞ ∪ Sp such that V is
unramified outside S. Fix a uniformiser t ∈ O = OK and denote by k = O/tO

the residue field of K. The K-subspaces H 1
f (Fv, V ) ⊂ H 1(Fv, V ) for v 6∈ S∞

define, by propagation [Mazur and Rubin 2004, Example 1.1.2], a Selmer structure
H 1

f (Fv, X) ⊂ H 1(Fv, X) on each X = T , V/T , T/tnT , T = T/tT , which is
cartesian on {T/tnT }n≤∞ [Mazur and Rubin 2004, Lemma 3.7.1]. The exact
sequences

0→ H 0(F, V/T )⊗O k→ H 1
f (F, T )→ H 1

f (F, V/T )[t] → 0,

0→ H 0(Fv, T )⊗O k→ H 0(Fv, T )→ H 1
f (Fv, T )[t] → 0

imply that

dimk H 1
f (F, V/T )[t] − dimK H 0(F, V )

= dimk H 1
f (F, T )− dimk H 0(F, T ), (1.1.1)

and

dimk(H 1
f (Fv, T )= H 1

f (Fv, T )⊗O k)

= dimk H 0(Fv, T )+ dimK H 1
f (Fv, V )− dimK H 0(Fv, V ). (1.1.2)

So far we have not used the assumptions (1) and (2) of the theorem, but we are
going to do it now. The existence of a nondegenerate skew-symmetric bilinear
pairing on H 1

f (F, V/T )/(H 1
f (F, T )⊗O K/O) with values in K/O constructed in

[Flach 1990] (taking into account [Bloch and Kato 1990, Proposition 3.8]) implies
that

dimK H 1
f (F, V )= corkO (H 1

f (F, T )⊗O K/O)≡ dimk H 1
f (F, V/T )[t] (mod 2);

we deduce from (1.1.1) that

dimK H 1
f (F, V )− dimK H 0(F, V )

≡ dimk H 1
f (F, T )− dimk H 0(F, T ) (mod 2). (1.1.3)

The induced representation IndGal(K ′/F)
Gal(K ′/K )(χ) has a natural model I [χ ] (free of rank

two) over O, which is equipped with a nondegenerate symmetric G F -equivariant
pairing I [χ ] × I [χ ] → O inducing an isomorphism I [χ ] ∼→ I [χ ]∗. By Shapiro’s
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lemma,

H 1
f (F, V ⊗ I [χ ])= H 1

f (K , V ⊗χ) = (H 1
f (K

′, V )⊗χ)Gal(K ′/K )

= H 1
f (K

′, V )(χ
−1),

H j (F, V ⊗ I [χ ])= H j (K , V ⊗χ)= H j (K ′, V )(χ
−1).

Since I [χ ] ∼→ I [χ−1
], these groups are respectively isomorphic to H 1

f (K
′, V )(χ)

and H j (K ′, V )(χ).
The discussion leading to (1.1.1)–(1.1.3) applies to V ⊗ I [χ ] and the self-dual

lattice T ⊗O I [χ ]. Note there is a canonical identification T ⊗ I [χ ] = T ⊗ I [1],
where we have denoted by “1” the trivial character of Gal(K ′/K ) (this notation,
which occurs only in Theorem 1.1 and Lemma 1.2, should not be confused with
the Tate twist “(1)”). However, the Selmer structures H 1

f,χ (Fv, · ) and H 1
f,1(Fv, · )

on the G F -module T ⊗ I [χ ] = T ⊗ I [1] obtained by propagation of the subspaces
H 1

f (Fv, V⊗ I [χ ])⊂ H 1(Fv, V⊗ I [χ ]) and H 1
f (Fv, V⊗ I [1])⊂ H 1(Fv, V⊗ I [1]),

respectively, are not necessarily the same. The formula [Mazur and Rubin 2007,
Theorem 1.4] applies in our case, since both Selmer structures H 1

f,χ and H 1
f,1 are

self-dual, thanks to [Bloch and Kato 1990, Proposition 3.8]; it yields

dimk H 1
f,χ (F, T ⊗ I [χ ])−dimk H 1

f,1(F, T ⊗ I [1])≡
∑

v∈S−S∞

δv (mod 2), (1.1.4)

where

δv ≡ dimk H 1
f,1(F, T ⊗ I [1])/(H 1

f,1(F, T ⊗ I [1])∩ H 1
f,χ (F, T ⊗ I [χ ])) (mod 2).

Combining (1.1.4) with (1.1.3) for T ⊗O I [χ ] and T ⊗O I [1], we obtain

χ f (K , V ⊗χ)−χ f (K , V )≡
∑

v∈S−S∞

δv (mod 2), (1.1.5)

where we have put

χ f (K ,W ) := dimK H 1
f (K ,W )− dimK H 0(K ,W ). (1.1.6)

To conclude the proof, it remains to prove the following lemma.

Lemma 1.2. Under the assumptions of Theorem 1.1, we have δv ≡ 0 (mod 2) for
all v ∈ S− S∞.

Proof. If there is a unique prime w | v in K , then χw (that is, the restriction of
χ to G Kw

) is unramified by assumption, and therefore trivial [Mazur and Rubin
2007, Lemma 6.5]. It follows that I [χ ]v = I [1]v; hence H 1

f,χ (Fv, T ⊗ I [χ ]) =
H 1

f,1(Fv, T ⊗ I [1]).
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The case when v splits as vOK =ww
′ requires a more detailed argument. In this

case Kw = Fv = Kw′ , I [1]v = 1⊕ 1 and I [χ ]v = χw⊕χ−1
w . As

δv ≡ dimk

( Y ⊕ Y
(Y ∩ Z+)⊕ (Y ∩ Z−)

)
(mod 2),

where

Y = Im(H 1
f (Fv, T )⊗O k ↪→ H 1(Fv, T )),

Z± = Im(H 1
f (Fv, T ⊗χ±1

w )⊗O k ↪→ H 1(Fv, T ⊗χ±1
w )= H 1(Fv, T )),

we must show that

dimk(Y ∩ Z+)≡ dimk(Y ∩ Z−) (mod 2).

Firstly, the local duality

H 1(Fv, T )× H 1(Fv, T )→ H 2(Fv, k(1)) ∼→ k

is a nondegenerate symmetric bilinear pairing under which Y⊥ = Y and Z⊥
±
= Z∓,

by [Bloch and Kato 1990, Proposition 3.8]. Secondly, (1.1.2) applied to T ⊗χ±1
w

yields (since T ⊗χ±1
w = T )

dimk(Z±)−dimk H 0(Fv, T )= dimK H 1
f (Fv, V ⊗χ±1

w )−dimK H 0(Fv, V ⊗χ±1
w ).

If v - p, then the right-hand side is equal to zero, but if v | p, then it is equal, by
[Bloch and Kato 1990, Corollary 3.8.4], to

dimK Dd R(Vv ⊗χ±1
w )/Fil0

= dimK Dd R(Vv)/Fil0,

which does not depend on the sign ±. In either case,

dimk(Z+)= dimk(Z−)= 1
2 dimk H 1(Fv, T )= dimk(Y )

and

dimk(Y ∩ Z+)= dimk(Y )+ dimk(Z+)− dimk(Y + Z+)

= dimk H 1(Fv, T )− dimk(Y + Z+)

= dimk(Y + Z+)⊥ = dimk(Y⊥ ∩ Z⊥
+
)= dimk(Y ∩ Z−),

as required. The lemma (and Theorem 1.1) is proved. �

1.3. If V arises as a subquotient of H 2r−1
et (X ⊗F F,K)(r) for some proper and

smooth scheme X over F , then H 0(L , V ) = 0 for all finite extensions L/F , by
Deligne’s proof of Weil’s conjectures. Theorem 1.1 in this case states that

dimK H 1
f (K

′, V )(χ
±1)
≡ dimK H 1

f (K , V ) (mod 2). (1.3.1)
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This remark applies, in particular, to V = Vp(g)(r) as in Theorem B, and to any
subrepresentation of Vp(A)⊗Qp K, where A is an abelian variety over F .

Theorem 1.4 (generalisation of [Nekovář 2009, Theorem 1]). Let g ∈ S2(n, 1) be a
cuspidal Hilbert modular newform of parallel weight two and trivial character over
a totally real number field F. Let L be the (totally real) number field generated by
its Hecke eigenvalues λv(g). For any prime p of L above a rational prime p 6= 2,
denote by Vp(g) the two-dimensional representation of G F over Lp attached to g:

det(1− X Frgeom(v) | Vp(g))= 1− λv(g)X + N (v)X2, for all v - pn.

Assume that at least one of the following three conditions is satisfied:

(a) 2 - [F :Q],

(b) there exists a nonarchimedean prime of F at which the local component of the
automorphic representation π(g) of PGL2(AF ) attached to g is a twist of the
Steinberg representation, or

(c) there exists a nonarchimedean prime v0 of F at which the local component of
π(g) is supercuspidal.

Then

dimLp H 1
f (F, Vp(g)(1))≡ ran(F, g) (mod 2),

where ran(F, g) := ords=1 L(g, s).

Proof. Assume either (a) or (b). In the case when g corresponds to an elliptic
curve defined over F this result was proved in [Nekovář 2009]. The argument there
applies in general, with the following modifications: We replace the conductor of
E by n (the level of g) and use Theorem 1.1 instead of [Mazur and Rubin 2007,
Theorem 7.1]. As Vp(g)(1) arises as a subrepresentation of Vp(A)⊗Qp Lp, where
A is the Jacobian of a suitable Shimura curve, (1.3.1) applies in this case.

Now assume (c). Thanks to (a) we can assume that 2 | [F :Q]. In addition, we
can assume, as in [Nekovář 2009, Step 3] (after replacing F by a suitable cyclic
extension of odd degree), that there exists a prime P | p in F , with P 6= v0. Let K
be any totally imaginary quadratic extension of F in which P splits and that satisfies
the properties of Lemma 1.5 below (and such that g does not have CM by K ). As
in [Nekovář 2008, 1.2–1.5] (for χ = 1, 6 = {P}, and c = 1), the generalisation
of [Cornut and Vatsal 2007, Theorem 4.1] proved in [Aflalo and Nekovář 2010,
Theorem 4.3.1] combined with [Nekovář 2007a, Theorem 3.2] implies that there
is a finite cyclic subextension K ′/K of the ring class field extension K [P∞]/K
and a character χ of Gal(K ′/K ) for which 2 - dimK H 1

f (K
′, Vp(g)(1))(χ), where
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K= Lp(χ). Theorem 1.1 then yields

2 - dimLp H 1
f (K , Vp(g)(1))

= dimLp H 1
f (F, Vp(g)(1))+ dimLp H 1

f (F, Vp(g⊗α)(1)), (?)

where α is the quadratic character associated to K/F . We can now vary K as in
the endgame of [Nekovář 2001]:

If 2 - ran(F, g), then 2 | ran(F, g⊗α) for any α as in Lemma 1.5 below. According to
[Waldspurger 1991, Theorem 4] and [Friedberg and Hoffstein 1995, Theorem B.1]
there exists such an α satisfying ran(F, g⊗α)=0, which implies that H 1

f (F, Vp(g⊗
α)(1)) = 0, by [Nekovář 2012, Theorem B(b)]; thus 2 - dimLp H 1

f (F, Vp(g)(1)),
by (?).

If 2 | ran(F, g), then 2 - ran(F, g⊗ α) for any α as in Lemma 1.5. The previous
argument applies to g⊗α, yielding 2 - dimLp H 1

f (F, Vp(g⊗α)(1)). Applying (?)
again, we obtain 2 | dimLp H 1

f (F, Vp(g)(1)). �

Lemma 1.5. Let g be as in Theorem 1.4(c). If 2 | [F : Q], then there exists a
character µ : G Fv0 → {±1} such that, for any character α : G F → {±1} satisfying

αv0 = µ, αv = 1 for all v | n with v 6= v0, αv(−1)=−1 for all v ∈ S∞,

the corresponding quadratic extension K = F Ker(α) of F is totally imaginary and
2 - ran(F, g)+ ran(F, g⊗α).

Proof. See [Nekovář 2012, Proposition 2.10.2]. �

2. A relative parity result with a twist

2.1. Assume that V satisfies the assumption (1) of Theorem 1.1. For each nonar-
chimedean prime v of F we write, as in [Nekovář 2007b, Proposition 2.2.1(1)],

εv(V )= εv(Vv)= ε(W D(Vv), ψ, dxψ) ∈ {±1},

where ψ is any nontrivial additive character of Fv , where dxψ is the corresponding
self-dual Haar measure on Fv, and where W D(Vv) is the representation of the
Weil–Deligne group of Fv attached to Vv if v - p, or to Dpst(Vv) if v | p (see
[Deligne 1973, 8.4; Fontaine 1994; Fontaine and Perrin-Riou 1994, I.1.3.2]).

Theorem 2.2. Let F and K be as in Theorem 1.1 (in particular, p 6= 2). Let V and
V ′ be geometric representations of G F with coefficients in K that satisfy assumptions
(1) and (2) of Theorem 1.1. Let T ⊂ V and T ′ ⊂ V ′ be G F -stable O-lattices,
self-dual with respect to the corresponding pairings 〈 · , · 〉 : T × T → O(1) and
〈 · , · 〉′ :T ′×T ′→O(1). Assume that there exists an isomorphism of k[G F ]-modules
u : T ′ = T ′⊗O k ∼→ T = T ⊗O k compatible with the pairings induced by 〈 · , · 〉 on
T and by 〈 · , · 〉′ on T ′. Let S be a finite set of primes of F containing S∞ ∪ Sp and
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all primes at which V or V ′ is ramified. If α : G F → {±1} is a character such that
αv = 1 for all v ∈ S− S∞, then (using the notation from (1.1.6)):

χ f (F, V )−χ f (F, V ′)≡ χ f (F, V ⊗α)−χ f (F, V ′⊗α) (mod 2),

εv(V )/εv(V ′)= εv(V ⊗α)/εv(V ′⊗α) for all v 6∈ S∞.

Proof. As remarked in the course of the proof of Theorem 1.1, the Selmer structure
H 1

f (Fv, T ) obtained by propagation of H 1
f (Fv, V ) ⊂ H 1(Fv, V ) is self-dual; so

is the structure H 1
f ′(Fv, T ) obtained by propagation of H 1

f (Fv, V ′)⊂ H 1(Fv, V ′),
composed with the isomorphism H 1(Fv, T ′) ∼→H 1(Fv,T ) induced by u. Combin-
ing [Mazur and Rubin 2007, Theorem 1.4] with (1.1.3) we obtain

χ f (F, V )−χ f (F, V ′)≡ dimk H 1
f (F, T )− dimk H 1

f ′(F, T )

≡

∑
v∈S−S∞

δv(Tv, T ′v) (mod 2), (2.2.1)

where

δv(Tv, T ′v)≡ dimk H 1
f (Fv, T )/(H 1

f (Fv, T )∩ H 1
f ′(F, T )) (mod 2).

Set S(α)= S ∪ {v | αv is ramified}. We claim that

H j (Fv, T ⊗α)= 0 for all v ∈ S(α)− S and j = 0, 1, 2. (2.2.2)

Indeed, H 0(Fv, T ⊗ α) ⊂ (T ⊗ α)Iv = 0 (since p 6= 2) and H 2(Fv, T ⊗ α) =
H 0(Fv, (T ⊗α)∗(1))∗= H 0(Fv, T ⊗α)∗= 0, by local duality. Finally, by the local
Euler characteristic formula, H 1(Fv, T ⊗α)= 0.

The pairings 〈 · , · 〉 and 〈 · , · 〉′ and the isomorphism u induce the same data for
T ⊗α and T ′⊗α. Applying (2.2.1) to these twisted modules, we obtain

χ f (F, V ⊗α)−χ f (F, V ′⊗α)≡
∑

v∈S(α)−S∞

δv((T ⊗α)v, (T ′⊗α)v)

≡

∑
v∈S−S∞

δv((T ⊗α)v, (T ′⊗α)v)

≡

∑
v∈S−S∞

δv(Tv, T ′v)

≡ χ f (F, V )−χ f (F, V ′) (mod 2),

where the second congruence follows from (2.2.2) and the third from the fact that
αv = 1 for all v ∈ S− S∞.

Let us now prove the statement about local ε-constants. For v ∈ S− S∞ there is
nothing to prove, as (W ⊗α)v =Wv (here W = V, V ′); hence εv(W ⊗α)= εv(W ).
For v 6∈ S(α) all four ε-constants are equal to 1. Finally, for v ∈ S(α)−S, εv(W )= 1
(W = V, V ′). It follows from (2.2.2) that (W ⊗ α)Iv = 0, which implies that
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εv(W ⊗ α) = ε0,v(W ⊗ α). As the local ε0-constants at primes not dividing p
are compatible with congruences modulo p [Deligne 1973, Theorem 6.5], the
isomorphism T ′ ⊗ α ∼→ T ⊗ α implies that εv(V ⊗ α), εv(V ′ ⊗ α) ∈ {±1} are
congruent modulo p; therefore they are equal to each other. �

2.3. In practice, we are often given a slightly different set of data:

2.3.1 representations V and V ′ that satisfy the assumption (1) of Theorem 1.1;

2.3.2 a G F -stable O-lattice T ⊂ V , self-dual with respect to 〈 · , · 〉 : T ×T → O(1),

2.3.3 for which T = T ⊗O k is an absolutely irreducible representation of G F , and

2.3.4 a dense set of elements g ∈ G F for which Tr(g | V )≡ Tr(g | V ′) (mod tO).

The condition 2.3.4 implies that, for any G F -stable O-lattice T ′ ⊂ V ′, the
semisimplification T ′ss of T ′ is isomorphic to T ss , which is in turn equal to
T , by condition 2.3.3. It follows that there is an isomorphism u : T ′ ∼→ T of
k[G F ]-modules, which is unique up to a scalar in k× (again by condition 2.3.3).
Irreducibility of T ′ implies that any G F -stable O-lattice in V ′ is of the form aT ′ for
some a ∈ K×; as a result, T ′ satisfies the assumption (2) of Theorem 1.1. Finally,
the pairings induced on T by 〈 · , · 〉 (and respectively by 〈 · , · 〉′ and u) coincide up
to a multiplicative factor b ∈ k× (by condition 2.3.3). After multiplying 〈 · , · 〉′ by a
suitable element of O×, we obtain b= 1. In other words, the conditions 2.3.1–2.3.4
give rise to the data required in Theorem 2.2.

3. Two applications of Theorem 2.2 to modular forms

3.1. Let F be a totally real number field. If g ∈ Sk(n, 1) is a cuspidal Hilbert
newform over F of level n, of trivial character and parallel weight k (necessarily
even), then its completed L-function coincides, up to a shift, with the L-function
of the automorphic representation π(g) of PGL2(AF ) associated to g:

(L∞ · L)(g, s)= L(π(g), s− (k− 1)/2), L∞(g, s)= 0C(s)[F :Q].

Since the 0-factor L∞(g, s) has no zero nor pole at the central point s = k/2 of
the functional equation, the parity of the analytic rank of g over F ,

ran(F, g) := ords=k/2 L(g, s),

can be read off from the corresponding ε-constant in the functional equation

L(π(g), s)= ε(π(g), s)L(π(g), 1− s),

(−1)ran(F,g) = ε
(
π(g), 1

2

)
=

∏
v

εv
(
π(g)v, 1

2

)
.

If L , Lp, and Vp(g) are as in Theorem B (with an appropriate modification if F 6=Q;
see Theorem 1.4 in the case k = 2), then the Galois representation V = Vp(g)(k/2)
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satisfies the assumption (1) of Theorem 1.1. The conjectures of Bloch and Kato
[1990; Fontaine and Perrin-Riou 1994] predict that

dimLp H 1
f (F, V )= ran(F, g).

We are interested in this conjecture modulo 2:

dimLp H 1
f (F, V )≡ ran(F, g) (mod 2).

3.2. Let g ∈ Sk(n, 1) be as in Section 3.1. If F ′/F is a quadratic extension and
α : Gal(F ′/F) ∼→ {±1} the corresponding quadratic character, then we have

H 1
f (F
′, V )= H 1

f (F, V )⊕ H 1
f (F, V ⊗α) (3.2.1)

and
L(g⊗ F ′, s)= L(g, s)L(g⊗α, s),

ran(F ′, g)= ran(F, g)+ ran(F, g⊗α),
(3.2.2)

where we have denoted, somewhat abusively, by g′ = g ⊗ F ′ the base change
of g to an automorphic form on PGL2(AF ′) and by ran(F ′, g) the analytic rank
ran(F ′, g⊗F ′) (strictly speaking, it is the automorphic representation of PGL2(AF ′)

attached to g′ that is the base change of π(g)).

3.3. Proof of Theorem B. The claim for r = 1 is a special case of Theorem 1.4(a).
If r > 1, then it follows from [Ribet 1994, Theorems 2.1 and 2.2, Corollary 3.2] (the
author would like to thank F. Diamond for pointing out this reference) and from our
assumption about the residual representation of Vp(g) that there exists a normalised
newform g1 ∈ S2(N1, ω

2−2r ) of level N1 dividing pN whose coefficients lie in a
number field L ′ ⊃ L and that satisfies, for a suitable prime p′ | p of L ′,

Tr(g | Vp′(g1))≡ Tr(g | Vp(g)⊗Lp L ′p′) (mod p′) for all g ∈ GQ.

Let g′ ∈ S2(N ′, 1) be the newform associated to g1 ⊗ ω
r−1 (of level dividing N

multiplied by a suitable power of p); set K = L ′p′ , O = OK, V = Vp(g)(r)⊗Lp K

and V ′ = Vp′(g′)(1)= Vp′(g1)(1)⊗ωr−1.
The representations V and V ′ satisfy conditions 2.3.1 and 2.3.4 (note that

Zp(r) and Zp(1)⊗ ωr−1 have the same residual representation Fp(r)). Fix any
GQ-stable O-lattice T ⊂ V . It satisfies condition 2.3.3 (irreducibility implies
absolute irreducibility, as the action of the complex conjugation on T has two
distinct eigenvalues ±1 contained in k = O/tO) and, after rescaling the symplectic
form 〈 · , · 〉 : V × V → K(1), also condition 2.3.2. The discussion in Section 2.3
implies that the assumptions of Theorem 2.2 are satisfied. Using, in addition,
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Section 1.3, we deduce that

dimK H 1
f (Q, V )− dimK H 1

f (Q, V ′)

≡ dimK H 1
f (Q, V ⊗α)− dimK H 1

f (Q, V ′⊗α) (mod 2), (3.3.1)

whenever α : GQ→ {±1} is a character satisfying

αl = 1 for all l | pN . (3.3.2)

According to Theorem 1.4(a),

dimK H 1
f (Q, V ′)≡ ran(Q, g′) (mod 2),

dimK H 1
f (Q, V ′⊗α)≡ ran(Q, g′⊗α) (mod 2).

(3.3.3)

Combining (3.3.1) and (3.3.3) with Lemma 3.4 below, we obtain

dimK H 1
f (Q, V )− ran(Q, g)

≡ dimK H 1
f (Q, V ⊗α)− ran(Q, g⊗α) (mod 2). (3.3.4)

It follows from the nonvanishing results of [Waldspurger 1991, Theorem 4; Friedberg
and Hoffstein 1995, Theorem B.1] that there exists a character α satisfying (3.3.2)
for which ran(Q, g⊗α)= 0. A fundamental result of Kato [2004, Theorem 14.2(2)]
then implies that H 1

f (Q, V ⊗α)= 0. The congruence (3.3.4) for this particular α
becomes

dimK H 1
f (Q, V )≡ ran(Q, g) (mod 2),

which proves Theorem B.

Lemma 3.4. For any character α satisfying (3.3.2) we have

ran(Q, g)− ran(Q, g′)≡ ran(Q, g⊗α)− ran(Q, g′⊗α) (mod 2).

Proof. To simplify the notation we write εv(h)= εv
(
π(h)v, 1

2

)
for the corresponding

local ε-constants. It is enough to show that, for any prime v of Q,

εv(g)/εv(g′)= εv(g⊗α)/εv(g′⊗α). (3.4.1)

Firstly, ε∞(h)= ε∞(h⊗ α) (h = g, g′), since the twist by α does not change the
weight. Secondly, if l is a prime number dividing pN , then (3.3.2) implies that
π(h⊗α)l = π(h)l (h = g, g′); hence εl(h⊗α)= εl(h). Finally, if l does not divide
pN , then π(g)l = π(µ,µ−1) and π(g′)l = π(µ′, µ′−1) are unramified principal
series representations with trivial central characters; it follows that π(g ⊗ α) =
π(µαl, µ

−1αl), π(g′⊗α)= π(µ′αl, µ
′−1αl) and

εl(g)= µ(−1)= 1= µ′(−1)= εl(g′),

εl(g⊗α)= (µαl)(−1)= αl(−1)= (µ′αl)(−1)= εl(g′⊗α),
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which completes the proof of (3.4.1). �

Theorem 3.5. Let g ∈ S2(n, 1), L and p | p (p 6= 2) be as in Theorem 1.4. Assume
that 2 | [F :Q], that the residual representation Tp(g)/pTp(g) (where Tp(g)⊂ Vp(g)
is a G F -stable OL ,p-lattice) is an irreducible G F -module and that one of the
following two conditions holds:

(1) g has no complex multiplication and Vp(g) is not quaternionic (in the sense of
Section 3.6 below);

(2) g has complex multiplication: g is the theta series attached to an alge-
braic Hecke character A×K (g) → L ′×, where K (g) and L ′ are totally imag-
inary quadratic extensions of F and L , respectively, p splits in L ′/L and
Vp(g)|G K (g) = ψ1 ⊕ ψ2, where ψi : G K (g) → L×p are characters for which
ψ2(Ker(ψ1)) is infinite.

Then
dimLp H 1

f (F, Vp(g)(1))≡ ran(F, g) (mod 2).

Proof. As in the proof of Theorem B, the G F -modules Vp(g)(1) ⊃ Tp(g)(1)
satisfy conditions 2.3.1–2.3.3. The level raising machinery [Taylor 1989] together
with [Deligne and Serre 1974, Lemme 6.11] imply that there exists a newform
g′ ∈ S2(n

′, 1) of level n′ satisfying q | n′ | nq (for a suitable prime q - n) whose
Hecke eigenvalues lie in a number field L ′ ⊃ L and satisfy

λv(g′)≡ λv(g) (mod p′) for all v - pnq

for a suitable prime p′ | p of L ′. It follows from the Čebotarev density theorem that
the representations V = Vp(g)(1)⊗Lp K, T = Tp(g)(1)⊗OL ,p OK (where K= L ′p′),
and V ′ = Vp′(g′)(1) satisfy conditions 2.3.1–2.3.4. Applying Theorem 2.2 and
taking into account Section 1.3, we obtain, for any character α : G F → {±1}
satisfying

αv = 1 for all v | pnq, (3.5.1)

that

dimK H 1
f (F, V )− dimK H 1

f (F, V ′)

≡ dimK H 1
f (F, V ⊗α)− dimK H 1

f (F, V ′⊗α) (mod 2). (3.5.2)

Since ordq(n′) = 1, the local representation π(g′)q is the twist of the Steinberg
representation by an unramified character of order one or two. Then Theorem 1.4(b)
applies to g′ and its quadratic twists:

dimK H 1
f (F, V ′)≡ ran(F, g′) (mod 2),

dimK H 1
f (F, V ′⊗α)≡ ran(F, g′⊗α) (mod 2). (3.5.3)
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The argument used in the proof of Lemma 3.4 applies, yielding

ran(F, g)− ran(F, g′)≡ ran(F, g⊗α)− ran(F, g′⊗α) (mod 2). (3.5.4)

Combining (3.5.2)–(3.5.4), we obtain

dimK H 1
f (F, V )− ran(F, g)

≡ dimK H 1
f (F, V ⊗α)− ran(F, g⊗α) (mod 2), (3.5.5)

for any quadratic character α satisfying (3.5.1). As in the proof 3.3, it follows
from [Waldspurger 1991, Theorem 4; Friedberg and Hoffstein 1995, Theorem B.1]
that there exists α satisfying (3.5.1) such that ran(F, g⊗α)= 0. A generalisation
of [Longo 2006, Theorem C] proved in [Nekovář 2012, Theorem B] implies that
H 1

f (F, V ⊗α)= 0 (this is where the assumptions (1) and (2) come in, by [Nekovář
2012, B.5.5(2) and B.6.5(2)], respectively). The congruence (3.5.5) for this α yields
the desired result. �

3.6. (Non)quaternionic representations. If g from Theorem 3.5 does not have
complex multiplication, recall from [Nekovář 2012, Appendix B.3] that there exists
a finite abelian group 0 ⊂ Aut(L/Q) of exponent at most two and a quaternion
algebra D over L0 such that, for each finite prime p of L , the Lie algebra of the
Galois image

Im(G F → AutLp(Vp(g)) ∼→ GL2(Lp))

is equal to
{x ∈ Dp0 ⊂ M2(Lp) | Trd(x) ∈Qp},

where p0 is the prime of L0 ⊂ L below p and Dp0 = D⊗L0 (L0)p0 .
As in [Nekovář 2012, B.4.7] we say that Vp(g) is quaternionic if Dp0 is a division

algebra (which can happen only for finitely many p).
According to [Nekovář 2012, B.4.8(1)], if the extension Lp/(L0)p0 is unramified

and the residual representation Tp(g)/pTp(g) is an irreducible G F -module, then
Vp(g) is not quaternionic. In particular, the condition “Vp(g) is not quaternionic”
can be omitted in Theorem 3.5(1) if Lp/(L0)p0 is unramified.

4. Parity results for abelian varieties with real multiplication

4.1. Let F and L be totally real number fields, and let A be an abelian variety over
F satisfying

dim(A)= [L :Q], OL = EndF (A). (4.1.1)

For each finite prime p of L the two-dimensional Lp-representation Vp(A) :=
Tp(A)⊗OL⊗Zp Lp of G F satisfies the assumptions of Theorem 1.1 (with K= Lp).
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Recall that A is modular (over F) if there exists a cuspidal Hilbert modular
newform g ∈ S2(n, 1) whose field of Hecke eigenvalues is equal to ι(L)⊂ C (for
some embedding ι : L ↪→ C) and that satisfies

Vp(A) ∼→ Vp(g)(1)

for one (equivalently, for each) finite prime p of L . This is, in turn, equivalent to an
equality of L-functions,

L(ιA/F, s)= L(g, s)

(Euler factor by Euler factor), which implies that

L(σ ιA/F, s)= L(σg, s) for all σ ∈ Aut(C).

4.2. The potential automorphy results of [Barnet-Lamb et al. 2010, Theorems 4.5.1
and 5.3.1] imply that every abelian variety A satisfying (4.1.1) is potentially modular
in the following sense: For each finite extension M/F there exists a totally real
finite extension F ′/F that is linearly disjoint from M/F such that A ⊗F F ′ is
modular over F ′.

As in [Nekovář 2006, 12.11.6; 2009, Step 4], a minor improvement (use of
Solomon’s induction theorem [Curtis and Reiner 1981, Theorem 15.10] instead of
the usual Brauer theorem) of an argument of Taylor [2002, proof of Corollary 2.2]
implies that there exist intermediate fields F ⊂ Fi ⊂ F ′ and integers ni with the
following properties:

4.2.1 A is modular over each Fi : there exists a Hilbert modular newform gi of
parallel weight 2 over Fi such that L(ιA/Fi , s)= L(gi , s) and Vp(A)|G Fi

∼→

Vp(gi )(1) for each finite prime p of L .

4.2.2 L(ιA/F, s)=
∏

i L(ιA/Fi , s)ni =
∏

i L(gi , s)ni .

4.2.3 Vp(A)=
⊕

i ni IndG F
G Fi
(Vp(A)|G Fi

)=
⊕

i ni IndG F
G Fi
(Vp(gi )(1)) in the Grothen-

dieck ring of Lp[G F ]-modules.

It follows that, for each σ ∈ Aut(C), the L-function

L(σ ιA/F, s)=
∏

i

L(σgi , s)ni

has a meromorphic continuation to C and satisfies the expected functional equation.
In particular, the analytic rank

ran(σ ιA/F) := ords=1 L(σ ιA/F, s) ∈ Z

is defined. Since the ε-constant in the functional equation of L(σgi , s) does not
depend on σ , the parity

ran(τ A/F) (mod 2) ∈ Z/2Z
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of the analytic rank ran(τ A/F) does not depend on the embedding τ : L ↪→ C.

Theorem 4.3. Let A, F and L be as in (4.1.1). Let p be a prime of L above a
rational prime p 6= 2. Assume that at least one of the following conditions holds:

(a) A is modular over F and 2 - [F :Q].
(b) A does not have potentially good reduction everywhere.

(c) A does not have complex multiplication, A[p] is an irreducible G F -module,
and the simple algebra C := EndF (A) ⊗ Q satisfies C ⊗Z(C) Z(C)pC

∼→

Mn(Z(C)pC ), where pC is the prime of Z(C)⊂ L below p (the latter condition
follows from the irreducibility of A[p] if Lp/Z(C)pC is unramified).

(d) A has complex multiplication by a totally imaginary quadratic extension L ′

of L (defined over a totally imaginary quadratic extension K (A) of F), A[p]
is an irreducible G F -module, p splits in L ′/L , and the image of G K (A) in
AutL ′⊗L Lp(Vp(A))= L×p × L×p contains an open subgroup of Z×p ×Z×p .

(e) A[p] is a reducible G F -module, Lp/Qp is unramified and p > 2[Lp :Qp]+ 1.

Then the Selmer rank

dimLp H 1
f (F, Vp(A))= rkOL A(F)+ corkOL ,p X(A/F)[p∞]

satisfies
dimLp H 1

f (F, Vp(A))≡ ran(τ A/F) (mod 2),

for each embedding τ : L ↪→ C.

Proof. The case (a) follows from Theorem 1.4(a). In the cases (b)–(e) we have,
thanks to Section 4.2,

dimLp H 1
f (F, Vp(A))− ran(τ A/F)

≡

∑
i

ni
(
dimLp H 1

f (Fi , Vp(gi )(1))− ran(Fi , gi )
)
(mod 2),

which means that we can replace F by Fi and assume that A is modular over
F (taking M = F(A[p]) in Section 4.2 we ensure that A[p] is irreducible as a
G Fi -module in cases (c) or (d)). The case (b) then follows from Theorem 1.4(b)
and the cases (c) and (d) from Theorem 3.5 (using [Nekovář 2012, B.6.5(2)]). In
case (e) we can assume, thanks to Theorem 1.4(c), that π(g) is a principal series
representation at each finite prime of F , which implies that A acquires locally at
each completion of F (hence also globally, by [Artin and Tate 1990, Chapter 10,
Theorem 5]) good reduction over a suitable cyclic extension. The result then follows
from an OL ,p-equivariant version of the proof of [Coates et al. 2010, Theorem 2.1].

�
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4.4. Proof of Theorem A. As in the proof of Theorem 4.3, potential modularity
of E [Wintenberger 2009, Theorem A.1] together with properties 4.2.2 and 4.2.3
imply that we can write sp(E/F)− ran(E/F) as an integral linear combination of
sp(E/Fi )− ran(E/Fi ), for suitable totally real extensions Fi/F over which E is
modular. It is enough, therefore, to replace F by Fi and consider only the case
when E is modular over F (which is automatic if E has complex multiplication).

Assume first that p=2. It follows from [Waldspurger 1991, Theorem 4; Friedberg
and Hoffstein 1995, Theorem B.1] that there exists a nontrivial quadratic character
α : G F → {±1} such that ran(E ⊗ α/F) = 0. This implies, by [Nekovář 2012,
corollary of Theorem B′], that s2(E ⊗ α/F) = 0. Let F ′/F be the quadratic
extension corresponding to α. Since

s2(E/F ′)≡ ran(E/F ′) (mod 2)

by [Dokchitser and Dokchitser 2011, Corollary 4.8], we conclude by the following
analogue of (3.2.1) and (3.2.2):

sp(E/F ′)= sp(E/F)+ sp(E ⊗α/F), ran(E/F ′)= ran(E/F)+ ran(E ⊗α/F).

If p 6= 2, we can assume that 2 | [F :Q], in view of [Nekovář 2009, Theorem 1(a)].
Theorem 4.3(c),(d) (respectively (e)) then implies the desired result if E[p] is an
irreducible G F -module (respectively when E[p] is reducible and p > 3). The
remaining case when p = 3 and E[3] is a reducible G F -module is treated in
[Dokchitser and Dokchitser 2011, Corollary 5.8].

4.5. Further absolute parity results (it would be too cumbersome to list them all
here) follow from a combination of Theorem A with the relative parity results
proved in [Mazur and Rubin 2007, Theorems 6.4 and 7.1; 2008, Theorem 1.1;
Dokchitser and Dokchitser 2009, Theorems 4.3 and 4.5; 2011, Proposition 6.12;
Greenberg 2011, Section 11.8; de La Rochefoucauld 2011, Theorem 2.1].

4.6. Our proof of Theorem A in the case when E[p] is a reducible G F -module uses
Theorem 1.4(c), which relies on several very recent technical advances: [Aflalo
and Nekovář 2010; Nekovář 2012] and [Yuan et al. 2008] (used in the proof of
[Nekovář 2012, Theorem B(b)]). It would be desirable to have a more direct proof
in the reducible case.1

4.7. The conclusion of Theorem A also holds in the case when E has complex
multiplication (and hence is modular over F), p 6= 2 and the conductor of E
is not a square, by Theorem 1.4(c) (conductors are preserved under the local
Langlands correspondence and the conductor of any principal series representation
of PGL2(Fv) is a square).

1 Added in proof: This is done in [Česnavičius 2012].
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Quantized mixed tensor space and
Schur–Weyl duality

Richard Dipper, Stephen Doty and Friederike Stoll

Let R be a commutative ring with 1 and q an invertible element of R. The (special-
ized) quantum group U=Uq(gln) over R of the general linear group acts on mixed
tensor space V⊗r

⊗ V ∗⊗s , where V denotes the natural U-module Rn , r and s
are nonnegative integers and V ∗ is the dual U-module to V . The image of U in
EndR(V⊗r

⊗V ∗⊗s) is called the rational q-Schur algebra Sq(n; r, s). We construct
a bideterminant basis of Sq(n; r, s). There is an action of a q-deformation Bn

r,s(q)
of the walled Brauer algebra on mixed tensor space centralizing the action of U.
We show that EndBn

r,s (q)(V
⊗r
⊗ V ∗⊗s)= Sq(n; r, s). By a previous result, the

image of Bn
r,s(q) in EndR(V⊗r

⊗ V ∗⊗s) is EndU(V⊗r
⊗ V ∗⊗s). Thus, a mixed

tensor space as (U,Bn
r,s(q))-bimodule satisfies Schur–Weyl duality.

Introduction

Schur–Weyl duality plays an important role in representation theory since it relates
the representations of the general linear group with the representations of the
symmetric group. The classical Schur–Weyl duality, due to Schur [1927], states
that the actions of the general linear group G = GLn(C) and the symmetric group
Sm on the tensor space V⊗m with V = Cn satisfy the bicentralizer property, that
is, EndSm (V

⊗m) is generated by the action of G and correspondingly, EndG(V⊗m)

is generated by the action of Sm . This duality has been generalized to subgroups
of G (e.g., orthogonal, symplectic groups, and Levi subgroups) and corresponding
algebras related with the group algebra of the symmetric group (e.g., Brauer algebras
and Ariki–Koike algebras) as well as deformations of these algebras. In general,
the phrase “Schur–Weyl duality” has come to indicate such a bicentralizer property
for two algebras acting on some module.

One such generalization is the mixed tensor space V⊗r
⊗ V ∗⊗s , where V is the

natural and V ∗ its dual CG-module. The centralizer algebra is known to be the
walled Brauer algebra Bn

r,s , and it was shown by Benkart, Chakrabarti, Halverson,
Leduc, Lee and Stroomer [Benkart et al. 1994] that mixed tensor space under the

MSC2010: primary 33D80; secondary 16D20, 16S30, 17B37, 20C08.
Keywords: Schur–Weyl duality, walled Brauer algebra, mixed tensor space, rational q-Schur algebra.
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action of CG and Bn
r,s satisfies Schur–Weyl duality; see also [Koike 1989; Turaev

1989]. In [Kosuda and Murakami 1993] the authors introduced a one-parameter
deformation Bn

r,s(q) of the walled Brauer algebra and proved Schur–Weyl duality
in the generic case (i.e., over C(q)), where CG is replaced by the generic quantum
group UC(q)(gln).

In this paper, we generalize the results of [Benkart et al. 1994; Kosuda and
Murakami 1993] to a very general setting. Let R be a commutative ring with 1 and
q ∈ R be invertible. Let U be (a specialized version of) the quantum group over R,
which replaces the general linear group in the quantized case. Let Bn

r,s(q) be the
q-deformation of the walled Brauer algebra defined in [Leduc 1994]. Here we use
a specialized version of Leduc’s multiparameter version that acts on mixed tensor
space V⊗r

⊗ V ∗⊗s , where V = Rn is the natural U-module.
In [Dipper et al. 2012], one side of Schur–Weyl duality was shown in this situation,

namely that the image of Bn
r,s(q) in EndR(V⊗r

⊗V ∗⊗s) is the centralizing algebra
of the action of U on mixed tensor space.

In this paper, which is a revised version of a preprint that has circulated since
2008, the other side of Schur–Weyl duality will be proven, namely that the image of
U in EndR(V⊗r

⊗V ∗⊗s) is the endomorphism algebra of mixed tensor space under
the action of Bn

r,s(q). We call this image the rational q-Schur algebra and denote it
Sq(n; r, s). It is a q-analogue of the rational Schur algebra introduced and studied
in [Dipper and Doty 2008]. In case q = 1, we obtain a similar statement (which is
also new) for the rational Schur algebra with respect to the hyperalgebra over R
of gln . In the meantime, this result was shown in [Tange 2012] in the special case
q = 1 by different methods. One may also wish to consult [Brundan and Stroppel
2011], which enlarges the landscape on walled Brauer algebras considerably.

For technical reasons, it will be useful to turn things around and instead define
Sq(n; r, s) to be EndBn

r,s(q)(V
⊗r
⊗ V ∗⊗s). Since we show at the end that this coin-

cides with the image of U in EndR(V⊗r
⊗ V ∗⊗s), there is no harm in this abuse of

notation. In our proof, we will show that EndBn
r,s(q)(V

⊗r
⊗ V ∗⊗s)= Sq(n; r, s) is

free as R-module of rank independent of the choice of R and q . We shall accomplish
this by constructing an R-basis of Sq(n; r, s) that is dual to a certain bideterminant
basis of the dual coalgebra Aq(n; r, s) of Sq(n; r, s).

As a guide for the reader, we briefly outline the main ideas behind the proof.
There is a natural embedding of mixed tensor space V⊗r

⊗ V ∗⊗s into ordinary
tensor space V⊗r+(n−1)s . This embedding κ is not U-linear but is U′-linear, where
U′ is the subalgebra of U corresponding to the special linear Lie algebra. We will
see that replacing U by U′ is not significant. For u ∈ U′, the restriction of the
action of u on V⊗r+(n−1)s to V⊗r

⊗ V ∗⊗s
≤ V⊗r+(n−1)s commutes with the action

of Bn
r,s(q) on V⊗r

⊗V ∗⊗s and hence lies in Sq(n; r, s). Thus, κ induces an algebra
homomorphism π from the ordinary q-Schur algebra Sq(n, r + (n− 1)s), which
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is the image of U′ in EndR(V⊗r+(n−1)s) into Sq(n; r, s). This homomorphism was
motivated by a similar homomorphism in [Dipper and Doty 2008].

Let ρord : U′→ Sq(n, r + (n− 1)s) be the representation of U′ on V⊗r+(n−1)s

and ρmxd : U′→ Sq(n; r, s) the representation of U′ on mixed tensor space. Then
ρmxd = π ◦ρord by construction. By classical quantized Schur–Weyl duality, ρord is
surjective, so ρmxd is surjective (i.e., ρmxd(U′)= Sq(n; r, s)) if π is surjective. We
show that π possesses an R-linear right inverse, thus proving the surjectivity of π .

At this point, we switch over to coefficient spaces. It is well known that the
dual coalgebra Aq(n, r + (n− 1)s)= Sq(n, r + (n− 1)s)∗ is the coefficient space
of U′ acting on ordinary tensor space V⊗r+(n−1)s . There is no problem here with
dualization since the classical q-Schur algebra Sq(n, r + (n− 1)s) is known to be
free as R-module of fixed rank independent of the choice of R and q. Moreover,
Aq(n, r + (n− 1)s) possesses a bideterminant basis [Huang and Zhang 1993]. The
endomorphism algebra Sq(n; r, s)= EndBn

r,s(q)(V
⊗r
⊗ V ∗⊗s) may be described by

a system of linear equations in the endomorphism algebra EndR(V⊗r
⊗ V ∗⊗s),

which is free as R-module. Using these equations, we apply a general argu-
ment (Lemma 2.3) to construct a factor coalgebra Aq(n; r, s) of the R-coalgebra
EndR(V⊗r

⊗V ∗⊗s) such that Aq(n; r, s)∗ is isomorphic to the R-algebra Sq(n; r, s).
In Section 5, we exhibit a map ι : Aq(n; r, s)→ Aq(n, r + (n − 1)s) and show
explicitly that ι∗= π : Sq(n, r+(n−1)s)→ Sq(n; r, s). In Section 6, we show that
Aq(n; r, s) and hence Sq(n; r, s) are free as R-module by constructing a (rational)
bideterminant basis. From this it is not hard to find an (R-linear) left inverse of the
map ι whose dual map is then the required right inverse of ι∗ = π , proving that
Sq(n; r, s) is the image of U′ (and hence U) acting on mixed tensor space.

1. Preliminaries

Let n be a given positive integer. In this section, we introduce the quantized
enveloping algebra of the general linear Lie algebra gln over a commutative ring R
with parameter q and summarize some well known results; see for example [Hong
and Kang 2002; Jantzen 1996; Lusztig 1990]. We will start by recalling the definition
of the quantized enveloping algebra over Q(q), where q is an indeterminate.

Let P∨ be the free Z-module with basis h1, . . . , hn , and let ε1, . . . , εn ∈ P∨∗ be
the corresponding dual basis: εi is given by εi (h j ) := δi, j for j = 1, . . . , n, where
δ is the usual Kronecker symbol. For i = 1, . . . , n− 1, let αi ∈ P∨∗ be defined by
αi := εi − εi+1.

Definition 1.1. The quantum general linear algebra Uq(gln) is the associative Q(q)-
algebra with 1 generated by the elements ei , fi (i = 1, . . . , n−1) and qh (h ∈ P∨)
with the defining relations

q0
= 1, qhqh′

= qh+h′, qhei q−h
= qαi (h)ei , qh fi q−h

= q−αi (h) fi ,
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ei f j − f j ei = δi, j
Ki−K−1

i
q−q−1 , where Ki := qhi−hi+1,

e2
i e j − (q + q−1)ei e j ei + e j e2

i = 0 for |i − j | = 1,

f 2
i f j − (q + q−1) fi f j fi + f j f 2

i = 0 for |i − j | = 1,

ei e j = e j ei and fi f j = f j fi for |i − j |> 1.

We note that the subalgebra generated by the Ki , ei and fi (i = 1, . . . , n− 1) is
isomorphic with Uq(sln). Also, Uq(gln) is a Hopf algebra with comultiplication 1,
counit ε the unique algebra homomorphisms and antipode S the unique invertible
antihomomorphism of algebras, defined on generators by

1(qh)= qh
⊗ qh,

1(ei )= ei ⊗ K−1
i + 1⊗ ei , 1( fi )= fi ⊗ 1+ Ki ⊗ fi ,

ε(qh)= 1, ε(ei )= ε( fi )= 0,

S(qh)= q−h, S(ei )=−ei Ki , S( fi )=−K−1
i fi .

Let VQ(q) be a free Q(q)-vector space with basis {v1, . . . , vn}. We make VQ(q) a
Uq(gln)-module via

qhv j = qε j (h)v j for h ∈ P∨ and j = 1, . . . , n,

eiv j =

{
vi if j = i + 1,
0 otherwise,

fiv j =

{
vi+1 if j = i ,
0 otherwise.

We call VQ(q) the vector representation of Uq(gln). This is also a Uq(sln)-module
by restriction of the action.

Let [l]q in Z[q, q−1
] (or in R) be defined by

[l]q :=
l−1∑
i=0

q2i−l+1

and set [l]q ! := [l]q [l − 1]q · · · [1]q . Define the divided powers e(l)i := el
i/[l]q ! and

f (l)i := f l
i /[l]q !. Let UZ[q,q−1] (resp. U′

Z[q,q−1]
) be the Z[q, q−1

]-subalgebra of
Uq(gln) generated by the qh (resp. the Ki ) and the e(l)i and f (l)i for l ≥ 0. Then
UZ[q,q−1] is a Hopf algebra, and we have

1(e(l)i )=

l∑
k=0

qk(l−k)e(l−k)
i ⊗ K k−l

i e(k)i , 1( f (l)i )=

l∑
k=0

q−k(l−k) f (l−k)
i K k

i ⊗ f (k)i ,

S(e(l)i )= (−1)lql(l−1)e(l)i K l
i , S( f (l)i )= (−1)lq−l(l−1)K−l

i f (l)i ,

ε(e(l)i )= ε( f (l)i )= 0.



Quantized mixed tensor space and Schur–Weyl duality 1125

Furthermore, the Z[q, q−1
]-lattice VZ[q,q−1] in VQ(q) generated by the vi is invariant

under the action of UZ[q,q−1] and of U′
Z[q,q−1]

. Now, make the transition from
Z[q, q−1

] to an arbitrary commutative ring R with 1. Let q ∈ R be invertible, and
consider R as a Z[q, q−1

]-module via specializing q ∈ Z[q, q−1
] 7→ q ∈ R.

Let UR := R⊗Z[q,q−1]UZ[q,q−1] and U′R := R⊗Z[q,q−1]U′Z[q,q−1]
. Then UR in-

herits a Hopf algebra structure from UZ[q,q−1], and VR := R⊗Z[q,q−1] VZ[q,q−1] is a
UR-module and by restriction also a U′R-module.

If no ambiguity arises, we will henceforth omit the index R and write U, U′

and V instead of UR , U′R and VR . Furthermore, we will write e(l)i as shorthand for
1⊗ e(l)i ∈ UR , similarly for the f (l)i , Ki for 1⊗ Ki and qh for 1⊗ qh .

Suppose W,W1 and W2 are U-modules; then one can define U-module structures
on W1⊗W2 =W1⊗R W2 and W ∗ = HomR(W, R) using the comultiplication and
the antipode by setting x(w1⊗w2)=1(x)(w1⊗w2) and (x f )(w)= f (S(x)w).

Definition 1.2. Let r and s be nonnegative integers. The U-module V⊗r
⊗ V ∗⊗s

is called mixed tensor space.

Let I (n, r) be the set of r-tuples with entries in {1, . . . , n}, and let I (n, s) be
defined similarly. The elements of I (n, r) (and I (n, s)) are called multi-indices.
Note that the symmetric groups Sr and Ss act on I (n, r) and I (n, s) respectively
from the right by place permutation, that is, if i = (i1, i2, . . . ) is a multi-index and
s j is a Coxeter generator, then let i.s j := (i1, . . . , i j−1, i j+1, i j , i j+2, . . . ). Then a
basis of the mixed tensor space V⊗r

⊗ V ∗⊗s can be indexed by I (n, r)× I (n, s).
For i = (i1, . . . , ir ) ∈ I (n, r) and j = ( j1, . . . , js) ∈ I (n, s), let

vi |j := vi1 ⊗ · · ·⊗ vir ⊗ v
∗

j1 ⊗ · · ·⊗ v
∗

js ∈ V⊗r
⊗ V ∗⊗s

,

where {v∗1 , . . . , v
∗
n} is the basis of V ∗ dual to {v1, . . . , vn}. Then { vi | j : i ∈ I (n, r),

j ∈ I (n, s) } is a basis of V⊗r
⊗ V ∗⊗s .

We have another algebra acting on V⊗r
⊗ V ∗⊗s , namely the quantized walled

Brauer algebra Bn
r,s(q) introduced in [Dipper et al. 2012]. This algebra is defined as

a diagram algebra in terms of Kauffman’s tangles. A presentation by generators and
relations can be found in [Dipper et al. 2012]. Note that this algebra and its action
coincide with Leduc’s algebra [1994] (see the remarks in [Dipper et al. 2012]).

Here, all we need is the action of generators given in the following diagrams.
The Brauer algebra Bn

r,s(q) is generated by the elements

E= . . . . . . , Si = . . . . . . . . . and Ŝ j = . . . . . . . . . ,

where the nonpropagating edges in E connect vertices in columns r and r+1 while
the crossings in Si and Ŝ j connect vertices in columns i and i + 1 and columns
r + j and r + j + 1, respectively. If vi | j = v⊗ vir ⊗ v

∗

j1 ⊗ v
′, then the action of the



1126 Richard Dipper, Stephen Doty and Friederike Stoll

generators on V⊗r
⊗ V ∗⊗s is given by

vi | j E = δir , j1

n∑
s=1

q2ir−n−1v⊗ vs ⊗ v
∗

s ⊗ v
′,

vi | j Si =


q−1vi | j if ii = ii+1,
vi .si | j if ii < ii+1,
vi .si | j + (q

−1
− q)vi | j if ii > ii+1,

vi | j Ŝ j =


q−1vi | j if j j = j j+1,
vi | j .s j if j j > j j+1,
vi | j .s j + (q

−1
− q)vi | j if j j < j j+1.

The action of Bn
r,s(q) on V⊗r

⊗ V ∗⊗s commutes with the action of U.

Theorem 1.3 [Dipper et al. 2012]. Let σ :Bn
r,s(q)→ EndU(V⊗r

⊗ V ∗⊗s) be the
representation of the quantized walled Brauer algebra on the mixed tensor space.
Then σ is surjective, that is,

EndU(V⊗r
⊗ V ∗⊗s

)∼=Bn
r,s(q)/annBn

r,s (q)
(V⊗r⊗V ∗⊗s).

The main result of this paper is the other half of the preceding theorem.

Theorem 1.4. Let ρmxd :U→ EndBn
r,s(q)(V

⊗r
⊗V ∗⊗s) be the representation of the

quantum group. Then ρmxd is surjective, that is,

EndBn
r,s(q)(V

⊗r
⊗ V ∗⊗s

)∼= U/annU(V⊗r⊗V ∗⊗s).

Theorems 1.3 and 1.4 together state that the mixed tensor space is a (U,Bn
r,s(q))-

bimodule with the double centralizer property. In the literature, this is also called
Schur–Weyl Duality. Theorem 1.4 will be proved at the end of this paper.

For s = 0, this is well known; Bn
m,0(q) is the Hecke algebra Hm , and V⊗m is

the (ordinary) tensor space.

Definition 1.5. If m is a positive integer, let Hm be the associative R-algebra with 1
generated by elements T1, . . . , Tm−1 with respect to the relations

(Ti + q)(Ti − q−1)= 0 for i = 1, . . . ,m− 1,

Ti Ti+1Ti = Ti+1Ti Ti+1 for i = 1, . . . ,m− 2,

Ti T j = T j Ti for |i − j | ≥ 2.

If w ∈Sm is an element of the symmetric group on m letters and w= si1si2 . . . sil

is a reduced expression as a product of Coxeter generators, let Tw := Ti1 Ti2 . . . Til .
Then the set { Tw : w ∈Sm } is a basis of Hm .

Note that Hm acts on V⊗m since Hm ∼= Bn
m,0(q), the isomorphism given by

Ti 7→ Si .



Quantized mixed tensor space and Schur–Weyl duality 1127

Theorem 1.6 [Dipper and James 1989; Green 1996]. Let ρord : U→ EndR(V⊗m)

be the representation of U on V⊗m . Then im ρord = EndHm (V
⊗m). This algebra is

called the q-Schur algebra and denoted Sq(n,m).

We will refer to V⊗m as ordinary tensor space.

2. Mixed tensor space as a submodule

Recall that U′ is the subalgebra of U corresponding to the Lie algebra sln .

Theorem 2.1. If m is a nonnegative integer, let ρord : U→ EndR(V⊗m) be the
representation of U on V⊗m . Then

ρord(U)= ρord(U′).

Proof. Define the weight of i ∈ I (n,m) to be wt(i) := λ= (λ1, . . . , λn) such that λi

is the number of entries in i that are equal to i . If λ= (λ1, . . . , λn) is a composition
of m into n parts, i.e., λ1 + · · · + λn = m, let V⊗m

λ be the R-submodule of V⊗m

generated by all vi with wt(i)= λ. Then V⊗m is the direct sum of all V⊗m
λ , where λ

runs through the set of compositions of m into n parts. Let ϕλ be the projection onto
V⊗m
λ . By [Green 1996], the restriction of ρord : U→ Sq(n,m) to any subalgebra

U′ ⊆ U is surjective if the subalgebra U′ contains the divided powers e(l)i and f (l)i
and preimages of the projections ϕλ.

Therefore, we define a partial order on the set of compositions of m into n parts
by λ� µ if and only if

(λ1− λ2, λ2− λ3, . . . , λn−1− λn)≤ (µ1−µ2, µ2−µ3, . . . , µn−1−µn)

in the lexicographical order. It suffices to show that for each composition λ, there
exists an element u ∈U′ such that uvi = 0 whenever wt(i)≺ λ (i.e., wt(i)� λ and
wt(i) 6= λ) and uvi = vi whenever wt(i)= λ. In Theorem 4.5 of [Lusztig 1990], it
is shown that certain elements[

Ki ; c
t

]
:=

t∏
s=1

Ki qc−s+1
−K−1

i q−c+s−1

qs−q−s

are elements of U′ for i = 1, . . . , n− 1, c ∈ Z and t ∈ N. Let

u :=
n−1∏
i=1

[
Ki ;m+ 1

λi − λi+1+m+ 1

]
,

which is an element of U′ since λi − λi+1 +m + 1 > 0. Then u has the desired
properties. �

The next lemma is motivated by [Dipper and Doty 2008, §6.3].
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Lemma 2.2. There is a well defined U′-monomorphism κ : V ∗→ V⊗n−1 given by

v∗i 7→ (− q)i
∑

w∈Sn−1

(−q)l(w)v(12...ı̂ ...n).w

= (− q)i
∑

w∈Sn−1

(−q)l(w)v(12...ı̂ ...n)Tw = (−q)iv(12...ı̂ ...n)

∑
w∈Sn−1

(−q)l(w)Tw,

where ı̂ means leaving out i .

Proof. Clearly κ is a monomorphism of R-modules, and Kiv
∗

j = qδi+1, j−δi, jv∗j and
Kiv(1...̂ ...n) = q1−δi, j qδi+1, j−1v(1...̂ ...n) by definition. Thus, κ commutes with Ki .
Now eiv

∗

j =−δi, j q−1v∗j+1. If j 6= i, i + 1, then

eiκ(v
∗

j )= (−q) j ei

∑
w

(−q)l(w)v(1...i i+1...̂ ...n)Tw

=−(−q) j
∑
w

(−q)l(w)v(1...i i ...̂ ...n)Tw = 0= κ(eiv
∗

j ).

For j = i (resp. i + 1), we get

eiκ(v
∗

i+1)= (−q)i+1
∑
w

(−q)l(w)(eiv(1...î+1...n))Tw = 0,

eiκ(v
∗

i )= (−q)i
∑
w

(−q)l(w)(eiv(1...ı̂ i+1...n))Tw

= (−q)i
∑
w

(−q)l(w)v(1...i î+1...n)Tw =−q−1κ(v∗i+1).

Furthermore, for l ≥ 2 we clearly have e(l)i v
∗

j = 0 and e(l)i κ(v
∗

j )= 0. The argument
for fi works similarly. �

Lemma 2.2 enables us to consider the mixed tensor space V⊗r
⊗ V ∗⊗s as a

U′-submodule T r,s of V⊗r+(n−1)s via an embedding that we will also denote κ .
Thus, Bn

r,s(q) acts on T r,s .
If we restrict the action of an element of U′ on V⊗r+(n−1)s or equivalently

of the q-Schur algebra Sq(n, r + (n − 1)s) to T r,s , then we get an element of
EndR(T r,s). Since the actions of U′ and Bn

r,s(q) commute, this is also an element
of EndBn

r,s(q)(T
r,s). Let Sq(n; r, s) := EndBn

r,s(q)(V
⊗r
⊗ V ∗⊗s); thus, we have an

algebra homomorphism π : Sq(n, r + (n− 1)s)→ Sq(n; r, s) by restriction of the
action to T r,s ∼= V⊗r

⊗V ∗⊗s . Our aim is to show that π is surjective, for then each
element of EndBn

r,s(q)(V
⊗r
⊗ V ∗⊗s) is given by the action of an element of U′.

Lemma 2.3. Let M be a free R-module with basis B = {b1, . . . , bl} and U a
submodule of M given by a set of linear equations on the coefficients with respect
to the basis B, i.e., ai j ∈ R such that U =

{∑
ci bi ∈ M :

∑
j ai j c j = 0 for all i

}
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exist. Let {b∗1, . . . , b∗l } be the basis of M∗ = HomR(M, R) dual to B, and let X be
the submodule generated by all

∑
j ai j b∗j . Then U ∼= (M∗/X)∗.

Proof. We have that (M∗/X)∗ is isomorphic to the submodule of M∗∗ given by
linear forms on M∗ that vanish on X . Via the natural isomorphism M∗∗ ∼= M , this
is isomorphic to the set of elements of M that are annihilated by X . An element
m =

∑
k ckbk is annihilated by X if and only if 0=

∑
j,k ai j b∗j (ckbk)=

∑
k aikck

for all i , and this is true if and only if m ∈U . �

Note an element ϕ̃ ∈ (M∗/X)∗ corresponds to the element ϕ =
∑

i ϕ̃(b
∗

i + X)bi

of U . In our case, Sq(n,m) and Sq(n; r, s) are R-submodules of R-free algebras,
namely EndR(V⊗m) and EndR(V⊗r

⊗ V ∗⊗s) respectively, given by a set of linear
equations, which we will determine more precisely in Sections 3 and 4.

Definition 2.4. Let M :=EndR(V⊗m) and U := Sq(n,m). Then U is defined as the
algebra of endomorphisms commuting with a certain set of endomorphisms and thus
is given by a system of linear equations on the coefficients. Let Aq(n,m) := M∗/X
as in Lemma 2.3. Similarly, let Aq(n; r, s) :=M∗/X with M :=EndR(V⊗r

⊗V ∗⊗s)

and U := Sq(n; r, s).

By Lemma 2.3, Aq(n,m)∗ = Sq(n,m) and Aq(n; r, s)∗ = Sq(n; r, s). We will
proceed as follows. We will take m = r+ (n−1)s and define an R-homomorphism
ι : Aq(n; r, s)→ Aq(n, r+(n−1)s) so that ι∗=π : Sq(n, r+(n−1)s)→ Sq(n; r, s).
Then we will define an R-homomorphism φ : Aq(n, r+(n−1)s)→ Aq(n; r, s) such
that φ◦ι= idAq (n;r,s) by giving suitable bases for Aq(n, r+(n−1)s) and Aq(n; r, s).
Dualizing this equation, we get π ◦φ∗ = ι∗ ◦φ∗ = idSq (n;r,s), and this shows that π
is surjective. Actually, Aq(n, r + (n− 1)s) and Aq(n; r, s) are coalgebras, and ι is
a morphism of coalgebras, but we do not need this for our results.

3. Aq(n,m)

The description of Aq(n,m) is well known; see, e.g., [Dipper and Donkin 1991].
Let Aq(n) be the free R-algebra on generators xi j (1 ≤ i, j ≤ n) subject to the
relations

xik x jk = qx jk xik if i < j,

xki xk j = qxk j xki if i < j,

xi j xkl = xkl xi j if i < k and j > l,

xi j xkl = xkl xi j + (q − q−1)xil xk j if i < k and j < l.

Note that these relations define the commutative algebra in n2 commuting inde-
terminates xi j in case q = 1. The free algebra on the generators xi j is obviously
graded (with all generators in degree 1), and since the relations are homogeneous,
this induces a grading on Aq(n). Then we have the following lemma:
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Lemma 3.1 [Dipper and Donkin 1991]. Aq(n,m) is the R-submodule of Aq(n) of
elements of homogeneous degree m.

Proof. Since our relations of the Hecke algebra differ from those in [Dipper and
Donkin 1991] ((Ti −q)(Ti +1)= 0 is replaced by (Ti +q)(Ti −q−1)= 0) and thus
Aq(n,m) differs as well, we include a proof here.

Suppose ϕ is an endomorphism of V⊗m commuting with the action of a generator
Si . For convenience, we assume that m = 2 and S = S1. Then ϕ can be written as a
linear combination of the basis elements E(i j),(kl) mapping vk ⊗ vl to vi ⊗ v j and
all other basis elements to 0. For the coefficient of E(i j),(kl), we write cikc jl so that
ϕ =

∑
i, j,k,l cikc jl E(i j),(kl). On the one hand, we have

S(ϕ(vk ⊗ vl))

= S
(∑

i, j

cikc jlvi ⊗ v j

)
=

∑
i< j

cikc jlv j ⊗vi +q−1
∑

i

cikcilvi ⊗vi +
∑
i> j

cikc jl(v j ⊗vi + (q−1
−q)vi ⊗v j )

=

∑
i 6= j

cikc jlv j ⊗ vi + q−1
∑

i

cikcilvi ⊗ vi + (q−1
− q)

∑
i< j

c jkcilv j ⊗ vi .

Now, suppose that k > l. Then

ϕ(S(vk ⊗ vl))= ϕ(vl ⊗ vk + (q−1
− q)vk ⊗ vl)

=

∑
i, j

(c jlcik + (q−1
− q)c jkcil)v j ⊗ vi .

Similar formulas hold for k = l and k < l. Comparing coefficients leads to the
relations given above. �

Aq(n,m) has a basis consisting of monomials, but it will turn out to be more
convenient for our purposes to work with a basis of standard bideterminants; see
[Huang and Zhang 1993]. In that reference, the supersymmetric quantum letterplace
algebra for L− = P− = {1, . . . , n} and L+ = P+ =∅ is isomorphic to Aq−1(n)∼=
Aq(n)opp, and we will adjust the results to our situation.

A partition λ of m is a sequence λ= (λ1, λ2, . . . , λk) of nonnegative integers such
that λ1≥λ2≥· · ·≥λk and

∑k
i=1 λi =m. Denote the set of partitions of m by3+(m).

The Young diagram [λ] of a partition λ is { (i, j) ∈ N×N : 1≤ i ≤ k, 1≤ j ≤ λi }.
It can be represented by an array of boxes: λ1 boxes in the first row, λ2 boxes in
the second row, etc.

A λ-tableau t is a map f : [λ] → {1, . . . , n}. A tableau can be represented by
writing the entry f (i, j) into the (i, j)th box. A tableau t is called standard if the
entries in each row are strictly increasing from left to right and the entries in each
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column are nondecreasing downward. In the literature, this property is also called
semistandard, and the role of rows and columns may be interchanged. Note that if t
is a standard λ-tableau, then λ1 ≤ n. A pair [t, t′] of λ-tableaux is called a bitableau.
It is standard if both t and t′ are standard λ-tableaux.

Note that the next definition differs from the definition in [Huang and Zhang
1993] by a sign.

Definition 3.2. Let i1, . . . , ik, j1, . . . , jk ∈ {1, . . . , n}. For i1 < i2 < · · · < ik , let
the right quantum minor be defined by

(i1i2 . . . ik | j1 j2 . . . jk)r :=
∑
w∈Sk

(−q)l(w)xiw1 j1 xiw2 j2 . . . xiwk jk .

For arbitrary i1, . . . , ik , the right quantum minor is then defined by the rule

(i1 . . . il il+1 . . . ik | j1 j2 . . . jk)r := −q−1(i1 . . . il−1il+1il il+2 . . . ik | j1 j2 . . . jk)r

for il > il+1. Similarly, let the left quantum minor be defined by

(i1 . . . ik | j1 . . . jk)l :=
∑
w∈Sk

(−q)l(w)xi1, jw1 xi2 jw2 . . . xik jwk if j1 < · · ·< jk,

(i1 . . . ik | j1 . . . jk)l := −q−1(i1 . . . ik | j1 . . . jl+1 jl . . . jk)l if jl > jl+1.

Finally, let the quantum determinant be defined by

detq := (12 . . . n|12 . . . n)r = (12 . . . n|12 . . . n)l .

If [t, t′] is a bitableau and t1, t2, . . . , tk (resp. t′1, t
′

2, . . . , t
′

k) are the rows of t (resp. t′),
then let

(t|t′) := (tk |t
′

k)r . . . (t2|t
′

2)r (t1|t
′

1)r .

Then (t|t′) is called a bideterminant.

Remark 3.3. We note the following properties of quantum minors:

(1) (i1 . . . ik | j1 . . . jk)r =−q(i1 . . . ik | j1 . . . jl+1 jl . . . jk)r for jl > jl+1,

(i1 . . . ik | j1 . . . jk)l =−q(i1 . . . il+1il . . . ik | j1 . . . jk)l for il > il+1.

(2) If i1 < i2 < · · · < ik and j1 < j2 < · · · < jk , then right and left quantum
minors coincide, and we simply write (i1 . . . ik | j1 . . . jk). This notation thus
indicates that the sequences of numbers are increasing. In general, right and
left quantum minors differ by a power of −q .

(3) If two ils or jls coincide, then the quantum minors vanish.

(4) The quantum determinant detq is an element of the center of Aq(n).
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Definition 3.4. Let the content of a monomial xi1 j1 . . . xim jm be defined as the
tuple (α, β) = ((α1, . . . , αn), (β1, . . . , βn)), where αi is the number of indices it

such that it = i and β j is the number of indices jt such that jt = j . Note that∑
αi =

∑
β j =m for each monomial of homogeneous degree m. For such a tuple

(α, β), let P(α, β) be the subspace of Aq(n,m) generated by the monomials of
content (α, β). Furthermore, let the content of a bitableau [t, t′] be defined similarly
as the tuple (α, β) such that αi is the number of entries in t equal to i and β j is the
number of entries in t′ equal to j .

Theorem 3.5 [Huang and Zhang 1993]. The bideterminants (t|t′) of the standard
λ-tableaux with λ a partition of m form a basis of Aq(n,m) such that the bidetermi-
nants of standard λ-tableaux of content (α, β) form a basis of P(α, β).

The proof in [Huang and Zhang 1993] works over a field, but the arguments are
valid if the field is replaced by a commutative ring with 1. The reversed order of
the minors is due to the opposite algebra. Note that for i1 < i2 < · · · < ik and
j1 < j2 < · · ·< jk , we have

qk(k−1)/2(i1i2 . . . ik | j1 j2 . . . jk)r =
∑
w∈Sk

(−q)−l(w)xiwk j1 xiw(k−1) j2 . . . xiw1 jk ,

which is a quantum minor of Aq−1(n)opp.

Lemma 3.6 (Laplace’s expansion [Huang and Zhang 1993]).

(1) For j1 < j2 < · · ·< jl < jl+1 < · · ·< jk , we have

(i1i2 . . . ik | j1 j2 . . . jk)l

=

∑
w

(−q)l(w)(i1 . . . il | jw1 . . . jwl)l(il+1 . . . ik | jw(l+1) . . . jwk)l,

where the summation is over all w ∈Sk such that w1< w2< · · ·< wl and
w(l + 1) < w(l + 2) < · · ·<wk.

(2) For i1 < i2 < · · ·< ik , we have

(i1i2 . . . ik | j1 j2 . . . jk)r

=

∑
w

(−q)l(w)(iw1 . . . iwl | j1 . . . jl)r (iw(l+1) . . . iwk | jl+1 . . . jk)r ,

the summation again over all w ∈ Sk , such that w1 < w2 < · · · < wl and
w(l + 1) < w(l + 2) < · · ·<wk.

4. Aq(n; r, s)

A basis of EndR(V⊗r
⊗V ∗⊗s) is given by matrix units E i | j k|l such that E i | j k|lvs|t=

δk|l,s|tvi | j . Suppose ϕ :=
∑

i, j ,k,l ci | j k|l E i | j k|l ∈ EndR(V⊗r
⊗ V ∗⊗s) commutes
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with the action of Bn
r,s(q) or equivalently with a set of generators of Bn

r,s(q). Since
coefficient spaces are multiplicative, we can write

ci1k1ci2k2 · · · cir kr c∗j1l1
c∗j2l2
· · · c∗js ls

for the coefficient ci | j k|l . It is easy to see from the description of Aq(n,m) that ϕ
commutes with the generators without nonpropagating edges if and only if the ci j

satisfy the relations of Aq(n) and the c∗i j satisfy the relations of Aq−1(n)∼= Aq(n)opp.
Now suppose that ϕ in addition commutes with the action of the generator

e = . . . . . . .

We assume ϕ =
∑n

i, j,k,l=1 cikc∗jl Ei | j k|l and that r = s = 1 (the general case being
similar). Let v = vi ⊗v

∗

j be a basis element of V ⊗V ∗. We have (the indices in the
sums always run from 1 to n)

ϕ(v)e =
∑
s,t

csi c∗t j (vs ⊗ v
∗

t )e =
∑
s,k

q2s−n−1csi c∗s j (vk ⊗ v
∗

k ),

ϕ(ve)= δi j q2i−n−1
∑

k

ϕ(vk ⊗ v
∗

k )= δi j q2i−n−1
∑
k,s,t

cskc∗tkvs ⊗ v
∗

t .

Comparing coefficients, we get the following conditions:
n∑

k=1

cikc∗jk = 0 for i 6= j,

n∑
k=1

q2kcki c∗k j = 0 for i 6= j,

n∑
k=1

q2k−2i cki c∗ki =

n∑
k=1

c jkc∗jk .

This, combined with Lemma 2.3, shows the following:

Lemma 4.1. We have

Aq(n; r, s)∼= (F(n, r)⊗R F∗(n, s))/Y,

where F(n, r) (resp. F∗(n, s)) is the R-submodule of the free algebra on gener-
ators xi j (resp. x∗i j ) generated by monomials of degree r (resp. s) and Y is the
R-submodule of F(n, r)⊗R F∗(n, s) generated by elements of the form h1h2h3,
where h2 is one of the elements

xik x jk − qx jk xik for i < j, (4.1.1)

xki xk j − qxk j xki for i < j, (4.1.2)

xi j xkl − xkl xi j for i < k, j > l, (4.1.3)
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xi j xkl − xkl xi j − (q − q−1)xil xk j for i < k, j < l, (4.1.4)

x∗ik x∗jk − q−1x∗jk x∗ik for i < j, (4.1.5)

x∗ki x
∗

k j − q−1x∗k j x
∗

ki for i < j, (4.1.6)

x∗i j x
∗

kl − x∗kl x
∗

i j for i < k, j > l, (4.1.7)

x∗i j x
∗

kl − x∗kl x
∗

i j + (q − q−1)x∗il x
∗

k j for i < k, j < l, (4.1.8)
n∑

k=1

xik x∗jk for i 6= j, (4.1.9)

n∑
k=1

q2k xki x∗k j for i 6= j, (4.1.10)

n∑
k=1

q2k−2i xki x∗ki −

n∑
k=1

x jk x∗jk (4.1.11)

and h1 and h3 are monomials of appropriate degree.

Remark 4.2. The map given by xik 7→ q2k−2i xki and x∗ik 7→ x∗ki induces an R-linear
automorphism of Aq(n; r, s).

Bideterminants can also be formed using the variables x∗i j . In this case, let

(t|t′)∗ := (t1|t
′

1)
∗

r (t2|t
′

2)
∗

r · · · (tk |t
′

k)
∗

r ,

where the quantum minors (i1 . . . ik | j1 . . . jk)∗r/ l are defined as above with q replaced
by q−1.

5. The map ι : Aq(n; r, s)→ Aq(n, r + (n− 1)s)

For any 1≤ i, j ≤ n, let ι(xi j ) := xi j and

ι(x∗i j ) := (−q) j−i (12 . . . ı̂ . . . n|12 . . . ̂ . . . n) ∈ Aq(n, n− 1);

then there is a unique R-linear map

ι : F(n, r)⊗R F∗(n, s)→ Aq(n, r + (n− 1)s)

such that ι(xi1 j1 · · · xir jr x∗k1l1
· · · x∗ks ls

)= ι(xi1 j1) · · · ι(xir jr )ι(x
∗

k1l1
) · · · ι(x∗ks ls

).

Lemma 5.1. The kernel of ι contains Y , and thus, ι induces an R-linear map

Aq(n; r, s)→ Aq(n, r + (n− 1)s),

which we will then also denote ι.
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Proof. We have to show that the generators of Y lie in the kernel of ι. Generators of Y
involving the elements (4.1.1)–(4.1.4) are obviously in the kernel of ι. Theorem 7.3
of [Goodearl 2006] shows that generators involving elements (4.1.5)–(4.1.8) are
also in the kernel. Laplace’s expansion shows that

ι

( n∑
k=1

xik x∗jk

)
=

n∑
k=1

(−q)(k−1)−( j−1)xik · (1 . . . ̂ . . . n|1 . . . k̂ . . . n)l

= (−q)1− j (i1 . . . ̂ . . . n|1 . . . n)l = δi, j · detq ,

ι

( n∑
k=1

q2k−2i xki x∗k j

)
= q−2i+ j+1

n∑
k=1

(−q)k−1xki · (1 . . . k̂ . . . n|1 . . . ̂ . . . n)r

= (−q) j−2i+1(1 . . . n|i1 . . . ̂ . . . n)r = δi, j · detq;

thus, the generators involving the elements (4.1.9)–(4.1.11) are in the kernel of ι. �

Now, we have maps

ι∗ : Aq(n, r+(n−1)s)∗→ Aq(n; r, s)∗ and π : Sq(n, r+(n−1)s)→ Sq(n; r, s).

By definition, Aq(n, r+(n−1)s)∗∼= Sq(n, r+(n−1)s) and Aq(n; r, s)∗∼= Sq(n; r, s).

Lemma 5.2. Under the identifications above, we have ι∗ = π .

Proof. We will write

xi1...il j1... jl = xi1, j1 · · · xil , jl ,

xil ...i1|l1...lm jl ... j1|k1...km = xil , jl · · · xi1, j1 x∗l1,k1
· · · x∗lm ,km

.

Suppose that ϕ̃ ∈ Aq(n, r + (n− 1)s)∗. Then

ϕ =
∑

i, j∈I(n,r+(n−1)s)

ϕ̃(xi j )E i j

is the corresponding element of Sq(n, r + (n− 1)s). Since ι∗(ϕ̃)= ϕ̃ ◦ ι, we have

ι∗(ϕ)=
∑

i, j ,k,l

ϕ̃ ◦ ι(xi | j k|l)E i | j k|l .

In other words, the coefficient of E i | j k|l in ι∗(ϕ) can be computed by substituting
each xst in ι(xi | j k|l) by ϕ̃(xst). On the other hand, to compute the coefficient
of E i | j k|l in π(ϕ), one has to consider the action of ϕ on a basis element v= κ(vk|l)

of T r,s . For a multi-index l ∈ I(n, s), let l∗ ∈ I(n, (n− 1)s) be defined by

l∗ := (1 . . . l̂1 . . . n1 . . . l̂2 . . . n . . . 1 . . . l̂s . . . n).
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Then
v = κ(vk|l)= (−q)l1+l2+···+ls

∑
w∈S×s

n−1

(−q)l(w)vk⊗ (vl∗Tw),

and thus, we have

ϕ(v)= (−q)
∑

lk
∑
s,t,w

(−q)l(w)ϕ̃(xst)Est(vk⊗ (vl∗Tw))

=

∑
s,w
(−q)l(w)+

∑
lk ϕ̃(xs kl∗.w)vs.

Since ϕ leaves T r,s invariant, ϕ(v) is a linear combination of the basis elements
κ(vi | j ) of T r,s . Distinct κ(vi | j ) involve distinct basis vectors of V⊗r+(n−1)s . Thus,
if

ϕ(v)=
∑
i | j

λi | jκ(vi | j )=
∑
i | j ,w

λi | j (−q)l(w)+ j1+···+ jsvi j∗.w,

then (−q)
∑

jkλi | j is equal to the coefficient of vi j∗ when ϕ(v) is written as a linear
combination of basis vectors of V⊗r+(n−1)s . The coefficient of vi j∗ in ϕ(v) is, by
the formula above,

(−q)
∑

lk
∑
w

(−q)l(w)ϕ̃(xi j∗ kl∗.w).

Thus,

λi | j = (−q)
∑

lk− jk
∑
w

(−q)l(w)ϕ̃(xi j∗ kl∗.w)= ϕ̃ ◦ ι(xi | j k|l).

But λi | j is also the coefficient of E i | j k|l in π(ϕ), which shows the result. �

Theorem 5.3 (Jacobi’s ratio theorem). Suppose n≥ l ≥ 0 and i1 < i2 < · · ·< il and
j1 < j2 < · · ·< jl . Let i ′1 < i ′2 < · · ·< i ′n−l and j ′1 < j ′2 < · · ·< j ′n−l be the unique
numbers such that {1, . . . , n}={i1, . . . , il, i ′1, . . . , i ′n−l}={ j1, . . . , jl, j ′1, . . . , j ′n−l}.
Then

ι((i1 . . . il | j1 . . . jl)∗)= (−q)
∑l

t=1( jt−it ) det l−1
q (i ′1 . . . i

′

n−l | j
′

1 . . . j ′n−l).

Proof. We argue by induction on l. Note that for l = 0, det l−1
q = det−1

q is not an
element of Aq(n). However, (i ′1 . . . i

′

n−l | j
′

1 . . . j ′n−l) turns out to be detq ; thus, the
right-hand side of the formula is det−1

q detq = 1= ι(1). In this sense, the formula
is valid for l = 0.

For l = 1, the theorem is true by the definition of ι(x∗i j ). Now assume the theorem
is true for l − 1. Apply Laplace’s expansion and use induction to get

ι((i1 . . . il | j1 . . . jl)∗)= ι
( l∑

k=1

(−q)−(k−1)x∗ik j1(i1 . . . îk . . . il | j2 . . . . . . jl)∗
)
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=

l∑
k=1

(−q)1−k(−q) j1−ik (1 . . . îk . . . n|1 . . . ĵ1 . . . n) · (−q)
∑

t 6=1 jt−
∑

t 6=k it det l−2
q

· (1 . . . î1 . . . î2 . . . . . . ̂ik−1 . . . ̂ik+1 . . . . . . îl . . . n|1 . . . ĵ2 . . . ĵ3 . . . . . . ĵl . . . n).

We claim that this is equal to

(−q)
∑l

t=1( jt−it ) det l−2
q

∑
w

(−q)l(w)+1−n(w1w2 . . . w(n−1)|1 . . . ĵ1 . . . n)

· (wn 1 . . . î1 . . . . . . îl . . . n|1 . . . ĵ2 . . . . . . ĵl . . . n)l, (5.3.1)

where the summation is over all w ∈Sn such that w1<w2< · · ·<w(n− 1). If
wn is not one of the iks, then the summand in (5.3.1) vanishes since wn appears
twice in the row on the left side of the second minor. Thus, the summation is over
all w as above with wn = ik for some k. Note that l(w)= n− ik and

(ik1 . . . î1 . . . . . . îl . . . n|t)l = (−q)ik−k(1 . . . î1 . . . ̂ik−1 . . . ̂ik+1 . . . îl . . . n|t);

the claim follows. Again apply Laplace’s expansion to the second minor in (5.3.1)
to get

(wn 1 . . . î1 . . . . . . îl . . . n|1 . . . ĵ2 . . . . . . ĵl . . . n)l

=

∑
v

(−q)l(v)xwn v1(1 . . . î1 . . . . . . îl . . . n|v2v3 . . . v̂ j2 . . . . . . v̂ jl . . . vn),

the summation being over all v ∈S
{1,..., ĵ2,..., ĵl ,...,n} with v2< v3< · · ·< vn. After

substituting this term in (5.3.1), one can again apply Laplace’s expansion to get
that (5.3.1) is equal to

(−q)
∑
( jt−it ) det l−2

q

∑
v

(−q)l(v)+1−n(12 . . . n|1 . . . ĵ1 . . . n v1)r

· (1 . . . î1 . . . . . . îl . . . n|v2v3 . . . v̂ j2 . . . . . . v̂ jl . . . vn). (5.3.2)

The only summand in (5.3.2) that does not vanish is the term for v1 = j1 with
l(v)= j1− 1. Thus, (5.3.2) is equal to

(−q)
∑
( jt−it ) det l−2

q (−q) j1−n(12 . . . n|1 . . . ĵ1 . . . nj1)r · (i ′1 . . . i
′

n−l | j
′

1 . . . j ′n−l)

= (−q)
∑l

t=1( jt−it ) det l−1
q (i ′1 . . . i

′

n−l | j
′

1 . . . j ′n−l). �

6. A basis for Aq(n; r, s)

Theorem 5.3 enables us to construct elements of Aq(n; r, s) that are mapped to
standard bideterminants under ι. First, we will introduce the notion of rational
tableaux although we will slightly differ from the definition of rational tableaux in
[Stembridge 1987]. Recall that 3+(k) is the set of partitions of k.
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Definition 6.1. Fix 0≤ k ≤min(r, s). Let ρ ∈3+(r − k) and σ ∈3+(s− k) with
ρ1+ σ1 ≤ n. A rational (ρ, σ )-tableau is a pair (r, s) with r a ρ-tableau and s a
σ -tableau.

Let firsti (r, s) be the number of entries of the first row of r, which are at most i ,
plus the number of entries of the first row of s, which are at most i . A rational tableau
is called standard if r and s are standard tableaux and the following condition holds:

firsti (r, s)≤ i for all i = 1, . . . , n. (6.1.1)

A pair [(r, s), (r′, s′)] of rational (ρ, σ )-tableaux is called a rational bitableau,
and it is called a standard rational bitableau if both (r, s) and (r′, s′) are standard
rational tableaux.

Remark 6.2. In [Stembridge 1987], condition (6.1.1) is already part of the defini-
tion of rational tableaux. The condition ρ1+σ1≤ n is equivalent to condition (6.1.1)
for i = n. The reason for the difference will be apparent in the next lemma’s proof.

Lemma 6.3. There is a bijection between the set consisting of all standard rational
(ρ, σ )-tableaux for ρ ∈3+(r−k) and σ ∈3+(s−k) as k runs from 0 to min(r, s)
and the set of all standard λ-tableaux for λ∈3+(r+(n−1)s) so

∑s
i=1 λi ≥ (n−1)s.

Proof. Given a rational (ρ, σ )-tableau (r, s), we construct a λ-tableau t as follows.
Draw a rectangular diagram with s rows and n columns. Rotate the tableau s by
180 degrees, and place it in the bottom right corner of the rectangle. Place the
tableau r on the left side below the rectangle. Fill the empty boxes of the rectangle
with numbers such that in each row the entries that do not appear in t appear in the
empty boxes in increasing order. Let t be the tableau consisting of the formerly
empty boxes and the boxes of r. We illustrate this procedure with an example. Let
n = 5, r = 4, s = 5 and k = 1, and let

(r, s)=

(
1 3
2

,
3 4
3 5

)
.

Then

(r, s) 5 3
4 3

1 3
2

 

1 2 3 4 5
1 2 3 4 5
1 2 3 4 5
1 2 4 5 3
1 2 5 4 3
1 3
2

 t=

1 2 3 4 5
1 2 3 4 5
1 2 3 4 5
1 2 4
1 2 5
1 3
2

It is now easy to give an inverse. Just draw the rectangle into the tableau t, fill the
empty boxes of the rectangle in a similar way as before, and rotate these back to
obtain s. Note r is the part of the tableau t that lies outside the rectangle. We have
to show that these bijections provide standard tableaux of the right shape.
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Suppose (r, s) is a rational (ρ, σ )-tableau, so t is a λ-tableau with λi =n−σs+1−i

for i ≤ s and λi =ρi−s for i > s. So λi ≥λi+1 for i < s is equivalent to σs+1−i ≤σs−i ,
and for i > s it is equivalent to ρi−s ≥ ρi+1−s . Now ρ1+σ1= λs+1−(λs−n). This
shows that λ is a partition if and only if ρ and σ are partitions with ρ1+ σ1 ≤ n.
We still have to show that (r, s) is standard if and only if t is standard.

By definition, all standard tableaux have increasing rows. A tableau has nonde-
creasing columns if and only if for all i = 1, . . . , n and all rows (except for the last
row) the number of entries at most i in this row is greater than or equal to the number
of entries at most i in the next row. Now it follows from the construction that t
has nondecreasing columns inside the rectangle if and only if s has nondecreasing
columns, t has nondecreasing columns outside the rectangle if and only if r has
nondecreasing columns and the columns in t do not decrease from row s to row s+1
if and only if condition (6.1.1) holds. �

Definition 6.4. Let det(k)q ∈ Aq(n; k, k) with k ≥ 1 be recursively defined by
det(1)q :=

∑n
l=1 x1l x∗1l and det(k)q :=

∑n
l=1 x1ldet

(k−1)
q x∗1l for k > 1.

Let a (rational) bideterminant ((r, s)|(r′, s′)) ∈ Aq(n; r, s) be defined by

((r, s)|(r′, s′)) := (r|r′) det(k)q (s|s′)∗

whenever [(r, s), (r′, s′)] is a rational (ρ, σ )-bitableau such that ρ ∈3+(r − k) and
σ ∈3+(s− k) for some k = 0, 1, . . . ,min(r, s).

Note that the proof of Lemma 5.1 and Remark 3.3(4) show that ι(det(k)q )= detk
q .

Furthermore, if ρ1 or σ1 > n, then the bideterminant of a (ρ, σ )-bitableau vanishes.
As a direct consequence of Theorem 5.3, we get the following:

Lemma 6.5. Let (r, s) and (r′, s′) be two standard rational tableaux, and let t and
t′ be the (standard) tableaux obtained from the correspondence of Lemma 6.3. Then

ι((r, s)|(r′, s′))= (−q)c(t,t
′)(t|t′)

for some integer c(t, t′). In particular, the bideterminants of standard rational
bitableaux are linearly independent.

Proof. This follows directly from Theorem 5.3, the construction of the bijection
and ι(det(k)q )= detk

q . The second statement follows from the fact that the (t|t′)s are
linearly independent. �

Lemma 6.6. We have
n∑

l=1

xildet
(k)
q x∗jl = 0 for i 6= j, (6.6.1)

n∑
l=1

q2l xlidet
(k)
q x∗l j = 0 for i 6= j, (6.6.2)
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and
n∑

l=1

q2l−2i xlidet
(k)
q x∗li =

n∑
l=1

x jldet
(k)
q x∗jl . (6.6.3)

Proof. Without loss of generality, we may assume k= 1. Suppose that i, j 6= 1. Then

n∑
l=1

xildet
(1)
q x∗jl =

n∑
k,l=1

xik x1l x∗1l x
∗

jk =
∑
k<l

x1l xik x∗jk x∗1l + q−2
∑

k

x1k xik x∗jk x∗1k

+

∑
k>l

(
x1l xik x∗jk x∗1l + (q

−1
− q)(x1k xil x∗1l x

∗

jk + x1l xik x∗1k x∗jl)
)

=

∑
k,l

x1l xik x∗jk x∗1l + (q
−2
− 1)

∑
k

qx1k xik x∗1k x∗jk

+ (q−1
− q)

∑
k>l

(x1k xil x∗1l x
∗

jk + x1l xik x∗1k x∗jl)

= δi jdet
(2)
q + (q

−1
− q)

∑
k,l

x1k xil x∗1l x
∗

jk = δi jdet
(2)
q .

For j 6= 1, we have

n∑
l=1

x1ldet
(1)
q x∗jl =

n∑
k,l=1

x1k x1l x∗1l x
∗

jk =
∑
k<l

qx1l x1k x∗jk x∗1l + q−1
∑

k

x1k x1k x∗jk x∗1k

+

∑
k>l

(
q−1x1l x1k x∗jk x∗1l + (q

−1
− q)x1k x1l x∗jl x

∗

1k
)

=

∑
k,l

q−1x1l x1k x∗jk x∗1l = 0.

Similarly, one can show that

n∑
l=1

xildet
(1)
q x∗1l = 0 for i 6= 1,

n∑
l=1

q2l−2i xlidet
(1)
q x∗l j = δi j

n∑
l=1

q2l−2xl1det
(1)
q x∗l1 for i, j 6= 1,

n∑
l=1

q2l−2xl1det
(1)
q x∗l j = 0 for j 6= 1,

n∑
l=1

q2l−2i xlidet
(1)
q x∗l1 = 0 for i 6= 1.

Finally,
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n∑
l=1

q2l−2xl1det
(1)
q x∗l1

=

∑
l,k

q2l−2xl1x1k x∗1k x∗l1 =
∑

l,k 6=1

q2l−2x1k xl1x∗l1x∗1k

+

∑
l 6=1

q2l−4x11xl1x∗l1x∗11+
∑
k 6=1

q2x1k x11x∗11x∗1k + x11x11x∗11x∗11

= det(2)q +
∑
l 6=1

q2l−4(1− q2)x11xl1x∗l1x∗11+
∑
k 6=1

(q2
− 1)x1k x11x∗11x∗1k

= det(2)q + (1− q2)

(∑
l 6=1

q2l−4x11xl1x∗l1x∗11− q−2
∑
k 6=1

x11x1k x∗1k x∗11

)
= det(2)q . �

Lemma 6.7. Suppose r = (r1, . . . , rk), s = (s1, . . . , sk) ∈ I (n, k) are fixed. Let
j ∈ {1, . . . , n} and k ≥ 1. Then we have, modulo det(1)q ,∑
j< j1< j2<···< jk

(r| jk . . . j2 j1)r (s| j1 j2 . . . jk)∗r

≡ (−1)kq2
∑k−1

i=0 i
∑

j1< j2<···< jk≤ j

(r| jk . . . j2 j1)r (s| j1 j2 . . . jk)∗r .

Proof. The only difference between (s| j1 j2 . . . jk)∗r and (s| j1 j2 . . . jk)∗l is on a
power of −q not depending on j1, j2, . . . , jk . Thus, we can show the lemma with
( · , · )∗r replaced by ( · , · )∗l . Similarly, we can assume that r1 < r2 < · · ·< rk and
s1 > s2 > · · ·> sk . Note that, modulo det(1)q , we have the relations

∑n
k=1 xik x∗jk ≡ 0.

It follows that the lemma is true for k = 1. Assume that the lemma holds for k− 1.
If M is an ordered set, let Mk,< be the set of k-tuples in M with increasing entries.
For a subset M ⊂ {1, . . . , n}, we have∑
j∈Mk,<

(r| jk . . . j2 j1)r (s| j1 j2 . . . jk)∗l

=

∑
j∈Mk,<,w

(−q)−l(w)(r| jk . . . j2 j1)r x∗s1 jw1
· · · x∗sk jwk

=

∑
j∈Mk,<,w

(r| jwk . . . jw1)r x∗s1 jw1
· · · x∗sk jwk

=

∑
j∈Mk

(r| jk . . . j1)r x∗s1 j1 · · · x
∗

sk jk .

Applying Laplace’s expansion, we can write a quantum minor (r| j1 j2)r as a linear
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combination of products of quantum minors, say

(r| j1 j2)r =
∑

l

cl(r ′l | j1)r (r
′′

l | j2)r .

Then with εk := (−1)kq2
∑k−1

i=0 i , j = ( j1, . . . , jk), j ′= ( j1, . . . , jk−1), C ={1 . . . j}
and D = { j + 1 . . . n}, we have∑
j∈Dk,<

(r| jk . . . j2 j1)r (s| j1 j2 . . . jk)∗l =
∑
j∈Dk

(r| jk . . . j1)r x∗s1 j1 · · · x
∗

sk jk

=

∑
j∈Dk ,l

cl(r ′l | jk)r (r
′′

l | jk−1 . . . j1)r x∗s1 j1 · · · x
∗

sk−1 jk−1
x∗sk jk

≡ εk−1
∑

j ′∈Ck−1,l, jk> j

cl(r ′l | jk)r (r
′′

l | jk−1 . . . j1)r x∗s1 j1 · · · x
∗

sk−1 jk−1
x∗sk jk

= εk−1
∑

j ′∈Ck−1, jk> j

(r| jk jk−1 . . . j1)r x∗s1 j1 · · · x
∗

sk−1 jk−1
x∗sk jk

= εk−1
∑

j ′∈Ck−1, jk> j

(−q)k−1(r| jk−1 . . . j1 jk)r x∗sk jk x∗s1 j1 · · · x
∗

sk−1 jk−1

= εk−1
∑

j ′∈Ck−1,l, jk> j

(−q)k−1cl(r ′l | jk−1 . . . j1)r xr ′′l jk x∗sk jk x∗s1 j1 · · · x
∗

sk−1 jk−1

≡−εk−1
∑

j∈Ck ,l

(−q)k−1cl(r ′l | jk−1 . . . j1)r xr ′′l jk x∗sk jk x∗s1 j1 · · · x
∗

sk−1 jk−1

=−εk−1
∑
j∈Ck

(−q)k−1(r| jk−1 . . . j1 jk)r x∗sk jk x∗s1 j1 · · · x
∗

sk−1 jk−1

=−εk−1
∑

j∈Ck,<

(−q)k−1(r| jk . . . j1)r (sks1 . . . sk−1| j1 . . . jk)∗l

=−εk−1
∑

j∈Ck,<

(−q)2(k−1)(r| jk . . . j1)r (s1 . . . sk | j1 . . . jk)∗l

= εk

∑
j∈Ck,<

(r| jk . . . j2 j1)r (s| j1 j2 . . . jk)∗l . �

Lemma 6.8. Let r ′ and s′ be strictly increasing multi-indices considered as tableaux
with one row. Let i be the maximal entry appearing, and suppose that i is minimal
such that i violates condition (6.1.1). Let I be the set of entries appearing in both
r ′ and s′; then we have i ∈ I . Let L1 := {k1, . . . , kl1} be the set of entries of r ′ not
appearing in s′, let L2 := {k ′1, . . . , k ′l2

} be the set of entries of s′ not appearing in r ′,
and let i1 < i2 < · · ·< ik = i be the entries of I .
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Let D := {i1, . . . , ik, ik + 1, ik + 2, . . . , n} and C := {1, . . . , n} \ (D ∪ L1 ∪ L2).
Furthermore, for j1, . . . , jt ∈ {1, . . . , n}, let

m( j1, . . . , jt) :=
∣∣{ (l, c) ∈ {1, . . . , t}×C : jl < c

}∣∣.
Let k := (k1, . . . , kl1) and k′ := (k ′1, . . . , k ′l2

), and let r and s be multi-indices of the
same length as r ′ (resp. s′); then we have∑

j∈Dk,<

q2m( j)(r|k jk . . . j1)r (s| j1 . . . jk k′)∗r ≡ 0 mod det(1)q .

Proof. Note that i ∈ I and i = 2k+l1+l2−1; otherwise, i−1 would violate (6.1.1).
Therefore, |C | = k− 1. Let cmax be the maximal element of C , C̃ = {1, . . . , cmax},
D̃ = {cmax + 1, cmax + 2, . . . , n} ⊂ D ∪ L1 ∪ L2, D− = { d ∈ D : d < cmax } and
D+ = { d ∈ D : d > cmax }. With j̃ = ( j1, . . . , jl) and ĵ = ( jl+1, . . . , jk), we have∑
j∈Dk,<

q2m( j)(r|k jk . . . j1)r (s| j1 . . . jk k′)∗r

=

k∑
l=0

∑
j̃∈Dl,<

−

q2m( j̃)
∑

ĵ∈Dk−l,<
+

(r|k jk . . . j1)r (s| j1 . . . jk k′)∗r . (6.8.1)

Without loss of generality, we may assume that the entries in s are increasing. We
apply Laplace’s expansion and Lemma 6.7 to get for fixed l and j̃∑
ĵ∈Dk−l,<

+

(r|k jk . . . j1)r (s| j1 . . . jk k′)∗r =
∑

ĵ∈D̃k−l,<

(r|k jk . . . j1)r (s| j1 . . . jk k′)∗r

= q2l(k−l)
∑

ĵ∈D̃k−l,<

(r|k jl . . . j1 jk . . . jl+1)r (s| jl+1 . . . jk j1 . . . jl k′)∗r

≡ εk−lq2l(k−l)
∑

ĵ∈C̃k−l,<

(r|k jl . . . j1 jk . . . jl+1)r (s| jl+1 . . . jk j1 . . . jl k′)∗r

= εk−lq2l(k−l)
∑

ĵ∈(C∪D−)k−l,<

(r|k jl . . . j1 jk . . . jl+1)r (s| jl+1 . . . jk j1 . . . jl k′)∗r .

This expression can be substituted into (6.8.1). Each nonzero summand belongs
to a disjoint union S1∪̇S2 = S ⊂ C ∪ D− such that |S| = k, S1 = { j1, . . . , jl} and
S2= { jl+1, . . . , jk}. We will show that the summands belonging to some fixed set S
cancel out.

Therefore, we claim that for each subset S⊂C∪D− with k elements, there exists
some d ∈ D∩ S such that m(d)= |{ s ∈ S : s > d }|. Suppose not. Since |C | = k−1,
S contains at least one element of D. Let s1< s2< · · ·< sm be the elements of D∩S.
We show by downward induction that m(sl) > |{ s ∈ S : s > sl }| for 1 ≤ l ≤ m;
m(sm) is the cardinality of {sm + 1, . . . , cmax} ∩C . Since all s ∈ S with s > sm are
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elements of C , we have {sm + 1, . . . , cmax} ∩ S ⊂ {sm + 1, . . . , cmax} ∩C , and thus,
m(sm)≥ |{ s ∈ S : s > sm }|. By assumption, we have > instead of ≥. Now suppose
m(sl)> |{ s ∈ S : s> sl }|, so { s ∈ S : sl−1< s≤ sl }={ s ∈ S∩C : sl−1< s< sl }∪{sl};
thus, S contains at most m(sl−1)−m(sl) elements between sl−1 and sl , so at most
m(sl−1)− m(sl)+ 1+ m(sl)− 1 = m(sl−1) elements are greater than sl−1. By
assumption, we have m(sl−1) > |{ s ∈ S : s > sl−1 }|. We have shown that S contains
less than m(s1) elements greater than s1; thus, S contains less than |C | + 1 = k
elements, which is a contradiction. This shows the claim.

Let S ⊂ C ∪ D− be fixed subset of cardinality k. By the previous consideration,
there is an element d ∈ D ∩ S with m(d) = |{ s ∈ S : s > d }|. We claim that the
summand for S1 and S2 with d ∈ S1 cancels the summand for S1 \ {d} and S2∪{d}.
Note that

(r|k jl . . . d̂ . . . j1 jk . . . d . . . jl+1)r (s| jl+1 . . . d . . . jk j1 . . . d̂ . . . jl k′)∗r
= q2|{ s∈S:s>d }|−2(l−1)(r|k jl . . . j1 jk . . . jl+1)r (s| jl+1 . . . jk j1 . . . jl k′)∗r .

Comparing coefficients, we see that both summands cancel. �

Theorem 6.9 (Rational Straightening Algorithm). The set of bideterminants of
standard rational bitableaux forms an R-basis of Aq(n; r, s).

Proof. We have to show that the bideterminants of standard rational bitableaux
generate Aq(n; r, s). Clearly, the bideterminants ((r, s)|(r′, s′)) with r, r′, s and s′

standard tableaux generate Aq(n; r, s). Let cont(r) (resp. cont(s)) be the content
of r (resp. s) defined in Definition 3.4.

Let r, r′, s and s′ be standard tableaux, and suppose that the rational bitableau
[(r, s), (r′, s′)] is not standard. It suffices to show the bideterminant ((r, s)|(r′, s′))
is a linear combination of bideterminants ((̂r, ŝ)|(̂r′, ŝ′)) such that r̂ has fewer boxes
than r or cont(r)> cont(̂r) or cont(s)> cont(̂s) in the lexicographical order. Without
loss of generality, we make the following assumptions:

• In the nonstandard rational bitableau [(r, s), (r′, s′)], the rational tableau (r′, s′)
is nonstandard. Note that the automorphism of Remark 4.2 maps a bidetermi-
nant ((r, s)|(r′, s′)) to the bideterminant ((r′, s′)|(r, s)).

• Suppose that (r, s) and (r′, s′) are (ρ, σ )-tableaux. In view of Lemma 6.6, we
can assume that ρ ∈3+(r) and σ ∈3+(s).

• The tableaux r, r′, s and s′ have only one row (each bideterminant has a factor
of this type), and we can use Theorem 3.5 to write nonstandard bideterminants
as a linear combination of standard ones of the same content.

• Let i be minimal such that condition (6.1.1) of Definition 6.1 is violated for i .
Applying Laplace’s expansion, we may assume that there is no greater entry
than i in r′ and in s′.
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Note that all elements of Aq(n; r, s) having a factor det(1)q can be written as a linear
combination of bideterminants of rational (ρ, σ )-bitableaux with ρ ∈3+(r − k),
k > 0. Thus, it suffices to show that ((r, s)|(r′, s′)) is, modulo det(1)q , a linear
combination of bideterminants of “lower content”. The summand of highest content
in Lemma 6.8 is that one for j = (i1, i2, . . . , ik), and this summand is a scalar
multiple (a power of −q , which is invertible) of ((r, s)|(r′, s′)). �

The following is an immediate consequence of the preceding theorem and
Lemma 6.3.

Corollary 6.10. There exists an R-linear map φ : Aq(n, r+(n−1)s)→ Aq(n; r, s)
given on a basis by φ(t|t′) := (−q)−c(t,t′)((r, s)|(r′, s′)) if the shape λ of t satisfies∑s

i=1 λi ≥ (n− 1)s, where (r, s) and (r′, s′) are the rational tableaux respectively
corresponding to t and t′ under the correspondence of Lemma 6.3, and φ(t|t′) := 0
otherwise. We have

φ ◦ ι= idAq (n;r,s),

and thus, π = ι∗ is surjective.

As noted in Section 2, we now have the main result.

Theorem 6.11 (Schur–Weyl duality for mixed tensor space, II). We have

Sq(n; r, s)= EndBr,s(q)(V
⊗r
⊗ V ∗⊗s

)= ρmxd(U)= ρmxd(U′),

and Sq(n; r, s) is R-free with a basis indexed by standard rational bitableau.

Proof. The first assertion follows from the surjectivity of π ; the second assertion is
obtained by dualizing the basis of Aq(n; r, s). �
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1. Introduction and the statement of main results
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commensurability of S-arithmetic subgroups of almost simple algebraic groups
begun in [Prasad and Rapinchuk 2009], and second, to contribute to the classical
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problem of characterizing almost simple algebraic groups having the same isomor-
phism or the same isogeny classes of maximal tori over the field of definition.

Let G1 and G2 be two semisimple algebraic groups over a field F of characteristic
zero, and let 0i ⊂Gi (F) be a (finitely generated) Zariski-dense subgroup for i=1, 2.
We recall in Section 7 below the notion of weak commensurability of 01 and 02

introduced in [Prasad and Rapinchuk 2009]. (This notion was inspired by some
problems dealing with isospectral and length-commensurable locally symmetric
spaces, and we state some geometric consequences of our main results in (7-1)
and (7-2).) We further recall that the mere existence of Zariski-dense weakly
commensurable subgroups implies that G1 and G2 either have the same Killing–
Cartan type, or one of them is of type B` and the other is of type C`. Moreover,
cumulatively the results of [Prasad and Rapinchuk 2009; 2010; Garibaldi 2012]
give, by and large, a complete picture of weak commensurability for S-arithmetic
subgroups of almost simple algebraic groups having the same type.

On the other hand, weak commensurability of S-arithmetic subgroups in the case
where G1 is of type B` and G2 is of type C` has not been investigated so far — it
was only pointed out in [Prasad and Rapinchuk 2009] that S-arithmetic subgroups
corresponding to the split forms of such groups are indeed weakly commensurable;
see also Remark 2.6 below. Our first theorem provides a complete characterization
of the situations where S-arithmetic subgroups in the groups of types B and C

are weakly commensurable. In its formulation we will employ the description,
introduced [ibid., §1], of S-arithmetic subgroups of G(F), where G is an absolutely
almost simple algebraic group over a field F of characteristic zero, in terms of
triples (G, K , S) consisting of a number field K ⊂ F , a finite subset S of places of K ,
and an F/K -form G of the adjoint group G — we briefly recall this description in
Section 6.

The following definition will enable us to streamline the statements of our results.

Definition 1.1. Let G1 and G2 be absolutely almost simple algebraic groups of
types B` and C` with ` > 2, respectively, over a number field K . We say that G1

and G2 are twins (over K ) if for each place v of K , both groups are simultaneously
either split or anisotropic over the completion Kv.

Theorem 1.2. Let G1 and G2 be absolutely almost simple algebraic groups over
a field F of characteristic zero having Killing–Cartan types B` and C` (` > 3),
respectively, and let 0i be a Zariski-dense (Gi , K , S)-arithmetic subgroup of Gi (F)
for i = 1, 2. Then 01 and 02 are weakly commensurable if and only if the groups
G1 and G2 are twins.

If Zariski-dense (G1, K1, S1)- and (G2, K2, S2)-arithmetic subgroups are weakly
commensurable then necessarily K1 = K2 and S1 = S2 by [Prasad and Rapinchuk
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2009, Theorem 3], so Theorem 1.2 in fact treats the most general situation. Further-
more, for `= 2 we have B2 = C2, so G1 and G2 have the same type; then 01 and
02 are weakly commensurable if and only if G1 ' G2 over K by [ibid., Theorem 4].
This shows that the assumption `> 3 in Theorem 1.2 is essential — the excluded
case of `= 2 is treated in Theorem 1.5 below.

Turning to the second problem, that of characterizing almost simple algebraic
groups having the same (isomorphic classes of) maximal tori, we would like to
point out that, as we will see shortly, one gets more satisfactory results if instead
of talking about isomorphic groups one talks about isogenous ones. We recall
that algebraic K -groups H1 and H2 are called isogenous if there exists a K -group
H with central K -isogenies πi : H → Hi , i = 1, 2. For semisimple K -groups
G1 and G2, this amounts to the fact that the universal covers G̃1 and G̃2 are
K -isomorphic, and for K -tori T1 and T2 this simply means that there exists a
K -isogeny T1→ T2. Furthermore, we say that two semisimple K -groups G1 and
G2 have the same isogeny classes of maximal K -tori if every maximal K -torus
T1 of G1 is K -isogenous to some maximal K -torus T2 of G2, and vice versa.
Unsurprisingly, K -isogenous groups have the same isogeny classes of maximal tori.
Using the results from [Prasad and Rapinchuk 2009; Garibaldi 2012], we prove the
following partial converse for almost simple groups over number fields.

Proposition 1.3. Let G1 and G2 be absolutely almost simple algebraic groups
over a number field K . Assume that G1 and G2 have the same isogeny classes of
maximal K -tori. Then at least one of the following holds:

(1) G1 and G2 are K -isogenous.

(2) G1 and G2 are of the same Killing–Cartan type, which is one of the following:
A` for ` > 1, D2`+1 for ` > 1, or E6.

(3) One of the groups is of type B` and the other of type C` for some `> 3.

We will prove the proposition in Section 8. As Theorem 1.5 below shows, it is
possible for two isogenous, but not isomorphic, groups to have the same isomor-
phism classes of maximal K -tori, so the conclusion in (1) cannot be strengthened
even if we assume that G1 and G2 have the same maximal tori. On the other
hand, for each of the types listed in (2) one can construct nonisomorphic simply
connected, and hence nonisogenous, groups of this type having the same tori [Prasad
and Rapinchuk 2009, §9], so these types are genuine exceptions. In this paper, we
will sharpen case (3). Specifically, we prove the following in Section 6.

Theorem 1.4. Let G1 and G2 be absolutely almost simple algebraic groups over a
number field K of types B` and C`, respectively, for some `> 3.

(1) The groups G1 and G2 have the same isogeny classes of maximal K -tori if
and only if they are twins.
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(2) The groups G1 and G2 have the same isomorphism classes of maximal K -tori
if and only if they are twins, G1 is adjoint, and G2 is simply connected.

We note that one can give examples of groups G1 and G2 of types B` and C`,
respectively, over the field R of real numbers, that are neither split nor anisotropic but
nevertheless have the same isomorphism classes of maximal R-tori; see Example 3.6.
This shows Theorem 1.4, unlike many statements about algebraic groups over
number fields, is not a global version of the corresponding theorem over local fields.
What is crucial for the proof of Theorem 1.4 (and also Theorem 1.2) is that if the
real groups G1 and G2 are neither split nor anisotropic with G1 adjoint and G2

simply connected then they cannot have the same maximal R-tori; see Corollary 3.4.

The special case B2 = C2. Theorem 1.4 completely settles the question of when
the groups of types B` and C` have isogenous tori for `> 3. The case where `= 2
is special because the root systems B2 and C2 are the same.

Let G1 and G2 be groups of type B2=C2. They have the same isogeny classes of
maximal tori if and only if they are isogenous by Lemma 8.1 below or [Prasad and
Rapinchuk 2009, Theorem 7.5(2)]. In particular, when G1 and G2 are both adjoint
or both simply connected, they have the same isogeny classes of maximal tori if
and only if G1 ' G2 if and only if they have the same maximal tori. It remains
only to give a condition for G1 and G2 to have the same maximal tori when one is
adjoint and the other is simply connected, which we now do.

Theorem 1.5. Let q1 and q2 be 5-dimensional quadratic forms over a number
field K . The groups G1 = SO(q1) and G2 = Spin(q2) have the same isomorphism
classes of maximal K -tori if and only if

(1) q1 is similar to q2, and

(2) q1 and q2 are either both split or both anisotropic at every completion of K .

Notation. For a number field K , we let V K denote the set of all places, and let V K
∞

and V K
f denote the subsets of archimedean and nonarchimedean places. Given a

reductive algebraic group G defined over a field K , for any field extension L/K we
let rkL G denote the L-rank of G, that is, the dimension of a maximal L-split torus.

We write r〈a〉 for the symmetric bilinear form (x, y) 7→ a
∑r

i=1 xi yi on K r , and
adopt similar notation for quadratic forms and hermitian forms.

In Section 6, we systematically use the following: For G1 and G2 absolutely
almost simple groups of types B` and C`, respectively, we put G\

1 for the adjoint
group of G1 (“SO”), and G\

2 for the simply connected cover of G2 (“Sp”).

2. Steinberg’s theorem for algebras with involution

Our proofs of Theorems 1.2 and 1.4 rely on the well-known fact that groups of
classical types can be realized as special unitary groups associated with simple
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algebras with involutions, so their maximal tori correspond to certain commutative
étale subalgebras invariant under the involution. This description enables us to
apply the local-global principles for the existence of an embedding of an étale
algebra with an involutory automorphism into a simple algebra with an involution
[Prasad and Rapinchuk 2010]. To ensure the existence of local embeddings, we
will use an analogue for algebras with involution of the theorem, due to Steinberg
[1965], asserting that if G0 is a quasisplit simply connected almost simple algebraic
group over a field K and G is an inner form of G0 over K , then any maximal
K -torus T of G admits a K -defined embedding into G0. The required analogue
roughly states that if (A, τ ) is an algebra with involution such that the corresponding
group is quasisplit then any commutative étale algebra with involution (E, σ ) that
can potentially embed in (A, τ ) does embed. It can be deduced from the original
Steinberg’s theorem along the lines of [Gille 2004, Proposition 3.2(b)], but in fact
one can give a simple direct argument. To our knowledge, this has not been recorded
in the literature. Further, the argument for type Bn (in Proposition 2.5) extends with
minor modifications to other types. So, despite the fact that we will only use this
statement for algebras corresponding to groups of type Bn and Cn , we will give the
argument for all classical types. We begin by briefly recalling the types of algebras
with involution arising in this context, indicating in each case the étale subalgebras
that give maximal tori.

Description of tori in terms of étale algebras. Let A be a central simple algebra of
dimension n2 over a field L of characteristic other than 2, and let τ be an involution
of A. Set K = Lτ . We recall that τ is said to be of the first or second kind if the
restriction τ |L is trivial or nontrivial, respectively. Furthermore, if τ is an involution
of the first kind, then it is either symplectic (that is, dimK Aτ = n(n − 1)/2) or
orthogonal (that is, dimK Aτ = n(n+ 1)/2).

We also recall the well-known correspondence between involutions on A=Mn(L)
and nondegenerate hermitian or skew-hermitian forms on Ln [Knus et al. 1998]:
Given such a form f , there exists a unique involution τ f such that

f (ax, y)= f (x, τ f (a)y)

for all x, y ∈ Ln and all a ∈ A; then the pair (Mn(L), τ f ) will be denoted by A f .
Moreover, f is symmetric or skew-symmetric if and only if τ f is orthogonal or
symplectic, respectively. Conversely, for any involution τ there exists a form f on
Ln of appropriate type such that τ = τ f , and any two such forms are proportional.
(For involutions of the second kind one can pick the corresponding form to be either
hermitian or skew-hermitian as desired.)

Type 2A`. Let (A, τ ) be a central simple L-algebra of dimension n2 with an invo-
lution τ of the second kind. Then G = SU(A, τ ) is an absolutely almost simple
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simply connected K -group of type 2A` with ` = n− 1, and conversely any such
group corresponds to an algebra with involution (A, τ ) of this kind. Any τ -invariant
étale commutative subalgebra E ⊂ A gives a maximal K -torus

T = RE/K (GL1)∩G = SU(E, τ |E)

of G, and all maximal K -tori are obtained this way; see, for example, [Prasad
and Rapinchuk 2010, Proposition 2.3]. The group G is quasisplit if and only if
A = Mn(L) and τ = τh , where h is a nondegenerate hermitian form on Ln of Witt
index [n/2].

Type B` (` > 2). Let A = Mn(K ) with n = 2`+ 1, and let τ be an orthogonal
involution of A. Then τ = τ f for some nondegenerate symmetric bilinear form
f on K n , and G = SU(A, τ ) = SO( f ) is an adjoint group of type B`, and every
such group is obtained this way. Furthermore, maximal K -tori T of G bijectively
correspond to maximal commutative étale τ -invariant subalgebras E of A (of
dimension n) such that dimK Eτ = ` + 1 under the correspondence given by
T = RE/K (GL1) ∩ G = SU(E, τ |E). Furthermore, any such algebra admits a
decomposition

(E, τ )= (E ′, τ ′)× (K , idK ), (2-1)

where E ′ ⊂ E is a τ -invariant subalgebra of dimension 2`. Finally, the group G is
quasisplit (in fact, split) if and only if f has Witt index `.

Type C` (`> 2). Let A be a central simple K -algebra of dimension n2 with n = 2`,
and let τ be a symplectic involution of A. Then G = SU(A, τ ) is an absolutely
almost simple simply connected group of type C`, and all such groups are obtained
this way. Maximal K -tori of G correspond to maximal commutative étale τ -invariant
subalgebras E ⊂ A (of dimension n) such that dimK Eτ = ` in the fashion described
above. The group G is quasisplit (in fact, split) if and only if A = Mn(K ). Then
τ = τ f , where f is a nondegenerate skew-symmetric form on K n; there is only one
equivalence class of such forms, so in this case G ' Spn .

Type 1,2D` (`> 4). Let A be a central simple K -algebra of dimension n2, where
n = 2`, and let τ be an orthogonal involution of A. Then G = SU(A, τ ) is an
almost absolutely simple K -group of type 1,2D` that is neither simply connected
nor adjoint, and any K -group of this type is K -isogenous to such a group. Maximal
K -tori of G correspond to maximal commutative étale τ -invariant subalgebras
E ⊂ A (of dimension n2) such that dimK Eτ = `. The group G is quasisplit if and
only if A = Mn(K ) and τ = τ f , where f is a symmetric bilinear form on K n of
Witt index `− 1 or `.

Summary. Thus, if A is a central simple L-algebra of dimension n2 (and L = K for
all types except 2A`) then maximal K -tori of the algebraic K -group G = SU(A, τ )
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correspond in the manner described above to maximal abelian étale τ -invariant
subalgebras E ⊂ A with dimL E = n such that for σ = τ |E we have

dimK Eσ =
{

n if σ |L 6= idL ,
[(n+ 1)/2] if σ |L = idL .

(2-2)

(The condition is automatically satisfied if σ |L 6= idL .)
Now, let (E, σ ) be an n-dimensional commutative étale L-algebra with an invo-

lution satisfying (2-2). Then the question of whether the K -torus T = SU(E, σ )◦

can be embedded into G = SU(A, τ ), where A is a central simple L-algebra of
dimension n2 with an involution τ such that σ |L = τ |L , translates into the question
of whether there is an embedding (E, σ ) ↪→ (A, τ ) of L-algebras with involution,
which we will now investigate in the cases of interest to us. We note that if G is
quasisplit, then A= Mn(L) in all cases. In this case, the universal way to construct
an embedding (E, σ ) ↪→ (Mn(L), τ ) is described in the following well-known
statement.

Proposition 2.1. Let (E, σ ) be an n-dimensional commutative étale L-algebra
with an involution σ .

(i) For any b∈ E×, the map φb : E×E→ K given by φb(x, y)= trE/L(x ·b·σ(y))
is a nondegenerate sesquilinear form, which is hermitian or skew-hermitian if
and only if b is such.

(ii) Let b ∈ E× be hermitian or skew-hermitian, and let τφb be the involution on
A := EndL(E)' Mn(L) corresponding to φb; then the regular representation
of E gives an embedding (E, σ ) ↪→ (A, τφb)= Aφb of algebras with involution.

(iii) Let τ be an involution on A = Mn(L), and let f be a hermitian or skew-
hermitian form on Ln such that τ f = τ . Then the following conditions are
equivalent:

(a) There exists b ∈ E× of the same type as f such that φb is equivalent to f .
(b) There exists a form h on E ' Ln that is equivalent to f and that satisfies

h(ax, y)= h(x, σ (a)y) for all a, x, y ∈ E . (2-3)

(c) There exists an embedding (E, σ ) ↪→ (A, τ ) as L-algebras with involu-
tions.

Sketch of proof. The nondegeneracy of φb in (i) follows from the fact that the
L-bilinear form on E given by (x, y) 7→ trE/L(xy) is nondegenerate as E/L is
étale; other assertions in (i) and (ii) are immediate consequences of the definitions.
The implications (a) =⇒ (b) =⇒ (c) in (iii) are obvious, and the equivalence of (a)
and (c) (which we will not need) is established in [Prasad and Rapinchuk 2010,
Proposition 7.1]. �
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We also note that in fact any nondegenerate hermitian/skew-hermitian form
h on E satisfying (2-3) is of the form φb for some b ∈ E× of the respective
type. Indeed, since the form φ1 is nondegenerate, we can write h in the form
h(x, y)= trE/L(x · g(σ (y))) for some K -linear automorphism g of E . Then (2-3)
implies that g is E-linear, and therefore is of the form g(x)= bx for some b ∈ E×,
which will necessarily be of appropriate type.

Example 2.2 (involutions of the first kind). According to [Prasad and Rapinchuk
2010, Proposition 2.2], if L = K and (E, σ ) is a K -algebra with involution of
dimension n=2` satisfying (2-2), then (E, σ )' (F[δ]/(δ2

−d), θ),where F = Eσ ,
d ∈ F×, and θ(δ)=−δ.

For invertible b ∈ Eσ and xi , yi ∈ F , we have

φb(x1+ y1δ, x2+ y2δ)= trE/K (bx1x2− bdy1 y2)= trF/K (2b(x1x2− dy1 y2)),

so φb is the transfer from F to K of the symmetric bilinear form 〈2b,−2bd〉.
Clearly, if E is F × F , then φb is hyperbolic.

The example gives the entries in the φb column of Table 1.

Proposition 2.3 (type C). Let (E, σ ) be an étale K -algebra of dimension n = 2`
with involution satisfying (2-2). Then for every symplectic involution τ on Mn(K ),
there is a K -embedding (E, σ ) ↪→ (Mn(K ), τ ).

Proof. It follows from the structure of (E, σ ) in the example that there exists a skew-
symmetric invertible b ∈ E (one can take, for example, the element corresponding
to δ); then by Proposition 2.1(i), the form φb is nondegenerate and skew-symmetric.
On the other hand, since τ is symplectic, we have τ = τ f for some nondegenerate
skew-symmetric form f on K n . As any two such forms are equivalent, our assertion
follows from Proposition 2.1(iii). �

To handle the algebras corresponding to types B and D, we need the following.

Lemma 2.4. Let (E, σ ) be a commutative étale K -algebra with involution of
dimension n = 2` satisfying (2-2). Then there exists a nondegenerate symmetric
bilinear form h on E that satisfies (2-3) and has Witt index > `− 1.

Proof. If K is finite then one can take, for example, h = φ1, so we can assume
in the rest of the argument that K is infinite. It follows from the description of
E that (E ⊗K K , σ ⊗ idK ) ' (M, µ) for K an algebraic closure of K , where
M =

∏`
i=1(K × K ) and µ acts on each copy of K × K by switching components.

Viewing M as an affine n-space, we consider the K -defined subvariety M− :=
{x ∈ M | µ(x) = −x}. Clearly, M− is a K -defined vector space, so the K -points
E− := M− ∩ E are Zariski-dense in M−. On the other hand, let U ⊂ M be the
Zariski-open subvariety of elements with pairwise distinct components; then any
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x ∈U generates M as a K -algebra. Furthermore, it is easy to see that U ∩M− 6=∅,
so U ∩ E− 6=∅.

Fix e ∈U ∩ E−; then 1, e, . . . , en−1 form a K -basis of E . For x ∈ E we define
ci (x) for i = 0, . . . , n− 1 so that x =

∑n−1
i=0 ci (x)ei . Set

h(x, y) := cn−2(xσ(y)).

Clearly, h is symmetric bilinear and satisfies (2-3). Let us show that h is nonde-
generate. If x =

∑n−1
i=0 ci (x)ei is in the radical of h, then so is σ(x), and therefore

also x+ :=
∑`−1

i=0 c2i (x)e2i and x− :=
∑`−1

i=0 c2i+1(x)e2i+1. From h(x+, 1) = 0,
h(x+, e2) = 0, etc., we successively obtain that cn−2(x) = 0, cn−4(x) = 0, etc.,
that is, x+ = 0. Furthermore, we have 0 = h(x−, e−1) = −cn−1(x). Then from
h(x−, e)= 0, h(x−, e3)= 0, etc., we successively obtain cn−3(x)= 0, cn−5(x)= 0,
etc. Thus, x− = 0; hence x = 0, as required. It remains to observe that the subspace
spanned by 1, e, . . . , e`−2 is totally isotropic with respect to h. �

Remark. In an earlier version of this paper, we constructed h in Lemma 2.4 in the
form h = φb using some matrix computations. The current proof, which minimizes
computations, was inspired by [Bhargava and Gross 2011, §5].

Proposition 2.5 (type B). Let (E, σ ) be an étale K -algebra of dimension n= 2`+1
with involution satisfying (2-2). If τ is an orthogonal involution on A = Mn(K )
such that τ = τ f , where f is a nondegenerate symmetric bilinear form on K n of
Witt index `, then there exists an embedding (E, σ ) ↪→ (A, τ ) of K -algebras with
involution.

Proof. Pick a decomposition (2-1), and then use Lemma 2.4 to find a form h′

on E ′ with the properties described therein. We can write h′ = h′1 ⊥ h′2, where
h′1 is a direct sum of `− 1 hyperbolic planes and h′2 is a binary form. Choose a
1-dimensional form h′′ so that h′2 ⊥ h′′ is isotropic, and consider h = h′ ⊥ h′′ on
E = E ′× K . Then h is a nondegenerate symmetric bilinear form on E satisfying
(2-3) and having Witt index `. So, h is equivalent to f ; hence (E, σ ) embeds in
(A, τ ) by Proposition 2.1(iii). �

Remark 2.6. Let now G1 be the K -split adjoint group SO2`+1 of type B` and
G2 be the K -split simply connected group Sp2` of type C`, where ` > 2. It was
observed in [Prasad and Rapinchuk 2009, Example 6.7] that G1 and G2 have the
same isomorphism classes of maximal K -tori over any field K of characteristic
not 2. This was derived from the fact that G1 and G2 have isomorphic Weyl
groups using the results of [Gille 2004; Raghunathan 2004]. Now, we are in a
position to give a much simpler explanation of this phenomenon. Indeed, G1 =

SU(A1, τ1), where A1 = M2`+1(K ) and τ1 is an orthogonal involution on A1

corresponding to a nondegenerate symmetric bilinear form on K 2`+1 of Witt index `,
and G2= SU(A2, τ2), where A2= M2`(K ) and τ2 is a symplectic involution on A2
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corresponding to a nondegenerate skew-symmetric form on K 2`. Any maximal K -
torus T2 of G2 is of the form SU(E2, σ2), where E2 is a 2`-dimensional commutative
τ2-invariant subalgebra of A2, and σ2 = τ2|E2 , with (E2, σ2) satisfying (2-2). Set
(E1, σ1) = (E2, σ2) × (K , idK ). According to Proposition 2.5, there exists an
embedding (E1, σ1) ↪→ (A1, τ1), which gives rise to a K -isomorphism between
T2 and the maximal K -torus T1 = SU(E1, σ1) of G1. This, combined with the
symmetric argument based on Proposition 2.3, yields the required fact. Then,
repeating the argument given in [Prasad and Rapinchuk 2009, Example 6.7], we
conclude that if K is a number field then for any finite subset S ⊂ V K containing
V K
∞

, the S-arithmetic subgroups of G1 and G2 are weakly commensurable.

Turning now to type D`, we first observe that if (E, σ ) is a K -algebra with
involution of dimension n = 2` satisfying (2-2) then the determinant — viewed
as an element of K×/K×2 — of the symmetric bilinear form φb for invertible
b ∈ Eσ does not depend on b [Brusamarello et al. 2003, Corollary 4.2] and will
be denoted d(E, σ ). Now, if τ is an involution on A = Mn(K ) that corresponds
to a symmetric bilinear form f on K n having determinant d( f ), then it follows
from Proposition 2.1(iii) that an embedding (E, σ ) ↪→ (A, τ ) can exist only if
d(E, σ )= d( f ) in K×/K×2.

Proposition 2.7. Let (E, σ ) be an étale K -algebra of dimension n = 2` with
involution satisfying (2-2). If τ is an orthogonal involution on A = Mn(K ) such
that τ = τ f , where f is a nondegenerate symmetric bilinear form on K n of Witt
index at least `− 1 such that d(E, σ ) = d( f ) (in K×/K×2), then there exists an
embedding (E, σ ) ↪→ (A, τ ) of K -algebras with involution.

Proof. Let h be the symmetric bilinear form on E constructed in Lemma 2.4. As we
observed after Proposition 2.1, h is actually of the form h = φb for some invertible
b ∈ Eσ , so d(h)= d(E, σ ). We can write h = h1 ⊥ h2, where h1 is a direct sum of
`− 1 hyperbolic planes and h2 is a binary form. Similarly, f = f1 ⊥ f2, where f1

is a direct sum of `− 1 hyperbolic planes and f2 is binary. Then d(E, σ )= d( f )
implies that d(h2)= d( f2), so h2 and f2 are similar. Thus, a suitable multiple of h
is equivalent to f , and our claim follows from Proposition 2.1(iii). �

Finally, we will treat algebras corresponding to the groups of type 2A`. Here L
will be a quadratic extension of K and all involutions will restrict to the nontrivial
automorphism of L/K .

Proposition 2.8 (type A). Let (E, σ ) be an étale n-dimensional L-algebra with
involution. If τ is a unitary involution on A= Mn(L) such that τ = τ f , where f is a
hermitian form on Ln having Witt index m := [n/2], then there exists an embedding
(E, σ ) ↪→ (A, τ ) of L-algebras with involution.
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Proof. It is enough to construct a nondegenerate hermitian form on E that satisfies
(2-3) and has Witt index m. If K is finite, one can take, for example, h = φ1, so
we can assume that K is infinite. Set F = Eσ so that E = F ⊗K L . Since K is
infinite, arguing as in the proof of Lemma 2.4, one can find e ∈ F so that F = K [e].
Then any x ∈ E admits a unique presentation of the form x =

∑n−1
i=0 ei

⊗ci (x) with
ci (x) ∈ L . Define

h(x, y) := cn−1(xσ(y)).

It is easy to see h is a hermitian form satisfying (2-3); let us show that it is
nondegenerate. If x is in the radical of h, then from h(x, 1)= 0, h(x, e)= 0, etc.,
we successively obtain that cn−1(x)= 0, cn−2(x)= 0, etc. Thus, x = 0, proving the
nondegeneracy of h. Since 2(m−1)<n−1, the subspace spanned by 1, e, . . . , em−1

is totally isotropic; hence the Witt index of h is m, as required. �

3. Maximal tori in real groups of types B and C

This section is devoted to determining the isomorphism classes of maximal tori in
certain linear algebraic groups, primarily of types B and C, over the real numbers.
Recall that every torus T over R is R-isomorphic to the product

(GL1)
α
× (R(1)

C/R(GL1))
β
× (RC/R(GL1))

γ (3-1)

for uniquely determined nonnegative integers α, β, γ [Voskresenskiı̆ 1998, p. 64],
and then the group T (R) is topologically isomorphic to (R×)α × (S1)β × (C×)γ ,
where S1 is the group of complex numbers of modulus 1. The fact that T is
isomorphic to a maximal R-torus of a given reductive R-group G typically imposes
serious restrictions on the numbers α, β and γ . To illustrate this, we first consider
the following easy example.

Example 3.1. Every maximal R-torus in G = GLn,H, where H is the algebra of
Hamiltonian quaternions, is isomorphic to (RC/R(GL1))

n . Indeed, every maximal
R-torus in G is of the form RE/R(GL1), where E is a maximal commutative 2n-
dimensional étale subalgebra of A = Mn(H). Any commutative 2n-dimensional
étale R-algebra E is isomorphic to Rα ×Cγ with α+ 2γ = 2n. But in order for
E to have an R-embedding in A, we must have α = 0 and then γ = n [Prasad and
Rapinchuk 2010, 2.6], so our claim follows.

We now recall the standard notation for some classical real algebraic groups. We
let SO(r, n−r) denote the special orthogonal group of the n-dimensional quadratic
form q = r〈1〉 ⊥ (n − r)〈−1〉. Similarly, we let Sp(r, n − r) denote the special
unitary group of the n-dimensional hermitian form h = r〈1〉 ⊥ (n− r)〈−1〉 over H

with the standard involution. Every adjoint R-group of type B` is isomorphic to
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some SO(r, n− r) for n = 2`+ 1 and some 06 r 6 n, and every nonsplit simply
connected R-group of type C` is isomorphic to Sp(r, `− r) some 06 r 6 `.

Lemma 3.2 (adjoint B` over R). The maximal R-tori in G = SO(r, n− r), where
n= 2`+1, are of the form (3-1) with α+β+2γ = ` and α+2γ 6 s :=min(r, n−r).

Proof. Let τ be the involution on A = Mn(K ) that corresponds to the symmetric
bilinear form f associated with the quadratic form q = r〈1〉 ⊥ (n− r)〈−1〉 so that
G = SU(A, τ ). Let T be a maximal R-torus of G written in the form (3-1). Since
the rank of G is `, we immediately obtain dim T = α+β + 2γ = `. Furthermore,
we have T = SU(E, σ ), where E ⊂ A is a τ -invariant maximal commutative étale
subalgebra, σ = τ |E , and (2-2) holds. There are exactly 4 isomorphism classes
of indecomposable étale R-algebras with involution, which are listed in Table 1.
Using this information, we can write

(E, σ )= Rδ1 × (R×R)δ2 ×Cδ3 × (C×C)δ4,

where the involutions on factors are as in the table. Comparing this with the structure
of T , we obtain δ2 = α, δ3 = β, and δ4 = γ . According to Proposition 2.1(iii), there
exists b ∈ Eσ such that φb is equivalent to f . But the Witt index of f is s (which
equals the R-rank of G), and the Witt index of φb is > δ2+ 2δ4. Thus, α+ 2γ 6 s.
(We note that rkR T = α+ γ , immediately yielding the restriction α+ γ 6 s. So,
the restriction we have actually obtained is stronger than one can a priori expect.)

Conversely, suppose α, β, γ satisfy the two constraints, and assume that r > n−r
(otherwise we can replace the quadratic form q defining G with −q); in particular,
r > `. Consider the étale R-algebra

(E, σ )= R× (R×R)α ×Cβ × (C×C)γ =: (E1, σ1)× · · ·× (E4, σ4)

of dimension 1 + 2α + 2β + 4γ = 2` + 1 = n, where the involutions on the
factors R, R × R, . . . are as described in Table 1. (Clearly, E satisfies (2-2).)
Let us show that there exists b = (b1, . . . , b4) ∈ Eσ such that φb is equivalent
to f . Set b2 = ((1, 1), . . . , (1, 1)) and b4 = ((1, 1), . . . , (1, 1)). Then the quadratic
form associated with the bilinear form (φ2,4)(b2,b4) on E2 × E4 is equivalent to
(α+ 2γ )(〈1〉 ⊥ 〈−1〉). Since t := (n− r)− (α+ 2γ )> 0, we can choose b1 =±1
and b3 = (±1, . . . ,±1) so that the quadratic form associated with (φ1,3)(b1,b3) is
equivalent to (2β + 1− t)〈1〉 ⊥ t〈−1〉. Then b = (b1, . . . , b4) is as required. By
Proposition 2.1(iii), there exists an embedding (E, σ ) ↪→ (A, τ ), and therefore
an R-defined embedding SU(E, σ ) ↪→ SU(A, τ ) = G. Finally, it follows from
our construction and Table 1 that T = SU(E, σ ) is a torus having the required
structure. �

Lemma 3.3 (simply connected C` over R). The maximal R-tori in the group G =
Sp(r, `−r) are of the form (3-1) with α= 0, β+2γ = ` and γ 6 s :=min(r, `−r).
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E σ φb for b ∈ Eσ SU(E, σ )

R Id 〈b〉 {1}
R×R switch 〈1,−1〉 GL1

C conjugation 〈b, b〉 R(1)
C/R(GL1)

C×C switch 〈1,−1〉⊕ 〈1,−1〉 RC/R(GL1)

Table 1. Isomorphism classes of indecomposable étale R-algebras
with involution and their associated symmetric bilinear forms and
unitary groups.

Proof. Let τ be the involution on A = M`(H) that gives rise to the hermitian form
f = r〈1〉 ⊥ (`− r)〈−1〉, so that G = SU(A, τ ). Every maximal R-torus T of G is
of the form T = SU(E, σ ) for some (2`)-dimensional étale τ -invariant subalgebra
E of A, where σ = τ |E and condition (2-2) holds. As in Example 3.1, E ' C`

as R-algebras, and therefore (E, σ ) = Cδ1 × (C × C)δ2, where the involutions
on C and C × C are as in Table 1. Then in (3-1) for T = SU(E, σ ) we have
α = 0, β = δ1 and γ = δ2. By dimension count, we get β + 2γ = `. Furthermore,
γ = rkR T 6 rkR G = s.

Conversely, suppose that T has parameters α, β and γ satisfying our constraints.
Consider (E, σ )= Cβ × (C×C)γ with the involutions as above, and assume (as
we may) that `− r 6 r . Note that

(z, w) 7→
(

z 0
0 w

)
defines an embedding of algebras with involutions C×C ↪→ (M2(H), θ), where
θ(x) = J−1 x̄ t J with J =

(
0 1
1 0

)
, where x̄ is obtained by applying quaternionic

conjugation to all entries. Consider the involution θ̂ on A given by θ̂ (x)= Ĵ−1 x̄ t Ĵ ,
where

Ĵ = diag(1, . . . , 1︸ ︷︷ ︸
r−γ

,−1, . . . ,−1︸ ︷︷ ︸
β−(r−γ )

, J, . . . , J︸ ︷︷ ︸
γ

).

Then it follows from our construction that there exists an embedding (E, σ ) ↪→
(A, θ). Noting that (A, τ ) ' (A, θ), we obtain an embedding (E, σ ) ↪→ (A, τ ).
So, there exists an R-embedding SU(E, σ ) ↪→ SU(A, τ ) = G, and it remains to
observe that T = SU(E, σ ) is a torus having the required structure. �

Alternatively, the results of Lemmas 3.2 and 3.3 can be deduced from the more
general classification of maximal R-tori in simple real algebraic groups obtained
in [Ðoković and Thǎńg 1994]. For the reader’s convenience we have included the
direct proofs above, written in the same language as the rest of the paper.
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Corollary 3.4. Let G1 be an adjoint real group of type B`, and let G2 be a simply
connected real group of type C`. The groups G1 and G2 have the same isomorphism
classes of maximal R-tori if and only if G1 and G2 are either both split or both
anisotropic.

Proof. Since every R-anisotropic torus T is of the form (R(1)
C/R(GL1))

dim T , there
is nothing to prove if both groups are anisotropic. If both groups are split, our
claim follows from Remark 2.6. Clearly, G1 and G2 cannot have the same maximal
tori if one of the groups is anisotropic and the other is isotropic. So, it remains to
consider the case, where both groups are isotropic but not split. Then G1 contains
the torus with α = 1, β = `− 1, and γ = 0 by Lemma 3.2, but G2 does not by
Lemma 3.3. �

Remark 3.5. Our argument shows that if G1 is isotropic and G2 is not split, then
G1 has a maximal R-torus that is not isomorphic to any R-torus of G2. Moreover, by
Lemma 3.2, a maximal R-torus T1 of G1 that contains a maximal R-split torus has
parameters α = s, β = `− s and γ = 0, and hence does not allow an R-embedding
into G2. In particular, if G1 = SO(n− 1, 1) and G2 is not split then every isotropic
maximal R-torus of G1 is not isomorphic to a subtorus of G2.

Example 3.6 (absolute rank 3). As an empirical illustration of the landscape over R,
we divide the 14 real groups of types B3 and C3 into equivalence classes under
the relation “have isomorphic collections of maximal tori”. For forms of SO7

or Sp6, the maximal tori are described by Lemmas 3.2 and 3.3. Also, the four
anisotropic (compact) forms obviously make up one equivalence class. For the
other groups one can use a computer program such as the Atlas software [Adams
and du Cloux 2009] to find the maximal tori. In summary, the groups SO(1, 6),
SO(2, 5), and Spin(2, 5) are each their own equivalence class, and we find the
following nonsingleton equivalence classes:

{4 anisotropic forms}, {Sp6,SO(4, 3)}, {PSp6,Spin(4, 3)},

and {Sp(1, 2),PSp(1, 2),Spin(1, 6)}.

In particular, Spin(1, 6) and PSp(1, 2) have the same isomorphism classes of max-
imal tori and yet are neither both split nor both anisotropic. This situation is
dual to the one considered and eliminated in Corollary 3.4 (adjoint B` and simply
connected C`).

For completeness, we mention the (much easier) analogue of Corollary 3.4 for
nonarchimedean local fields.

Lemma 3.7. Let G1 and G2 be absolutely almost simple groups of type B` and
C`, respectively, with `> 3, over K a nonarchimedean local field of characteristic
not 2. The following are equivalent:
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(1) The groups G1 and G2 have the same isogeny classes of maximal K -tori.

(2) rkK G1 = rkK G2.

(3) G1 and G2 are split.

Proof. (1) obviously implies (2). Suppose (2) and that G2 is not split. Then

[`/2] = rkK G2 = rkK G1 > `− 1,

but this is impossible because `> 3, hence (3).
To prove (3) implies (1), we may assume that G1 is split adjoint and G2 is split

simply connected. Combining Propositions 2.3 and 2.5 with (2-1) gives that G1

and G2 have the same isogeny classes of maximal tori. �

4. Local-global principles for embedding étale algebras with involution

The last ingredient we need to develop before proving Theorem 1.4 in Section 6 is a
result guaranteeing in our situation the validity of the local-global principle for the
existence of an embedding of an étale algebra with involution into a simple algebra
with involution. This issue was analyzed in [Prasad and Rapinchuk 2010]: although
the local-global principle may fail (see [ibid., Example 7.5]), it can be shown to
hold under rather general conditions. For our purposes we need the following case.

Let (E, σ ) be an étale algebra with involution over a number field K of dimension
n = 2m and satisfying (2-2). Then E = F[x]/(x2

− d), where F = Eσ is an m-
dimensional étale K -algebra and d ∈ F×, with the involution defined by x 7→ −x
as in Example 2.2. We write F =

∏r
j=1 F j , where F j is a field extension of K ,

and suppose that in terms of this decomposition d = (d1, . . . , dr ). Let τ be an
orthogonal involution on A = Mn(K ).

Proposition 4.1 [Prasad and Rapinchuk 2010, Theorem 7.3]. Assume that for every
v ∈ V K there exists a Kv-embedding

ιv : (E ⊗K Kv, σ ⊗ idKv
) ↪→ (A⊗K Kv, τ ⊗ idKv

).

If it holds that

for every finite subset V ⊂ V K , there exists v0 ∈ V K
\ V such that

for j = 1, . . . , r , if d j /∈ F×j
2, then d j /∈ (F j ⊗K Kv0)

×2,
(�)

then there exists an embedding ι : (E, σ ) ↪→ (A, τ ). Furthermore, (�) automatically
holds if F is a field.

We will now derive from the proposition the following statement, in which n
can be odd or even.
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Lemma 4.2. Let K be a number field, let (E, σ ) be an n-dimensional étale algebra
with involution satisfying (2-2), and let τ be an orthogonal involution on A=Mn(K ).
Assume that for every v ∈ V K there is an embedding

ιv : (E ⊗K Kv, σ ⊗ idKv
) ↪→ (A⊗K Kv, τ ⊗ idKv

).

Then in each of the situations

(1) n 6 5 or

(2) there is a real v ∈ V K such that (E⊗K Kv, σ ⊗ idKv
) is isomorphic to (C, )m

or (C, )m × (R, idR) depending on whether n = 2m or n = 2m+ 1,

there exists an embedding ι : (E, σ ) ↪→ (A, τ ).

Proof. First, we will reduce the argument to the case of even n, that is, when E
satisfies one of the following conditions:

(1′) n = 2 or 4, or

(2′) there is a real v ∈ V K such that (E⊗K Kv, σ ⊗ idKv
) is isomorphic to (C, )m .

Indeed, let n = 2m+ 1 and suppose E satisfies condition (1) or (2) of the lemma.
Then by [Prasad and Rapinchuk 2010, Proposition 7.2], (E, σ )= (E ′, σ ′)×(K , idK )

and there exists an orthogonal involution τ ′ on A′ = Mn−1(K ) such that for every
v ∈ V K there is an embedding

ι′v : (E
′
⊗K Kv, σ

′
⊗ idKv

) ↪→ (A′⊗K Kv, τ
′
⊗ idKv

),

and the existence of an embedding ι′ : (E ′, σ ′) ↪→ (A′, τ ′) is equivalent to the
existence of an embedding ι : (E, σ ) ↪→ (A, τ ). Clearly, E ′ satisfies the respective
condition (1′) or (2′). So, if we assume that the lemma has already been established
for E ′, then the existence of ι follows.

Now, suppose that dimK E = 2m and E satisfies (2-2). Write E = F[x]/(x2
−d),

where F = Eσ =
∏r

j=1 F j and d = (d1, . . . , dr ) with d j ∈ F×j . Assume that there
exist K -embeddings ϕ j : F j ↪→ K such that if

M = ϕ1(F1) · · ·ϕr (Fr ) and N = M
(√
ϕ1(d1), . . . ,

√
ϕr (dr )

)
,

then there is λ ∈ Gal(N/M) with the property

λ
(√
ϕ j (d j )

)
=−

√
ϕ j (d j ) whenever d j /∈ F×j for j = 1, . . . , r . (4-1)

Let P be the normal closure of N over K , and let µ ∈ k Gal(P/K ) be such
that µ|N = λ. By Chebotarev’s density theorem [Cassels and Fröhlich 2010,
Chapter 7, 2.4], for any finite V ⊂ V K , there exists a nonarchimedean v0 ∈ V K

\V
that is unramified in P and for which the Frobenius automorphism Fr(w0|v0) is µ
for a suitable extension w0|v0. Then it follows from (4-1) that d j /∈ (F jw0

)×2 for
any j such that d j /∈ F×2

j , and therefore condition (�) holds.
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Let now (E, σ ) be an étale algebra with involution satisfying (1′) or (2′) for
which embeddings ιv exist for all v ∈ V K . In order to derive the existence of
ι from Proposition 4.1, we need to check (�), for which it is enough to find an
automorphism λ as in the previous paragraph. Suppose that (1′) holds. Then
F = Eσ has dimension 1 or 2, respectively. Since we don’t need to consider the
case where F is a field (see Proposition 4.1), the only remaining case is where
F = K × K . Clearly, K (

√
d1,
√

d2) always has an automorphism λ such that
λ(
√

d j )=−
√

d j if d j /∈ K×2, as required. Finally, suppose that (2′) holds. Then
F ⊗K Kv ' Rm , and d = (δ1, . . . , δm) in Rm with δi < 0 for all i . Then for any
embeddings ϕ j : F j ↪→ C we have ϕ j (F j ) ⊂ R and the restriction λ of complex
conjugation satisfies λ(

√
d j )=−

√
d j for all j , concluding the argument. �

Remark. Example 7.5 in [Prasad and Rapinchuk 2010] shows that there exists
(E, σ ) with E of dimension 6 for which the local-global principle for embeddings
fails, so in terms of dimension the condition (1) in Lemma 4.2 is sharp.

For convenience of further reference, we will also quote the local-global principle
for embeddings in the case of symplectic involutions.

Lemma 4.3 [Prasad and Rapinchuk 2010, Theorem 5.1]. Let A be a central simple
K -algebra of dimension n2 with a symplectic involution τ (then, of course, n
is necessarily even), and let (E, σ ) be an n-dimensional étale K -algebra with
involution satisfying (2-2). If for every v ∈ V K there exists an embedding

ιv : (E ⊗K Kv, σ ⊗ idKv
) ↪→ (A⊗K Kv, τ ⊗ idKv

),

then there exists an embedding (E, σ ) ↪→ (A, τ ).

5. Function field analogue of Theorem 1.4

We recall the following immediate consequence of the rationality of the variety of
maximal tori (see [Harder 1968; Platonov and Rapinchuk 1994, Corollary 7.3]),
which will be used repeatedly: Let G be a reductive algebraic group over a number
field K ; then given any v ∈ V K and any maximal Kv-torus T (v) of G there exists
a maximal K -torus T of G that is conjugate to T (v) by an element of G(Kv).
In particular, for any v ∈ V K there exists a maximal K -torus T of G such that
rkKv

T = rkKv
G. It follows that if G1 and G2 are reductive K -groups having the

same isogeny classes of maximal K -tori, then

rkKv
G1 = rkKv

G2 for all v ∈ V K . (5-1)

The remark made in the previous paragraph remains valid for global function
fields, which can be used to give the following analogue of Theorem 1.4: Suppose
G1 and G2 are absolutely almost simple algebraic groups of types B` and C` (`> 3)
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over a global field K of characteristic greater than 2. The groups G1 and G2 have
the same isogeny classes of maximal K -tori if and only if they are split. Indeed, if
the two groups have the same isogeny classes of maximal K -tori, then both groups
are Kv-split for every v (by (5-1) and Lemma 3.7); hence both groups are K -split
(by the Hasse principle). The converse holds by Remark 2.6.

6. Proof of Theorem 1.4

Throughout this section G1 and G2 will denote absolutely almost simple algebraic
groups of types B` and C` for some ` > 3 defined over a number field K . In
Definition 1.1 we defined what it means for G1 and G2 to be twins. We now
observe that since G1 and G2 cannot be Kv-anisotropic for v ∈ V K

f , they are twins
if and only if both of the following conditions hold:

rkKv
G1 = rkKv

G2 = ` for all v ∈ V K
f , (6-1)

rkKv
G1 = rkKv

G2 = 0 or ` for all v ∈ V K
∞

. (6-2)

We also note that if G1 and G2 are twins over K then they remain twins over any
finite extension L/K . If K has r real places, then (by the Hasse principle) there
are exactly 4 · 2r pairs of K -groups G1, G2 that are twins, equivalently, 2r pairs if
one only counts the groups G1 and G2 up to isogeny.

Now, let G1 and G2 be as above, with G1 adjoint and G2 simply connected.
Then Gi = SU(Ai , τi ) for i = 1, 2, where A1 = Mn1(K ), n1 = 2`+ 1 and the
involution τ1 is orthogonal, and A2 is a central simple K -algebra of dimension n2

2
with n2 = 2` and the involution τ2 is symplectic. Any maximal K -torus Ti of Gi

is of the form SU(Ei , σi ), where Ei ⊂ Ai is an ni -dimensional étale τi -invariant
K -subalgebra and σi = τi |Ei so that (2-2) holds. For i = 1, we can always write
(E1, σ1)= (E ′1, σ

′

1)× (K , idK ). For i = 2, we set (E+2 , σ
+

2 )= (E2, σ2)× (K , idK ).

Proposition 6.1. Let (A1, τ1) and (A2, τ2) be algebras with involution as above,
and assume that G1 = SU(A1, τ1) and G2 = SU(A2, τ2) are twins. If (E1, σ1)

is isomorphic to an n1-dimensional étale subalgebra of (A1, τ1) satisfying (2-2),
then (E ′1, σ

′

1) is isomorphic to a subalgebra of (A2, τ2). Conversely, if (E2, σ2) is
isomorphic to an n2-dimensional étale subalgebra of (A2, τ2) satisfying (2-2) then
(E+2 , σ

+

2 ) is isomorphic to a subalgebra of (A1, τ1). Thus, the correspondences

(E1, σ1) 7→ (E ′1, σ
′

1) and (E2, σ2) 7→ (E+2 , σ
+

2 )

implement mutually inverse bijections between the sets of isomorphism classes of n1-
and n2-dimensional étale subalgebras of (A1, τ1) and (A2, τ2) that are invariant
under the respective involutions and satisfy (2-2).

Proof. If we have rkKv
G1 = rkKv

G2 = ` for all v ∈ V K
∞

then the groups G1

and G2 are K -split by (6-1) and the Hasse principle. Then τ1 corresponds to a
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nondegenerate symmetric bilinear form of Witt index `, and A2 = Mn2(K ) with τ2

corresponding to a nondegenerate skew-symmetric form. In this case, our claim
immediately follows from Propositions 2.3 and 2.5, as in Remark 2.6. So, we may
assume that there is a real v0 ∈ V K

∞
such that rkKv0

G1 = rkKv0
G2 = 0. Observe that

given any real v ∈ V K
∞

satisfying rkKv
G1 = rkKv

G2 = 0, the data in Table 1 shows
that for any n1-dimensional τ1-invariant étale subalgebra E1 ⊂ A1 satisfying (2-2)
and σ1 = τ1|E1 , we have

(E1⊗K Kv, σ1⊗ idKv
)' (C, )`× (R, idR), (6-3)

and for any n2-dimensional τ2-invariant étale subalgebra E2 ⊂ A2 satisfying (2-2)
and σ2 = τ2|E2 we have

(E2⊗K Kv, σ2⊗ idKv
)' (C, )`. (6-4)

Let (E1, σ1) be as in the statement of the proposition. We first show that for any
v ∈ V K there is an embedding ιv : (E ′1⊗K Kv, σ

′

1⊗ idKv
) ↪→ (A2⊗K Kv, τ2⊗ idKv

).
If rkKv

G1= rkKv
G2= `, this follows from Proposition 2.3. Otherwise, v is real, and

rkKv
G1 = rkKv

G2 = 0, so we see from (6-3) that (E ′1⊗K Kv, σ
′

1⊗ idKv
)' (C, )`.

Then the existence of ιv follows from the argument given in the proof of Lemma 3.3.
Now, applying Lemma 4.3 we obtain the existence of an embedding

ι : (E ′1, σ
′

1) ↪→ (A2, τ2),

as required.
Conversely, let (E2, σ2) be as in the proposition. Then arguing as above (using

Proposition 2.5 and the proof of Lemma 3.2) we obtain the existence of local
embeddings ιv : (E+2 ⊗K Kv, σ

+

2 ⊗ idKv
) ↪→ (A1⊗K Kv, τ1⊗ idKv

) for all v ∈ V K .
It follows from (6-4) that

(E+2 ⊗K Kv0, σ
+

2 ⊗ idKv0
)' (C, )`× (R, idR).

This enables us to use Lemma 4.2 which yields the existence of an embedding
(E+2 , σ

+

2 ) ↪→ (A1, τ1), completing the argument. �

The following consequence of the proposition proves the “if” component in both
parts, (1) and (2), of Theorem 1.4.

Corollary 6.2. Let G1 and G2 be absolutely almost simple algebraic groups of
types B` and C`, respectively, that are twins.

(i) G1 and G2 have the same isogeny classes of maximal K -tori.

(ii) If G1 is adjoint and G2 is simply connected then G1 and G2 have the same
isomorphism classes of maximal K -tori.
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Proof. Statement (ii) easily follows from the proposition, and (i) is an immediate
consequence of (ii). �

Remark 6.3. The assumption that ` > 3 was never used in Proposition 6.1 and
Corollary 6.2. So, these statements remain valid also for ` = 2, which will be
helpful in Section 8.

We now turn to the proof of the “only if” direction in both parts of Theorem 1.4,
where the assumption ` > 3 becomes essential and will be kept throughout the
rest of the section. This direction requires a bit more work and involves the notion
of generic tori. To recall the relevant definitions, we let G denote a semisimple
algebraic K -group, and fix a maximal K -torus T of G. Furthermore, we let8(G, T )
denote the corresponding root system, and let KT denote the minimal splitting field
of T over K . The natural action of Gal(KT /K ) on the group of characters X (T )
gives rise to an injective group homomorphism

θT : Gal(KT /K )→ Aut(8(G, T )).

We say that T is generic (over K ) if θT (Gal(KT /K )) contains the Weyl group
W (G, T ). As the following statement shows, generic tori with prescribed local
properties always exist.

Proposition 6.4 [Prasad and Rapinchuk 2009, Corollary 3.2]. Let G be an abso-
lutely almost simple algebraic K -group, and let V ⊂ V K be a finite subset. Suppose
that for each v ∈ V we are given a maximal Kv-torus T (v) of G. Then there exists a
maximal K -torus T of G which is generic over K and which is conjugate to T (v)

by an element of G(Kv) for all v ∈ V .

We now return to the situation where G1 and G2 are absolutely almost simple
K -groups of types B` and C` (`> 3), respectively. We let G\

1 denote the adjoint
group of G1, and G\

2 the simply connected cover of G2. Furthermore, given a
maximal K -torus Ti of Gi , we let T \

i denote the image of Ti in G\
i if i = 1 and the

preimage of Ti in G\
i if i = 2.

Proposition 6.5. Let Ti be a generic maximal K -torus of Gi , where i = 1, 2. If
there exists a K -isogeny π : Ti → T3−i onto a maximal K -torus of G3−i , then there
exists a K -isomorphism T \

i ' T \

3−i .

The proof below is an adaptation of [Prasad and Rapinchuk 2009, Lemma 4.3
and Remark 4.4].

Proof. We have KT1=KT2=: L , and let G=Gal(L/K ). Then θT j is an isomorphism
of G on W j = W (G j , T j ) for j = 1, 2. The isogeny π induces a G-equivariant
homomorphism of character groups π∗ : X (T3−i )→ X (Ti ). Let X \

j = X (T \
j ); we

need to prove that there is a G-equivariant isomorphism ψ : X \

3−i → X \
i . (We recall
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that X \

1 is the subgroup of X (T1) generated by all the roots in 81 =8(G1, T1), and
X \

2 is generated by the weights of the root system 82 =8(G2, T2).)
To avoid cumbersome notation, we will assume that i = 1. (This does not restrict

generality as along with π there is always a K -isogeny π ′ : T3−i → Ti .) Consider

φ = π∗⊗ idR : V2 = X (T2)⊗Z R→ X (T1)⊗Z R= V2

and µ : W2→W1 defined by µ= θT1 ◦ θ
−1
T2

. Then the fact that π∗ is G-equivariant
implies that

φ(w · v)= µ(w) ·φ(v) for all v ∈ V2, w ∈W2. (6-5)

On the other hand, it follows from the explicit description of the root systems as in
[Bourbaki 2002] that there exists a linear isomorphism φ0 : V2→ V1 and a group
isomorphism µ0 : W2→W1 such that

φ0(w · v)= µ0(w) ·φ0(v) for all v ∈ V2, w ∈W2, (6-6)

φ0 takes the short roots of 82 to the long roots of 81, and (1/2)φ0 takes the long
roots of 82 to the short roots of 81, consequently φ0(X

\

2)= X \

1. (We identify W j

with the Weyl group of the root system 8 j .)
We claim that there exists a nonzero λ ∈ R and z ∈W1 such that

φ(v)= λ · z ·φ0(v) and µ(w)= z ·µ0(w) · z−1 for all v ∈ V2, w ∈W2.

Indeed, it was shown in [Prasad and Rapinchuk 2009, Lemma 4.3] (using that
`> 3) that a suitable multiple φ′ = λ−1

·φ takes the short roots of 82 to the long
roots of 82, and (1/2)φ0 takes the long roots of 82 to the short roots of 81. Then
z := φ′◦φ−1

0 is an automorphism of 81 and hence can be identified with an element
of W1. This gives the formula for φ, and then the formula for µ follows from (6-5)
and (6-6).

Put ψ := λ−1
· φ. Then ψ(X \

2) = z(φ0(X
\

2)) = X \

1, and ψ is G-equivariant, as
required. �

Corollary 6.6. Let Ti be a generic maximal K -torus of Gi . If there exists v ∈ V
such that T \

i does not allow a Kv-defined embedding into G\

3−i , then Ti is not K -
isogenous to any maximal K -torus T3−i of G3−i . Thus, if G1 and G2 have the same
isogeny classes of maximal K -tori, then G\

1 and G\

2 have the same isomorphism
classes of maximal Kv-tori for all v ∈ V .

Proof. The first assertion immediately follows from the proposition. To derive the
second assertion from the first, we observe that given v ∈ V and a maximal Kv-torus
Ti of G\

i that does not allow a Kv-embedding into G\

3−i , we can find a maximal
K -torus Ti of Gi such that T \

i is conjugate to Ti by an element G\
i (Kv). �
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Proof of Theorem 1.4, “only if”. Assume G1 and G2 have the same isogeny classes
of maximal K -tori. Then by Corollary 6.6, G\

1 and G\

2 have the same isomorphism
classes of maximal Kv-tori for all v. It follows that G1 and G2 are twins (by
Corollary 3.4 for v real and Lemma 3.7 for v finite), completing the proof of part
(1) of Theorem 1.4.

Now suppose that G1 and G2 have the same isomorphism classes of maximal K -
tori, in particular, there is a K -isomorphism π : T1→T2 between two generic K -tori.
Then as in the proof of Proposition 6.5, π∗ induces φ : V2→ V1, which necessarily
satisfies φ(X (T2)) = X (T1) and φ(X (T \

2 )) = X (T \

1 ). Since X (T \

1 ) ⊆ X (T1) and
X (T \

2 )⊇ X (T2), this is possible only if both inclusions are in fact equalities, that
is, G1 = G\

1 and G2 = G\

2. This completes the proof of part (2) of Theorem 1.4. �

7. Weakly commensurable subgroups and proof of Theorem 1.2

We begin by recalling the notion of weak commensurability of Zariski-dense sub-
groups introduced in [Prasad and Rapinchuk 2009]. Let G1 and G2 be semisimple
algebraic groups over a field F of characteristic zero, and let 0i ⊂ Gi (F) be a
Zariski-dense subgroup for i = 1, 2. Semisimple elements γi ∈ 0i are weakly
commensurable if there exist maximal F-tori Ti of Gi such that γi ∈ Ti (F) and
for some characters χi ∈ X (Ti ) we have χ1(γ1) = χ2(γ2) 6= 1. Furthermore, the
subgroups 01 and 02 are weakly commensurable if every semisimple element
γ1 ∈01 of infinite order is weakly commensurable to some γ2 ∈02 of infinite order,
and vice versa.

The focus in [ibid.] was on analyzing when two Zariski-dense S-arithmetic
subgroups in absolutely almost simple algebraic groups are weakly commensurable.
This analysis was based on a description of such S-arithmetic groups in terms
of triples, which we will now briefly recall. Let G be a (connected) absolutely
almost simple algebraic group defined over a field F of characteristic zero, G be
its adjoint group, and π : G→ G be the natural isogeny. Suppose we are given the
following data:

• a number field K with a fixed embedding K ↪→ F ,

• a finite set S of valuations of K containing all archimedean valuations, and

• an F/K -form G of G (that is, a K -defined algebraic group such that there
exists an F-defined isomorphism of algebraic groups F G ' G, where F G is
the group obtained from G by the extension of scalars F/K ).

(It is assumed in addition that S does not contain any nonarchimedean valuations v
such that G is Kv-anisotropic.) We then have an embedding ι : G(K ) ↪→ G(F) and
a natural S-arithmetic subgroup G(OK (S)), where OK (S) is the ring of S-integers
in K , defined in terms of a fixed K -embedding G ↪→ GLn , that is, G(OK (S)) =
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G(K )∩GLn(OK (S)). A subgroup 0 of G(F) such that π(0) is commensurable
with ι(G(OK (S))) is called (G, K , S)-arithmetic. (It should be pointed out that we
do not fix an F-defined isomorphism F G' G in this definition, and by varying it
we obtain a class of subgroups invariant under F-defined automorphisms of G in
the obvious sense.)

It was shown in [ibid.] that if Gi is absolutely almost simple and 0i is Zariski-
dense and (Gi , Ki , Si )-arithmetic for i = 1, 2, then the weak commensurability of
01 and 02 implies that K1 = K2 =: K and S1 = S2 =: S, and additionally either
G1 and G2 are of the same type or one of them is of type B` and the other is of
type C` for some `> 3. That paper also contains many precise conditions for two
S-arithmetic subgroups to be weakly commensurable in the case where G1 and
G2 are of the same type. The goal of this section is to prove Theorem 1.2, which
provides such conditions when one of the groups is of type B` and the other of type
C` (`> 3). In conjunction with the previous results, this completes the investigation
of weak commensurability of S-arithmetic subgroups in absolutely almost simple
groups over number fields.

Proof of Theorem 1.2. Let G1 and G2 be absolutely almost simple algebraic groups
of types B` and C` (`> 3), respectively, defined over a number field K , and let 0i

be a Zariski-dense (Gi , K , S)-arithmetic subgroup of Gi .
Suppose that G1 and G2 are twins. Then by Theorem 1.4, they have the same

isogeny classes of maximal K -tori. This automatically implies that 01 and 02 are
weakly commensurable. To see this, we basically need to repeat the argument given
in [Prasad and Rapinchuk 2009, Example 6.5], which we also give here for the
reader’s convenience. First, we may assume without any loss of generality that G1

and G2 are adjoint (see [ibid., Lemma 2.4]); hence 0i ⊂ Gi (K ). Let γ1 ∈ 01 be a
semisimple element of infinite order, and let T1 be a maximal K -torus of G1 that
contains γ1. Then there exists a K -isogeny ϕ : T1→ T2 onto a maximal K -torus
T2 of G2. The subgroup ϕ(T1(K )∩01) is an S-arithmetic subgroup of T2(K ), so
there exists n > 0 such that γ2 := ϕ(γ1)

n
∈ 02. Let χ1 ∈ ϕ

∗(X (T2)) be a character
such that χ1(γ1) is not a root of unity, and let χ2 ∈ X (T2) be such that ϕ∗(χ2)= χ1.
Then

(nχ1)(γ1)= χ1(γ1)
n
= χ2(γ2) 6= 1,

which implies that 01 and 02 are weakly commensurable.
Conversely, suppose that 01 and 02 are weakly commensurable. According to

[ibid., Theorem 6.2], this in particular implies that

rkKv
G1 = rkKv

G2 for all v ∈ V K .

As we have seen in Lemma 3.7, for v ∈ V K
f and the groups under consideration,

the equality of ranks implies that both groups are actually Kv-split, verifying
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condition (6-1). Assume that condition (6-2) fails for a real v0 ∈ V K
∞

. Then by
Corollary 3.4, there is an i ∈ {1, 2} and a maximal Kv0-torus Ti of G

\
i that does

not allow a Kv0-embedding into G
\

3−i ; obviously Ti is Kv0-isotropic. Let T (v0)
i be

a maximal Kv0-torus of Gi such that (T \
i )
(v0) = Ti . Furthermore, for v ∈ S \ {v0}

we let T (v)
i denote a maximal Kv-torus of Gi such that rkKv

T (v)
i = rkKv

Gi . Using
Proposition 6.4, we can find a maximal K -torus Ti of Gi that is generic and that
is conjugate to T (v) by an element of Gi (Kv) for all v ∈ S ∪ {v0}. Then clearly
rkS Ti :=

∑
v∈S rkKv

Ti > 0 as rkS Gi > 0. By Dirichlet’s theorem [Platonov and
Rapinchuk 1994, Theorem 5.12], the group of S-integral points Ti (OK (S)) has the
structure H ×Zd , where d = rkS Ti − rkK Ti . Since Ti is obviously K -anisotropic,
we conclude that there exists γi ∈ Ti (K )∩0i of infinite order (as in the previous
paragraph, we are assuming that G1 and G2 are adjoint, and hence 0 j ⊂ G j (K )
for j = 1, 2). Then γi is weakly commensurable to some semisimple γ3−i ∈ 03−i

of infinite order. Let T3−i be a maximal K -torus of G3−i containing γ3−i . By
the isogeny theorem [Prasad and Rapinchuk 2009, Theorem 4.2], the tori Ti and
T3−i are K -isogenous. Using Proposition 6.5, we conclude that T \

i and T \

3−i are
K -isomorphic. This implies that over Kv0 , the torus Ti ' T \

i has an embedding into
G3−i , a contradiction, proving (6-2) and completing the proof of Theorem 1.2. �

As we already mentioned, the notion of weak commensurability was introduced
to tackle some differential-geometric problems dealing with length-commensurable
and isospectral locally symmetric spaces, and we conclude this section with a sample
of geometric consequences — established in [Prasad and Rapinchuk 2013] — of the
results of the current paper. For a Riemannian manifold M , we let L(M) denote the
weak length spectrum of M , that is, the collection of lengths of all closed geodesics
in M . Two Riemannian manifolds M1 and M2 are called length-commensurable if
Q · L(M1)=Q · L(M2).

Let M1 be an arithmetic quotient of the real hyperbolic space Hp (p> 5),
and M2 be an arithmetic quotient of the quaternionic hyperbolic space
H

q
H (q > 2). Then M1 and M2 are not length-commensurable.

(7-1)

Theorem 1.2 is used to handle the case p = 2n and q = n− 1 for n > 3; for other
p and q , the claim follows from [Prasad and Rapinchuk 2009, Theorem 8.15].

Now, let X1 be the symmetric space of the real Lie group G1 = SO(n+ 1, n),
and let X2 be the symmetric space of the real Lie group G2 = Sp2n , where n > 3.

Let Mi be the quotient of Xi by a (Gi , K )-arithmetic subgroup of Gi for
i = 1, 2. If G1 and G2 are twins, then

Q · L(M2)= λ ·Q · L(M1), where λ=

√
2n+2
2n−1

.

(7-2)
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(We refer to [Prasad and Rapinchuk 2009, §1] for the notion of arithmeticity and
the explanation of other terms used here.) We finally note that even though one can
make M1 and M2 length-commensurable by scaling the metric on one of them, this
will never make them isospectral [Yeung 2011].

8. Proofs of Proposition 1.3 and Theorem 1.5

Proof of Proposition 1.3. We can assume that G1 and G2 are connected absolutely
almost simple adjoint K -groups having the same isogeny classes of maximal K -tori.
Assume that provisions (2) and (3) of the proposition do not hold; let us show
that (1) must hold. First, by [Prasad and Rapinchuk 2009, Theorem 7.5], G1 and
G2 have the same Killing–Cartan type. Furthermore, if L i is the minimal Galois
extension of K over which Gi becomes an inner form then L1 = L2; in other
words, G1 and G2 are inner twists of the same quasisplit K -group. So, the required
assertion is a consequence of the following lemma. �

Lemma 8.1. Let G1 and G2 be connected absolutely almost simple adjoint K -
groups of the same Killing–Cartan type, which is different from A` (` > 1), D2`+1

(` > 1) or E6. Assume that G1 and G2 are inner twists of the same quasisplit
K -group (which holds automatically if G1 and G2 are not of type D). If G1 and G2

have the same isogeny classes of maximal K -tori then G1 ' G2.

Proof. First, suppose that the groups are not of type D. As we have seen in Section 5,
the fact that G1 and G2 have the same isogeny classes of maximal K -tori implies
that rkKv

G1 = rkKv
G2 for all v ∈ V K . For groups of one of the types under

consideration, this implies that G1 ' G2 over Kv for all v ∈ V K and then our
assertion follows from the Hasse principle for Galois cohomology of adjoint groups;
see [Prasad and Rapinchuk 2009, §6] for details of the argument.

Now, suppose the groups are of type D2` for some `> 2. There exists a maximal
K -torus T1 of G1 that is generic and such that rkKv

T1 = rkKv
G1 at every place v

where at least one of G1 or G2 is not quasisplit. (The set of such v is finite; see
[Platonov and Rapinchuk 1994, Theorem 6.7].) By hypothesis, T1 is isogenous to a
maximal K -torus T2 of G2, which is necessarily also generic. Following [Prasad
and Rapinchuk 2009, Lemma 4.3 and Remark 4.4], one finds a K -isomorphism
T1→ T2 that extends to a K -isomorphism G1→ G2. Then our assertion follows
from Theorem 20 in [Garibaldi 2012]. �

Proof of Theorem 1.5. The “if” direction is actually contained in Corollary 6.2 —
see Remark 6.3. For the “only if” direction, we first observe that if G1 and G2 have
the same isomorphism classes of maximal K -tori then by Lemma 8.1 the groups
SO(q1) and SO(q2) are isomorphic; hence the forms q1 and q2 are similar, yielding
assertion (1). Thus, we can assume that G1 = SO(q) and G2 = Spin(q) for a single
quadratic form q .
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To prove assertion (2), it is enough to show that if v ∈ V K is such that the Witt
index of q over Kv is 1 then there exists a 2-dimensional Kv-torus T1 that has a
Kv-embedding into G1 but does not allow a Kv-embedding into G2. For this we
pick a quadratic extension L/Kv and set

T1 = GL1×R(1)L/Kv
(GL1).

We can write q = q ′ ⊥ q ′′, where q ′ is a hyperbolic plane. Then SO(q ′) = GL1

and SO(q ′′)= PSL1,D , where D is a quaternion division algebra over Kv . Since L
embeds in D, the torus R(1)L/Kv

(GL1) embeds in SL1,D and then also in PSL1,D . It
follows that T1 embeds in G1=SO(q). On the other hand, let T2⊂G2 be a maximal
Kv-torus that splits over L . We can identify G2 with SU(A, τ ), where A= M2(D)
with D a quaternion division algebra over K and τ is a symplectic involution on A.
Let E2 be the Kv-subalgebra of A generated by T2(Kv). Then E2⊗Kv

L ' L4. As
in Section 3, we conclude that (E2, τ |E2) is isomorphic to (L , σ )× (L , σ ), where
σ is the nontrivial automorphism of L , or to (L × L , λ), where λ is the switch
involution. Then T2 = SU(E2, τ |E2) is isomorphic, respectively, to R(1)L/Kv

(GL1)
2

or RL/Kv
(GL1). Neither such torus can be isomorphic to T1. �

9. Alternative proofs via Galois cohomology

Although the main body of the paper demonstrates the effectiveness (and in fact the
ubiquity) of the technique of étale algebras in dealing with maximal tori of classical
groups, it is worth pointing out that some parts of the argument can also be given
in the language of Galois cohomology of algebraic groups. In this section, we will
illustrate such an exchange by giving a cohomological proof of the “if” direction of
Theorem 1.4(2), that is, of Corollary 6.2(ii).

Our main tool is Proposition 9.1, for which we need some notation. Let G be
a connected semisimple algebraic group over a number field K . Fix a maximal
K -torus T of G, and let N = NG(T ) and W = N/T denote, respectively, its
normalizer and the corresponding Weyl group. For any field extension P/K , we let
θP : H 1(P, N )→ H 1(P,W ) denote the map induced by the natural K -morphism
N →W , and let

C(P) := Ker
(
H 1(P, N )→ H 1(P,G)

)
.

The elements of C(P) are in one-to-one correspondence with the G(P)-conjugacy
classes of maximal P-tori in G; see for example [Prasad and Rapinchuk 2009,
Lemma 9.1] where this correspondence is described explicitly. There is an obvious
K -defined map W → Aut T , so for any ξ ∈ H 1(K ,W ) one can consider the
corresponding twisted K -torus ξT .
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Proposition 9.1. Assume that there exists a subset V0 ⊂ V K
∞

such that G is Kv-
anisotropic for all v ∈ V0 and is Kv-split for all v ∈ V K

\ V0. Then the sequence

C(K )
θK
−→ H 1(K ,W )

∏
ρv

−−−→

∏
v∈V0

H 1(Kv,W ) (9-1)

is exact.

Here ρv denotes the natural restriction map H 1(K ,W )→ H 1(Kv,W ).

Proof. If V0 is empty then it follows from the Hasse principle for adjoint groups
[Platonov and Rapinchuk 1994, Theorem 6.22] that G is K -split. In this case it was
shown by Gille [2004] and Raghunathan [2004] (or earlier by Kottwitz [1982]) that
θK (C(K ))= H 1(K ,W ), and our claim follows. So, we will assume in the rest of
the argument that V0 is not empty.

We first prove that ρvθK = 0 for all v ∈ V0. Given ξ ∈ C(K ), one can pick
g ∈ G(K ) such that n(σ ) := g−1σ(g) belongs to N (K ) for all σ ∈ Gal(K/K ),
and the cocycle σ 7→ n(σ ) represents ξ . Then the maximal torus T ′ = gT g−1 is
defined over K . Now, let v ∈ V0. According to our definitions, G is anisotropic
over Kv = R, so it follows from the conjugacy of maximal tori in compact Lie
groups that T and T ′ are conjugate by an element of G(Kv). Then the one-to-one
correspondence between the elements of C(Kv) and the G(Kv)-conjugacy classes
of maximal Kv-tori in G (or a simple direct computation) implies that the image
of ξ under the restriction map C(K )→ C(Kv) is trivial, and hence the image of
θK (ξ) under the restriction map H 1(K ,W )→ H 1(Kv,W ) is trivial as well.

Now suppose that G is simply connected; we verify that every ξ ∈
⋂
v∈V0

ker ρv
is in the image of θK . Pick v ∈ V0. Since ξ lies in the kernel of H 1(K ,W )→

H 1(Kv,W ), the twisted torus ξT is Kv-isomorphic to T , hence Kv anisotropic (as
G is Kv-anisotropic). Thus,

Ker
(
H 2(K , ξT )→

∏
v∈V K H 2(Kv, ξT )

)
= 0

by [Prasad and Rapinchuk 2009, Proposition 6.12]. Invoking [ibid., Theorem 9.2],
we see that to prove the inclusion ξ ∈ θK (C(K )), it is enough to show that ρv(ξ) ∈
θKv
(C(Kv)) for all v ∈ V K . If v ∈ V0 then by construction ρv(ξ) is trivial, and

there is nothing to prove. Otherwise, the group G is Kv-split, so by the result
of Gille, Kottwitz and Raghunathan we have θKv

(C(Kv))= H 1(Kv,W ), and the
inclusion ρv(ξ) ∈ θKv

(C(Kv)) is obvious. Since ξ was arbitrary, we have proved
that

⋂
ker ρv is contained in the image of θK .

In case G is not simply connected, we fix a K -defined universal cover π : G̃→G
of G and use the tilde to denote the objects associated with G̃. Then π yields a
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K -isomorphism of W̃ and W and we have a commutative diagram

C̃(K )
θ̃K
−−−→ H 1(K , W̃ )

∏
ρ̃v

−−−→
∏
v∈V0

H 1(Kv, W̃ )y ∥∥∥ ∥∥∥
C(K )

θK
−−−→ H 1(K ,W )

∏
ρv

−−−→
∏
v∈V0

H 1(Kv,W ).

The top row is exact by the previous paragraph; hence
⋂

ker ρv is contained in the
image of θK . �

We now begin to work our way towards the proof of Theorem 1.4(2) and
Corollary 6.2(ii). Let G1 be adjoint of type B` and let G2 be simply connected of
type C` for some ` > 2. We will use a subscript i ∈ {1, 2} to denote the objects
associated with Gi . In particular, we let Ti denote a maximal torus of Gi , and let
Ni = NGi (Ti ) and Wi = Ni/Ti be its normalizer and the Weyl group. Then Wi

naturally acts on Ti by conjugation. We say that the morphisms of algebraic groups
ϕ : T1→ T2 and ψ : W1→W2 are compatible if

ϕ(w · t)= ψ(w) ·ϕ(t) for all t ∈ T1, w ∈W1.

Lemma 9.2. One can pick maximal K -tori Ti of Gi for i = 1, 2 so that there exist
compatible K -defined isomorphisms ϕ : T1→ T2 and ψ : W1→W2.

Proof. Imitating the argument given in [Platonov and Rapinchuk 1994, Proposition
6.16], it is easy to see that there exists a quadratic extension L/K that splits both
G1 and G2. Indeed, let Vi be the (finite) set of places v ∈ V K such that Gi does
not split over Kv , and let V = V1 ∪ V2. Pick a quadratic extension L/K so that the
local degree [Lw : Kv] = 2 for all v ∈ V and w|v. We claim that L is as required.
By the Hasse principle, it is enough to show that both G1 and G2 split over Lw for
any w ∈ V L . For a given w, we let v ∈ V K be the place that lies below w. If v /∈ V
then by our construction G1 and G2 split already over Kv, and there is nothing to
prove. If v ∈ V then [Lw : Kv] = 2, and then the proof of [ibid., Proposition 6.16]
gives that G1 and G2 split over Lw, as required.

Now, let σ ∈ Gal(L/K ) be a generator. According to [ibid., Lemma 6.17],
for each i ∈ {1, 2}, there exists an L-defined Borel subgroup Bi of Gi such that
Ti := Bi ∩ Bσi is a maximal K -torus of Gi that splits over L . Considering the
action of σ on the root system 8(Gi , Ti ), we see that it takes the system of positive
roots corresponding to Bi into the system of negative roots. For groups of types B`
and C`, this implies that σ acts on the character group X (Ti ) as multiplication by
(−1). It easily follows from the description of the corresponding root systems (see
[Bourbaki 2002]) that there exist compatible (in the obvious sense) isomorphisms
ϕ∗ : X (T2)→ X (T1) (of abelian groups) and ψ : W1 → W2 (of abstract groups
considered as subgroups of GL(X (T1)) and GL(X (T2))). Then ϕ∗ gives rise to an
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isomorphism ϕ : T1→ T2 of algebraic groups that is compatible (as defined above)
with ψ (which can be considered as a morphism of algebraic groups). It remains to
observe that since σ acts on X (T1) and X (T2) as multiplication by (−1), both ϕ
and ψ are K -defined (in fact, σ acts on W1 and W2 trivially). �

Remark. If both groups G1 and G2 are K -split then one can, of course, take for
T1 and T2 their maximal K -split tori.

For the rest of the paper, we fix compatible K -defined isomorphisms

ϕ0
: T 0

1 → T 0
2 and ψ0

: W 0
1 →W 0

2 .

(Thus, we henceforth slightly change the notation used in Lemma 9.2.) Given
arbitrary maximal K -tori Ti of Gi for i = 1, 2, we pick elements gi ∈G(K ) so that
Ti = gi T 0

i g−1
i , and then for any σ ∈ Gal(K/K ), the element ni (σ ) := g−1

i σ(gi )

belongs to N 0
i (K ). Let ϕ = ϕ(g1, g2) be the morphism T1→ T2 defined by

ϕ(t)= g2ϕ
0(g−1

1 tg1)g−1
2 ,

and let ν0
i : N 0

i →W 0
i denote the canonical morphism.

Lemma 9.3. If

ψ0(ν0
1(n1(σ )))= ν

0
2(n2(σ )) for all σ ∈ Gal(K/K ) (9-2)

then ϕ = ϕ(g1, g2) is defined over K .

Proof. We need to show that ϕ commutes with every σ ∈ Gal(K/K ). Since ϕ0 is
defined over K , for any t ∈ T1(K ), we have

σ(ϕ(t))= σ(g2)ϕ
0(σ (g1)

−1σ(t)σ (g1))σ (g2)
−1

= g2n2(σ )ϕ
0(n1(σ )

−1g−1
1 σ(t)g1n1(σ ))n2(σ )

−1g−1
2

= g2
(
(ν0

2(n2(σ ))) ·ϕ
0((ν0

1(n1(σ ))) · (g−1
1 σ(t)g1))

)
g−1

2 .

Since ϕ0 is compatible with ψ0, condition (9-2) implies that the latter reduces to

g2ϕ
0(g−1

1 σ(t)g1)g−1
2 = ϕ(σ(t)).

It follows that σ(ϕ(t))= ϕ(σ(t)), that is, ϕ commutes with σ , as required. �

Pursuant to the notation above, for an extension P/K and i = 1, 2, we set

Ci (P)= Ker
(
H 1(P, N 0

i )→ H 1(P,Gi )
)
,

and let θi P : H 1(P, N 0
i )→ H 1(P,W 0

i ) denote the canonical map (induced by νi ).
The isomorphism H 1(K ,W 0

1 )→ H 1(K ,W 0
2 ) induced by ψ0 will still be denoted

by ψ0.
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Lemma 9.4. Assume that

ψ0(C1(K ))= C2(K ). (9-3)

Then for i = 1 or 2, given any maximal K -torus Ti of Gi and an element gi ∈Gi (K )
such that Ti = gi T 0

i g−1
i , there exists g3−i ∈ G3−i (K ) such that the maximal torus

T3−i :=g3−i T 0
3−i g

−1
3−i and the isomorphism ϕ(g1, g2) : T1→T2 are K -defined. Thus,

in this case G1 and G2 have the same isomorphism classes of maximal K -tori.

Proof. To keep our notation simple, we will give an argument for i =1 (the argument
in the case i =2 is totally symmetric). As above, we set n1(σ )= g−1

1 σ(g1)∈ N 0
1 (K )

for σ ∈ Gal(K/K ), observing that these elements define a cohomology class
n1 ∈ C1(K ). Then (9-3) implies that there exists h2 ∈ G2(K ) such that for the
cohomology class m2∈C2(K ) defined by the elements m2(σ )=h−1

2 σ(h2)∈N 0
2 (K ),

we have ψ0(θ1K (n1)) = θ2K (m2) in H 1(K ,W2). Then there exists w2 ∈ W2(K )
such that

ψ0(ν0
1(n1(σ )))= w

−1
2 ν0

2(m2(σ ))σ (w2) for all σ ∈ Gal(K/K ). (9-4)

Picking z2 ∈ N 0
2 (K ) so that ν0

2(z2)= w2, and setting

g2 = h2z2 and n2(σ )= g−1
2 σ(g2) ∈ N 0

2 (K ) for σ ∈ Gal(K/K ),

we obtain from (9-4) that (9-2) holds. Then g2 is as required. Indeed, the fact
that n2(σ ) ∈ N 0

2 (K ) implies that T2 = g2T 0
2 g−1

2 is defined over K , and Lemma 9.3
yields that the morphism ϕ(g1, g2) : T1→ T2 is also defined over K . �

Proof of Corollary 6.2(ii). Suppose that G1 and G2 are twins, and let V0 be the set of
all archimedean places v ∈ V K such that G1 and G2 are both Kv-anisotropic. Then
for any v ∈V K

\V0, both G1 and G2 are Kv-split. Then according to Proposition 9.1
we have

θi K (Ci (K ))= ker
(
H 1(K ,W 0

i )→
∏
v∈V0

H 1(Kv,W 0
i )
)

for i = 1, 2, and as ψ0 :W 0
1 →W 0

2 is an isomorphism, condition (9-3) holds, and
the claim follows from Lemma 9.4. �

Remark. It follows from the explicit description of the root systems of types B`
and C` that the isomorphism ϕ in Lemma 9.2 can be chosen so that for t ∈ T1(K )
there exist λ1, . . . , λ` ∈ K× such that the values of the roots α ∈8(G1, T1) on t
are

λ±1
i , i = 1, . . . , `, and λ±1

i · λ
±1
j , i, j = 1, . . . , `, i 6= j,

and the values of the roots α ∈8(G2, T2) on φ(t) are

λ±2
i , i = 1, . . . , `, and λ±1

i · λ
±1
j , i, j = 1, . . . , `, i 6= j.
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Then any identification of the form ϕ(g1, g2) also has this property, which was used
in [Prasad and Rapinchuk 2013].

Alternatively, suppose that Gi for i=1, 2 is realized as SU(Ai , τi ) as described in
the beginning of Section 6. Let E1 be a (τ1⊗ idK )-invariant maximal commutative
étale K -subalgebra of A1⊗K K satisfying (2-2), and let σ1 = τ1|E1 . Then in the
notation of Section 6, the algebra (E ′1, σ

′

1) admits a K -embedding embedding into
(A2⊗K K , τ2⊗ idK ), and we let (E2, σ2) the image of this embedding. It is easy
to see that if we let Ti denote the maximal torus of Gi defined by (Ei , σi ) then the
isomorphism T1' T2 coming from the isomorphism of algebras (E ′1, σ

′

1)' (E2, σ2)

is the same as the isomorphism coming from the description of the root systems
(see the proof of Lemma 9.2); in particular, it is compatible with the natural
isomorphism of the Weyl groups. So, the assertion of Lemma 9.2 means that
given any K -algebras with involutions (A1, τ1) and (A2, τ2) as above, there exists
a τ1-invariant maximal commutative étale K -subalgebra E1 of A1 that satisfies
(2-2) and is such that for σ1 = τ1|E1 , the algebra (E ′1, σ

′

1) admits an embedding into
(A2, σ2). Moreover, by Corollary 6.2(ii), if the corresponding groups G1 and G2

are twins then the correspondence (E1, σ1) 7→ (E ′1, σ
′

1) gives a bijection between
the sets of isomorphism classes of maximal commutative étale K -subalgebras of
(A1, τ1) and (A2, τ2) that are invariant under the respective involutions and satisfy
(2-2). Thus, we recover Proposition 6.1.
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Minimisation and reduction of 5-coverings
of elliptic curves

Tom Fisher

We consider models for genus-1 curves of degree 5, which arise in explicit 5-
descent on elliptic curves. We prove a theorem on the existence of minimal
models with the same invariants as the minimal model of the Jacobian elliptic
curve and give an algorithm for computing such models. Finally we describe how
to reduce genus-1 models of degree 5 defined over Q.

Introduction

Let E be an elliptic curve defined over a number field K . An n-covering of E is a
pair (C, π), where C is a smooth curve of genus 1 and π : C→ E is a morphism,
both defined over K , with the property that π = [n] ◦ψ for some isomorphism
ψ : C→ E defined over K . An n-descent on E computes the everywhere locally
soluble n-coverings of E . For such n-coverings, we have ψ∗(n.0E)∼ D for some
K -rational divisor D on C . The complete linear system |D| defines a morphism
C→ Pn−1. Thus, in the cases n = 2, 3, 4, we may represent C by a binary quartic,
ternary cubic, or pair of quadrics in four variables. In the case n = 5, we obtain
curves C⊂P4 of degree 5 that are defined by the 4×4 Pfaffians of a 5×5 alternating
matrix of linear forms.

The question naturally arises as to how we can choose coordinates on Pn−1 so
that the equations for C have small coefficients. In the cases n = 2, 3, 4, this was
answered in [Cremona et al. 2010] using the combination of two techniques called
minimisation and reduction. In this paper, we extend to the case n= 5. We establish
results on minimisation over an arbitrary local field (immediately implying results
over any number field of class number 1), whereas those for reduction are specific
to the case K = Q. Implementations of our algorithms in the case K = Q are
available in Magma [Bosma et al. 1997].
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Keywords: elliptic curves, genus-1 curves, minimisation, reduction, descent.
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1. Genus-1 models

A genus-1 model (of degree 5) is a 5× 5 alternating matrix of linear forms in
variables x1, . . . , x5. We write X5(R) for the space of all genus-1 models with
coefficients in a ring R. Models 8 and 8′ are R-equivalent if 8′ = [A, B]8 for
some A, B ∈ GL5(R). Here the action of A is via 8 7→ A8AT , and the action
of B is via (8i j (x1, . . . , x5)) 7→ (8i j (x ′1, . . . , x ′5)), where x ′j =

∑5
i=1 Bi j xi . The

determinant of the transformation g = [A, B] is det g = (det A)2 det B.
We write Pf(8) for the row vector (p1, . . . , p5), where pi is (−1)i−1 times the

Pfaffian of the 4× 4 submatrix obtained by deleting the i th row and column of 8.
This choice of signs is made so that Pf(8)8= 0. For A ∈ GL5(R), we note that
Pf(A8AT )= Pf(8) adj A.

A genus-1 model 8 ∈ X5(K ) over a field K is nonsingular if the subscheme
C8 = {rank8≤ 2} ⊂ P4 defined by the 4× 4 Pfaffians of 8 is a smooth curve of
genus 1. We write K [X5] for the polynomial ring in the fifty coefficients of a genus-1
model. A polynomial F ∈ K [X5] is an invariant of weight k if F ◦ g = (det g)k F
for all g = [A, B] with A, B ∈ GL5(K ). Taking A and B to be scalar matrices
shows that an invariant of weight k is a homogeneous polynomial of degree 5k.

Theorem 1.1. Let c4, c6,1 ∈ Z[X5] be the invariants of weights 4, 6 and 12
satisfying c3

4− c2
6 = 17281 and scaled as specified in [Fisher 2008].

(i) A model 8 ∈ X5(K ) is nonsingular if and only if 1(8) 6= 0.

(ii) There exist a1, a2, a3, a4, a6 ∈ Z[X5] and b2, b4, b6 ∈ Z[X5] satisfying

b2 = a2
1 + 4a2, b4 = a1a3+ 2a4, b6 = a2

3 + 4a6,

c4 = b2
2− 24b4 and c6 =−b3

2+ 36b2b4− 216b6.
(1)

(iii) If 8 ∈ X5(K ) is nonsingular, then C8 has Jacobian elliptic curve

y2
+ a1xy+ a3 y = x3

+ a2x2
+ a4x + a6,

where ai = ai (8).

For the proof of Theorem 1.1(ii), we use the following lemma:

Lemma 1.2. Let c4, c6,1∈ R=Z[x1, . . . , xN ] be primitive polynomials satisfying
c3

4−c2
6 = 17281. If there exists a1 ∈ R satisfying a2

1c4+c6 ≡ 0 (mod 4), then there
exist a2, a3, a4, a6, b2, b4, b6 ∈ R satisfying (1).

Proof. By unique factorisation in F3[x1, . . . , xN ] and the Chinese remainder theo-
rem, there exists some b2 ∈ R such that c4 ≡ b2

2 (mod 3), c6 ≡−b3
2 (mod 3) and

b2 ≡ a2
1 (mod 4). Then b2c4 + c6 ≡ 0 (mod 12), and c3

4 ≡ c2
6 ≡ b2

2c2
4 (mod 24).

Since c4 is primitive, it follows that c4 ≡ b2
2 (mod 24). Next, putting x = b2 in an
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identity of Kraus [1989],

(x2
− c4)

3
= (x3

− 3xc4− 2c6)(x3
+ 2c6)+ 3(xc4+ c6)

2
+ c2

6− c3
4,

we deduce b3
2 − 3b2c4 − 2c6 ≡ 0 (mod 432). We put b4 = (b2

2 − c4)/24 and
b6= (b3

2−3b2c4−2c6)/432. Then 0≡ c3
4−c2

6 ≡ 16b2
2(b2b6−b2

4) (mod 64), and so
b2b6 ≡ b2

4 (mod 4). By unique factorisation in F2[x1, . . . , xN ], there exists a3 ∈ R
with b4 ≡ a1a3 (mod 2). Then b2

4 ≡ a2
1a2

3 (mod 4), and b6 ≡ a2
3 (mod 4). We put

a2 = (b2− a2
1)/4, a4 = (b4− a1a3)/2 and a6 = (b6− a2

3)/4. �

Proof of Theorem 1.1. (i) This is [Fisher 2008, Theorem 4.4(ii)].

(ii) By Lemma 1.2, it suffices to construct a1 ∈ Z[X5] with a2
1c4+ c6 ≡ 0 (mod 4).

In [Fisher 2008, Section 10], we constructed an invariant a1 ∈ F2[X5] of weight 1
and showed that together with1 it generates the ring of invariants in characteristic 2.
In particular, c4 ≡ a4

1 (mod 2), and c6 ≡ a6
1 (mod 2). So if we lift a1 to Z[X5],

then a2
1c4+ c6 = 2 f for some f ∈ Z[X5]. Since a1 is an invariant mod 2, a2

1 is an
invariant mod 4 and f is an invariant mod 2. Therefore, f ≡ λa6

1 (mod 2) for some
λ ∈ {0, 1}. Hence, a2

1c4± c6 ≡ 0 (mod 4). Specialising to one of the Weierstrass
models in [Fisher 2008, Section 6] shows that the sign is +.

(iii) It is shown in [Fisher 2008, Theorem 4.4(iii)] that if K is a perfect field with
characteristic not 2 or 3, then C8 has Jacobian y2

= x3
− 27c4(8)x − 54c6(8).

The proof is now identical to that of [Cremona et al. 2010, Theorem 2.10]. This
generalises a result of Artin, Rodriguez-Villegas and Tate [Artin et al. 2005] in the
case n = 3. �

2. Minimisation theorems

Let K be a discrete valuation field with ring of integers OK and normalised valuation
v : K×→ Z. We assume throughout that the residue field k is perfect. A genus-1
model 8 ∈ X5(K ) is integral if it has coefficients in OK . If 8 is nonsingular
and integral, then by Theorem 1.1 and the standard formulae for transforming
Weierstrass equations, we have v(1(8)) = v(1E)+ 12 `(8), where 1E is the
minimal discriminant of E = Jac(C8) and `(8) is a nonnegative integer we call the
level. We say that 8 is minimal if v(1(8)), or equivalently the level, is minimal
among all integral models K -equivalent to 8. Notice that if 8′ = g8 for some
g = [A, B] with A, B ∈ GL5(K ), then `(8′)= `(8)+ v(det g).

Theorem 2.1. Let 8 ∈ X5(K ) be nonsingular.

(i) (Weak minimisation theorem) If C8(K ) 6= ∅, then 8 is K -equivalent to an
integral model of level 0.

(ii) (Strong minimisation theorem) If C8(L) 6=∅, where L is an unramified exten-
sion of K , then 8 is K -equivalent to an integral model of level 0.



1182 Tom Fisher

In this section, we prove the weak minimisation theorem. In Section 3, we
describe an explicit algorithm for minimising. Inspection of this algorithm shows
that the minimal level is unchanged by an unramified extension. Theorem 2.1(ii)
then follows from Theorem 2.1(i). In Section 7, we prove a converse to the strong
minimisation theorem thereby showing this result is best possible.

We refer to [Cremona et al. 2010, Section 2] for notation and results analogous
to those in Section 1 for genus-1 models of degree 4, i.e., quadric intersections. Let
E be an elliptic curve over K and D a K -rational divisor on E of degree n = 4
or 5. The complete linear system |D| defines an embedding E ⊂ Pn−1. The image
is defined by a genus-1 model 8 ∈ Xn(K ), and this model is uniquely determined,
up to K -equivalence, by the pair (E, [D]). Moreover, every nonsingular model
8 ∈ Xn(K ) with C8(K ) 6=∅ arises in this way. Therefore, Theorem 2.1(i) is an
immediate consequence of the following:

Theorem 2.2. Let E/K be an elliptic curve with integral Weierstrass equation

y2
+ a1xy+ a3 y = x3

+ a2x2
+ a4x + a6, (2)

and let D ∈DivK (E) be a divisor on E of degree n = 4 or 5. Then (E, [D]) can be
represented by an integral genus-1 model with the same discriminant as (2).

The case n = 4 is proved in [Cremona et al. 2010, Theorem 3.8]. To deduce the
case n = 5 from the case n = 4, we use the following lemma:

Lemma 2.3. Let D ∈ DivK (E) be a divisor of degree 4, and let P ∈ E(K ). Let
`i , αi and βi for i = 1, 2, 3 be linear forms in x1, . . . , x4 over K . The following
statements are equivalent:

(i) The pair (E, [D]) is represented by the quadric intersection

`1α1+ `2α2+ `3α3 = 0 and `1β1+ `2β2+ `3β3 = 0, (3)

and P is the point defined by `1 = `2 = `3 = 0.

(ii) The pair (E, [D+ P]) is represented by the genus-1 model of degree 5
0 γ α1 α2 α3

0 β1 β2 β3

0 `3 −`2

− 0 `1

0

 , (4)

where γ = x5 and P is the point (x1 : · · · : x5)= (0 : · · · : 0 : 1).

Proof. An isomorphism ψ : C4→ C5 between the curves C4 and C5 defined by (3)
and (4) is given by

ψ : (x1 : x2 : x3 : x4) 7→ (x1`i : x2`i : x3`i : x4`i : α jβk −αkβ j )
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(where i , j and k are any cyclic permutation of 1, 2 and 3) with inverse

ψ−1
: (x1 : x2 : x3 : x4 : x5) 7→ (x1 : x2 : x3 : x4).

The points {`1= `2= `3= 0} ∈C4(K ) and (0 : · · · : 0 : 1)∈C5(K ) are identified by
this isomorphism. To prove the equivalence of (i) and (ii), we note that if C4 ⊂ P3

meets some plane in the divisor D = P1+ P2+ P3+ P4, then the points ψ(Pi ) and
(0 : · · · : 0 : 1) are a hyperplane section for C5 ⊂ P4. �

Lemma 2.4. The genus-1 models (3) and (4) have the same invariants.

Proof. Let 8 be the matrix (4), and write P = Pf(8) = (p1, . . . , p5). Then (3)
and (4) define curves C4 = {p1 = p2 = 0} ⊂ P3 and C5 = {rank8 ≤ 2} ⊂ P4.
According to [Fisher 2008, Section 5.4], there are invariant differentials ω4 on C4

and ω5 on C5 given by

ωn =
x2

1d(x2/x1)

�n(x1, . . . , xn)
,

where

�4 =
∂p1

∂x3

∂p2

∂x4
−
∂p1

∂x4

∂p2

∂x3
and �5 =

∂P
∂x3

∂8

∂x5

∂PT

∂x4
.

In the expression for �5, we have written the partial derivative of a matrix as
a shorthand for the matrix of partial derivatives. Since the only entries of 8 to
involve x5 are in the top left 2× 2 submatrix, it is clear that �4 =±�5. Hence, the
isomorphism ψ : C4→ C5 identifies the invariant differentials ω4 and ω5 (up to
sign). It follows by [Fisher 2008, Proposition 5.23] that (3) and (4) have the same
invariants c4, c6 and 1. �

Proof of Theorem 2.2. Let D ∈DivK (E) be a divisor of degree 4, and let P ∈ E(K ).
We show that if the theorem holds for D, then it holds for D + P . Suppose
(E, [D]) is represented by an integral quadric intersection with discriminant 1.
Since OK is a principal ideal domain, SL4(OK ) acts transitively on P3(K ). So we
may assume P is the point (x1 : x2 : x3 : x4) = (0 : 0 : 0 : 1). Our model is now
of the form (3) with `i = xi for i = 1, 2, 3. We may choose the linear forms αi

and βi to have coefficients in OK . Then the genus-1 model (4) is an integral model
of discriminant 1 representing the pair (E, [D+ P]). �

3. Minimisation algorithms

For 8 ∈ X5(OK ), we write φ ∈ X5(k) for its reduction mod π . The singular locus
Sing Cφ is the set of points P ∈ Cφ with tangent space of dimension greater than 1.
(We make this definition regardless of whether Cφ is a curve. In particular, all
points on components of dimension at least 2 are singular.) For example, if φ
takes the form (4) with γ = x5 and `i , αi and βi linear forms in x1, . . . , x4, then



1184 Tom Fisher

P = (0 : · · · : 0 : 1) is singular if and only if `1, `2 and `3 are linearly dependent. An
integral genus-1 model 8 ∈ X5(OK ) is saturated if its 4× 4 Pfaffians p1, . . . , p5

are linearly independent mod π . We write Im for the m×m identity matrix.
Our algorithm for minimising genus-1 models of degree 5 generalises the algo-

rithm for models of degree 3 in [Cremona et al. 2010, Section 4B].

Theorem 3.1. Let 8 ∈ X5(OK ) be saturated and of positive level.

(i) The singular locus Sing Cφ does not span P4.

(ii) Let B ∈ GL5(OK ) represent a change of coordinates on P4 mapping the linear
span of the singular locus in (i) to {xm+1 = · · · = x5 = 0}. Then there exist
A ∈GL5(K ) and µ ∈ K× such that [A, µDiag(Im, π I5−m)B]8 is an integral
model of the same or smaller level.

(iii) If 8 is nonminimal, then repeating the procedure in (ii) either gives a nonsatu-
rated model or decreases the level after finitely many iterations.

As it stands, Theorem 3.1 does not give an algorithm for minimising since we
must show how to find A and µ in (ii) and show how to decrease the level of a
nonsaturated model. We do this in Theorem 3.2 below. Theorem 3.1 is proved in
Sections 4 and 5. In Section 6, we bound the number of iterations required in (iii).

Theorem 3.2. Let 8 ∈ X5(OK ) be nonsingular. Let `0 be the minimum of the levels
of all integral models that are K -equivalent to 8 via a transformation of the form
[A, µI5], where A ∈ GL5(K ) and µ ∈ K×.

(i) We may compute an integral model of the form [A, µI5]8 with level `0 as
follows:

Step 1. Write Pf(8) = (p1, . . . , p5). Compute A = (ai j ) ∈ GL5(K ) and
quadrics q1, . . . , q5 ∈ OK [x1, . . . , x5] such that p j =

∑5
i=1 ai j qi and

q1, . . . , q5 are linearly independent modulo π . Then replace 8 by
[A, µI5]8, where µ ∈ K× is chosen so that 8 has coefficients in OK

not all in πOK .
Step 2. Replace 8 by [A, I5]8, where A ∈GL5(OK ) is chosen so that the first

two rows of8 are divisible by π e with e≥ 0 as large as possible. Then
divide the first row and column by π e.

(ii) If the model computed in Step 1 is nonsaturated, then we may compute an
integral model of level smaller than `0 by modifying Step 2 so that we divide
the first two rows and columns by π e and then make a transformation of the
form [I5, B] to preserve integrality.

Proof. With the notation of Step 1, we have

Pf(A8AT )= Pf(8) adj A = (q1, . . . , q5)A adj A = (det A)(q1, . . . , q5).
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So after Step 1, we have Pf(8) = (λq1, . . . , λq5), where λ = µ2 det A ∈ OK . We
split into the cases v(λ)= 0 and v(λ)≥ 1. First we need two lemmas.

Lemma 3.3. Let 8,8′ ∈ X5(OK ) be nonsingular models with 8′ = [A, µI5]8 for
some A ∈ GL5(K ) and µ ∈ K×.

(i) If 8 is saturated, then `(8′)≥ `(8) with equality if and only if 8 and 8′ are
OK -equivalent.

(ii) If 8 and 8′ are of the form output by Step 1, then they are OK -equivalent.

Proof. We have Pf(8′)= Pf(8)M , where M = µ2 adj A.

(i) Since8 is saturated, M has entries in OK . Hence, `(8′)−`(8)= 1
2v(det M)≥ 0

with equality if and only if M ∈GL5(OK ). If M ∈GL5(OK ), then replacing [A, µI5]

by [λA, λ−2µI5] for suitable λ ∈ K×, we may assume A ∈ GL5(OK ). Since 8
and 8′ have the same level, they must therefore be OK -equivalent.

(ii) Since Pf(8) and Pf(8′) are scalar multiples of bases for the same OK -module,
some scalar multiple of M belongs to GL5(OK ). So after replacing [A, µI5] by
[λA, λ−2µI5] for suitable λ ∈ K×, we may assume A ∈GL5(OK ). Since 8 and 8′

are primitive, they must therefore be OK -equivalent. �

Lemma 3.4. Let φ ∈ X5(k) be a genus-1 model all of whose 4× 4 Pfaffians are
identically zero. Then φ is k-equivalent to either

0 `2 `3 `4 `5

0 0 0 0
0 0 0

− 0 0
0

 or


0 x1 x2 0 0

0 x3 0 0
0 0 0

− 0 0
0

 ,
where `2, . . . , `5 are linear forms. �

We now complete the proof of Theorem 3.2. Let e = v(λ). If e = 0, then 8
is saturated and we are done by Lemma 3.3(i). So suppose e ≥ 1. In Step 1, the
matrix A has entries in OK . So v(µ)≤ 0, and the level is increased by

2v(det A)+ 5v(µ)≤ 2v(µ2 det A)= 2e.

Lemma 3.3(ii) shows that when we apply Step 1 to both 8 and the model implicit
in the definition of `0, we obtain models that are OK -equivalent. So it will suffice
to show that Step 2 reduces the level by 2e, whereas the modified version in (ii)
reduces the level by more than 2e.

Since Pf(8) = (λq1, . . . , λq5), we have (q1, . . . , q5)8 = 0. The reduction
of 8 takes one of the forms specified in Lemma 3.4. In the first case, we have
q1` j ≡0 (mod π) for j =2, . . . , 5. This contradicts the choices of q1, . . . , q5 and µ
in Step 1. So we must be in the second case. Replacing 8 by an OK -equivalent
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model, we may assume it takes the form (4) with `i = xi for i = 1, 2, 3 and α1,
α2, α3, β1, β2, β3 and γ linear forms that vanish mod π . By row and column
operations, we may assume α2 ∈ 〈x2, . . . , x5〉 and α3 ∈ 〈x3, . . . , x5〉. Then since
π e
| (x1α1 + x2α2 + x3α3), we have π e

| α1, α2, α3. Likewise, we may assume
π e
| β1, β2, β3. The remaining Pfaffians show that π e

| γ . Step 2 and its modified
version in (ii) now reduce the level by 2e and 3e, respectively. �

Corollary 3.5. For the proof of Theorem 3.1, we are free to replace 8 by an
OK -equivalent model and to replace K by an unramified field extension.

Proof. Let 81,82 ∈ X5(OK ) be OK -equivalent models and 8′1,8
′

2 ∈ X5(OK )

the models returned by Theorem 3.1(ii). Lemma 3.3(i) and [Cremona et al. 2010,
Lemma 4.1] together show that if8′1 is saturated and `(8′1)=`(8

′

2), then8′1 and8′2
are OK -equivalent. Therefore, the number of iterations required in Theorem 3.1(iii)
depends only on the OK -equivalence class of 8.

For the final statement, we note that the performance of the algorithms in Theo-
rems 3.1 and 3.2 is unchanged by an unramified field extension. �

Replacing K by its strict Henselisation, we may assume in the next three sections
that K is Henselian and its residue field k is algebraically closed.

4. The singular locus

In this section and the next, we prove Theorem 3.1.

Lemma 4.1. Let φ ∈ X5(k) be a genus-1 model. Suppose 0 ⊂ Cφ is either a line
or a (nonsingular) conic. Then either 0 ⊂ Sing Cφ or

#(0 ∩Sing Cφ)=

{
1 if c4(φ)= c6(φ)= 0,
2 otherwise.

Proof. (i) If Cφ contains the line 0 = {x3 = x4 = x5 = 0} but not every point
on 0 is singular, then (unless Cφ is a cone, which is an easy special case with
c4(φ)= c6(φ)= 0) we may suppose φ is

0 x1 x2 ∗ ∗

0 ∗ α β

0 γ δ

− 0 x5

0

 ,
where α, β, γ, δ and the entries ∗ are linear forms in x3, x4, x5. By row and column
operations (and substitutions for x1 and x2), we may suppose α, β, γ and δ do not
involve x5. We write α = α3x3+α4x4, . . . , δ = δ3x3+ δ4x4 and put

q(s, t)= det
((
γ3 γ4

δ3 δ4

)
s−

(
α3 α4

β3 β4

)
t
)
.
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By the Jacobian criterion, we have

0 ∩Sing Cφ = { (s : t : 0 : 0 : 0) | q(s, t)= 0 }.

A calculation using Lemma 2.4 shows that c4(φ) = 1(q)2 and c6(φ) = −1(q)3,
where 1(q) is the discriminant of the binary quadratic form q.

(ii) Suppose Cφ contains the conic 0 = { f (x1, x2, x3) = x4 = x5 = 0} but not
every point on 0 is singular. Let Pf(φ) = (p1, . . . , p5). Replacing φ by an
equivalent model, we may suppose pi (x1, x2, x3, 0, 0) = 0 for i = 1, 2, 3, 4 and
p5(x1, x2, x3, 0, 0)= f . Since Pf(φ)φ= 0 and 0 is not contained in any component
of Cφ of higher dimension, we may further suppose the last column of φ has entries
x4, x5, 0, 0, 0. The monomials appearing in the invariants c4 and c6 are limited by the
fact they are invariant under all pairs of diagonal matrices. These restrictions show
that c4(φ) and c6(φ) are unchanged if we set x4 = x5 = 0 in all entries of φ outside
the last row and column. Writing f =

∑
i≤ j ai j xi x j and φ34 =

∑
bi xi , we put

δ =

∣∣∣∣∣∣∣∣
2a11 a12 a13 b1

a12 2a22 a23 b2

a13 a23 2a33 b3

b1 b2 b3 0

∣∣∣∣∣∣∣∣ .
A calculation using Lemma 2.4 shows that c4(φ) = δ

2 and c6(φ) = −δ
3. By a

change of coordinates, we may suppose f = x1x3− x2
2 . Then δ is the discriminant

of the binary quadratic form q(s, t) = φ34(s2, st, t2, 0, 0), and by the Jacobian
criterion,

0 ∩Sing Cφ = { (s2
: st : t2

: 0 : 0) | q(s, t)= 0 }. �

Lemma 4.2. Let φ ∈ X5(k) be a genus-1 model. Suppose the 4 × 4 Pfaffians
p1, . . . , p5 are linearly independent and c4(φ)= c6(φ)= 0. Then either Sing Cφ is
a linear subspace of P4 or φ is equivalent to a model of the form

0 ξ α β η

0 γ δ x5

0 x5 0
− 0 0

0

 , (5)

where ξ , η, α, β, γ and δ are linear forms in x1, . . . , x5.

Proof. If P1, P2 ∈ Sing Cφ are distinct and the line ` between them is contained
in Cφ , then by Lemma 4.1, we have ` ⊂ Sing Cφ . So either Sing Cφ is a linear
subspace of P4 or there exist P1, P2 ∈ Sing Cφ joined by a line not contained in Cφ .
We move these points to (1 : 0 : · · · : 0) and (0 : 1 : · · · : 0). Writing φ =

∑
xi Mi ,

the matrices M1 and M2 have rank 2, but their sum has rank 4. Therefore, φ is
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equivalent to a model with φ12 = x1, φ34 = x2 and all other φi j (for i < j) linear
forms in x3, x4, x5. Since P1 and P2 are singular, φ35 and φ45 are linearly dependent
and φ15 and φ25 are linearly dependent. So the space of linear forms spanned by
the entries of the last column has dimension at most 2. In fact, it has dimension
exactly 2 since p1, . . . , p5 are linearly independent.

Replacing φ by an equivalent model, we may assume it has last column with
entries x4, x5, 0, 0, 0. The transformation used here does not move P1 and P2 but
may change the matrices M1 and M2. Let 0 = {x4 = x5 = p5 = 0} ⊂ Cφ . Then P1

and P2 are contained in 0, but the line between them is not. It follows that 0 is
either a nonsingular conic or a pair of concurrent lines. In either case, Lemma 4.1
shows that 0 ⊂ Sing Cφ . By the Jacobian criterion, it follows that φ34 ∈ 〈x4, x5〉.
However, φ34 is nonzero since p1, . . . , p5 are linearly independent. Therefore, φ is
equivalent to a model of the form (5). �

Lemma 4.3. Let 8 ∈ X5(OK ) be a saturated nonsingular model with reduction φ
of the form (5). Suppose Sing Cφ has linear span {xm+1 = · · · = x5 = 0}.

(i) There exist A ∈ GL5(K ) and µ ∈ K× such that [A, µDiag(Im, π I5−m)]8 is
an integral model of the same or smaller level.

(ii) Suppose that either δ = 0 and 845 ≡ 0 (mod π2) or 835 ≡845 ≡ 0 (mod π2).
Then there is a transformation as in (i) that decreases the level.

Proof. Computing the 4× 4 Pfaffians of (5), we find

Cφ = {η = x5 = αδ−βγ = 0} ∪ {γ = δ = x5 = 0}. (6)

First suppose γ , δ and x5 are linearly dependent. By an OK -equivalence, we may
assume δ = 0. Then {γ = x5 = 0} ⊂ Sing Cφ ⊂ {x5 = 0}. Therefore, m = 3 or 4.
The required transformations are as follows:

m = 3 m = 4
(i) A = Diag(π, 1, 1, 1, 1), µ= π−1 A = Diag(π, π, 1, 1, 1), µ= π−1

(ii) A = Diag(π, 1, 1, 1, 1), µ= π−1 A = Diag(π, 1, 1, π−1, π−1), µ= 1

Now suppose γ , δ and x5 are linearly independent. Since8 is saturated, η and x5

are linearly independent. A calculation shows Sing Cφ is the first of the two compo-
nents in (6). Therefore, m= 2 or 3. If m= 2, then we may assume β, γ , δ, η and φ25

are linear forms in x3, x4 and x5. The required transformations are as follows:

m = 2 m = 3
(i) A = Diag(π, 1, 1, 1, 1), µ= π−1 A = Diag(1, 1, 1, 1, π−1), µ= 1

(ii) A = Diag(1, 1, 1, π−1, π−1), µ= 1 A = Diag(π, π, 1, 1, π−1), µ= π−1 �

We now prove the first two parts of Theorem 3.1. Let 8 ∈ X5(OK ) be saturated
and of positive level. Lemma 4.2 shows that either Sing Cφ is a linear subspace or
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Cφ is contained in a hyperplane. Since Cφ is defined by five linearly independent
quadrics, it cannot be all of P4. This proves Theorem 3.1(i).

The proof of Theorem 3.1(ii) in the case φ takes the form (5) was already given in
Lemma 4.3(i). So by Lemma 4.2, we may assume Sing Cφ ={xm+1= · · · = x5= 0}.
We apply Lemma 3.4 to the reduction mod π of [I5,Diag(Im, π I5−m)]8. In the
second case of that lemma, we have m ≥ 3. We take A =Diag(1, 1, 1, 1, π−1) and
µ = 1. Otherwise, we are in the first case. If m ≥ 2, then we take µ = π−1 and
A =Diag(π, 1, 1, 1, 1). It remains to treat the case m = 1; in other words, the case
Sing Cφ is a point.

By [Fisher 2008, Lemma 5.8], every component of Cφ has dimension at least 1.
So if Sing Cφ is just a point, then there are also smooth points on Cφ . Since K is
Henselian, it follows that C8(K ) 6=∅, and so by Theorem 2.1(i), 8 is nonminimal.
With this extra hypothesis, we show in the next section that the singular point on Cφ
is nonregular (as a point on the OK -scheme C8).

We may suppose φ12 = x1 and all other φi j (for i < j) are linear forms in
x2, . . . , x5. Since P = (1 : 0 : · · · : 0) is singular, φ34, φ35 and φ45 are linearly depen-
dent. So replacing 8 by an OK -equivalent model, we may assume φ45 = 0. In the
presence of the stronger condition that P is nonregular, we may further arrange that
the coefficient of x1 in 845 is divisible by π2. Taking A =Diag(1, 1, 1, π−1, π−1)

and µ= 1 now preserves the level.

5. Weights and slopes

In this section, we complete the proof of Theorem 3.1.

Definition 5.1. (i) The set of weights is

W=

{
(r, s) ∈ Z5

×Z5
∣∣∣∣ r1 ≤ r2 ≤ · · · ≤ r5, s1 ≤ s2 ≤ · · · ≤ s5,

2
∑5

i=1 ri = 1+
∑5

i=1 si

}
.

(ii) A weight for 8 ∈ X5(OK ) is (r, s) ∈W such that the model

[Diag(π−r1, . . . , π−r5),Diag(π s1, . . . , π s5)]8 (7)

has coefficients in OK .

(iii) Let w = (r, s) and w′ = (r ′, s ′) be weights. Then w dominates w′ if

max(ri + r j − sk, 0)≥max(r ′i + r ′j − s ′k, 0)

for all 1≤ i < j ≤ 5 and 1≤ k ≤ 5.

Let 1= (1, 1, . . . , 1). Then λ∈Z acts on W as (r, s) 7→ (r+λ1, s+2λ1). Since
weights in the same Z-orbit determine the same transformation (7), we may regard
such weights as equivalent.
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Lemma 5.2. Let 8 ∈ X5(OK ) be an integral genus-1 model.

(i) If 8 is nonminimal, then it is OK -equivalent to a model with a weight.

(ii) If 8 has weight w and w dominates w′, then 8 has weight w′.

Proof. (i) By hypothesis, there exist A, B ∈ GL5(K ) with [A, B]8 integral and
2v(det A)+ v(det B)=−1. We put A and B in Smith normal form.

(ii) Let 8= (8i j ) with 8i j =
∑

k ai jk xk . Then 8 has weight (r, s) if and only if
v(ai jk)≥max(ri + r j − sk, 0) for all 1≤ i < j ≤ 5 and 1≤ k ≤ 5. �

Lemma 5.3. Let 8 ∈ X5(OK ) have weight (r, s) ∈W with either r1 + r4 > s1 or
r2+r3 > s1. Then P = (1 : 0 : · · · : 0) ∈Cφ is a singular point. Moreover, if s1 < s3,
then P is nonregular (as a point on the OK -scheme C8).

Proof. We write φ =
∑

xi Mi . If r1+ r4 > s1, then the only nonzero entries of M1

are in the top left 3× 3 submatrix. If r2+ r3 > s1, then the only nonzero entries
of M1 are in the first row and column. In both cases, rank M1 ≤ 2, and so P ∈ Cφ .
If M1 = 0, then P is singular (and nonregular). So we may assume M1 6= 0. We
are free to multiply rows of 8 by units in OK and to subtract OK -multiples of later
rows from earlier rows (it being understood that we also make the corresponding
column operations). In particular, these operations do not upset our hypothesis that
8 has weight (r, s). Let Ei j be the 5× 5 matrix with a 1 in the (i, j)-place and 0s
elsewhere. By row and column operations, we reduce to the case M1 = Ei j − E j i ,
where (i, j) ∈ {(1, 2), (1, 3), (1, 4), (1, 5), (2, 3)}. Let a < b < c be chosen such
that {i, j, a, b, c} = {1, . . . , 5}. Since ri + r j ≤ s1 ≤ s2, it follows by the definition
of W that

s3+ s4+ s5 < (ra + rb)+ (ra + rc)+ (rb+ rc).

Therefore, at least one of the following three inequalities holds:

s3 < ra + rb =⇒ φab, φac, φbc ∈ 〈x4, x5〉,

s4 < ra + rc =⇒ φac, φbc ∈ 〈x5〉,

s5 < rb+ rc =⇒ φbc = 0.

Since the tangent space at P is {φab = φac = φbc = 0}, it follows that P ∈ Cφ is a
singular point.

If s1 < s3, then the same argument shows there is some OK -linear combination of
8ab, 8ac and 8bc (with not all coefficients in πOK ) that not only vanishes mod π
but whose coefficient of x1 vanishes mod π2. Hence, P is nonregular. �
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Lemma 5.4. Let (r, s) ∈W be a weight with r1+ r4 ≤ s1 and r2+ r3 ≤ s1. Then
(r, s) dominates one of the weights w1, . . . , w7 in the following table:

r1 r2 r3 r4 r5 s1 s2 s3 s4 s5

w1 0 0 0 0 1 0 0 0 0 1
w2 0 0 1 1 1 1 1 1 1 1
w3 0 0 1 1 2 1 1 1 2 2
w4 0 1 1 2 2 2 2 2 2 3
w5 0 1 1 2 3 2 2 2 3 4
w6 0 1 1 2 3 2 2 3 3 3
w7 0 1 2 3 4 3 3 4 4 5

Proof. We checked the lemma by writing a computer program using the simplex
algorithm. See the proof of Lemma 6.1 for details. �

Definition 5.5. The slope of 8 ∈ X5(OK ) is the least possible value of v(det B) for
B ∈ GL5(K ) a matrix with entries in OK for which there exist A ∈ GL5(K ) and
µ ∈ K× such that [A, µB]8 is an integral model of smaller level.

We now complete the proof of Theorem 3.1. Since 8 ∈ X5(OK ) is nonminimal,
it has a slope σ , say. Lemma 3.3(i) shows that if σ = 0, then 8 is nonsaturated. So
we may assume σ > 0. By Lemma 5.2 (and Corollary 3.5), we may replace 8 by
an OK -equivalent model with a weight, say (r, s). Moreover, we may assume the
weight realises the slope, i.e., σ =

∑5
i=1(si − s1).

Suppose that either r1+r4> s1 or r2+r3> s1. Since σ > 0, there exists 1≤m≤ 4
such that s1 = · · · = sm < sm+1. Lemma 5.3 shows (by first making unimodular
transformations involving only x1, . . . , xm) that

{xm+1 = · · · = x5 = 0} ⊂ Sing Cφ. (8)

Moreover, if m = 1, then the point we have constructed is nonregular. (This is
needed to complete the proof of Theorem 3.1(ii) at the end of Section 4.)

Regardless of whether we have equality in (8), it follows that if the level is
preserved, then the slope is decreased. So after finitely many iterations, 8 is either
nonsaturated or has weight (r, s) with r1+r4 ≤ s1 and r2+r3 ≤ s1. In this last case,
Lemmas 5.2 and 5.4 show that 8 has weight w for some w ∈ {w1, . . . , w7}. If
w ∈ {w1, w2, w6}, then8 is nonsaturated. If w ∈ {w5, w7}, then8 is OK -equivalent
to a model with weight w3. (This is achieved by a unimodular transformation
involving only the second and third rows and columns, respectively a unimodular
transformation involving only x3 and x4.) Finally, if w ∈ {w3, w4}, then 8 is
OK -equivalent to a model of the form considered in Lemma 4.3(ii).
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6. The number of iterations

We have shown that if we start with a nonminimal model, then iterating the procedure
in Theorem 3.1(ii) eventually gives a nonsaturated model or decreases the level. In
this section, we show that the maximum number of iterations required is 5. (In our
Magma implementation, we count the use of Theorem 3.2 to decrease the level of
a nonsaturated model as a further iteration. With this convention, the maximum
number of iterations is 6.)

Lemma 6.1. Let (r, s) ∈W be a weight. Then (r, s) dominates one of the weights
w1, . . . , w29 in the following table. (The weights in Lemma 5.4 appear with new
numberings. We have marked these weights in bold.)

r1 r2 r3 r4 r5 s1 s2 s3 s4 s5 λν

w1 0 0 0 0 0 −1 0 0 0 0 1
w2 0 0 0 0 1 0 0 0 0 1 1
w3 0 0 1 1 1 1 1 1 1 1 1
w4 0 1 1 1 1 1 1 1 2 2 1
w5 0 0 0 1 1 0 0 1 1 1 3
w6 0 0 0 1 1 0 0 0 1 2 3
w7 0 0 1 1 1 0 0 1 2 2 3
w8 0 0 1 1 1 0 1 1 1 2 3
w9 0 1 1 2 2 2 2 2 2 3 3
w10 0 0 1 1 2 1 1 1 2 2 4
w11 0 0 1 1 2 0 0 2 2 3 5
w12 0 0 1 1 2 0 1 2 2 2 8
w13 0 0 1 1 2 0 1 1 2 3 8
w14 0 1 1 1 2 1 2 2 2 2 4
w15 0 1 1 1 2 1 1 2 2 3 4

r1 r2 r3 r4 r5 s1 s2 s3 s4 s5 λν

w16 0 1 1 2 2 1 2 2 3 3 7
w17 0 1 1 2 2 1 2 2 2 4 6
w18 0 1 1 2 2 1 1 2 3 4 7
w19 0 1 1 2 3 2 2 3 3 3 6
w20 0 1 1 2 3 2 2 2 3 4 7
w21 0 1 1 2 3 1 2 3 3 4 13
w22 0 1 1 2 3 1 2 2 3 5 12
w23 0 1 2 2 3 2 3 3 3 4 9
w24 0 1 2 2 3 2 2 3 4 4 9
w25 0 1 2 2 3 1 3 3 4 4 10
w26 0 1 2 2 3 1 2 3 4 5 15
w27 0 1 2 3 4 3 3 4 4 5 12
w28 0 1 2 3 4 2 3 4 5 5 20
w29 0 1 2 3 4 1 3 4 5 6 22

Proof. We define a standard inequality to be an inequality of the form ri+r j ≤ sk+m,
where 1≤ i < j ≤ 5, 1≤ k ≤ 5 and m is a nonnegative integer. The condition that
(r, s) ∈W does not dominate wν is equivalent to a list of λν standard inequalities,
at least one of which must hold, where λν is as given in the table. For example,
(r, s)�w1 if and only if r1+r2 ≤ s1, whereas (r, s)�w5 if and only if r1+r4 ≤ s2

or r4+ r5 ≤ s2+ 1 or r4+ r5 ≤ s5. (We have used the conditions r1 ≤ · · · ≤ r5 and
s1 ≤ · · · ≤ s5 to remove redundant inequalities.)

We wrote a program using the simplex algorithm to maximise
∑
(2ri − si ) for

(r, s) ∈ R10 subject to 0 ≤ r1 ≤ · · · ≤ r5, 0 ≤ s1 ≤ · · · ≤ s5 and a list of standard
inequalities. Our program starts with the basic feasible solution (r, s)= (0, 0). If
there is a finite maximum and it is less than 1, then (by definition of W) there are
no weights satisfying these inequalities. If the maximum is 1, then we add the
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constraint
∑
(2ri − si )= 1. We then use the simplex algorithm to maximise each

of the functions ri + r j − sk in turn. In the case of a finite maximum α, we obtain
an additional standard inequality ri + r j ≤ sk +max(bαc, 0). Then running our
original program on the enlarged set of standard inequalities, we may still be able
to show that

∑
(2ri − si ) < 1.

After processing the inequalities coming from w1, . . . , wν for ν = 1, . . . , 29, the
number of cases remaining were

1, 1, 1, 1, 3, 5, 8, 13, 16, 30, 31, 49, 58, 47, 60,

64, 58, 53, 45, 36, 39, 34, 25, 15, 14, 10, 3, 1, 0.

The final 0 indicates that no cases remain, and this proves the lemma. The proof of
Lemma 5.4 is similar but easier. �

If 8 ∈ X5(OK ) is nonminimal, then by Lemmas 5.2 and 6.1 it has slope at
most 14. This already shows that the algorithm in Theorem 3.1(iii) takes at most
fourteen iterations. The next lemma improves this bound to seven iterations.

Lemma 6.2. If the procedure in Theorem 3.1(ii) returns a saturated model with the
same level, then the slope goes down by at least 2.

Proof. We revisit the proof of Theorem 3.1(iii) at the end of Section 5. If the slope
goes down by only 1, then Sing Cφ spans a hyperplane. If Sing Cφ is a hyperplane,
then the proof of Theorem 3.1(ii) at the end of Section 4 shows that the level is
decreased. Otherwise, by Lemma 4.2 we may assume φ takes the form (5). We then
follow the proof of Lemma 4.3(i) with m = 4. After applying the transformation
suggested there, the second row of φ has at most one nonzero entry. This implies
that 8 is nonsaturated. �

The next lemma will be used to show that only five iterations are required.

Lemma 6.3. Let 8 ∈ X5(OK ) be nonminimal and of slope greater than 10. Then
replacing 8 by an OK -equivalent model, we may assume it has weight w29 and the
coefficient of xk in 8i j is a unit for

(i, j, k) ∈

{(1, 2, 1), (1, 4, 2), (1, 5, 3), (2, 3, 2), (2, 4, 3), (2, 5, 4), (3, 4, 4), (3, 5, 5)}.

Proof. By Lemma 5.2, we know that 8 is OK -equivalent to a model with one of the
twenty-nine weights listed in Lemma 6.1. For all but one of these weights (r, s), we
have

∑5
i=1(si−s1)≤ 10. The remaining case is w29. If one of the coefficients listed

is not a unit, then 8 has weight wν for some ν ∈ {1, 5, 13, 26, 16, 21, 8, 12}. �

We write [ j, . . . , 5] for a linear combination of x j , . . . , x5 and underline in cases
where we know the coefficient is nonzero. If the slope is at most 10, then at most
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five iterations are needed. Thus, Lemma 6.3 shows that we can reduce to the case
where 8 ∈ X5(OK ) has reduction φ ∈ X5(k) of the form

0 [1, 2, 3, 4, 5] [2, 3, 4, 5] [2, 3, 4, 5] [3, 4, 5]
0 [2, 3, 4, 5] [3, 4, 5] [4, 5]

0 [4, 5] [5]
0 0

0

 .
Let Pf(φ)= (p1, . . . , p5). By considering the partial derivatives of p1, p2 and p4

with respect to x1, x2 and x3, we see that if P = (x1 : · · · : x5) ∈ Sing Cφ , then
x5 = 0. Then since P ∈ Cφ , we have x4 = x3 = x2 = 0. So (1 : 0 : · · · : 0) is the
unique singular point.

Our algorithm applies the transformation

[Diag(1, 1, 1, π−1, π−1),Diag(1, π, π, π, π)].

The result is a model 8 with weight w26 = (0, 1, 2, 2, 3; 1, 2, 3, 4, 5) whose reduc-
tion φ takes the form 

0 [1] 0 [2, 3, 4, 5] [3, 4, 5]
0 0 [3, 4, 5] [4, 5]

0 [4, 5] [5]
0 [5]

0

 .
A calculation similar to that above shows that Sing Cφ = {x3 = x4 = x5 = 0}.

Our algorithm applies the transformation

[Diag(π, 1, 1, 1, 1),Diag(π−1, π−1, 1, 1, 1)].

The result is a model 8 with weight w13 = (0, 0, 1, 1, 2; 0, 1, 1, 2, 3) whose reduc-
tion φ takes the form 

0 [1] 0 [2] 0
0 [2] [2, 3, 4, 5] [4, 5]

0 [4, 5] [5]
0 [5]

0

 .
A calculation similar to that above shows that Sing Cφ = {x2 = x4 = x5 = 0}.

The next transformation [Diag(1, π, 1, 1, 1),Diag(π−1, 1, π−1, 1, 1)] gives a
model with weight w15 = (0, 1, 1, 1, 2; 1, 1, 2, 2, 3). So after three iterations, the
slope is at most 4. It follows by Lemma 6.2 that at most five iterations are required.
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Example 6.4. The simplest example of a genus-1 model satisfying the conditions
of Lemma 6.3 is

8=


0 x1 0 x2 x3

0 x2 x3 x4

0 x4 x5

− 0 0
0

 .
We find that C8 is a rational curve with a cusp parametrised by

(s : t) 7→ (−s5
: s3t2

: s2t3
: st4
: t5).

In this case, our algorithm takes the maximum of exactly five iterations to give a
nonsaturated model. (The first three iterations are already described above.) Al-
though the model in this example is singular, there are π -adically close nonsingular
models that are treated in the same way by our algorithm.

7. Insoluble models

In this section, we prove a result converse to the strong minimisation theorem. This
is analogous to the results for models of degrees n = 2, 3, 4 proved in [Cremona
et al. 2010, Section 5]. As in Section 2, we work over a discrete valuation field K .
We write K sh for the strict Henselisation of K . (If K is a p-adic field, then this is
the maximal unramified extension.)

Theorem 7.1. If 8 ∈ X5(K ) is nonsingular and C8(K sh) = ∅, then the minimal
level is at least 1 and is equal to 1 if char(k) 6= 5.

As in Section 6, we write [ j, . . . , 5] for a linear combination of x j , . . . , x5 and
underline in cases where we require the coefficient is nonzero.

Definition 7.2. A genus-1 model 8 ∈ X5(OK ) is critical if it has reduction mod π
of the form 

0 [1, 2, 3, 4, 5] [2, 3, 4, 5] [3, 4, 5] [4, 5]
0 [3, 4, 5] [4, 5] [5]

0 [5] 0
0 0

0


and π−1835 and π−1845 have reductions mod π of the form [1, 2, 3, 4, 5] and
[2, 3, 4, 5].

We show in the next three lemmas that critical models are insoluble, minimal
and of positive level. We then take K = K sh and show that every insoluble model
8 ∈ X5(K ) is K -equivalent to a critical model.
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Lemma 7.3. Critical models are insoluble over K .

Proof. Suppose (x1, . . . , x5) ∈ K 5 is a nonzero solution with min{v(xi )} = 0. By
considering the 4× 4 Pfaffians, we successively deduce π | x5, π | x4, . . . , π | x1.
In particular, min{v(xi )}> 0. This is the required contradiction. �

Since the definition of a critical model is unchanged by an unramified field
extension, it follows immediately that critical models are insoluble over K sh.

Lemma 7.4. Critical models are minimal.

Proof. It is easy to see that critical models are saturated. Moreover, every point on
Cφ = {x3 = x4 = x5 = 0} is singular. Our algorithm (see Theorem 3.1) makes the
transformation [Diag(π, 1, 1, 1, 1), π−1 Diag(1, 1, π, π, π)]. This gives an integral
model of the same level that is OK -equivalent (by a pair of cyclic permutation
matrices) to a critical model.

If 8 were nonminimal, then our algorithm would succeed in reducing the level.
But on the contrary, when given a critical model our algorithm endlessly cycles
between five OK -equivalence classes. �

The next lemma describes the possible levels of a critical model. To treat the
cases char(k)= 2, 3, we need to work with the a-invariants defined in Section 1.
Although these are not SL5×SL5-invariant, if we make our choices of a1, b2 and a3

so as not to introduce any new monomials when we lift to characteristic 0, then
they will be invariant under all pairs of diagonal matrices. It follows by the proof
of Lemma 1.2 that a1, . . . , a6 are isobaric, i.e.,

ai ◦ [Diag(λ1, . . . , λ5),Diag(µ1, . . . , µ5)] =

(∏
λν

)2i(∏
µν

)i

ai .

Lemma 7.5. The level of a critical model is at least 1 and equal to 1 if char(k) 6= 5.

Proof. Applying

[Diag(1, π−1/5, π−2/5, π−3/5, π−4/5),Diag(π1/5, π2/5, π3/5, π4/5, π)]

to a critical model 8 gives a model with coefficients in OK [π
1/5
]. It follows by the

isobaric property that π i
| ai (8) for all i . Hence, 8 has positive level.

The model with coefficients in OK [π
1/5
] has reduction

0 λ1x1 µ2x2 −µ3x3 −λ4x4

0 λ3x3 µ4x4 −µ5x5

0 λ5x5 µ1x1

0 λ2x2

0


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for some λ1, . . . , λ5, µ1 . . . , µ5 ∈ k×. The invariants of this model are

c4(λ, µ)= λ
4
+ 228λ3µ+ 494λ2µ2

− 228λµ3
+µ4,

c6(λ, µ)=−λ
6
+ 522λ5µ+ 10005λ4µ2

+ 10005λ2µ4
− 522λµ5

−µ6

and1(λ,µ)= λµ(λ2
−11λµ−µ2)5, where λ=

∏
λi and µ=

∏
µi . Computing a

resultant shows that if char(k) 6=5, then c4(λ, µ) and1(λ,µ) have no common roots.
Therefore, the critical model 8 with which we started satisfies either v(c4(8))= 4
or v(1(8))= 12. It follows that 8 has level at most 1. �

Remark 7.6. The following example of a critical model of level 2 over K =Q5

shows that the hypothesis char(k) 6= 5 cannot be removed from Lemma 7.5:
0 x1 x2 −x3 −x4

0 x3 x4 −x5

0 x5 35x1

− 0 5x2

0

 .
We recall that the minimal level is unchanged by an unramified field extension.

Replacing K by K sh, we may assume for the rest of this section that K is Henselian
and its residue field k is algebraically closed. To complete the proof of Theorem 7.1,
we show the following:

Theorem 7.7. If8∈ X5(OK ) is minimal and C8(K )=∅, then8 is OK -equivalent
to a critical model.

We start the proof of Theorem 7.7 with the following lemma:

Lemma 7.8. If 8 ∈ X5(OK ) is minimal, then its reduction φ ∈ X5(k) has the
following properties:

(i) the 4× 4 Pfaffians of φ are linearly independent,

(ii) the subscheme Cφ ⊂ P4 does not contain a plane and

(iii) the entries of φ span the space of linear forms on P4.

Proof. (i) This follows by Theorem 3.2 and Lemma 3.3(i).

(ii) Suppose Cφ contains the plane {x4 = x5 = 0}. By Lemma 3.4, we may assume
the reduction mod π of [I5,Diag(1, 1, 1, π, π)]8 takes one of the two forms given
in the lemma. We decrease the level by applying either [Diag(π, 1, 1, 1, 1), π−1 I5]

or [Diag(1, 1, 1, π−1, π−1), B], where B is chosen to preserve integrality.

(iii) This is clear, as we could otherwise decrease the level by dividing one of the
coordinates by π . �
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Lemma 7.9. Let φ ∈ X5(k) be a genus-1 model satisfying the conclusions of
Lemma 7.8. Suppose that every point on Cφ is singular. Then φ is k-equivalent to

0 0 x1 x3 x4

0 x2 x4 x5

0 x5 0
− 0 0

0

 or


0 x1 0 x3 x4

0 x2 x4 x5

0 x5 0
− 0 0

0

 or


0 x1 x2 x3 x4

0 x3 x4 x5

0 x5 0
− 0 0

0

 .
Our proof of Lemma 7.9 uses the following classification of degenerations of

the twisted cubic. (Only the last sentence of the statement is needed.)

Lemma 7.10. Letψ be a 3×2 matrix of linear forms in R= k[x1, . . . , x4]. Suppose
the 2× 2 minors of ψ are linearly independent and no linear combination of them
has rank 1. Then ψ is GL2×GL3×GL4-equivalent to one of the following:x1 x2

x2 x3

x3 x4

 ,
x1 x2

x2 x3

x4 0

 ,
x1 x2

0 x3

x4 0

 or

x1 0
x2 x2

0 x3

 . (9)

In particular, the locus of smooth points on 0 = {rankψ ≤ 1} ⊂ P3 spans P3.

Proof. We may realise 0 as the intersection of the image of the Segre embedding
P1
×P2

→ P5 with a linear subspace P3. So every component of 0 has dimension
at least 1. If every component has dimension 1, then by the Buchsbaum–Eisenbud
acyclicity criterion, there is a minimal free resolution

0→ R(−3)2
ψ
→ R(−2)3

M
→ R, (10)

where M is the vector of 2× 2 minors of ψ . If in addition dim TP0 = 1 for every
P ∈ 0, then by an argument using Serre’s criterion [Eisenbud 1995, Section 18.3],
the ideal in R generated by the 2× 2 minors of ψ is a prime ideal. By (10), the
Hilbert polynomial is

h(t)=
(

t + 3
3

)
− 3

(
t + 1

3

)
+ 2

(
t
3

)
= 3t + 1.

Therefore, 0 is a twisted cubic and ψ is equivalent to the first of the matrices in (9).
In all other cases, dim TP0 > 1 for some P ∈ 0. First suppose rankψ(P)= 1.

Moving P to (1 : 0 : 0 : 0), we may suppose

ψ =

x1 α

δ β

γ 0

 ,
where α, β, γ and δ are linear forms in x2, x3, x4. Our hypotheses on the 2× 2
minors ensure that α, β and γ are linearly independent; say they are x2, x3 and x4.
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By row and column operations (and a substitution for x1), we may assume δ is a
multiple of x2. This gives the second and third cases in (9).

Now suppose rankψ(P)= 0. Let Q ∈ 0 be any other point. If rankψ(Q)= 0,
then the 2× 2 minors are binary quadratic forms, and so some linear combination
has rank 1. Therefore, rankψ(Q) = 1. If dim TQ0 > 1, then our earlier analysis
applies (and in fact gives a contradiction). Otherwise, we may assume

ψ =

x1 0
α x2

β x3

 ,
where α and β are linear forms in x2, x3. (The 0 in the top right has been cleared
by row operations.) Since αx3−βx2 is a rank-2 quadratic form in x2, x3, we can
make a change of coordinates so that 0 = {x1x2 = x1x3 = x2x3 = 0}. Then ψ is
equivalent to the last of the matrices in (9).

For the final statement, we note that the four cases correspond geometrically
to (i) a twisted cubic, (ii) a conic and a line, (iii) three nonconcurrent lines and
(iv) three concurrent lines. In each case, 0 spans P3, and the only singular points
are the points where the components meet. �

Proof of Lemma 7.9. Let P ∈ Cφ be a singular point. Moving P to (1 : 0 : 0 : 0 : 0),
we may assume φ takes the form

0 x1 `2 α1 β1

0 `3 α2 β2

0 α3 β3

− 0 0
0

 ,
where `i , αi and βi are linear forms in x2, . . . , x5. Let ψ be the top right 3× 2
submatrix, and let 0 ⊂ P3 be the curve defined by its 2× 2 minors. Since the 2× 2
minors of ψ are a subset of the 4× 4 Pfaffians of φ, they are linearly independent.
In particular, α3 and β3 cannot both vanish identically. Without loss of generality,
α3 is nonzero.

Suppose no linear combination of the 2× 2 minors of ψ has rank 1. Then by
Lemma 7.10, there is a smooth point Q = (x2 : x3 : x4 : x5) on 0 with α3(Q) 6= 0.
Solving for x1 gives a smooth point (x1 : x2 : · · · : x5) on Cφ . This is a contradiction.
Therefore, some linear combination of the 2× 2 minors of ψ has rank 1. It is then
easy to see that φ is k-equivalent to a model of the form (5).

By properties (i) and (ii), η and x5 are linearly independent, and γ , δ and x5 are
linearly independent. However, if η, γ , δ and x5 were linearly independent, then
taking them to be x2, . . . , x5 would give that (0 : 1 : 0 : 0 : 0) is a smooth point on Cφ .
By row and column operations, we may therefore suppose η = δ (= x4, say).
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By property (ii), β, x4 and x5 are linearly independent, and γ , x4 and x5 are
linearly independent. By row and column operations (and substitutions for the xi ),
we may suppose β = x3 and γ = x2 or x3. If γ = x2, then by further row and
column operations (and substitutions for the xi ), we may suppose α is a multiple
of x1. The lemma now follows using property (iii). �

Proof of Theorem 7.7. Since K is Henselian, any smooth point on Cφ lifts to a
K -point on C8. So we may assume φ takes one of the three forms in Lemma 7.9.
In the first two cases, φ defines a pair of concurrent lines with multiplicities 2 and 3.
(These cases may be distinguished by the dimension of the tangent space at the
point of intersection.) In the third case, it defines a line with multiplicity 5.

We apply the transformation [Diag(1, 1, 1, 1, π−1),Diag(1, 1, 1, π, π)]. This
gives an integral model of the same level. So the reduction must again be k-
equivalent to one of the three models in Lemma 7.9. We tidy up by an OK -
equivalence that cyclically permutes the rows and columns and makes substitutions
for x4 and x5. The reduction φ ∈ X5(k) now takes the form

0 x4 x5 α β

0 0 x1 x3

0 x2 0
− 0 0

0

 or


0 x4 x5 α β

0 x1 0 x3

0 x2 0
− 0 0

0

 or


0 x4 x5 α β

0 x1 x2 x3

0 x3 0
− 0 0

0

 ,

where α and β are linear forms in x1, x2, x3.
In the first case, (0 : 0 : 0 : 1 : 0) is a point with tangent space of dimension 3,

and Cφ contains points not on the line {x1 = x2 = x3 = 0}. So the transformation
has moved us to the second case.

In the second case, we obtain a contradiction as follows. If α = x1+ λx2+µx3,
then adding µ times the fifth row/column to the third row/column and making
substitutions for x1 and x5, we may assume µ= 0. Then (0 : 0 : 1 : 0 : 0) is a smooth
point on Cφ . Likewise, if β = x1+ λx2+µx3, then subtracting λ times the fourth
row/column from the second row/column and making substitutions for x1 and x4,
we may assume λ= 0. Then (0 : 1 : 0 : 0 : 0) is a smooth point on Cφ . We are forced
to the conclusion that neither α nor β involves x1. But then Cφ contains the plane
{x2 = x3 = 0}, and by Lemma 7.8, this contradicts that 8 is minimal.

In the third case, we show that if the transformation above brings us back to the
third case, then the original model is critical. If β = x1+ λx2+µx3, then adding
λ times the fourth row/column to the third row/column and making substitutions
for x1 and x5, we may assume λ= 0. Then Cφ contains the lines {x1= x2= x3= 0}
and {x1 = x3 = x5 = 0}. So if the transformation returns us to third case, then β
cannot involve x1. Since Cφ does not contain a plane and the 4× 4 Pfaffians of φ
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are linearly independent, α must involve x1 and β must involve x2. It follows by
Definition 7.2 that the original model is OK -equivalent to a critical model. �

8. Reduction

Let C ⊂ P4 be a genus-1 normal curve of degree 5 defined over Q. We may
represent it by a nonsingular genus-1 model 8 ∈ X5(Z). Running the algorithm in
Section 3 locally at p for all primes p dividing the discriminant 1(8), we obtain
a Q-equivalent model (still with coefficients in Z) whose discriminant is minimal
in absolute value. If C is everywhere locally soluble, then this discriminant is
the minimal discriminant of E = Jac(C). It remains to make a GL5(Z) change of
coordinates on P4 so that (after running the LLL algorithm on the space of five
quadrics defining the curve) the coefficients (and not just the invariants) are small.
The general method, described in [Cremona et al. 2010, Section 6], is to run the
LLL algorithm on the Gram matrix for the (unique) Heisenberg invariant inner
product. In this section, we outline how to compute this inner product in the case
n = 5.

We recall that the Heisenberg group is the subgroup of SL5(C) consisting of
matrices MT that describe the action of T ∈ E[5] on C ⊂ P4 by translation. For
T 6= 0E , we call the five points in P4 fixed by MT a syzygetic 5-tuple. It may be
shown (for example, by adapting the proof of [Fisher 2012, Proposition 4.1] or
using that H 1(R, E[5]) is trivial) that 8 is SL5(R)×SL5(R)-equivalent to a model
in Hesse form: 

0 ax0 bx1 −bx2 −ax3

0 ax2 bx3 −bx4

0 ax4 bx0

− 0 ax1

0

 . (11)

The invariants of this model are

c4 = a20
+ 228a15b5

+ 494a10b10
− 228a5b15

+ b20,

c6 =−a30
+ 522a25b5

+ 10005a20b10
+ 10005a10b20

− 522a5b25
− b30

and 1= D5, where D = ab(a10
− 11a5b5

− b10). For a model in Hesse form, the
Heisenberg group is generated by Diag(1, ζ, . . . , ζ 4), where ζ is a primitive fifth
root of unity, and a cyclic permutation matrix. Since these matrices are unitary, the
Heisenberg invariant inner product is the standard inner product on R5.

The Hessian, introduced in [Fisher 2012], is an SL5×SL5-equivariant polyno-
mial map H : X5→ X5 with the property that the Hessian of (11) is of the same
form with a and b replaced by −∂D/∂b and ∂D/∂a.
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Theorem 8.1. Let 8 ∈ X5(C) be a nonsingular genus-1 model with invariants c4

and c6. Let A be the 3× 5 matrix of quadrics such that λ8+µH(8) has 4× 4
Pfaffians

{ λ2 A1i + λµA2i +µ
2 A3i | i = 1, . . . , 5 }.

Then X = {rank A ≤ 1} ⊂ P4 consists of thirty points, and the syzygetic 5-tuples
for C8 are the fibres of the map α :X→P2 given by the first (or indeed any) column
of A. The image of α is the set of six points (x : y : z) ∈ P2 satisfying

rank

0 5x y 6c4x + z
x y 6c4x − z 8c6x
y −z 8c6x 9c2

4x

≤ 2. (12)

Proof. It suffices to prove this for 8 in Hesse form. Then X is defined by

rank

 x2
0 x2

1 x2
2 x2

3 x2
4

x1x4 x0x2 x1x3 x2x4 x0x3

x2x3 x3x4 x0x4 x0x1 x1x2

≤ 1 (13)

and by [Barth et al. 1987, Proposition 1] is a set of thirty points. Evaluating the
columns of (13) at these points, we obtain (1 : 0 : 0) and (1 : ζ i

: ζ−i ) for i = 0, . . . , 4.
These are the points (ξ : η : ν) ∈ P2 satisfying

rank

ξ η ν 0
ν ξ 0 −η
0 0 η ν

≤ 2. (14)

The remaining statements follow by direct calculation. In particular, our descrip-
tion (12) of the image of α is checked by making the substitutionx

y
z

=
 ab b2

−a2

−a(∂D/∂a)+ b(∂D/∂b) −2b(∂D/∂a) −2a(∂D/∂b)
−(∂D/∂b)(∂D/∂a) (∂D/∂a)2 −(∂D/∂b)2

ξη
ν

 .
We note that this change of coordinates and the matrix relating the 3× 3 minors
of (12) and (14) each have determinant a constant times a power of D. �

After computing the Hessian exactly (using the algorithm in [Fisher 2012, Sec-
tion 11]), we use Theorem 8.1 to compute the syzygetic 5-tuples numerically. We
then compute a Gram matrix for the Heisenberg invariant inner product as follows.

Proposition 8.2. Let C ⊂ P4 be a genus-1 normal curve defined over R.

(i) Exactly two of the syzygetic 5-tuples for C are defined over R, say

Y = { yi y j = 0 | i < j } ⊂ P4 and Z = { zi z j = 0 | i < j } ⊂ P4,

where y0, . . . , y4 and z0, . . . , z4 are linear forms in C[x0, . . . , x4].
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(ii) One of the 5-tuples in (i) has 5 real points, and the other has 1 real point. We
may therefore arrange that y0, . . . , y4 and z0 have real coefficients and that
the pairs z1, z4 and z2, z3 are complex conjugates.

(iii) The Heisenberg invariant quadratic form spans the 1-dimensional real vector
space

〈y2
0 , . . . , y2

4〉 ∩ 〈z
2
0, z1z4, z2z3〉.

Proof. For C in Hesse form, we may take yi = xi and zi =
∑4

j=0 ζ
i j x j . In this

case, the Heisenberg invariant quadratic form is x2
0 + · · ·+ x2

4 . �

9. Examples

Wuthrich [2001] constructed an element of order 5 in the Tate–Shafarevich group
of the elliptic curve E/Q with Weierstrass equation

y2
+ xy+ y = x3

+ x2
− 3146x + 39049.

His example (see also [Fisher 2008, Section 9]) is defined by the 4× 4 Pfaffians of
0 310x1+ 3x2+ 162x5 −34x1− 5x2− 14x5 10x1+ 28x4+ 16x5 80x1− 32x4

0 6x1+ 3x2+ 2x5 −6x1+ 7x3− 4x4 −14x2− 8x3

0 −x3 2x2

− 0 −4x1

0

 .

This model has discriminant 21321E , where 1E is the minimal discriminant of E .
In other words, the model is minimal at all primes except p = 2, where the level
is 11. Minimisation and reduction suggest the change of coordinates

x1

x2

x3

x4

x5

←


0 4 −8 4 8
0 0 0 0 16
0 −4 4 0 12
4 5 −15 2 7
4 −12 20 −12 −8




x1

x2

x3

x4

x5


so that Wuthrich’s example simplifies to

8=


0 x2+ x5 −x5 −x1+ x2 x4

0 x2− x3+ x4 x1+ x2+ x3− x4− x5 x1− x2− x3− x4− x5

0 x1− x2+ 2x3− x4− x5 −x2− x4+ x5

− 0 −x3− x4− 2x5

0

 .
Our Magma function DoubleGenusOneModel, described in [Fisher 2013], computes
a genus-1 model 8′ that represents twice the class of 8 in the 5-Selmer group. This
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model has entries

8′12= 3534132778x1+3583651940x2−881947110x3−323014538x4+3395115339x5,

8′13= 5079379222x1−2965539950x2+11022202860x3+12821590868x4+640276471x5,

8′14=−10098238458x1−1274966110x2−7873816170x3−3456923272x4−62353929x5,

8′15=−12929747724x1−6790511810x2−11113305270x3−15161763156x4

+3241937033x5,

8′23=−3381247332x1+3810679160x2+5919634530x3+75326852x4−1245085426x5,

8′24=−3572860258x1−5569480730x2−953739600x3−2138046812x4−858145244x5,

8′25=−4674149266x1−943631490x2−6754488160x3+751535046x4+117685567x5,

8′34=−1851228934x1+5238146110x2−165588410x3−2070411506x4+678105748x5,

8′35=−6992835070x1−3744630360x2+3130208220x3−4523781310x4+433739425x5,

8′45= 780078472x1+2039763820x2−450062790x3−7105731722x4+1625466111x5.

The discriminant of 8′ is 149
E . In particular, this model is nonminimal at all bad

primes of E . Minimisation and reduction suggest the change of coordinates
x1

x2

x3

x4

x5

←


92 −36 −153 129 −131
−54 84 5 −206 139
−63 −174 −60 −79 53
−111 106 206 −115 −162
314 −466 158 −328 −12




x1

x2

x3

x4

x5


so that 8′ simplifies to

0 −x4+ x5 x3− x4+ x5 x2− x5 x1− x2+ x3− x4− 2x5

0 x1+ x5 −x2− x3 −x2+ x5

0 x4 −x1

− 0 x1+ x4− x5

0

 .
See also [Creutz and Miller 2012, Section 7.4] for an example where our algo-

rithms are used to help find a Mordell–Weil generator of large height.
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On binary cyclotomic polynomials
Étienne Fouvry

We study the number of nonzero coefficients of cyclotomic polynomials 8m ,
where m is the product of two distinct primes.

1. Presentation of the results

Let m ≥ 1 be an integer, and let 8m be the cyclotomic polynomial defined by

8m(X) :=
m∏

j=1
( j,m)=1

(X − exp(2π i j/m)).

This monic polynomial belongs to Z[X ], and its degree is equal to ϕ(m), the Euler
function of the integer m. Let θ(m) be the number of nonzero coefficients of 8m .
Of course, θ(m) satisfies the trivial inequalities

2≤ θ(m)≤ ϕ(m)+ 1,

which are optimal when one considers the case m = 1 or m = p, a prime number.
In these cases, all of the coefficients of 8m are equal to 1.

We reserve the letters p and q for prime numbers. We call an integer m binary
if it is of the form m = pq , with p and q distinct. Let B= {6, 10, 14, 15, 21, . . . }
be the set of binary integers. For m ∈ B, we say that the associated cyclotomic
polynomial 8m is binary. The coefficients of the binary cyclotomic polynomial
8m are equal to 0, 1 or −1. Furthermore, in that particular case, the function θ(m)
has an explicit expression in terms of p and q that can be exploited by analytic
number theory. More precisely:

Proposition A. Let m = pq be a binary integer with p 6= q. Then we have

θ(m)= 2pqq p − 1, (1)

where pq is the unique integer satisfying

pq p ≡ 1 mod q and 1≤ pq < q

and q p is defined similarly.

MSC2010: primary 11N13; secondary 11L20, 11C08, 11N36, 11L07, 11N05.
Keywords: cyclotomic polynomials, exponential sums, sieves.
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For a proof of this basic result, see [Carlitz 1966, Theorem; Bzdęga 2012], and
for an interesting characterization of the nonzero coefficients of 8pq , see [Lam and
Leung 1996] for instance.

Recently Bzdęga [2012] started the study of the distribution function of the map

m ∈B 7→ θ(m).

Let us review his results. Let γ and x be real numbers satisfying 0< γ < 1
2 and

x ≥ 6, and let Hγ (x) be the counting function

Hγ (x) := #
{

m : m ∈B,m ≤ x, θ(m)≤ m
1
2+γ

}
(2)

(because of the inequality (12) below, it is useless to study Hγ for γ ≤ 0). With
these conventions, Bzdęga [2012, Theorem] proved the following:

Theorem A. For every 0< γ < 1
2 and every ε > 0, there exist C(γ ), c(ε, γ ) > 0

and x0 = x0(ε, γ ) such that for x ≥ x0 one has the inequalities

c(ε, γ )x
1
2+γ−ε ≤ Hγ (x)≤ C(γ )x

1
2+γ . (3)

The idea of Bzdęga is to relate the integers m = pq contributing to Hγ (x) to the
solutions of the equations

`q − np = 1, (4)

where ` and n are integers satisfying some inequalities depending on p, q and γ .
Write t = np. By (4) and by ingenious considerations, he is led to counting
integers t such that t and t + 1 both have a large prime factor. Appealing to a deep
result of Hildebrand [1985] on p-stable subsets of integers, Bzdęga deduces the
inequalities (3).

Our plan is to study (4) in the context of prime number theory and to get three
different types of results according to the size of γ . These results suggest that this
investigation becomes more and more intricate as γ decreases to 0. The first result
gives an asymptotic formula when γ is large. Its proof is mainly based on bounds
for Kloosterman–Ramanujan sums over primes (see Lemmas 2 and 3 below) and
on the Bombieri–Vinogradov theorem (see Lemma 5).

Theorem 1. For 0< γ < 1
2 , let

C(γ ) := 2
1+2γ

log 1+2γ
1−2γ

. (5)

Then for every γ0 > 0, uniformly for γ satisfying 12
25 + γ0 ≤ γ ≤

1
2 − γ0, we have

Hγ (x)∼ C(γ ) x
1
2+γ

log x
as x→∞.
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The second result produces a universal upper bound for Hγ (x) and is a rather
direct consequence of the two-dimensional sieve (see Lemma 4).

Theorem 2. For every γ0 > 0, there exists C+(γ0) such that, for every γ satisfying
γ0 ≤ γ ≤

1
2 − γ0 and for every x ≥ 6, the following inequality holds:

Hγ (x)≤ C+(γ0)
x

1
2+γ

log x
.

The last result is a lower bound when γ is large enough. Judging by the tools
involved, it is certainly the deepest of our three results (see Lemma 7).

Theorem 3. For every γ0> 0, there exist C−(γ0)> 0 and x(γ0) such that, for every
γ satisfying 15

98 +γ0 ≤ γ ≤
1
2 −γ0 and for every x ≥ x(γ0), the following inequality

holds:

Hγ (x)≥ C−(γ0)
x

1
2+γ

log x
.

When γ = 1
2 , Hγ (x) counts the number of binary integers less than x , and this

number is asymptotic to x(log log x)(log x)−1. This explains why the asymptotic
formula in Theorem 1 cannot be uniform for γ < 1

2 . Finally, we postpone to
Section 7 a discussion on a conjectural value of Hγ (x).

2. Tools

2.1. Notation.

• We reserve the letters p and q for distinct prime numbers. For brevity, we
replace the symbols pq and q p (defined in Proposition A) by p and q.

• For x ≥ 1, L denotes log 2x , and ξ := 1+L−1.

• For N ≥ 1, the notation n ∼ N and n ≈ N respectively replaces the conditions
N < n ≤ 2N and N < n ≤ ξN .

• For N ≥ 1, the notation n � N means that n satisfies c1 N < n ≤ c2 N , where
0< c1 < c2 are absolute constants that are useless to specify.

• For x ≥ 1, π(x) is the number of primes less than x .

• For integers r and s, π(x; r, s) is the number of ps less than x and congruent
to s modulo r .

• For a real number t , e(t) is the additive character exp(2π i t).

• The number of positive divisors of the integer n is denoted by τ(n).
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2.2. Trigonometric sums. To detect the oscillations of the fractional part of the
quotient q/p, we shall appeal to the following well known lemma of Vinogradov,
which is stated in different ways in the literature:

Lemma 1 [Vinogradov 1954, Lemma 12, page 32]. Let r ≥ 1 be an integer, and
let β and 1 be real numbers satisfying 0<1< β/2< 1/4. Then there exist two
functions ψ± with period 1 satisfying

ψ+(t)= 1 for 0≤ t ≤ β,

0≤ ψ+(t)≤ 1 for −1≤ t ≤ 0 or β ≤ t ≤ β +1,

ψ+(t)= 0, if t (mod 1) /∈ [−1,β +1],

(6)


ψ−(t)= 1 for 1≤ t ≤ β −1,

0≤ ψ−(t)≤ 1 for 0≤ t ≤1 or β −1≤ t ≤ β,

ψ−(t)= 0, if t (mod 1) /∈ [0, β],

(7)

and

ψ±(t)=
∞∑

m=−∞

c±me(mt) for every real t . (8)

The coefficients c±m satisfy the equalities c±0 = β ±1 and the inequalities

|c±m | ≤ 2 min
{
β ±1,

1
π |m|

,
1

π |m|

( r
π |m|1

)r}
, m 6= 0.

2.3. Kloosterman–Ramanujan sums over primes. For real y ≥ x ≥ 1 and for a a
nonzero integer, we introduce the following trigonometric sum over primes:

Sp(a; x, y) :=
∑

x<q<y

e
(

a q
p

)
. (9)

This sum differs from a classical Kloosterman–Ramanujan sum by the fact that the
summation is restricted to prime values. We will benefit from oscillations of the
function q 7→ e(a(q/p)) under the form of the two following lemmas extracted
from [Fouvry and Shparlinski 2011]. The proofs of these two lemmas are based on
the method of Garaev [2010]. For more general results on sums of this type, see
[Fouvry and Michel 1998].

The first of these two lemmas considers the case where p is small compared
with x and y.

Lemma 2 [Fouvry and Shparlinski 2011, Theorem 3.2]. The bound

Sp(a; x, y)� p−
1
2 xL2

+ p
1
4 x

4
5 L

3
2

holds uniformly for every prime p ≥ 2, for every integer a not divisible by p and
for every 1≤ x ≤ y ≤ 2x.
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This bound is interesting for p ≤ x
4
5 only. We will have to deal with sums

Sp(a; x, y) for p slightly less than x . Still based on the method of Garaev, we
have the following average bound of this sum, which is Theorem 3.3 of [Fouvry
and Shparlinski 2011] for the choices x p = x and x ′p = 2x ; the extension to the
statement given is straightforward.

Lemma 3. For every ε > 0, the inequality∑
p∼P

max
(a,p)=1

∣∣Sp(a; x p, x ′p)
∣∣�ε

(
x

3
5 P

13
10 + x

5
6 P

13
12
)
Pε

holds uniformly for P
3
2 ≥ x ≥ 1 and for any sequences of integers (x p)p∼P and

(x ′p)p∼P satisfying x ≤ x p ≤ x ′p ≤ 2x.

2.4. The two-dimensional sieve. The following lemma can be obtained by Brun’s
sieve and will be used in the proof of Theorem 2 since it produces an upper bound
for the number of solutions to (4) with a large uniformity over ` and n:

Lemma 4 [Friedlander and Iwaniec 2010, Proposition 6.22]. Let a, b and h be
positive integers satisfying

(a, b)= (ab, h)= 1 and 2 | abh.

Let Nabh(x, z) be the number of pairs of positive integers m and n satisfying am≤ x ,
(mn, h)= 1, am+h = bn and mn has no prime factors less than z. Then, for z ≥ 2
and

x ≥ τ(h)abz(log z)4, (10)

we have the inequality

Nabh(x, z)� hx
ϕ(abh)

(log z)−2,

where the implied constant is absolute.

2.5. The Bombieri–Vinogradov theorem. We now recall this cornerstone of cur-
rent analytic number theory. It gives the average behavior of the function π(x; r, s)
and replaces the assumption of the Generalized Riemann Hypothesis for Dirichlet
L-functions in many applications. Among the numerous possible references, we
give here the version in [Iwaniec and Kowalski 2004, Theorem 17.1, (17.24)].

Lemma 5. For every A ≥ 0, there exists C(A) such that, for every x ≥ 1 and for
R := x

1
2 L−2A−6, one has the inequality∑

r≤R

max
(s,r)=1

∣∣∣π(x; r, s)− π(x)
ϕ(r)

∣∣∣≤ C(A)xL−A−1.
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2.6. A variant of the Brun–Titchmarsh theorem. The proof of Theorem 3 heavily
depends on lower bounds for the function π(x; r, s) in cases that are not covered
by Lemma 5, which means r is larger than x

1
2 . We first recall the original statement

of Mikawa [2001, Theorem].

Lemma 6. Let L > 32
17 and A, B > 0 be given. Let s be an integer and R be

large with 0< |s| ≤ (log R)B . Then, except possibly for O(R(log R)−A) integers r
satisfying (r, s)= 1 and r ∼ R, we have

inf{ p : p ≡ s mod r } � r L ,

where the implied constants depend only on A, B and L.

This result can be interpreted as an average version of Linnik’s famous theorem
concerning the least prime in an arithmetic progression. Actually, Mikawa’s proof
gives more. For instance, it instantly gives a lower bound with the correct order of
magnitude for the function π(r L

; r, s) for almost all r as above. Due to the value
of L , this result can be viewed as a lower bound of the function π(x; r, s) for almost
all r coprime with s and slightly larger than

√
x . As far as we know, the first result of

that type was due to Rousselet [1988] following techniques of Fouvry [1985], who
was dealing with upper bounds of the function π(x; r, s) (Brun–Titchmarsh theorem
on average). The problem of giving both upper and lower bounds for π(x; r, s)
for almost r in the interval [x

1
2 , x

1
2+δ], where δ is a small positive constant, was

then treated in several remarkable papers [Bombieri et al. 1987; 1989; Baker and
Harman 1996].

We give an improved version of Lemma 6 where we count primes in the interval
]x, 2x] with some uniformity over the congruence class s̄ mod r (as above, s̄ is
the multiplicative inverse of s mod r). Such a generalization is necessary for our
application and is possible by the structure of the proof of Lemma 6 based on
bounds for Kloosterman sums on average (see [Habsieger and Sivak-Fischler 2010,
Theorem 1.5] for another reference where this extension is made).

Lemma 7. For every K < 17
32 , there exist αK > 0, βK > 0 and xK such that for

every x > xK , every R satisfying 2≤ R < x K and every s such that 1≤ |s| ≤ xβK ,
the inequality

π(2x; r, s)−π(x; r, s)≥ αK
x

ϕ(r) log x
,

holds for every r ∼ R coprime with s with at most R(log R)−2 exceptions.

Remark. Of course, in this lemma, we can suppose that the functions K 7→ αK

and K 7→ βK are decreasing and K 7→ xK is increasing.
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3. Basic transformations

3.1. Properties of the function θ . We first write the expression of θ(pq) given
by Proposition A in an asymmetrical way. Actually, Bézout’s identity and the
inequalities 1≤ p < q and 1≤ q < p lead to the equality

p p+ qq = 1+ pq,

which transforms (1) into

θ(pq)= 2pq · q
p

(
1+ 1

pq
−

q
p

)
− 1. (11)

Now suppose that p < q . From the trivial inequalities

1
p
≤

q
p
≤ 1− 1

p

and from the properties of the function t 7→ t ((1+ 1/pq)− t), we deduce

θ(pq)≥ q > (pq)
1
2 , (12)

which implies that Hγ (x)= 0 for γ ≤ 0.
We now want to translate in an efficient manner the inequality

θ(pq)≤ (pq)
1
2+γ .

In order to control uniformity aspects, we will frequently assume that we have

γ0 ≤ γ ≤
1
2 − γ0, (13)

where γ0 is a fixed positive number.
For t ≥ T (γ0), let 0< θ0(t) < 1− θ1(t) < 1 be the solutions of the polynomial

equation of degree 2 in the unknown X

2t X
(

1+ 1
t
− X

)
− 1= t

1
2+γ .

For simplicity, we omit in the sequel the dependency on the parameter γ .

Lemma 8. We suppose that (13) holds. Let m = pq be a binary integer with p < q
and m ≥ T (γ0). Then

θ(m)≤ m
1
2+γ ⇐⇒ 0< q

p
≤ θ0(m) or 1− θ1(m)≤

q
p
< 1. (14)

The functions t 7→ θ0(t), θ1(t) are decreasing for t > T (γ0), are of C∞-class and
satisfy

θ0(t), θ1(t)=
tγ−

1
2

2
+ O(t2γ−1),

where the implied constant depends on γ0 only.
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Proof. The proof of (14) is easy; it is only a transcription of (11). Finally, the
asymptotic behaviors of the functions θi (t) are consequences of the exact formula

θ0(t), 1− θ1(t)=
1+ 1

t ∓

√(
1+ 1

t

)2
−2 t1/2+γ+1

t

2
. �

3.2. Decomposition of Hγ (x). We always suppose that (13) is true. Let T (γ0) be
defined as in Lemma 8. We use (14) to split the set contributing to Hγ (x){

(p, q) : p < q, T (γ0)≤ pq ≤ x, θ(pq)≤ (pq)
1
2+γ

}
into two disjoint subsets corresponding to 0<q/p≤θ0(pq) or 1−θ1(pq)≤q/p<1.
Let H 0

γ (x) and H 1
γ (x) be the corresponding cardinalities, which give the equality

Hγ (x)= H 0
γ (x)+ H 1

γ (x)+ O(T (γ0)). (15)

We shall concentrate our study on the case of H 0
γ (x) since the case of H 1

γ (x) is
quite similar because the functions θ0 and θ1 play the same role (see Lemma 8).

To control the order of magnitude of the variables p and q, we consider, for
P, Q ≥ 2 such that P Q ≥ T (γ0), the counting functions

Rγ (P, Q) := #
{
(p, q) : p < q, pq ≤ x, p ≈ P, q ≈ Q, 0< q

p
≤20

}
, (16)

where

20 = θ0(P Q). (17)

Since the function θ0 is decreasing, we obtain the inequality

H 0
γ (x)≤

∑
P

∑
Q

Rγ (P, Q), (18)

where the sum is over pairs (P, Q), where P and Q are of the form 2 · ξ k for
k = 0, 1, 2, . . . and satisfy the inequalities

T (γ0)≤ P Q ≤ x and P ≤ ξQ. (19)

Finally note that (12) implies that we can even restrict the summation to the cases

4(P Q)
1
2+γ ≥ Q (20)

since otherwise Rγ (P, Q)= 0. Combining (19) and (20), we deduce that P and Q
satisfy the inequalities

P ≤ ξQ and κ0 Q
1−2γ
1+2γ ≤ P ≤ x Q−1 with κ0 = 4−

2
1+2γ . (21)
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The inequality (18) can be easily transformed into a lower bound on H 0
γ (x) if

one replaces 20 by 2′0 with 2′0 := θ0(ξ
2 P Q) in the definition (16) of Rγ (P, Q).

We note that
2′0−20 = O(20L−1), (22)

as a result of Lemma 8 and the fineness of the cutting of the sum H 0
γ (x) (see (18)).

4. Proof of Theorem 1

The first purpose of this section is to prove the following:

Proposition 1. Let γ0 > 0. Then uniformly for γ satisfying

12
25 + γ0 ≤ γ ≤

1
2 − γ0 (23)

and for (P, Q) satisfying the conditions (21), one has the equality

Rγ (P, Q)= 1
2(P Q)γ−

1
2 (1+O(L−1))

(∑
p≈P
pq≤x

∑
q≈Q
p<q

1
)
+O(x

1
2+γL−6)+O(QL−4).

Our proof depends on the size of P compared with Q.

4.1. When P is small. Let E(p,20) denote the set of congruence classes s mod p
such that 0< s/p ≤20. Of course, s is the multiplicative inverse of s mod p. By
the definition (17) and by Lemma 8, its cardinality satisfies

# E(p,20)= (
1
2 + O(L−1))P

1
2+γ Qγ− 1

2 + O(1). (24)

Let
yp :=max(Q, p) and z p :=min(ξQ, x/p). (25)

With this definition, we have the equality

Rγ (P, Q)=
∑
p≈P

yp≤z p

∑
s∈E(p,20)

(
π(z p; p, s)−π(yp; p, s)

)
. (26)

For (P, Q) satisfying (21), the trivial estimate(
π(z p; p, s)−π(yp; p, s)

)
≤ Q/p+ 1� Q/p

inserted in (26) gives the bound

Rγ (P, Q)� (P Q)
1
2+γ + Q� (P Q)

1
2+γ (27)

by (20). Hence, for the proof of Proposition 1, we may add the extra condition

P Q ≥ xL−12. (28)
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The equalities (24) and (26) and Lemma 5 allow us to improve (27) by

Rγ (P, Q)=
[
(1

2 + O(L−1))P
1
2+γ Qγ− 1

2 + O(1)
](∑

p≈P
pq≤x

∑
q≈Q
p<q

1
ϕ(p)

)

+ O((P Q)
1
2+γL−6)+ O(QL−6) (29)

provided
P ≤ Q

1
2 L−100. (30)

The contribution of the O(1)-term to the right-hand side of (29) is bounded by
QL−4, up to a multiplicative constant. Recalling the restriction (28), we see that
the proof of Proposition 1 is complete in the particular case

P ≤ x
1
3 L−100. (31)

4.2. Medium values of P. We apply Lemma 1 with the choices

β =20, 1=20L−3, r = 4.

We then have the inequalities∑
p≈P
pq≤x

∑
q≈Q
p<q

ψ−
(q

p
)
≤ Rγ (P, Q)≤

∑
p≈P
pq≤x

∑
q≈Q
p<q

ψ+
(q

p

)
. (32)

We only study the upper bound of Rγ (P, Q) in (32). We recall the definitions (9)
and (25). We apply Lemma 1 (in a slightly weaker form) and decompose the sums
according to the values of m and whether p and m are coprime. This gives∑
p≈P
pq≤x

∑
q≈Q
p<q

ψ+
(q

p

)

≤ (β +1)
∑
p≈P
pq≤x

∑
q≈Q
p<q

1

+ 2
∑
p≈P

{ ∑
1≤|m|≤1−1

p-m

1
π |m|

+

∑
|m|>1−1

p-m

256
π5|m|514

+

∑
1≤|m|≤1−1

p|m

2
π |m|

+

∑
|m|>1−1

p|m

256
π5|m|514

}∣∣Sp
(
m; yp, z p

)∣∣. (33)

It remains to apply Lemma 2 when p -m, or the trivial inequality |Sp|≤Q otherwise,
and to sum over m to obtain the inequality
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p≈P
pq≤x

∑
q≈Q
p<q

ψ+
(q

p
)
≤ (β +1)

∑
p≈P
pq≤x

∑
q≈Q
p<q

1

+ O
(∑

p≈P

{
(L+ 1)(p−

1
2 Q+ p

1
4 Q

4
5 )L2
+ (p−1L+ p−1)Q

})
. (34)

Using the upper bound
∑

p≈P 1�γ0 PL−2, we see that the error term satisfies

error term�γ0

(
P

1
2 Q+ P

5
4 Q

4
5
)
L. (35)

By Lemma 8 and (28), we have the equality

20 =
1
2(P Q)γ−

1
2 + O((P Q)2γ−1)= 1

2(P Q)γ−
1
2 (1+ O(L−3)),

which, combined with (32), (34) and (35) gives the inequality

Rγ (P, Q)

=
1
2(P Q)γ−

1
2 (1+ O(L−3))

(∑
p≈P
pq≤x

∑
q≈Q
p<q

1
)
+ O

(
(P

1
2 Q+ P

5
4 Q

4
5 )L

)
. (36)

Recalling the restrictions (21), we see that (36) implies Proposition 1 as soon as P
satisfies the inequalities

P ≥ x1−2γL14 and P ≤ x
20
9 γ−

2
3 L−16. (37)

4.3. Large values of P. Actually, in (33) we may benefit from the summation over
p ≈ P by appealing to Lemma 3 instead of Lemma 2. By the same technique as in
Section 4.2, we arrive at the equality

Rγ (P, Q)=20(1+ O(L−3))

(∑
p≈P
pq≤x

∑
q≈Q
p<q

1
)
+ Oε

(
(P

13
10 Q

3
5 + P

13
12 Q

5
6 )xε

)
(38)

provided P
3
2 ≥ Q and ε is an arbitrary positive number. Hence, by (21) and (28),

we see that (38) implies Proposition 1 as soon as P satisfies the extra conditions

P ≥ x
2
5 , P ≤ x

10
7 γ−

1
7−2ε and P ≤ x4γ− 4

3−5ε . (39)

Suppose now that γ satisfies (23) and that P satisfies 1 ≤ P ≤ 2
√

x . Then we
see that P satisfies at least one of the sets of conditions (31), (37) or (39). This
completes the proof of Proposition 1. �
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4.4. Conclusion of the proof of Theorem 1. We insert the expansion of Rγ (P, Q)
given in Proposition 1 in the right-hand side of (18) and sum over (P, Q) satisfying
(21). Recall that the numbers P and Q are of the shape 2 · ξ k . We first consider the
contribution of the term O(QL−4). By (21), this contribution satisfies

O(QL−4) term� L−4
∑

Q

Q
∑

κ0 Q
1−2γ
1+2γ ≤P<x Q−1

1

� L−3
∑

Q≤( x
κ0
)

1
2+γ

Q
(

log
( x
κ0

Q−
2

1+2γ

)
+ 1

)

� L−3
{ ∑

Q≤( x
κ0
)

1
2+γL−1

QL+ log L
∑

( x
κ0
)

1
2+γL−1≤Q≤( x

κ0
)

1
2+γ

Q
}

� x
1
2+γL−

3
2 .

Since the number of (P, Q) satisfying (21) is O(L4), the contribution of the
term O(x

1
2+γL−6) (coming from Proposition 1) is O(x

1
2+γL−2). From the above

considerations, we deduce the inequality

H 0
γ (x)≤ (

1
2 + o(1))

∑
P

∑
Q

(P Q)γ−
1
2

(∑
p≈P
pq≤x

∑
q≈Q
p<q

1
)
+ O(x

1
2+γL−2),

where P and Q satisfy (21). We now want to drop the dissection parameters P and Q.
To do so, we remark that (P Q)γ−

1
2 = (1+ o(1))(pq)γ−

1
2 for p ≈ P and q ≈ Q.

We gather the rectangles of summation ]P, ξ P]×]Q, ξQ] to deduce the inequality

H 0
γ (x)≤ (

1
2 + o(1))

(∑∑
p<q≤x/p

(pq)γ−
1
2

)
+ O(x

1
2+γL−2). (40)

By the prime number theorem, we have

∑∑
p<q≤x/p

(pq)γ−
1
2 ∼

∫ x
1
2+γ

x
1
2

yγ−
1
2

log y
dy
∫ xy−1

3

zγ−
1
2

log z
dz (x→∞).

Write y := xu and z := xv to deduce∑∑
p<q≤x/p

(pq)γ−
1
2 ∼

∫ 1
2+γ

1
2

xu(γ+ 1
2 )

u
du
∫ 1−u

log 3
log x

xv(γ+
1
2 )

v
dv

∼

∫ 1
2+γ

1
2

xu(γ+ 1
2 )

u
·

x (1−u)(γ+ 1
2 )

(1−u)
(
γ+ 1

2

)
log x

du ∼ C(γ ) x
1
2+γ

log x
, (41)



On binary cyclotomic polynomials 1219

where C(γ ) is defined in (5).
The study of H 1

γ (x) defined in (15) is similar to the study of H 0
γ (x). Combining

(15), (40) and (41), we finally arrive at the inequality

Hγ (x)≤ (1+ o(1))C(γ ) x
1
2+γ

log 2x
. (42)

To produce a lower bound for H 0
γ (x), we follow the idea presented at the end of

Section 3.2, which consists of replacing the constant 20 by 2′0 in the definition of
Rγ (P, Q). By (22), we also obtain the inequalities

H 0
γ (x), H 1

γ (x)≥ (1− o(1))C(γ )
2
·

x
1
2+γ

log 2x

as x tends to infinity. Summing these two inequalities, we arrive at

Hγ (x)≥ (1− o(1))C(γ ) x
1
2+γ

log 2x
.

Combining with (42), this completes the proof of Theorem 1. �

5. Proof of Theorem 2

We still suppose that (13) is satisfied and that P Q is large enough, which means
P Q ≥ T (γ0), where T (γ0) is defined in Lemma 8. Since we are searching for an
upper bound, it is useless to work with a very thin cutting up as in (16). So let

S0
γ (P, Q) := #

{
(p, q) : p ∼ P, q ∼ Q, p < q, 0< q

p
≤20

}
, (43)

S1
γ (P, Q) := #

{
(p, q) : p ∼ P, q ∼ Q, p < q, 1−21 <

q
p
< 1

}
, (44)

where 20 is still defined by (17) and 21 = θ1(P Q). We then have the inequality

Hγ (x)≤
∑∑
(P,Q)

S0
γ (P, Q)+

∑∑
(P,Q)

S1
γ (P, Q)+ O(T (γ0)), (45)

where P and Q are powers of 2 and satisfy P ≤ 2Q and T (γ0)≤ P Q ≤ x . We will
focus our study on the case of S0

γ (P, Q).
Define

L := Pγ+
1
2 Qγ− 1

2 . (46)

If (p, q) contributes to S0
γ (P, Q), then we have the equality (4) for some ` satisfying

1≤ `� L . Hence, we have the inequality

S0
γ (P, Q)≤

∑
1≤`�L

∑
n�`Q/P

F(`, n, P, Q), (47)

where
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• the constants implicit in the symbols� and � depend on γ0 only and

• F(`, n, P, Q) is the number of solutions of the equation `q−np= 1 in primes
p ∼ P and q ∼ Q.

By Lemma 4, we have the inequality

F(`, n, P, Q)� `Q
ϕ(`n)

· log−2 z (48)

provided z ≤ P
1
2 and `Q ≥ `nz log4 z. By the order of magnitude of the parameters,

this last condition reduces to

P � `z log4 z.

However, since we have `� L , this inequality is satisfied as soon as

(P Q)
1
2−γ � z2.

Choose z := (P Q)
1
6−

γ
3 . With this choice of z inserted in (48) and by (47), we

obtain the inequality

S0
γ (P, Q)�γ0

Q
log2(P Q)

∑
1≤`�L

`
∑

n�`Q/P

1
ϕ(`n)

. (49)

Recall the inequality ϕ(`n)≥ ϕ(`)ϕ(n) and the bound
∑

t∼T ϕ
−1(t)� 1, which is

uniform in T ≥ 1. Then summing over ` and n in (49), we deduce the inequality

S0
γ (P, Q)�γ0 L Q log−2(P Q)�γ0 (P Q)γ+

1
2 log−2(P Q).

This bound also holds for S1
γ (P, Q). Inserting this bound in (45) and summing

over (P, Q) such that P Q ≤ x , we conclude the proof of Theorem 2. �

6. Proof of Theorem 3

We now suppose that
15
98 + γ0 ≤ γ ≤

13
27

since the case where γ takes large values is covered by Theorem 1. Define also

K0 :=
17−49γ0
32−4γ0

(< 17
32).

To deal with the lower bound of Hγ (x), we consider

T 0
γ (P, Q) := #

{
(p, q) : p ∼ P, q ∼ Q, 0< q

p
≤2

†
0

}
(50)

with
2

†
0 := θ0(4P Q),
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where θ0 is defined in Lemma 8. We have the inequality

Hγ (x)≥ H 0
γ (x)≥

∑
P

∑
Q

T 0
γ (P, Q), (51)

where H 0
γ (x) is defined in (15) and the sum is over the pairs (P, Q) of the form

(2k, 2`) with

P ≤ QK0, x/16≤ P Q ≤ x/4, P ≤ Q/2 and 1≤ L ≤ QβK0 , (52)

where L is defined in (46) and βK is the constant introduced in Lemma 7. If the
triple (`, p, q) is such that 1≤ `� L , p ∼ P and q ∼ Q and satisfies `q− np = 1
for some integer n, then it contributes to T 0

γ (P, Q). This leads to the inequality

T 0
γ (P, Q)≥

∑
p∼P

∑
1≤`�L

(
π(2Q; p, `)−π(Q; p, `)

)
.

Thanks to (52), we can apply Lemma 7, giving

T 0
γ (P, Q)≥ αK0

∑
p∼P

L · Q
ϕ(p) log 2Q

− O
( P

log2 2P
· L · Q

P log 2Q

)
,

which simplifies into

T 0
γ (P, Q)≥ αK0

2
·

L Q
log 2P log 2Q

(53)

for x ≥ x0 and (P, Q) satisfying (52).
In terms of P , the conditions (52) and L � 1 reduce to

P � x
K0

1+K0 and x
1
2−γ � P � x (

1
2+βK0−γ )/(1+βK0 ). (54)

The definition of K0 implies the inequality

K0
1+K0

−

(1
2
− γ

)
≥

K0
1+K0

−

(17
49
− γ0

)
�γ0 1.

Combining with the inequality βK0 > 0, we see that there are�γ0 L values of P
of the form P = 2k satisfying (54). Since we also have x/(16P) ≤ Q ≤ x/(4P),
we deduce that there are�γ0 L pairs (P, Q) satisfying (52). It remains to insert
the lower bound (53) in (51) and to sum over the suitable (P, Q) to deduce

H 0
γ (x)�γ0 x

1
2+γL−1.

This completes the proof of Theorem 3. �

Remark. Not using Lemma 7 but only Lemma 5, one proves Theorem 3 but under
the more restrictive condition 1

6 + γ0 ≤ γ ≤ 1− γ0.
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7. A conjectural formula

One may conjecture that for every γ0 > 0, one has

Hγ (x)∼ C(γ ) x
1
2+γ

log x
(55)

as x →∞ uniformly under the condition (13). This conjecture, if true, would
be an important extension of Theorem 1. However, (55) is a consequence of the
Elliott–Halberstam Conjecture (see [Friedlander and Iwaniec 2010, page 406] for
instance).

Conjecture 1. For any ε > 0 and any A > 0, one has∑
r≤x1−ε

max
(s,r)=1

∣∣∣π(x; r, s)− π(x)
ϕ(r)

∣∣∣= Oε,A(xL−A). (56)

This conjecture can be interpreted as a considerable improvement of Lemma 5
since it gives the average behavior of the function π(x; r, s) for almost all r ≤ x1−ε .

We now give some indications on how to deduce (55) from Conjecture 1. First of
all, one applies the formula (56) to evaluate Rγ (P, Q) as written in (26). This shows
that (29) is true uniformly for P ≤ Qx−ε (compare with (30)). Summing over all
these (P, Q), we see that their contribution to Hγ (x) is ∼ (C(γ )− O(ε))x

1
2+γL−1

by a computation analogous to (41) and (42) with uniformity given by (13).
For the remaining (P, Q) (those that satisfy Qx−ε ≤ P ≤ ξ · Q), we apply the

two-dimensional sieve as in Section 5. Then one shows that their contribution to
Hγ (x) is Oγ0(εx

1
2+γL−1). Summing up these two contributions and letting ε tend

to 0, we get (55).
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Local and global canonical height functions
for affine space regular automorphisms

Shu Kawaguchi

In memory of Professor Masaki Maruyama

Let f : AN
→ AN be a regular polynomial automorphism defined over a number

field K . For each place v of K , we construct the v-adic Green functions G f,v

and G f −1,v (i.e., the v-adic canonical height functions) for f and f −1. Next
we introduce for f the notion of good reduction at v, and using this notion, we
show that the sum of v-adic Green functions over all v gives rise to a canonical
height function for f that satisfies a Northcott-type finiteness property. Using an
earlier result, we recover results on arithmetic properties of f -periodic points and
non- f -periodic points. We also obtain an estimate of growth of heights under f
and f −1, which was independently obtained by Lee by a different method.

Introduction

Height functions are one of the basic tools in diophantine geometry. On abelian
varieties defined over a number field, there exist Néron–Tate canonical height
functions that behave well relative to the n-th power map. Tate’s elegant construction
is via a global method using a relation of an ample divisor relative to the n-th power
map. Néron’s construction is via a local method and gives deeper properties of the
canonical height functions. Both constructions are useful in studying arithmetic
properties of abelian varieties.

In [Kawaguchi 2006], we showed the existence of canonical height functions
for affine plane polynomial automorphisms of dynamical degree at least 2. Our
construction was via a global method using the effectiveness of a certain divisor
on a certain rational surface. In this paper, we use a local method to construct a
canonical height function for affine space regular automorphisms f : AN

→ AN ,
which coincides with the one in [Kawaguchi 2006] when N = 2. We note that
arithmetic properties of polynomial automorphisms over number fields have been
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MSC2010: primary 37P30; secondary 11G50, 37P05, 37P20.
Keywords: canonical height, local canonical height, regular polynomial automorphism.
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studied, for example, by Silverman [1994], Denis [1995], Marcello [2000; 2003],
and the author [Kawaguchi 2006].

We recall the definition of regular polynomial automorphisms. Let f :AN
→AN

be a polynomial automorphism of degree d ≥ 2 defined over a field, and let
f : PN 99K PN denote its birational extension to PN . We write f −1 for the inverse
of f , d− for the degree of f −1, and f −1 for its birational extension to PN . Then
f is said to be regular if the intersection of the set of indeterminacy of f and
that of f −1 is empty over an algebraic closure of the field (see Definition 2.1 and
Remark 2.2). Over C, dynamical properties of affine space regular polynomial
automorphisms f are deeply studied, in which the Green function for f plays a
pivotal role; see [Sibony 1999, §2].

In Sections 1 and 2, we construct a Green function (a local canonical height
function) for f over an algebraically closed field � with nontrivial nonarchimedean
absolute value | · |. For x = (x1, . . . , xN ) ∈�

N , we set ‖x‖ =max1≤i≤N {|xi |}. Our
results are put together as follows.

Theorem A (see Proposition 1.1, Lemma 1.3, and Theorem 2.3). Let f :AN
→AN

be a regular polynomial automorphism of degree d ≥ 2 defined over �.

(1) For all x ∈ AN (�), the limits

lim
n→+∞

1
dn log max{‖ f n(x)‖, 1} and lim

n→+∞

1
dn
−

log max{‖ f −n(x)‖, 1}

exist and are nonnegative. We respectively write G f (x)≥ 0 and G f −1(x)≥ 0
for the limits, which we call Green functions for f and f −1. They satisfy the
functional equations G f ( f (x))= dG f (x) and G f −1( f −1(x))= d−G f −1(x).

(2) There are constants c f , c f −1 ∈ R such that, on AN (�),

G f ( · )≤ log max{‖ · ‖, 1}+ c f ,

G f −1( · )≤ log max{‖ · ‖, 1}+ c f −1

(3) There are subsets V+ and V− of AN (�) with V+∪V−=AN (�) and constants
c+, c− ∈ R such that

G f ( · )≥ log max{‖ · ‖, 1}+ c+ on V+,

G f −( · )≥ log max{‖ · ‖, 1}+ c− on V−.

Over C, Green functions are constructed using compactness arguments [Sibony
1999, §2]. Here we use more algebraic arguments based on Hilbert’s Nullstellensatz.
Our construction of V± and c± is rather delicate with a choice of two parameters ε
and δ, which behaves well when we work over number fields in Sections 6 and 7. We
note that over C, our construction gives a different proof of the existence of Green
functions with more explicit estimates (see Section 5). In Section 3, we continue
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to study some basic properties of regular polynomial automorphisms f over �,
characterizing the set of the points with unbounded orbit by G f and showing a
filtration property for f .

Now we turn our attention to number fields. Let f : AN
→ AN be a polynomial

automorphism defined over a number field K . For each place v of K , let Kv

denote the completion of K with respect to v and K v an algebraic closure of Kv.
Then f induces a regular polynomial automorphism over K v, so we have Green
functions G f,v and G f −1,v and estimates with c f,v , c f −1,v , and c±v as in Theorem A.
(Here we use the suffix v to indicate that we work over K v . See Section 5 when v
is archimedean.)

We want to define the canonical height functions ĥ+f and ĥ−f for f as the sum
of G f,v and G f −1,v over all the places v of K . To this end, we introduce the
notion of good reduction at a nonarchimedean place v of K . Let Rv denote the
ring of integers of K v and k̃v the residue field. Recall that the notion of good
reduction for an endomorphism ϕ of P1 over K v is introduced in [Morton and
Silverman 1994], which means that ϕ extends to a morphism over Rv and the
induced morphism ϕ̃ over k̃v has the same degree as ϕ. Here we say that a regular
polynomial automorphism f : AN

→ AN has good reduction at v if f extends to
an automorphism over Rv and the induced morphism f̃ over k̃v is again a regular
polynomial automorphism such that the degrees of f̃ and f̃ −1 are the same as the
degrees of f and f −1, respectively (see Definition 4.1 for the precise definition).

Using the notion of good reduction, we show the existence of canonical height
functions. Let h : AN (K )→ R denote the usual logarithmic Weil height function.

Theorem B (see Proposition 6.2 and Theorem 6.3). Let f :AN
→AN be a regular

polynomial automorphism of degree d ≥ 2 over a number field K . Let d−≥ 2 denote
the degree of f −1.

(1) Then f has good reduction at v except for finitely many places. Further, if this
is the case, we can take the constants c f,v = c f −1,v = c±v = 0 in Theorem A, so

G f ( · )= log max{‖ · ‖, 1} on V+,

G f −1( · )= log max{‖ · ‖, 1} on V−.

(2) For all x ∈ AN (K ), the limits

ĥ+f (x) := lim
n→+∞

1
dn h( f n(x)) and ĥ−f (x) := lim

n→+∞

1
dn
−

h( f −n(x)) (0-1)

exist. Further, we have the decomposition into the sum of local Green functions

ĥ+f (x)=
∑
v∈MK

nvG f,v(x) and ĥ−f (x)=
∑
v∈MK

nvG f −1,v(x).
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(3) We define ĥ f : A
N (K )→ R by ĥ f := ĥ+f + ĥ−f . Then ĥ f satisfies ĥ f �� h

and
1
d

ĥ f ◦ f + 1
d−

ĥ f ◦ f −1
=

(
1+ 1

dd−

)
ĥ f .

Further, for x ∈ AN (K ) we have

ĥ f (x)= 0 ⇐⇒ ĥ+f (x)= 0 ⇐⇒ ĥ−f (x)= 0 ⇐⇒ x is f -periodic.

In [Kawaguchi 2006] we have defined ĥ+f (x) as lim supn→∞
1

dn h( f n(x)), and
similarly for ĥ−f . Theorem B shows that

{ 1
dn h( f n(x))

}+∞
n=0 and

{ 1
dn
−

h( f −n(x))
}+∞

n=0
are in fact convergent sequences, i.e., lim sup can be replaced by lim as in (0-1).

Using estimates on local Green functions over all places, we obtain the following
estimate on global height functions for all N ≥ 2 [Kawaguchi 2006, §4; Silverman
2006, Conjecture 3; 2007, Conjecture 7.18]. This result has been independently
proved by Chong Gyu Lee [2013]. His proof uses a global method and is based on
the effectiveness of a certain divisor (as was done for N = 2 in [Kawaguchi 2006]).

Corollary C (see Theorem 7.1). Let f : AN
→ AN be a regular polynomial

automorphism over a number field K . With the notation as above, there exists
a constant c ≥ 0 such that

1
d

h( f (x))+ 1
d−

h( f −1(x))≥
(

1+ 1
dd−

)
h(x)− c (0-2)

for all x ∈ AN (K ). Further, we have

lim inf
x∈AN (K )
h(x)→∞

1
d h( f (x))+ 1

d−
h( f −1(x))

h(x)
= 1+ 1

dd−
.

Since (0-2) holds, by the argument of [Kawaguchi 2006] we recover the results on
f -periodic points and refine the results on non- f -periodic points in [Silverman 1994;
Denis 1995; Marcello 2000; 2003]. For x ∈ AN (K ), let O f (x) := { f n(x) | n ∈ Z }

denote the f -orbit of x . If O f (x) is infinite, we have the canonical height ĥ(O f (x))
of O f (x) (see Equation (7-6)).

Corollary D (see Equation (7-6) and Corollary 7.4). Let f :AN
→AN be a regular

polynomial automorphism over a number field K . With the notation as above,

(1) the set of f -periodic points in AN (K ) is a set of bounded height and

(2) for any infinite orbit O f (x),

#{ y ∈ O f (x) | h(y)≤ T } =
( 1

log d
+

1
log d−

)
log T − ĥ(O f (x))+ O(1)

as T →+∞, where O(1) is independent of T and x but depends on f .
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1. Nonarchimedean Green functions for polynomial maps

Let � be an algebraically closed field with nontrivial nonarchimedean absolute
value | · | and R its ring of integers. For a point x = (x1, . . . , xN ) ∈ AN (�), the
norm of x is defined by ‖x‖ =maxi=1,...,N {|xi |}. We set log+(a) := log max{a, 1}
for a ∈ R≥0 as usual so that log+‖x‖ = log max{‖x‖, 1} = log‖(x, 1)‖.

Let f = ( f1, . . . , fN ) : A
N
→ AN be a polynomial map of degree d ≥ 2 defined

over �, where f1(X), . . . , fN (X) are polynomials in �[X1, . . . , X N ] such that
d =maxi=1,...,N {deg fi }. We write Fi (X, T ) := T d fi (X/T ) ∈�[X1, . . . , X N , T ]
for homogenization of fi . Let f = (F1 : · · · : FN : T d) : PN 99K PN denote the
extension of f to PN . We put F := (F1, . . . , FN , T d) : AN+1

→ AN+1, which is a
lift of f .

For the composition f n
= f ◦ · · · ◦ f , we write f n

= ( f n
1 , . . . , f n

N ). Similarly,
for the composition Fn

= F ◦ · · · ◦ F , we write Fn
= (Fn

1 , . . . , Fn
N , T dn

). Let dn

denote the degree of f n , and let Fni (X, T ) = T dn f n
i (X/T ) ∈ �[X1, . . . , X N , T ]

be homogenization of f n
i . Since Fn

i (X, 1)= f n
i (X)= Fni (X, 1), counting degrees

gives Fn
i (X, T )= T dn

−dn Fni (X, T ).

Proposition 1.1. Let f : AN
→ AN be a polynomial map of degree d ≥ 2 defined

over �. Then for all x ∈ AN (�), 1
dn log+‖ f n(x)‖ converges to a nonnegative real

number as n→+∞.

Proof. We take an r ∈ R so that r Fi ∈ R[X, T ] for all i = 1, . . . , N . We set

an :=
1

dn log+‖ f n(x)‖, bn :=
1

dn log‖Fn(x, 1)‖, cn :=
1

dn log‖(r F)n(x, 1)‖,

where r F = (r F1, . . . , r FN , rT d). We claim that

an = bn = cn −
1− d−n

d − 1
log|r |. (1-1)

Indeed, the first equality follows from ( f n(x), 1) = (Fn(x, 1)). The second
equality follows from (r F)n = r1+d+···+dn−1

Fn
= r (d

n
−1)/(d−1)Fn . It follows from

‖(r F)(x, 1)‖ ≤ ‖(x, 1)‖d that

1
dn log‖(r F)n(x, 1)‖ ≤ 1

dn log‖(r F)n−1(x, 1)‖d = 1
dn−1 log‖(r F)n−1(x, 1)‖.

In other words, {cn}
+∞

n=1 is a nonincreasing sequence. Equation (1-1) implies that
{cn}

+∞

n=1 is bounded from below. Indeed, since an is nonnegative and |r |≤ 1, we have
cn ≥ an +

1
d−1 log|r | ≥ 1

d−1 log|r |. Thus, limn→+∞ cn exists. Equation (1-1) then
gives the existence of limn→+∞ an , which is nonnegative from the definition. �

Proposition 1.1 allows the following definition:
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Definition 1.2. For a polynomial map f :AN
→AN defined over �, we define the

nonnegative function G f : A
N (�)→ R by

G f (x) := lim
n→+∞

1
dn log+‖ f n(x)‖ for x ∈ AN (�)

and call it the Green function for f .

Lemma 1.3. Let C ′f be the maximum of the absolute value of all the coefficients
of fi (X) for 1≤ i ≤ N , and we set

c f =
1

d − 1
log max{C ′f , 1}.

Then
G f ( · )≤ log+‖ · ‖+ c f on AN (�).

Proof. We take r ∈ R such that |r | = 1/max{C ′f , 1}. Then r Fi ∈ R[X, T ] for all
i = 1, . . . , N . From the proof of Proposition 1.1, we have

G f (x)≤ lim
n→+∞

cn −
1

d−1
log|r | ≤ c0−

1
d−1

log|r | = log+‖x‖− 1
d−1

log|r |.

Hence, we get the assertion. �

Lemma 1.4 below shows that for some polynomial maps f , G f is not interesting.
However, we will see in the next section that G f enjoys nice properties for regular
polynomial automorphisms f (see Definition 2.1 and Theorem 2.3).

To state Lemma 1.4, we recall that a polynomial map f is said to be algebraically
stable if dn = dn for all n ≥ 1 [Sibony 1999, §1.4].

Lemma 1.4. If f is not algebraically stable, then G f (x)= 0 for all x ∈ AN (�).

Proof. We take n0 such that dn0 < dn0 , and we put g = f n0 . Proposition 1.1 tells us
that (1/dm

n0
) log+‖gm(x)‖ converges to a nonnegative number as m→+∞. Hence,

1
dn0m log+‖ f n0m(x)‖ =

(
dn0

dn0

)m 1
dm

n0

log+‖gm(x)‖→ 0 as m→+∞.

From Proposition 1.1, we get G f (x)= 0. �

2. Nonarchimedean Green functions for regular automorphisms

In this section, we consider polynomial automorphisms. Let f : AN
→ AN be a

polynomial automorphism of degree d ≥ 2 defined over an algebraically closed
field � with nontrivial nonarchimedean absolute value.

As before, let f = (F1(X, T ) : · · · : FN (X, T ) : T d) : PN 99K PN denote the
extension of f to PN . We denoted by d− the degree of the inverse f −1

:AN
→AN

of f . The integer d− ≥ 2 may be different from d . We denote the extension of f −1

to PN by f −1 = (G1(X, T ) : · · · : G N (X, T ) : T d−) : PN 99K PN .
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Let I+ and I− denote the set of indeterminacy of f and f −1, respectively:

I+ = { (x : 0) ∈ PN (�) | F1(x, 0)= · · · = FN (x, 0)= 0 },

I− = { (x : 0) ∈ PN (�) | G1(x, 0)= · · · = G N (x, 0)= 0 }.

Definition 2.1 [Sibony 1999, §2.2]. A polynomial automorphism f : AN
→ AN is

called regular if I+ ∩ I− =∅.

Remark 2.2. The definition of regular polynomial automorphisms works over any
algebraically closed field.

The purpose of this section is to prove the following theorem, which says that
the Green functions for regular automorphisms exhibit nice properties:

Theorem 2.3. Let � be an algebraically closed field with nontrivial nonarchi-
medean valuation and f : AN

→ AN a regular polynomial automorphism over �.
Then there are open subsets V+ and V− of AN (�) with respect to the topology
induced from the valuation on � and constants c+, c− ∈ R with the properties

(i) G f ( · )≥ log+‖ · ‖+ c+ on V+,

(ii) G f −1( · )≥ log+‖ · ‖+ c− on V−, and

(iii) V+ ∪ V− = AN (�).

Remark 2.4. Over C, corresponding results (and much more) were established by
Sibony [1999, §2.2]. Here since AN (�) is not locally compact in general, we give
a different proof that is more algebraic in nature based on Hilbert’s Nullstellensatz.
We also give V+, V−, c+, and c− with precise estimates so that they work well
when we introduce the notion of good reduction in Section 4.

Before proving Theorem 2.3, we will need several lemmas. We begin by in-
troducing some notation. Since I+ ∩ I− is empty, F1(X, 0), . . . , FN (X, 0) and
G1(X, 0), . . . ,G N (X, 0) have no solutions in common other than 0. Thus, for each
1≤ i ≤ N , there are polynomials Pi j (X), Qi j (X) ∈�[X ] for 1≤ j ≤ N such that

N∑
j=1

Pi j (X)F j (X, 0)+
N∑

j=1

Qi j (X)G j (X, 0)= Xm
i (2-1)

with some m ≥ 1. Hence, there is a polynomial Ri (X, T ) ∈�[X, T ] such that

N∑
j=1

Pi j (X)F j (X, T )+
N∑

j=1

Qi j (X)G j (X, T )+ T Ri (X, T )= Xm
i . (2-2)

Here we may and do assume that m is independent of i . Replacing Pi j (X) by its
homogeneous part with degree m−d , Qi j (X) by its homogeneous part with degree
m− d−, and Ri (X, T ) by its homogeneous part with degree m− 1, we may and do
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assume that the Pi j (X), Qi j (X), and Ri (X, T ) are homogeneous polynomials with
degree m− d , m− d−, and m− 1, respectively.

Let C ′ be the maximum of the absolute value of all the coefficients of Pi j (X),
Qi j (X), and Ri (X, T ) for 1≤ i ≤ N and 1≤ j ≤ N . We set

C =max{C ′, 1}. (2-3)

We fix real numbers ε> 0 and δ > 0 as follows. First we choose δ to satisfy δ≤ 1
C .

Then choose ε to satisfy

ε ≤min
{δ1/d

C
,
δ1/d−

C

}
.

This ensures ε ≤ 1
C , so in particular, ε ≤ 1. To sum up, we have

ε ≤ 1
C , δ ≤ 1

C , (εC)d ≤ δ, and (εC)d− ≤ δ. (2-4)

For example,

ε =
1

Cmin{d,d−}
and δ =

1
Cmin{d,d−}(min{d,d−}−1) (2-5)

satisfy (2-4).
We define N+δ,ε and V+δ,ε by

N+δ,ε := { x ∈ AN (�) | 1< ε‖x‖ and ‖ f (x)‖< δ‖x‖d },

V+δ,ε := AN (�) \ N+δ,ε = { x ∈ AN (�) | ‖x‖ ≤ 1
ε

or ‖ f (x)‖ ≥ δ‖x‖d }.
(2-6)

Intuitively, points in N+δ,ε are near to the hyperplane {(x : 0) ∈PN (�)} at infinity
(measured by ε) and also near to I+ in “the direction of x” (measured by δ). We note
that both N+δ,ε and V+δ,ε are open and closed with respect to the topology induced
from the valuation of �.

Remark 2.5. We set

N+δ,ε =
{
(x : t) ∈ PN (�)

∣∣ |t |< ε‖x‖ and ‖(F(x, t), td)‖< δ‖(x, t)‖d
}
.

Then N+δ,ε = N+δ,ε∩AN (�). If (x : t)∈ I+, then t = 0 and F(x, t)= 0. Thus, |t | = 0
and ‖(F(x, t), td)‖ = 0, so we have

I+ ⊆ N+δ,ε.

The next lemma says that if a point is not too close to I+, then f maps it to a
point that is also not very close to I+ and that the measurement of “closeness” is
uniform with respect to the point.

Lemma 2.6. We have f (V+δ,ε)⊆ V+δ,ε.
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Proof. Taking the complement, it suffices to show that

f −1(N+δ,ε)⊆ N+δ,ε.

Suppose x = (x1, . . . , xN )∈ N+δ,ε. Without loss of generality, we assume |x1| = ‖x‖.
We note f (x)= (F1(x, 1), . . . , FN (x, 1)) and f −1(x)= (G1(x, 1), . . . ,G N (x, 1)).
Since ε ≤ 1, we have ‖x‖> 1. Then the definition of N+δ,ε gives

1
ε
< ‖x‖, (2-7)

‖ f (x)‖< δ‖x‖d . (2-8)

We need to show that f −1(x) ∈ N+δ,ε, which is equivalent to

1< ε‖ f −1(x)‖, (2-9)

‖x‖< δ‖ f −1(x)‖d . (2-10)

First we show (2-9). To derive a contradiction, we assume that ‖ f −1(x)‖ ≤ 1
ε
. Let

λ > 0 be any small number. We have∣∣∣∣ N∑
j=1

P1 j (x)F j (x, 1)+
N∑

j=1

Q1 j (x)G j (x, 1)+ R1(x, 1)
∣∣∣∣

<max{C‖x‖m−d
· δ‖x‖d , (C + λ)‖x‖m−d− 1

ε
, (C + λ)‖x‖m−1

}

≤max{Cδ‖x‖m, (C + λ)‖x‖m−d−+1, (C + λ)‖x‖m−1
} (from (2-7))

≤max{Cδ‖x‖m, (C + λ)‖x‖m−1
} (since d− ≥ 2).

Since λ > 0 is arbitrary, (2-2) and the assumption that |x1| = ‖x‖ then gives either
‖x‖m ≤ C‖x‖m−1 or ‖x‖m < Cδ‖x‖m . Equivalently, we have either ‖x‖ ≤ C or
1<Cδ. However, the former contradicts (2-4) and (2-7) while the latter contradicts
(2-4). Hence, we get (2-9).

Next we show (2-10). To derive a contradiction, we assume the contrary, i.e.,
‖x‖ ≥ δ‖ f −1(x)‖d . Letting λ > 0 be any small number, we have∣∣∣∣ N∑

j=1

P1 j (x)F j (x, 1)+
N∑

j=1

Q1 j (x)G j (x, 1)+ R1(x, 1)
∣∣∣∣

<max
{
C‖x‖m−d

· δ‖x‖d , (C + λ)‖x‖m−d− · (1
δ
)1/d‖x‖1/d , (C + λ)‖x‖m−1}

≤max{Cδ‖x‖m, (C + λ)(1
δ
)1/d‖x‖m−d−+1/d , (C + λ)‖x‖m−1

}

≤max{Cδ‖x‖m, (C + λ)( 1
δ
)1/d‖x‖m−1

} (since d−−
1
d
≥ 1).

Since λ > 0 is arbitrary, (2-2) and the assumption that |x1| = ‖x‖ gives this time

either ‖x‖ ≤ (1
δ
)1/dC or 1< Cδ.
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However, the former contradicts (2-4) and (2-7) while the latter contradicts (2-4).
Hence, we get (2-10), which completes the proof. �

Lemma 2.7. Set C+δ,ε :=min{δ, εd
}. Then

max{‖ f (x)‖, 1} ≥ C+δ,ε ·max{‖x‖d , 1} for all x ∈ V+δ,ε.

Proof. For x ∈ V+δ,ε, the definition of V+δ,ε gives

either ‖x‖ ≤ 1
ε

or max{‖ f (x)‖, 1} ≥ δmax{‖x‖d , 1}.

If the latter holds, then we get the assertion since δ ≥ C+δ,ε. If the former holds,
then C+δ,ε‖x‖

d
≤ 1. We get max{‖ f (x)‖, 1} ≥ 1≥ C+δ,ε ·max{‖x‖d , 1} noting that

C+δ,ε ≤ 1. �

Lemma 2.8. Set c+δ,ε :=
1

d−1 log C+δ,ε. Then

G f (x)≥ log+‖x‖+ c+δ,ε for all x ∈ V+δ,ε.

Proof. Suppose x ∈ V+δ,ε. It follows from Lemma 2.6 that f n(x) ∈ V+δ,ε for all n ≥ 1.
Then Lemma 2.7 gives

log+‖ f n(x)‖ ≥ d log+‖ f n−1(x)‖+ log C+δ,ε.

The usual telescoping argument tells us that

G f (x)= lim
n→+∞

1
dn log+‖ f n(x)‖

= log+‖x‖+
∞∑

n=1

1
dn (log+‖ f n(x)‖− d log+‖ f n−1(x)‖)

≥ log+‖x‖+ c+δ,ε. �

With f −1 in place of f , we define N−δ,ε and V−δ,ε by

N−δ,ε :=
{

x ∈ AN (�)
∣∣ 1< ε‖x‖ and max{‖ f −1(x)‖, 1}< δmax{‖x‖d−, 1}

}
,

V−δ,ε := AN (�) \ N−δ,ε. (2-11)

Then setting c−δ,ε :=
1

d−−1 log min{δ, εd−}, we have

G f −1(x)≥ log+‖x‖+ c−δ,ε for all x ∈ V−δ,ε. (2-12)

The next lemma may be seen as a quantified version of the fact that a point
cannot be too close to both I+ and I− since I+ ∩ I− =∅.

Lemma 2.9. V+δ,ε ∪ V−δ,ε = AN (�), or equivalently, N+δ,ε ∩ N−δ,ε =∅.
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Proof. Taking the complement, it suffices to show that N+δ,ε ∩ N−δ,ε =∅. To derive
a contradiction, we assume that there is an x ∈ N+δ,ε ∩ N−δ,ε. Then we have

‖x‖> 1
ε
, (2-13)

‖ f (x)‖< δ‖x‖d , (2-14)

‖ f −1(x)‖< δ‖x‖d− . (2-15)

Without loss of generality, we assume that |x1| = ‖x‖. Let λ > 0 be any small
number. By (2-13)–(2-15), we have∣∣∣∣ N∑

j=1

P1 j (x)F j (x, 1)+
N∑

j=1

Q1 j (x)G j (x, 1)+ R1(x, 1)
∣∣∣∣

<max{C‖x‖m−d
· δ‖x‖d ,C‖x‖m−d− · δ‖x‖d−, (C + λ)‖x‖m−1

}

≤max{Cδ‖x‖m, (C + λ)‖x‖m−1
}.

Since λ is arbitrary, it follows from (2-2) that ‖x‖m <Cδ‖x‖m or ‖x‖m ≤C‖x‖m−1.
Hence, we get

either 1< Cδ or ‖x‖ ≤ C.

However, the former contradicts (2-4) while the latter contradicts (2-4) and (2-13).
Thus, we have N+δ,ε ∩ N−δ,ε =∅. �

Proof of Theorem 2.3. Let δ and ε be constants satisfying (2-4). Then Theorem 2.3
holds with V± = V±δ,ε and c± = c±δ,ε. Indeed, the condition (i) follows from
Lemma 2.8 and the condition (ii) from (2-12) while the condition (iii) follows from
Lemma 2.9. �

3. Nonarchimedean Green functions and the set of escaping points

In this section, we continue to study basic properties of regular polynomial automor-
phisms defined over �. We keep the notation and the assumption of Section 2. In
particular, f :AN

→AN denotes a regular polynomial automorphism of degree d≥2
defined over �.

In analogy with the field of complex numbers, we define the set W+ of escaping
points and the set K+ of nonescaping points by

W+ := { x ∈ AN (�) | ‖ f n(x)‖→+∞ (n→+∞) },

K+ := { x ∈ AN (�) | { f n(x)}+∞n=0 is bounded with respect to ‖ · ‖ }.

Then the following theorem holds, which is a nonarchimedean version of the results
of [Bedford and Smillie 1991, §2 and §3; Sibony 1999, §2]:
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Theorem 3.1. Let f : AN
→ AN be a regular polynomial automorphism over �,

and let G f be the Green function for f .

(1) The set K+ is exactly the set of points where G f vanish:

K+ = { x ∈ AN (�) | G f (x)= 0 }.

(2) AN (�)=W+qK+ (disjoint union).

To prove Theorem 3.1, we need the following two lemmas. Recall that δ and ε
are fixed constants satisfying (2-4).

Lemma 3.2. For any x ∈ N+δ,ε/2, one has ‖x‖ ≤ 1
2‖ f −1(x)‖.

Proof. It follows from x ∈ N+δ,ε/2 that

‖x‖> 2
ε

and ‖ f (x)‖< δ‖x‖d . (3-1)

To derive a contradiction, we assume that ‖x‖ > 1
2‖ f −1(x)‖. Without loss of

generality, we assume that |x1| = ‖x‖. Then (we take λ= C here)∣∣∣∣ N∑
j=1

P1 j (x)F j (x, 1)+
N∑

j=1

Q1 j (x)G j (x, 1)+ R1(x, 1)
∣∣∣∣

<max{C‖x‖m−d
· δ‖x‖d ,C‖x‖m−d− · 2‖x‖, 2C‖x‖m−1

}

≤max{Cδ‖x‖m, 2C‖x‖m−1
}.

Using (2-2), we get

either 1< Cδ or ‖x‖< 2C.

However, the former contradicts (2-4). If the latter holds, then Equation (3-1)
implies 1< Cε, contradicting (2-4). This completes the proof. �

Lemma 3.3. For any x ∈AN (�), one has f n(x) ∈ V+δ,ε/2 for all sufficiently large n.

Proof. Note that ε2 and δ satisfy (2-4) with ε
2 in place of ε. Thus, if x ∈ V+δ,ε/2, then

Lemma 2.6 gives f n(x) ∈ V+δ,ε/2 for all n ≥ 0.
Suppose now that x ∈ N+δ,ε/2. We take a positive integer n0 so that ‖x‖ ≤ 2n0+1/ε.

We claim that f n0(x) ∈ V+δ,ε/2. Indeed, if we assume the contrary, then Lemma 3.2
applied to x, . . . , f n0(x) ∈ N+δ,ε/2 gives

2
ε
< ‖ f n0(x)‖ ≤ 1

2‖ f n0−1(x)‖ ≤ · · · ≤
1

2n0
‖x‖,

which contradicts our choice of n0. Thus, f n(x) ∈ V+δ,ε/2 for all n ≥ n0. �
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Proof of Theorem 3.1. (1) We get K+ ⊆ { x ∈ AN (�) | G f (x) = 0 } from
Definition 1.2. To show the other inclusion, we assume that G f (x) = 0. Then
G f ( f n(x)) = dnG f (x) = 0 for all n ≥ 0. By Lemma 3.3, we take n0 such that
f n0(x) ∈ V+δ,ε/2. It follows from Lemmas 2.6 and 2.8 (applied to ε

2 in place of ε)
that

G f ( f n(x))≥ log+‖ f n(x)‖+ c+δ,ε/2

for all n≥ n0. Combined with G f ( f n(x))= 0, we see that ‖ f n(x)‖≤ exp(−c+δ,ε/2)
for all n ≥ n0. Thus, { x ∈ AN (�) | G f (x)= 0 } ⊆ K+.

(2) If x /∈ K+, then G f (x) > 0 by (1). Definition 1.2 then gives ‖ f n(x)‖→+∞
as n→+∞. �

With f −1 in place of f , we put

W− := { x ∈ AN (�) | ‖ f −n(x)‖→+∞ (n→+∞) },

K− := { x ∈ AN (�) | { f −n(x)}+∞n=0 is bounded with respect to ‖ · ‖ }.

Then we have AN (�)=W−qK− as in Theorem 3.1.
In the rest of this section, we give filtrations of AN relative to f over nonar-

chimedean fields as in [Bedford and Smillie 1991, §2.2; Shafikov and Wolf 2003,
§3] over C.

We set

Bε = { x ∈ AN (�) | ‖x‖ ≤ 1
ε
},

U+δ,ε = { x ∈ AN (�) | ‖x‖> 1
ε

and ‖ f (x)‖ ≥ δ‖x‖d },

where δ and ε are constants satisfying (2-4).
Since ε ≤ 1 and δ/εd

≥ Cd
≥ 1 by (2-4), we have

U+δ,ε =
{

x ∈ AN (�)
∣∣ ‖x‖> 1

ε
and max{‖ f (x)‖, 1} ≥ δmax{‖x‖, 1}d

}
so that Bε qU+δ,ε = V+δ,ε.

Proposition 3.4. We assume that ε and δ satisfy

εd−1
≤ δ and εd−−1

≤ δ (3-2)

in addition to (2-4) (for example, if we take ε and δ as (2-5), then they also satisfy
(3-2)). Then we have the following:

(1) AN (�)= Bε qU+δ,ε q N+δ,ε (disjoint union),

(2) f (U+δ,ε)⊆U+δ,ε and f (Bε qU+δ,ε)⊆ Bε qU+δ,ε, and

(3) f −1(N+δ,ε)⊆ N+δ,ε and f −1(Bε q N+δ,ε)⊆ Bε q N+δ,ε.
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Proof. (1) This is obvious from the definition.

(2) Since Bε qU+δ,ε = V+δ,ε, we have f (Bε qU+δ,ε)⊆ Bε qU+δ,ε by Lemma 2.6.
Suppose that x ∈U+δ,ε. Then

‖ f (x)‖ ≥ δ‖x‖d >
δ

εd ≥
1
ε
, (3-3)

where we have used (3-2) in the last inequality. Also since x ∈U+δ,ε ⊆ V+δ,ε, we have
f (x)∈V+δ,ε by Lemma 2.6. Since f (x) /∈ Bε by (3-3), we get f (x)∈V+δ,ε\Bε=U+δ,ε.
Hence, f (U+δ,ε)⊆U+δ,ε.

(3) We put

U−δ,ε = { x ∈ AN (�) | ‖x‖> 1
ε

and ‖ f −1(x)‖ ≥ δ‖x‖d− } (3-4)

=
{

x ∈ AN (�)
∣∣ ‖x‖> 1

ε
and max{‖ f −1(x)‖, 1} ≥ δmax{‖x‖, 1}d−

}
,

where the second equality follows from δ/εd
−
≥ Cd− ≥ 1 by (2-4). Then as in (2),

we have f −1(U−δ,ε)⊆U−δ,ε. Since BεqU−δ,ε = V−δ,ε, Lemma 2.9 implies N+δ,ε ⊆U−δ,ε.
Suppose that x ∈ N+δ,ε. Then

f −1(x) ∈ f −1(N+δ,ε)⊆ f −1(U−δ,ε)⊆U−δ,ε.

In particular, ‖ f −1(x)‖> 1
ε

so that f −1(x) /∈ Bε. On the other hand, since x /∈U+δ,ε
and f (U+δ,ε)⊆U+δ,ε, we get f −1(x) /∈U+δ,ε, so f −1(x)∈ N+δ,ε=AN (�)\(BεqU+δ,ε).
We conclude that f −1(N+δ,ε)⊆ N+δ,ε.

Next we show f −1(Bε q N+δ,ε)⊆ Bε q N+δ,ε. Since U+δ,ε = AN (�) \ (Bε q N+δ,ε),
it suffices to show that f −1(U+δ,ε)⊇U+δ,ε, which is obvious from f (U+δ,ε)⊆U+δ,ε. �

Proposition 3.5. We assume that ε and δ satisfy

εd−1 < δ and εd−−1 < δ (3-5)

in addition to (2-4). Then we have

(1)
⋃
+∞

n=0 f −n(U+δ,ε)=W+ and

(2)
⋃
+∞

n=0 f n(N+δ,ε)=W−.

Proof. (1) We set r := δ/εd−1 > 1. We first show that U+δ,ε ⊆W+. Indeed, if
x ∈U+δ,ε, then

‖ f (x)‖ ≥ δ‖x‖d >
δ

εd−1

1
ε
= r

1
ε
.

Since f (U+δ,ε) ⊆ U+δ,ε, we inductively get ‖ f n(x)‖ > r (d
n
−1)/(d−1) 1

ε
for all n ≥ 0.

Hence, x ∈W+. This completes the proof of U+δ,ε ⊆W+. Since f −1(W+)=W+,
we get f −n(U+δ,ε)⊆W+ for all n ≥ 0 so that

⋃
+∞

n=0 f −n(U+δ,ε)⊆W+.
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To show the inclusion
⋃
+∞

n=0 f −n(U+δ,ε)⊇W+, suppose that x /∈
⋃
+∞

n=0 f −n(U+δ,ε).
We need to show that x ∈ K+. Since f n(x) /∈U+δ,ε, we have either f n(x) ∈ Bε or
f n(x) ∈ N+δ,ε.

Case 1. Suppose there is an n0≥0 such that f n0(x)∈ Bε. Then f n0+1(x)∈ BεqU+δ,ε
by Proposition 3.4(2). Since f n0+1(x) /∈U+δ,ε, we obtain f n0+1(x)∈ Bε. Inductively,
f n(x) ∈ Bε for all n ≥ n0, so we conclude that x ∈ K+.

Case 2. Suppose that f n(x) ∈ N+δ,ε for all n ≥ 0. By Lemma 3.3, there is an n0 ≥ 0
such that f n(x) ∈ V+δ,ε/2 for all n ≥ n0. Then for all n ≥ n0, we have

f n(x) ∈ V+δ,ε/2 ∩ N+δ,ε ⊆ { y ∈ AN (�) | 1
ε
< ‖y‖ ≤ 2

ε
}.

Hence, x ∈ K+.

In both cases, we have x ∈ K+, so we get
⋃
+∞

n=0 f −n(U+δ,ε)⊇W+.

(2) Let U−δ,ε be the set defined by (3-4). Then
⋃
+∞

n=0 f n(U−δ,ε)=W− by the argument
in (1), and so

⋃
+∞

n=0 f n(N+δ,ε) ⊆ W−. To show the other inclusion, suppose that
x /∈

⋃
+∞

n=0 f n(N+δ,ε). Then we have either f −n(x) ∈ Bε or f −n(x) ∈U+δ,ε.

Case 1. If there is an n0 ≥ 0 such that f −n0(x) ∈ Bε, then the argument of Case 1
of (1) together with Proposition 3.4(3) gives f −n(x) ∈ Bε for all n ≥ n0.

Case 2. Suppose that f −n(x) ∈U+δ,ε for all n ≥ 0. Then the argument of Case 2
of (1) together with Lemma 3.3 with f −1 in place of f gives 1

ε
< ‖x‖< 2

ε
for

sufficiently large n.

In both cases, we get x ∈ K−. Hence,
⋃
+∞

n=0 f n(N+δ,ε)⊇W−. �

Remark 3.6. If we take

0< ε <
1

Cmin{d,d−}
and δ =

1
Cmin{d,d−}(min{d,d−}−1) ,

then they satisfy both (2-4) and (3-5).

4. Regular automorphisms having good reduction

Morton and Silverman [1994] introduced the notion of having good reduction for
endomorphisms of P1 over �, which has been useful in studying endomorphisms
of P1 over a global field. For endomorphisms of PN having good reduction,
see for example [Kawaguchi and Silverman 2007, Remark 12; 2009]. In this
section, we introduce the notion of having good reduction for regular polynomial
automorphisms of AN over �. This notion will be useful in studying regular
polynomial automorphisms over a global field in Sections 6 and 7.

As in Section 1, R denotes the ring of integers of �. Let M be the maximal ideal
of R and k̃ := R/M the residue field. Note that k̃ is algebraically closed since � is
algebraically closed.
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Definition 4.1 (Good reduction). Let f = ( f1, . . . , fN ) : A
N
→ AN be a regular

polynomial automorphism over an algebraically closed field � with nontrivial
nonarchimedean absolute value, and let f −1

= (g1, . . . , gN ) : A
N
→ AN denote its

inverse. We write d and d− for the degrees of f and f −1, respectively. We say that
f has good reduction if the following three conditions are satisfied:

(i) We have that f extends to the polynomial automorphism f :AN
R →AN

R over R,
so both f1(X), . . . , fN (X) and g1(X), . . . , gN (X) are in R[X1, . . . , X N ].

(ii) Let f̃ = ( f̃1, . . . , f̃N ) :A
N
k̃
→AN

k̃
and f̃ −1= (g̃1, . . . , g̃N ) :A

N
k̃
→AN

k̃
be the

induced polynomial automorphisms over k̃. Then the degrees of f̃ and f̃ −1

are equal to d and d−, respectively.

(iii) We have that f̃ is regular (see Remark 2.2).

We give some equivalent conditions for regular polynomial automorphisms f
to have good reduction. As in Section 1, let Fi (X, T ) and G j (X, T ) be the ho-
mogenization of fi (X) and g j (X). If Fi (X, T ) and G j (X, T ) are defined over R,
F̃i (X, T ) and G̃ j (X, T ) denote their reductions to k̃. Let ρ : R→ k̃ be the natural
map.

Proposition 4.2. Let f be a regular polynomial automorphism of AN over �.
Assume that f satisfies the conditions (i) and (ii) of Definition 4.1. Then the
following are equivalent:

(1) We have that f has good reduction, i.e., f also satisfies Definition 4.1(iii).

(2) As ideals in R[X1, . . . , X N , T ], one has

(X1, . . . , X N , T )k ⊆ (F1(X, T ), . . . , FN (X, T ),G1(X, T ), . . . ,G N (X, T ), T )

for some integer k ≥ 1.

(3) As ideals in R[X1, . . . , X N ], one has

(X1, . . . , X N )
`
⊆ (F1(X, 0), . . . , FN (X, 0),G1(X, 0), . . . ,G N (X, 0))

for some integer `≥ 1.

Proof. (1) H⇒ (3). It suffices to show that

(X1, . . . , X N )
`
⊆ (F1(X, 0)d−, . . . , FN (X, 0)d−,G1(X, 0)d , . . . ,G N (X, 0)d)

(4-1)
for some `≥ 1. We set

I =
{

r ∈ R
∣∣∣∣ there is an `≥ 1 such that r(X1, . . . , X N )

`
⊆

(F1(X, 0)d−, . . . , FN (X, 0)d−,G1(X, 0)d , . . . ,G N (X, 0)d)

}
.

Since f is regular, I is a nonzero ideal of R.
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We claim that ρ(I ) 6= 0. Indeed, suppose that ρ(I )= 0. Then elimination theory
tells us that there is a point x = (x1 : · · · : xn) ∈ PN−1(k̃) such that F̃i (x, 0) = 0
and G̃ j (x, 0)= 0 for all i and j ; see [Kawaguchi and Silverman 2007, Theorem 6].
Since f satisfies condition (ii), F̃i (X, T ) and G̃ j (X, T ) are the homogenizations
of f̃i and g̃ j , respectively. Then the existence of such an x ∈ PN−1(k̃) contradicts
condition (iii), which yields the claim.

Since ρ(I ) 6= 0, there is an r ∈ I such that r ∈ R× = R \M . Then I = R, and
we obtain Equation (4-1).

(3) H⇒ (1). The assumption of (3) gives, as ideals in k̃[X ],

(X1, . . . , X N )
`
⊆(ρ(F1(X,0)), . . . ,ρ(FN (X,0)),ρ(G1(X,0)), . . . ,ρ(G N (X,0))).

Since ρ(Fi (X, 0)) = F̃i (X, 0) and ρ(G j (X, 0)) = G̃ j (X, 0), we obtain that f̃ is
regular.

(2) H⇒ (3). We have only to put T = 0.

(3) H⇒ (2). It suffices to show that for any α= 1, . . . , N , there are an integer k ≥ 1
and polynomials Pi (X, T ), Q j (X, T ), and R(X, T ) defined over R such that

X k
α =

N∑
i=1

Pi (X, T )F(X, T )+
N∑

j=1

Q j (X, T )G j (X, T )+ T R(X, T ). (4-2)

By the assumption of (iii), there are an integer `≥ 1 and polynomials Pi (X) and
Q j (X) defined over R such that

X`
α =

N∑
i=1

Pi (X)F(X, 0)+
N∑

j=1

Q j (X)G j (X, 0).

We set k := `, Pi (X, T ) := Pi (X), and Q j (X, T ) := Q j (X). Then

X k
α −

N∑
i=1

Pi (X, T )F(X, T )−
N∑

j=1

Q j (X, T )G j (X, T )

is a polynomial in R[X, T ] that is divisible by T . Hence, there is a polynomial
R(X, T ) in R[X, T ] satisfying Equation (4-2). �

Suppose now that a regular polynomial automorphism f has good reduction.
By Proposition 4.2, for each 1≤ i ≤ N there are polynomials Pi j (X) and Qi j (X)
in R[X ] that satisfy (2-1). Then the polynomial Ri (X, T ) in (2-2) is also defined
over R, and the constant C in (2-3) is equal to 1. This means that ε = 1 and δ = 1
satisfy (2-4). It follows that when f has good reduction, G f and log+‖ · ‖ are
related simply.



1242 Shu Kawaguchi

Proposition 4.3. Suppose that f has good reduction.

(1) G f ( · )≤ log+‖ · ‖ and G f −1( · )≤ log+‖ · ‖ on AN (�).

(2) log+‖ · ‖ = G f ( · ) on V+1,1 and log+‖ · ‖ = G f −1( · ) on V−1,1. Moreover,
AN (�)= V+1,1 ∪ V−1,1.

Proof. (1) Since the fi (X) are defined over R, in the proof of Lemma 1.3 we
may take r = 1 so that c f = 0. Thus, G f ( · )≤ log+‖ · ‖ on AN (�). The estimate
for G f −1 is similar.

(2) Since ε= 1 and δ = 1 satisfy (2-4), Lemma 2.9 gives AN (�)= V+1,1∪V−1,1. The
constant c+1,1 in Lemma 2.8 is equal to 0, and thus, combined with (1), we have
log+‖x‖ = G f (x) for all x ∈ V+1,1. The estimate for G f −1 is similar. �

5. Green functions for regular automorphisms over C

In this section, we remark that the proof of Theorem 2.3 gives a different proof
(more explicit and without compactness arguments) of the corresponding estimates
of Green functions over C.

We write the usual absolute value of C for | · |∞, and we set ‖x‖∞ :=maxi {|xi |∞}

for x = (x1, . . . , xN ) ∈ AN (C).
Let f = ( f1, . . . , fN ) : A

N
→ AN be a regular polynomial automorphism of

degree d ≥ 2 defined over C. Then the Green function for f is defined by [Sibony
1999, §2]

G f (x) := lim
n→+∞

1
dn log+‖ f n(x)‖ for x ∈ AN (C). (5-1)

Let ‖ f ‖∞ be the maximum of the absolute values of all the coefficients of fi (X)
for 1≤ i ≤ N , and set c f,∞ =

1
d−1 log max

{(N+d−1
d

)
‖ f ‖∞, 1

}
. Note that

(N+d−1
d

)
is the number of monomials of degree d in the ring of homogeneous polynomials
in N variables. Since

log+‖ f (x)‖ ≤ d log+‖x‖+ log max
{(N+d−1

d

)
‖ f ‖∞, 1

}
, (5-2)

we get
G f (x)≤ log+‖x‖+ c f,∞ for any x ∈ AN (C). (5-3)

Let Pi j (X), Qi j (X) ∈ C[X ] and R(X, T ) ∈ C[X, T ] be polynomials satisfying
(2-2). As before, we may and do assume that the Pi j (X), Qi j (X), and Ri (X, T )
are homogeneous polynomials with degree m− d , m− d−, and m− 1, respectively.
We write ‖P‖∞ for the maximum of the absolute values of all the coefficients of
Pi j (X) for 1 ≤ i ≤ N and 1 ≤ j ≤ N , and we write ‖Q‖∞ and ‖R‖∞ similarly.
We set

C ′
∞
=max

{(N+m−d−1
m−d

)
‖P‖∞,

(N+m−d−−1
m−d−

)
‖Q‖∞,

(N+m
m−1

)
‖R‖∞, 1

}
.
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We note the above formula for C ′
∞

is not as explicit as in the nonarchimedean
case since it involves the coefficients of P , Q, and R and not only those of F and G.
However, ‖P‖∞, ‖Q‖∞, and ‖R‖∞ can be expressed in terms of F and G via
an effective version of Hilbert’s Nullstellensatz (see [Masser and Wüstholz 1983,
Chapter 4] for example).

We put
C∞ = (2N + 1)C ′

∞
.

Fix real numbers ε > 0 and δ > 0 satisfying (2-4) with C∞ in place of C . We
define N±δ,ε and V±δ,ε by (2-6) and (2-11) with C in place of �. Then exactly as in
Theorem 2.3, we have the following:

Theorem 5.1. Let f : AN
→ AN be a regular polynomial automorphism over C.

(i) G f ( · )≥ log+‖ · ‖+ c+δ,ε on V+δ,ε.

(ii) G f −1( · )≥ log+‖ · ‖+ c−δ,ε on V−δ,ε.

(iii) V+δ,ε ∪ V−δ,ε = AN (�).

6. Global theory of regular automorphisms

In this section, we turn our attention to regular automorphisms over a number field.
Let K be a number field and OK its ring of integers. We fix an embedding

K ⊂ K into an algebraic closure. Let MK be the set of absolute values on K . We
extend the absolute values on K to those on K .

Let L be a finite extension field of K . For x ∈ AN (L), we define

h(x)=
∑
v∈MK

nv log+‖x‖v, (6-1)

where nv=[Lv :Kv]/[L : K ]. This gives rise to the logarithmic Weil height function

h : AN (K )→ R.

For more details on height functions, we refer the reader to [Bombieri and Gubler
2006; Hindry and Silverman 2000; Lang 1983].

Let f :AN
→AN be a regular polynomial automorphism over K (see Remark 2.2).

If the coefficients of f are all defined over K , then we say that f is a regular
polynomial automorphism over K .

Lemma 6.1. If f : AN
→ AN is a polynomial automorphism over K , then the

coefficients of f −1 are also all defined over K .

Proof. We take a finite Galois extension field L of K such that the coefficients
of f −1 are elements of L . For every σ ∈ Gal(L/K ), the uniqueness of the inverse
gives ( f −1)σ = f −1. Thus, the coefficients of f −1 are in fact elements of K . �
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In [Kawaguchi 2006], we constructed (global) canonical height functions ĥ+f
and ĥ−f for polynomial automorphisms f over K under the assumption that there
exists a constant c ≥ 0 such that

1
d

h( f (x))+ 1
d−

h( f −1(x))≥
(

1+ 1
dd−

)
h(x)− c (6-2)

for all x ∈AN (K ), where d and d− denote the degrees of f and f −1. (We showed in
op. cit. that (6-2) holds for regular polynomial automorphisms in dimension N = 2
by a global method, i.e., a method using the effectiveness of a certain divisor on a
certain rational surface.)

In the following, using properties of local Green functions studied in the previous
sections, we will first construct in Theorem 6.3 (global) canonical height functions
h+f and h−f for regular polynomial automorphisms. Indeed, we will construct h+f
and h−f as appropriate sums of local Green functions. Then we show local versions
of (6-2) for all places v, and summing them up, we will obtain (6-2) for regular
polynomial automorphisms in any dimension N ≥ 2 in Theorem 7.1.

For a finite subset S of MK that contains all the archimedean absolute values
of K , we let OK ,S denote the ring of S-integers:

OK ,S = { x ∈ K | ‖x‖v ≤ 1 for all v /∈ S }.

Proposition 6.2. Let f : AN
→ AN be a regular polynomial automorphism of

degree d ≥ 2 over a number field K . Then there exists a finite subset S of MK that
contains all the archimedean absolute values of K with the following property: for
all v /∈ S, f induces a regular polynomial automorphism over K v that has good
reduction.

Proof. We write f = ( f1, . . . , fN ) and let Fi (X, T ) ∈ K [X, T ] be the homoge-
nization of fi . Let d− denote the degree of f −1

= (g1, . . . , gN ), and in virtue of
Lemma 6.1, let G j (X, T ) ∈ K [X, T ] be the homogenization of g j . Then there
are an integer m and homogeneous polynomials Pi j (X) ∈ K [X ] of degree m− d,
Qi j (X) ∈ K [X ] of degree m− d−, and Ri (X, T ) ∈ K [X, T ] of degree m− 1 such
that (2-2) holds as polynomials in K [X, T ].

We take a finite subset S of MK that contains all the archimedean absolute values
of K with the following properties:

(i) The coefficients of Fi (X, T ), G j (X, T ), Pi j (X), Qi j (X), and Ri (X, T ) are
all in OK ,S .

(ii) For v /∈ S, we let ρv :OK ,S→ k̃v denote the natural map, where k̃v is the residue
field of (OK )v. Then deg( f )= deg(ρv( f )) and deg( f −1)= deg(ρv( f −1)).

Then for any v /∈ S, f ×K K v : A
N
K v
→ AN

K v
satisfies the properties (i) and (ii) of

Definition 4.1 and (3) of Proposition 4.2. Hence, f ×K K v has good reduction. �
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Theorem 6.3. Let f : AN
→ AN be a regular polynomial automorphism of degree

d ≥ 2 over a number field K . Let d− ≥ 2 denote the degree of f −1.

(1) For all x ∈ AN (K ), the limits

lim
n→+∞

1
dn h( f n(x)) and lim

n→+∞

1
dn
−

h( f −n(x))

exist. We write ĥ+f (x) and ĥ−f (x) for the limits, respectively.

(2) (Global-to-local decomposition) For each place v∈MK , let G f,v and G f −1,v be
the Green functions for f and f −1 at v, respectively. Then for all x ∈ AN (K ),

ĥ+f (x)=
∑
v∈MK

nvG f,v(x) and ĥ−f (x)=
∑
v∈MK

nvG f −1,v(x).

(3) We define ĥ f : A
N (K )→ R by

ĥ f := ĥ+f + ĥ−f .

Then ĥ f satisfies the following two conditions:

(3i) 1
d ĥ f ◦ f + 1

d−
ĥ f ◦ f −1

= (1+ 1
dd−
)ĥ f on AN (K ) and

(3ii) h+ O(1)≤ ĥ f ≤ 2h+ O(1) on AN (K ).

(4) The function ĥ f has the following uniqueness property: if h′ : AN (K )→ R is
a function satisfying the condition (3i) such that h′ = ĥ f +O(1), then h′ = ĥ f .

(5) The functions ĥ+f , ĥ−f , and ĥ f are nonnegative. Further, for x ∈ AN (K ) we
have

ĥ f (x)= 0 ⇐⇒ ĥ+f (x)= 0 ⇐⇒ ĥ−f (x)= 0 ⇐⇒ x is f -periodic.

Proof. For each v ∈ MK , we have estimates of Green functions for f at v as
in Lemmas 1.3 and 2.8. We use the suffix v when we work over the absolute
value v ∈ MK . For example, the Green function for f at v is denoted G f,v and
constants c f and c±ε,δ in Lemmas 1.3 and 2.8 and (2-12) are denoted c f,v and c±ε,δ,v ,
respectively.

Let S be a finite subset of MK as in Proposition 6.2.

(1)(2) We fix x ∈ AN (K ). We will show the existence of h+f (x) and the decomposi-
tion h+f (x)=

∑
v∈MK

nvG f,v(x). The existence and decomposition for h−f (x) are
shown similarly.

For v ∈ MK and n ≥ 0, we set

G+v,n(x) :=
1

dn log+‖ f n(x)‖v.

Then the following are true:
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• We have 0 ≤ G+v,n(x) ≤ log+‖x‖v + c f,v for all v ∈ MK and n ≥ 0 from
Proposition 1.1, Lemma 1.3, and Equations (5-2) and (5-3). Indeed, if v is
nonarchimedean, then with r in the proof of Proposition 1.1, we have only to
set c f,v =−

1
d−1 log|r |. If v is archimedean, then by (5-2) we have only to set

c f,v =
1

d−1 log max
{(N+d−1

d

)
‖ f ‖∞, 1

}
.

• We have limn→+∞ G+v,n(x)= G f,v(x) from Definition 1.2 and Equation (5-1).

• We have 1
dn h( f n(x))=

∑
v∈MK

nvG+v,n(x) from Equation (6-1).

• We may take c f,v = 0 for any v /∈ S from Propositions 4.3 and 6.2.

• We have
∑

v∈MK
nv(log+‖x‖v + c f,v)= h(x)+

∑
v∈S nvc f,v <+∞.

Lebesgue’s dominated convergence theorem then implies that
∑

v∈MK
nvG+v,n(x)

converges as n→+∞ and that

lim
n→+∞

1
dn h( f n(x))= lim

n→+∞

∑
v∈MK

nvG+v,n(x)

=

∑
v∈MK

lim
n→+∞

nvG+v,n(x)=
∑
v∈MK

nvG f,v(x).

This completes the proof of (1) and (2)

(3)(4)(5) First we have

ĥ f (x)=
∑
v∈MK

nvG f,v(x)+
∑
v∈MK

nvG f −1,v(x) (6-3)

≤

∑
v∈MK

nv(2 log+‖x‖v + c f,v + c f −1,v)= 2ĥ(x)+
∑
v∈S

nv(c f,v + c f −1,v).

On the other hand, we have

• min{c+ε,δ,v, c−ε,δ,v}+ log+‖x‖ ≤ G f,v(x)+G f −1,v(x) from Lemma 2.8, (2-12),
and Theorem 5.1 and

• for any v /∈ S, we may take ε = 1 and δ = 1 and min{c+1,1,v, c−1,1,v} = 0 from
Propositions 4.3 and 6.2.

Then

ĥ f (x)=
∑
v∈MK

nvG f,v(x)+
∑
v∈MK

nvG f −1,v(x)

≥

∑
v∈MK

nv(log+‖x‖v +min{c+ε,δ,v, c−ε,δ,v})= ĥnv(x)+
∑
v∈S

nv min{c+ε,δ,v, c−ε,δ,v}.

(6-4)

Equations (6-3) and (6-4) give (3ii). For the rest of the proof, see [Kawaguchi 2006,
Theorem 4.2(2–4)]. �
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Remark 6.4. Theorem 6.3(1) shows that
{ 1

dn h( f n(x))
}+∞

n=0 and
{ 1

dn
−

h( f −n(x))
}+∞

n=0
are convergent sequences, which gives an improvement of [Kawaguchi 2006] since
we replace lim sup by lim in the definition of ĥ±f .

We now introduce another function

h̃ f (x) :=
∑
v∈MK

nv max{G f,v(x),G f −1,v(x)} (6-5)

for x ∈AN (K ). The next proposition shows that h̃ f also behaves well relative to f .

Proposition 6.5. (1) On AN (K ), h̃ f = h+ O(1).

(2) For x ∈ AN (K ), we have h̃ f (x)= 0 if and only if ĥ f (x)= 0.

Proof. (1) We use the notation of the proof of Theorem 6.3. By Lemmas 1.3 and 2.8,
Equations (2-12) and (5-3), and Theorem 5.1, we have

log+‖x‖v +min{c+ε,δ,v, c−ε,δ,v}

≤max{G f,v(x),G f −1,v(x)} ≤ log+‖x‖v +max{c f,v, c f −1,v}.

Summing up over all places v, we get

h(x)+
∑
v∈MK

nv min{c+ε,δ,v, c−ε,δ,v} ≤ h̃ f (x)≤ h(x)+
∑
v∈MK

nv max{c f,v, c f −1,v}.

Since we have c f,v = c f −1,v = c+ε,δ,v = c−ε,δ,v = 0 except for finitely many v (indeed
for every v /∈ S), this gives the assertion.

(2) Since G f,v and G f −1,v are nonnegative functions, we see that h̃ f (x)= 0 if and
only if G f,v(x)= G f −1,v(x)= 0 for every v ∈ M if and only if ĥ f (x)= 0. �

7. Arithmetic properties of regular polynomial automorphisms

In this section, we give some applications of local and global canonical height
functions. The first application is the following theorem on the usual height function
[Kawaguchi 2006, §4; Silverman 2006, Conjecture 3; 2007, Conjecture 7.18], which
is independently obtained by Lee [2013] via a different method (global method based
on the effectiveness of a certain divisor as in the case of N =2 in [Kawaguchi 2006]).

Theorem 7.1. Let f : AN
→ AN be a regular polynomial automorphism over a

number field K . Let d and d− be the degrees of f and f −1.

(1) There exists a constant c ≥ 0 such that

1
d

h( f (x))+ 1
d−

h( f −1(x))≥
(

1+ 1
dd−

)
h(x)− c

for all x ∈ AN (K ).
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(2) We have

lim inf
x∈AN (K )
h(x)→∞

1
d h( f (x))+ 1

d−
h( f −1(x))

h(x)
= 1+ 1

dd−
. (7-1)

Proof. (1) We set
G̃ f,v :=max{G f,v,G f −1,v}.

Claim 7.1.1. For all x ∈ AN (K ), we have

1
d

G̃ f,v( f (x))+ 1
d−

G̃ f,v( f −1(x))≥
(

1+ 1
dd−

)
G̃ f,v(x). (7-2)

We first show that Claim 7.1.1 implies (1). Indeed, we assume Claim 7.1.1. Then
summing up over all v, we have

1
d

h̃( f (x))+ 1
d−

h̃( f −1(x))≥
(

1+ 1
dd−

)
h̃(x). (7-3)

Since h̃ f = h+ O(1) by Proposition 6.5(1), Equation (7-3) yields (1).
To show Claim 7.1.1, for notational convenience let A = G f,v(x), B = G f −1,v(x),

and γ = 1
dd−

. Then the definition of G̃ f,v and G̃ f −1,v and the functional equation
of G f,v(x) and G f −1,v(x) show that the equality (7-2) is equivalent to

max{A, γ B}+max{γ A, B} ≥ (1+ γ )max{A, B}. (7-4)

But the left-hand side of (7-4) is

max{(1+ γ )A, A+ B, γ (A+ B), (1+ γ )B},

which is clearly greater than or equal to the right-hand side of (7-4). This completes
the proof of Claim 7.1.1 and hence the proof of Theorem 7.1(1).

(2) From (1), we obtain

lim inf
x∈AN (K )
h(x)→∞

1
d h( f (x))+ 1

d−
h( f −1(x))

h(x)
≥ 1+ 1

dd−
.

On the other hand, it is shown in [Kawaguchi 2006, Proposition 4.4] that for any
polynomial automorphism f : AN

→ AN , one has

lim inf
x∈AN (K )
h(x)→∞

1
d h( f (x))+ 1

d−
h( f −1(x))

h(x)
≤ 1+ 1

dd−
. (7-5)

Combining these two inequalities gives the assertion. �
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Remark 7.2. It is shown in [Kawaguchi 2006, Theorem 4.4] that the equality (7-1)
holds in dimension N = 2 for regular polynomial automorphisms. Theorem 7.1(2)
asserts that the equality holds in any dimension N ≥ 2 for regular polynomial
automorphisms.

Theorem 6.3 recovers the following theorem on f -periodic points.

Corollary 7.3 [Marcello 2000]. Let f : AN
→ AN be a regular polynomial auto-

morphism over a number field K . Then the set of f -periodic points in AN (K ) is a
set of bounded height. In particular, for any integer D ≥ 1 the set

{ x ∈ AN (K ) | x is f -periodic, [K (x) : K ] ≤ D }

is finite.

Proof. By Theorem 6.3(3ii)(5), ĥ f satisfies ĥ f �� h, and a point x ∈ AN (K ) is
f -periodic if and only if ĥ f (x)= 0. Thus, we get the assertion. �

For a non- f -periodic point x , let O f (x) := { f n(x) | n ∈ Z } denote the f -orbit
of x . We define the canonical height of the orbit O f (x) by

ĥ f (O f (x))=
log ĥ+f (x)

log d
+

log ĥ−f (x)

log d−
. (7-6)

We note that for any integer n, Theorem 6.3 implies that

log ĥ+f ( f n(x))

log d
+

log ĥ−f ( f n(x))

log d−
=

log dn ĥ+f (x)

log d
+

log d−n
− ĥ−f (x)

log d−

=
log ĥ+f (x)

log d
+

log ĥ−f (x)

log d−
.

Thus, the value ĥ f (O f (x)) depends only on the orbit O f (x) and not the particular
choice of the point x in the orbit. The next corollary gives a refinement of [Marcello
2003, Corollary B].

Corollary 7.4. Let f : AN
→ AN be a regular polynomial automorphism over a

number field K . Let d and d− be the degrees of f and f −1. Then for any infinite
orbit O f (x),

#{ y ∈ O f (x) | h(y)≤ T } =
( 1

log d
+

1
log d−

)
log T − ĥ(O f (x))+ O(1)

as T→+∞. Here the O(1) bound depends only f , independent of the orbit O f (x).

Proof. Since f satisfies (7-3), we apply [Kawaguchi 2006, Theorem 5.2]. �
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In the rest of this section, we consider some global-to-local arithmetic properties.
Suppose that f is a regular polynomial automorphism. By Theorem 6.3(2)(5),
x ∈AN (K ) is f -periodic if and only if G f,v(x)= 0 for all v ∈MK . By Theorem 3.1
for nonarchimedean v and [Sibony 1999, §2] for archimedean v, G f,v(x) = 0 is
equivalent to { f n(x)}+∞n=0 being bounded with respect to ‖ · ‖v. Thus, we see that
x ∈AN (K ) is f -periodic if and only if { f n(x)}+∞n=0 is bounded with respect to ‖ · ‖v
for all v ∈ MK .

This actually holds for any polynomial map f , replacing f -periodic points by
f -preperiodic points (see [Call and Goldstine 1997, Corollary 6.3] for N = 1).

Proposition 7.5. Let f : AN
→ AN be a polynomial map over a number field K .

For x ∈ AN (K ), the following are equivalent:

(i) x is f -preperiodic and

(ii) for every v ∈ MK , { f n(x)}+∞n=0 is bounded with respect to the v-adic topology.

Proof. Taking a finite extension field of K over which x is defined if necessary,
we may assume that x is defined over K . It is obvious that (i) implies (ii). We
assume (ii) and show (i). We take a finite subset S of MK containing the set of all
archimedean absolute values such that x and f are defined over OK ,S . Then for
any v /∈ S, we have

‖ f n(x)‖v ≤ 1 for all n ≥ 0.

Since we assume (ii), there is a constant Cv for each v ∈ S such that

‖ f n(x)‖v ≤ Cv for all n ≥ 0.

Then we have

h( f n(x))=
∑
v∈MK

nv log+‖ f n(x)‖ ≤
∑
v∈S

nvCv for all n ≥ 0.

Then

{ f n(x) | n ≥ 0 } ⊆
{

y ∈ AN (K )
∣∣∣∣ h(y)≤

∑
v∈S

nvCv

}
.

Since the latter set is finite, the set { f n(x)}n≥0 is finite, so x is f -preperiodic. �
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On the ranks of the 2-Selmer groups
of twists of a given elliptic curve

Daniel M. Kane

Swinnerton-Dyer considered the proportion of twists of an elliptic curve with full
2-torsion that have 2-Selmer group of a particular dimension. Swinnerton-Dyer
obtained asymptotic results on the number of such twists using an unusual notion
of asymptotic density. We build on this work to obtain similar results on the
density of twists with particular rank of 2-Selmer group using the natural notion
of density.

1. Introduction

Let c1, c2 and c3 be distinct rational numbers. Let E be the elliptic curve defined
by the equation

y2
= (x − c1)(x − c2)(x − c3).

We make the additional technical assumption that none of the (ci − c j )(ci − ck)

are squares. This is equivalent to saying that E is an elliptic curve over Q with
complete 2-torsion and no cyclic subgroup of order 4 defined over Q. For b a
square-free number, let Eb be the twist defined by the equation

y2
= (x − bc1)(x − bc2)(x − bc3).

Let S be a finite set of places of Q including 2,∞ and all of the places at which E
has bad reduction. Let D be a positive integer divisible by 8 and by the primes in S.
Let S2(Eb) denote the 2-Selmer group of the curve Eb. We will be interested in
how the rank varies with b and in particular in the asymptotic density of b’s such
that S2(Eb) has a given rank.

The parity of dim(S2(Eb)) depends only on the class of b as an element of∏
ν∈S Q∗ν/(Q

∗
ν)

2. We claim that for exactly half of these values this dimension is
odd and exactly half of the time it is even. In particular, we make the following
claim, which will be proved in Section 4:

MSC2010: 11G05.
Keywords: Selmer group, elliptic curve, density.
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Lemma 1. There exists a set S consisting of exactly half of the classes c in
(Z/D)∗/((Z/D)∗)2 such that for any positive integer b relatively prime to D we
have that dim(S2(Eb)) is even if and only if b represents a class in S.

Let b = p1 p2 · · · pn , where pi are distinct primes relatively prime to D. In
[Swinnerton-Dyer 2008], the rank of S2(Eb) is shown to depend only on the images
of the pi in (Z/D)∗/((Z/D)∗)2 and upon which pi are quadratic residues modulo
which p j . There are 2n|S|+(n

2) possible sets of values for these. Let πd(n) be the
fraction of this set of possibilities that cause S2(Eb) to have rank exactly d. Then
the main theorem of [Swinnerton-Dyer 2008] together with Lemma 1 implies:

Theorem 2. Let α0 = α1 = 0 and αn+2 =
2n∏n

j=1(2 j−1)
∏
∞

j=0(1+2− j )
. Then

lim
n→∞

πd(n)= αd .

The actual theorem proved in [Swinnerton-Dyer 2008] says that if, in addition,
the class of b in

∏
ν∈S Q∗ν/(Q

∗
ν)

2 is fixed, then the analogous πd(n) either converge
to 2αd for d even and 0 for d odd or to 2αd for d odd and 0 for d even.

This tells us information about the asymptotic density of twists of E whose
2-Selmer group has a particular rank. Unfortunately, this asymptotic density is
taken in a somewhat awkward way by letting the number of primes dividing b go to
infinity. In this paper, we prove the following more natural version of Theorem 2:

Theorem 3. Let E be an elliptic curve over Q with full 2-torsion defined over Q

and such that
lim

n→∞
πd(n)= αd

with αd as given in Theorem 2. Then

lim
N→∞

#{b ≤ N : b square-free, (b, D)= 1 and dim(S2(Eb))= d}
#{b ≤ N : b square-free and (b, D)= 1}

= αd .

Applying this to twists of E by divisors of D and noting that twists by squares
do not affect the Selmer rank, we obtain:

Corollary 4. lim
N→∞

#{b ≤ N : dim(S2(Eb))= d}
N

= αd .

Corollary 5. lim
N→∞

#{−N ≤ b ≤ N : dim(S2(Eb))= d}
2N

= αd .

Our technique is fairly straightforward. Our goal will be to prove that the average
moments of the size of the Selmer groups will be as expected. As it turns out, this
along with Lemma 1 will be enough to determine the probability of seeing a given
rank. In order to analyze the Selmer groups, we follow the method described in
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[Swinnerton-Dyer 2008]. Here the 2-Selmer group of Eb can be expressed as the
intersection of two Lagrangian subspaces, U and W , of a particular symplectic
space, V , over F2. Although U , V and W all depend on b, once the number of primes
dividing b has been fixed along with its congruence class modulo D, these spaces
can all be written conveniently in terms of the primes, pi , dividing b, which we think
of as formal variables. Using the formula |U ∩W | = (1/

√
|V |)

∑
u∈U,w∈W (−1)u·w,

we reduce our problem to bounding the size of the “characters” (−1)u·w when
averaged over b. These “characters” turn out to be products of Dirichlet characters
of the pi and Legendre symbols of pairs of the pi . The bulk of our analytic work is
in proving these bounds. These bounds will allow us to discount the contribution
from most of the terms in our sum (in particular the ones in which Legendre symbols
show up in a nontrivial way) and allow us to show that the average of the remaining
terms is roughly what should be expected from Swinnerton-Dyer’s result.

We should point out the connections between our work and that of [Heath-Brown
1994], where our main result is proved for the particular curve

y2
= x3
− x .

We employ techniques similar to those of Heath-Brown, but the algebra behind
them is organized significantly differently. His overall strategy is again to compute
the average sizes of moments of |S2(Eb)| and use these to get at the ranks. He
computes |S2(Eb)| using a different formula than ours. Essentially what he does is
use some tricks specific to his curve to deal with the conditions relating to primes
dividing D, and instead of considering each prime individually, he groups them
based on how they occur in u and w. He lets Di be the product of all primes
dividing b that relate in a particular way (indexed by i). He then gets a formula
for |S2(Eb)| that’s a sum over ways of writing b as a product, b =

∏
Di , of some

term again involving characters of the Di and Legendre symbols. Using techniques
similar to ours, he shows that terms in this sum where the Legendre symbols have
a nonnegligible contribution (are not all trivial due to one of the Di being 1) can
be ignored. He then uses some algebra to show that the average of the remaining
terms is the desired value. This step differs from our technique where we merely
make use of Swinnerton-Dyer’s result to compute our average. Essentially, we
show that the algebra and the analysis for this problem can be done separately and
use [Swinnerton-Dyer 2008] to take care of the algebra. Finally, Heath-Brown uses
some techniques from linear algebra to show that the moment bounds imply the
correct densities of ranks while we use techniques from complex analysis.

We also note the work of Yu [2005]. In this paper, Yu shows that for a wide
family of curves of full 2-torsion that the average size of the 2-Selmer group of a
twist is equal to 12. This work uses techniques along the lines of Heath-Brown’s,
though has some added complication in order to deal with the greater generality.
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One advantage of our technique over these others is that we can, to some degree,
separate the algebra involved in analyzing the sizes of these Selmer groups from the
analysis. When considering the distribution of ranks of Selmer groups of twists of an
elliptic curve, there are two types of density estimates that have come up in the liter-
ature. The first is to use the natural notion of density over some obvious ordering of
twist parameter. The other is to use some notion similar to that of Swinnerton-Dyer,
which can be thought of as letting the number of primes dividing the twist parameter
go to infinity. Although one is usually interested in natural densities, the Swinnerton-
Dyer–type results are often easier to prove as they tend to be essentially algebraic in
nature while results about natural density will generally require some tricky analytic
work. The techniques of this paper show how asymptotics of the Swinnerton-Dyer–
type can be upgraded to results for natural density. Although we have only managed
to carry out this procedure for the family of curves used in Theorem 2, there is hope
that this procedure might have greater applicability. For example, if someone were
to obtain a Swinnerton-Dyer–type result for twists of an elliptic curve with full
2-torsion over Q that has a rational 4-isogeny, it is almost certain that the techniques
from this paper would allow one to obtain a result for the same curve using the natural
density. Additionally, in [Klagsbrun et al. 2013], Klagsbrun, Mazur and Rubin con-
sider the ranks of twists of an elliptic curve with Gal(K (E[2])/K )' S3 and obtain
Swinnerton-Dyer–type density results. It is possible that ideas in this paper may be
adapted to improve these results to work with a more natural notion of density as well.
Unfortunately, working in this extended context will likely complicate the analytic
aspects of the argument considerably. For example, while we make important use
of the fact that the rank of S2(Eb) depends only on congruence classes of primes
dividing b and Legendre symbols between them, it is shown in [Friedlander et al.
2013] that, for curves with cyclic cubic field of 2-torsion, the Selmer rank can depend
on more complicated algebraic objects (such as what they term the spin of a prime).

In Section 2, we introduce some basic concepts that will be used throughout. In
Section 3, we will prove the necessary character bounds. We use these bounds in
Section 4 to establish the average moments of the size of the Selmer groups. Finally,
in Section 5, we explain how these results can be used to prove our main theorem.

2. Preliminaries

2.1. Asymptotic notation. Throughout the rest of this paper, we will make exten-
sive use of O and similar asymptotic notation. In our notation, O(X) will denote a
quantity that is at most H · X for some absolute constant H . If we need asymptotic
notation that depends on some parameters, we will use Oa,b,c(X) to denote a
quantity that is at most H(a, b, c) · X , where H is some function depending only
on a, b and c.
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2.2. Number of prime divisors. In order to make use of Swinnerton-Dyer’s result,
we will need to consider twists of E by integers b ≤ N with a specific number of
prime divisors. For an integer m, we let ω(m) be the number of prime divisors
of m. In our analysis, we will need to have estimates on the number of such b with
a particular number of prime divisors. We define

5n(N )= #{primes p ≤ N such that ω(p)= n}.

Lemma 6 [Hardy and Ramanujan 1917, Lemma A]. There exist absolute constants
C and K such that for any ν and x

5ν+1(x)≤
K x

log x
(log log x +C)ν

ν!
.

By maximizing the above in terms of ν, it is easy to see:

Corollary 7. We have

5n(N )= O
(

N
√

log log N

)
.

It is also easy to see from the above that most integers of size roughly N have
about log log N prime factors. In particular:

Corollary 8. There is a constant c > 0 such that for all N , the number of b ≤ N
with |ω(b)− log log N |> (log log N )3/4 is at most

2N exp
(
− c

√
log log N

)
.

In particular, the fraction of b ≤ N with |ω(b)− log log N |< (log log N )3/4 goes
to 1 as N goes to infinity.

We will use Corollary 8 to restrict our attention only to twists by b with an
appropriate number of prime divisors.

3. Character bounds

Our main purpose in this section will be to prove the following propositions:

Proposition 9. Fix positive integers D, n and N with 4 | D, log log N > 1 and
(log log N )/2< n < 2 log log N , and let c> 0 be a real number. Let di, j , ei, j ∈Z/2
for i, j = 1, . . . , n with ei, j = e j,i , di, j = d j,i and ei,i = di,i = 0 for all i and j . Let
χi be a quadratic character with modulus dividing D for i = 1, . . . , n. Let m be the
number of indices i such that at least one of the following holds:

• ei, j = 1 for some j or

• χi has modulus not dividing 4 or

• χi has modulus exactly 4 and di, j = 0 for all j .
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Let ε(p)= (p− 1)/2. Then if m > 0,∣∣∣∣ 1
n!

∑
SN ,n,D

∏
i

χi (pi )
∏
i< j

(−1)ε(pi )ε(p j )di, j
∏
i< j

( pi
p j

)ei, j
∣∣∣∣= Oc,D(Ncm), (1)

where SN ,n,D is the set of n-tuples of distinct primes p1, . . . , pn such that b =
p1 · · · pn is relatively prime to D and of size at most N .

Note that m is the number of indices i such that, no matter how we fix the values
of p j for the j 6= i , the summand on the left-hand side of (1) still depends on pi .
The index set SN ,n,D above is a way of indexing (up to overcounting by a factor
of n!) the set of integers b ≤ N that are square-free, relatively prime to D and
have ω(b) = n. This notation will be used throughout the rest of the paper. The
sum in (1) can be thought of as a sum over such b (the 1/n! term accounts for
the overcounting) of a “character” defined by the χi , di, j and ei, j . Proposition 9
will allow us to show that the “characters” in which the Legendre symbols make a
nontrivial appearance add a negligible contribution to our moments.

Proposition 10. Let n, N and D be positive integers satisfying log log N > 1 and
(log log N )/2< n < 2 log log N. Let

G =
(
(Z/D)∗/((Z/D)∗)2

)n
.

Let f : G→ C be a function with | f |∞ ≤ 1. Then

1
n!

∑
SN ,n,D

f (p1, . . . , pn)

=

(
1
|G|

∑
g∈G

f (g)
)(
|SN ,n,D|

n!

)
+ OD

(
N log log log N

log log N

)
. (2)

(Here f (p1, . . . , pn) is really f applied to the vector of their reductions modulo D.)

This proposition says that the average of f over such SN ,n,D is roughly equal
to the average of f over G. This will allow us to show that the average value of
the remaining terms in our moment calculation equals what we would expect given
Swinnerton-Dyer’s result.

We begin with a proposition that gives a more precise form of Proposition 9 in
the case when the ei, j are all 0.

Proposition 11. Let D, n and N be integers with 4 | D and log log N > 1. Let
C > 0 be a real number. Let di, j ∈ Z/2 for i, j = 1, . . . , n with di, j = d j,i and
di,i = 0. Let χi be a quadratic character of modulus dividing D for i = 1, . . . , n.
Suppose that no Dirichlet character of modulus dividing D has an associated Siegel
zero larger than 1−β−1. Let

B =max(e(C+2)β log log N , eK (C+2)2(log D)2(log log(DN ))2, n logC+2(N ))
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for K a sufficiently large absolute constant. Suppose that Bn <
√

N. Let m be the
number of indices i such that either

• χi does not have modulus dividing 4 or

• χi has modulus exactly 4 and di, j = 0 for all j .

Then∣∣∣∣ 1
n!

∑
SN ,n,D

∏
i

χi (pi )
∏
i< j

(−1)ε(pi )ε(p j )di, j

∣∣∣∣
= O

(
N

√

log log N

)(
O
(

log log B
n

)m

+ (log N )−C
)
. (3)

Note once again that m is the number of i such that if the values of p j for j 6= i
are all fixed, the resulting summand will still depend on pi .

The basic idea of the proof will be by induction on m. If m = 0, we can bound
by the number of terms in our sum, giving a bound of 5n(N ), which we bound
using Corollary 7. If m > 0, there is some pi such that no matter how we set the
other p j , our character still depends on pi . We split into cases based on whether
pi > B. If pi > B, we fix the values of the other p j and use bounds on character
sums. For pi ≤ B, we note that this happens for only about a (log log B)/n fraction
of the terms in our sum and for each possible value of pi inductively bound the
remaining sum. To deal with the first case, we prove the following:

Lemma 12. Let K be a sufficiently large constant. Take χ any nontrivial Dirichlet
character of modulus at most D and with no Siegel zero more than 1−β−1, constants
N ,C > 0 and X any integer with

X >max(e(C+2)β log log N , eK (C+2)2(log D)2(log log(DN ))2).

Then, ∣∣∣∣∑
p≤X

χ(p)
∣∣∣∣≤ O(X log−C−2(N )),

where the sum is over primes p ≤ X.

Proof. Theorem 5.27 of [Iwaniec and Kowalski 2004] implies that, for any Y , for
some constant c > 0,∑

n≤Y

χ(n)3(n)= Y · O
(

Y−β
−1
+ exp

(
−c
√

log Y
log D

)
(log D)4

)
.

Note that the contribution to the above coming from n a power of a prime is
O(
√

Y ). Using Abel summation to reduce this to a sum over p of χ(p) rather than
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χ(p) log p, we find that

∑
p≤X

χ(p)≤ X · O
(

X−β
−1
+ exp

(
−c
√

log X
log D

)
(log D)4

)
+ O(
√

X).

The former term is sufficiently small since by assumption X > e(C+2)β log log N . The
latter term is small enough since X > eK (C+2)2(log D)2(log log(DN ))2 . The last term is
small enough since clearly X > log2C+4(N ). �

For positive integers n, N and D and S a set of prime numbers, denote by
Q(n, N , D, k, S) the maximum possible absolute value of a sum of the form given
in (3) with m ≥ k with the added restriction that none of the pi lie in S. In particular,
a sum of the form

1
n!

∑
SN ,n,D′

∏
i

χi (pi )
∏
i< j

(−1)ε(pi )ε(p j )di, j ,

where χi are characters of modulus dividing D, di, j ∈ {0, 1} and

D′ = D ·
∏
p∈S

p.

We write the inductive step for our main bound as follows.

Lemma 13. Consider integers n, D, N , M , C and B with

B >max(e(C+2)β log log M , eK (C+2)2(log D)2(log log(DM))2, n logC+2(M)),

where 1− β−1 is the largest Siegel zero of a Dirichlet character whose modulus
divides D, and K is a large enough constant. Then, if 1≤ k ≤ n and S is a set of
primes not exceeding B, the quantity Q(n, N , D, k, S) defined above is at most

O(N log N log−C−2(M))+ 1
n

∑
p<B
p/∈S

Q(n− 1, N/p, D, k− 1, S ∪ {p}).

Proof. Since k ≥ 1, there must be an i such that either χi has modulus bigger than 4
or has modulus exactly 4 and all of the di, j are 0. Without loss of generality, n is
such an index. We split our sum into cases depending on whether pn ≥ B. For
pn ≥ B, we proceed by fixing all of the p j for j 6= n and summing over pn . Letting
P =

∏n−1
i=1 pi , we have

N/B∑
P=1

1
n!

∑
P=p1···pn−1

pi distinct
pi /∈S, (D,P)=1

a
∑

B≤pn≤N/P
pn 6=p j

χ(pn),
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where a is some constant of norm 1 depending on p1 · · · pn−1 and χ is a nontrivial
character of modulus dividing D, perhaps also depending on p1, . . . , pn−1. The
condition that pn 6= p j alters the value of the inner sum by at most n. With this
condition removed, we may bound the inner sum by applying Lemma 12 (taking
the difference of the terms with X = N/P and X = B). Hence, the value of the
inner sum is at most O(N/P log−C−2(M)+ n). Since

N/P ≥ B ≥ n logC+2(M),

this is just O(N/P log−C−2(M)). Note that for each P , there are at most (n− 1)!
ways of writing it as a product of n− 1 primes (since the primes will be unique up
to ordering). Hence, ignoring the extra 1/n factor, the sum above is at most

N/B∑
P=1

O(N/P log−C−2(M))= O(N log N log−C−2 M).

For pn < B, we fix pn and consider the sum over the remaining pi . We note that
for p a prime not in S and relatively prime to D, this sum is ±1/n times a sum of
the type bounded by Q(n− 1, N/p, D, k− 1, S ∪ {p}). In particular, we note that,
since by assumption the value of m for our original sum was at least k, upon fixing
this value of pn , the value of m for the resulting sum is at least k− 1 and is thus
bounded by Q(n− 1, N/p, D, k− 1, S ∪ {p}). �

Proof of Proposition 11. We prove by induction on k that for n, N , D, C , M , β
and B as above with

B >max(e(C+2)β log log M , eK (C+2)2(log D)2(log log(DM))2, n logC+2(M))

and S a set of primes less than or equal to B and c a sufficiently large constant,

Q(n, N , D, k, S)≤ c
(

N
√

log log(N/Bn)

)(
c log log B

n

)k

+ cN log N log−C−2(M)
k−1∑
a=0

(
c log log B

n

)a

. (4)

Plugging in M = N , k = m, S =∅ and

B =max(e(C+2)β log log N , eK (C+2)2(log D)2(log log(DN ))2, n logC+2(N ))

yields the necessary result.
We prove (4) by induction on k. For k = 0, the sum is at most the sum over

b= p1 · · · pn with appropriate conditions of 1/n!. Since each such b can be written
as such a product in at most n! ways, this is at most 5n(N ), which by Corollary 7
is at most c(N/

√

log log N ) for some constant c, as desired.
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For larger values of k, we use the inductive hypothesis and Lemma 13 to bound
Q(n, N , D, k, S) by

cN log N log−C−2(M)+ 1
n

∑
p<B

Q(n− 1, N/p, D, k− 1, S′)

≤ cN log N log−C−2(M)

+
1
n

∑
p<B

1
p

c
(

N
√

log log(N/pBn−1)

)(
c log log B

n− 1

)k−1

+
1
n

∑
p<B

1
p

cN log N log−C−2(M)
k−2∑
a=0

(
c log log B

n− 1

)a

≤ cN log N log−C−2(M)

+ c
(

N
√

log log(N/Bn)

)(
c log log B

n

)k

+ cN log N log−C−2(M)
k−2∑
a=0

(
c log log B

n

)a+1

≤ c
(

N
√

log log(N/Bn)

)(
c log log B

n

)k

+ cN log N log−C−2(M)
k−1∑
a=0

(
c log log B

n

)a

.

Above we use that

1
n

(
1

n−1

)a ∑
p<B

1
p
≤ c log log B

(
1
n

)a+1

for all a ≤ n if c is sufficiently large. This completes the inductive hypothesis,
proving (4) and completing the proof. �

Proof of Proposition 10. First note that we can assume that 4 | D. This is because if
that is not the case, we can split our sum up into two cases, one where none of the
pi are 2 and one where one of the pi is 2. In either case, we get a sum of the same
form but now can assume that D is divisible by 4. We assume this so that we can
use Proposition 11.

It is clear that the difference between the left-hand side of (2) and the main term
on the right-hand side is

1
|G|

( ∑
χ∈Ĝ\{1}

(
1
n!

∑
SN ,n,D

χ(p1, . . . , pn)

)(∑
g∈G

f (g)χ(g)
))
.
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Using Cauchy–Schwarz, we find that this is at most

1
|G|

√
|G| | f |2

( ∑
χ∈Ĝ\{1}

∣∣∣∣ 1
n!

∑
SN ,n,D

χ(p1, . . . , pn)

∣∣∣∣2 )1/2

.

We note that | f |2 ≤
√
|G| and hence that (1/|G|)

√
|G| | f |2 ≤ 1. Bounding the

character sum using Proposition 11 (using the minimal possible value of B), we
get O(N 2/log log N ) times∑

χ∈Ĝ\{1}

OD

(
log log log N

log log N

)2s

,

where above s is the number of components on which χ (thought of as a product
of characters of (Z/DZ)∗) is nontrivial. Since each component of χ can either be
trivial or have one of finitely many nontrivial values (each of which contributes
OD((log log log N )2/(log log N )2)) and this can be chosen independently for each
component, the inner sum is(

1+ OD

(
log log log N

log log N

)2)n

− 1= exp
(

OD

(
(log log log N )2

log log N

))
− 1

= OD

(
(log log log N )2

log log N

)
.

Hence, the total error is at most

1
|G|

√
|G|
√
|G|OD

((
N 2 log log log2(N )

log log2(N )

)1/2)
= OD

(
N log log log N

log log N

)
. �

The proof of Proposition 9 is along the same lines as the proof of Proposition 11.
Again we induct on m. This time, we use Lemma 13 as our base case (when all of
the ei, j are 0). If some ei, j is nonzero, we break into cases based on whether pi

and p j are larger than some integer A (which will be some power of log N ). If both
pi and p j are large, then fixing the remaining primes and summing over pi and p j

gives a relatively small result. Otherwise, fixing one of these primes at a small
value, we are left with a sum of a similar form over the other primes. Unfortunately,
doing this will increase our D by a factor of pi and may introduce characters with
bad Siegel zeroes. To counteract this, we will begin by throwing away all terms
in our sum where D

∏
i pi is divisible by the modulus of the worst Siegel zero in

some range and use standard results to bound the badness of other Siegel zeroes.
We begin with some lemmas that will allow us to bound sums of Legendre

symbols of pi and p j as they vary over primes.
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Lemma 14. Let Q and N be positive integers with Q2
≥ N. Let a be a function

{1, 2, . . . , N } → C, supported on square-free numbers. Then we have

∑
χ

∣∣∣∣ N∑
n=1

anχ(n)
∣∣∣∣2 = O(Q

√
N‖a‖2). (5)

where the outer sum ranges over quadratic characters whose modulus does not
exceed Q and is either a prime or four times a prime, and where ‖a‖2 =

∑N
n=1|an|

2

is the squared L2 norm.

Note the similarity between this and Lemma 4 of [Heath-Brown 1994].

Proof. Let M be the largest positive integer such that Q2
≤ N M2

≤ 4Q2. Let
b : {1, 2, . . . ,M2

} → C be the function bn2 = 1/M and b = 0 on nonsquares. Let
c= a∗b be the multiplicative convolution of a and b. Note that, since a is supported
on square-free numbers and b supported on squares, ‖c‖2 = ‖a‖2‖b‖2 = ‖a‖2/M .
Applying the multiplicative large sieve inequality (see [Iwaniec and Kowalski 2004,
Theorem 7.13]) to c,

∑
q≤Q

q
φ(q)

∑∗

χ mod q

∣∣∣∣∑
n

cnχ(n)
∣∣∣∣2 ≤ (Q2

+ N M2
− 1)‖c‖2. (6)

The right-hand side is easily seen to be

O(Q2)‖a‖2/M = O(Q2
‖a‖2/(

√
Q2/N ))= O(Q

√
N‖a‖2).

For the left-hand side, we may note that it only becomes smaller if we remove the
q/φ(q) or ignore the characters that are not quadratic or do not have moduli either
a prime or 4 times a prime. For such characters χ , note that∑

n

cnχ(n)=
(∑

n

anχ(n)
)(∑

n

bnχ(n)
)
=�

(∑
n

anχ(n)
)
,

where the last equality above follows from the fact that χ is 1 on squares not
dividing its modulus and noting that, since its modulus divides 4 times a prime, the
latter case only happens at even numbers of multiples of p. Hence, the left side of
(6) is at least a constant multiple of the left side of (5). This completes the proof. �

Lemma 15. Let A≤ X be positive numbers, and let a, b : Z→C be functions such
that |a(n)|, |b(n)| ≤ 1 for all n. Denoting by

( )
the Legendre symbol, we have∣∣∣∣ ∑

p1,p2 prime and ≥A
p1 p2≤X

a(p1)b(p2)
( p1

p2

)∣∣∣∣= O(X log(X)A−1/8).
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Proof. We first bound the sum of the terms for which p1 ≤
√

X .
We begin by partitioning [A,

√
X ] into O(A1/4 log X) intervals of the form

[Y, Y (1+ A−1/4)). We break up our sum based on which of these intervals p1

lies in. We throw away the terms for which p2 ≥ X/(Y (1+ A−1/4)) once such an
interval is fixed. We note that for such terms p1 p2 ≥ X (1+ A−1/4)−1. Therefore,
the number of such terms in our original sum is at most O(X A−1/4), and thus,
throwing these away introduces an error of at most O(X A−1/4).

The sum of the remaining terms is at most∑
A≤p2≤X/(Y (1+A−1/4))

∣∣∣∣ ∑
Y≤p1≤Y (1+A−1/4)

a(p1)
( p1

p2

)∣∣∣∣.
By Cauchy–Schwarz, this is at most√

X/Y
( ∑

A≤p2≤X/(Y (1+A−1/4))

∣∣∣∣ ∑
Y≤p1≤Y (1+A−1/4)

a(p1)
( p1

p2

)∣∣∣∣2 )1/2

.

In the evaluation of the above, we may restrict the support of a to primes between Y
and Y (1+ A−1/4). Therefore, by Lemma 14, the above is at most√

X/Y · O(
√
(X/Y )Y 1/2(Y A−1/4))= O(XY−1/4 A−1/8)= O(X A−3/8).

Hence, summing over the O(A1/4 log X) such intervals, we get a total contribution
of O(X log(X)A−1/8).

We get a similar bound on the sum of terms for which p2 ≤
√

X . Finally, we
need to subtract off the sum of terms where both p1 and p2 are at most

√
X . This is∑

A≤p1≤
√

X

∑
A≤p2≤

√
X

a(p1)b(p2)
( p1

p2

)
.

This is at most ∑
A≤p2≤

√
X

∣∣∣∣ ∑
A≤p1≤

√
X

a(p1)
( p1

p2

)∣∣∣∣.
By Cauchy–Schwarz and Lemma 14, this is at most

√

X1/2O(
√

X1/2 X1/4 X1/2)= O(X7/8)= O(X A−1/8).

Hence, all of our relevant factors are O(X log(X)A−1/8), thus proving our bound. �

As mentioned above, in proving Proposition 9, we are going to want to deal
separately with the terms in which D

∏
i pi is divisible by a particular bad Siegel

zero. In particular, for X ≤ Y , let q(X, Y ) be the modulus of the Dirichlet character
with the worst (closest to 1) Siegel zero of any Dirichlet character with modulus
between X and Y . In analogy with the Q defined in the proof of Proposition 11, for
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integers n, N , D, k, X and Y and a set S of primes, we define Q(n, N , D, k, X, Y, S)
to be the largest possible value of∣∣∣∣ 1

n!

∑
S′N ,n,D

∏
i

χi (pi )
∏
i< j

(−1)ε(pi )ε(p j )di, j
∏
i< j

( pi
p j

)ei, j
∣∣∣∣. (7)

Above, S′N ,n,D is the subset of SN ,n,D such that none of the pi are in S and such that
q(X, Y ) does not divide D

∏
pi and where the χi are Dirichlet characters of mod-

ulus dividing D, ei, j , di, j ∈ {0, 1} and k is at most the number of indices i such that

• ei, j = 1 for some j or

• χi has modulus not dividing 4 or

• χi has modulus exactly 4 and di, j = 0 for all j .

We wish to prove an inductive bound on Q. In particular, we show:

Lemma 16. Let n, N , D, k, X and Y be as above. Let β be a real number so that
the worst Siegel zero of a Dirichlet series of modulus at most D other than q(X, Y )
is at most 1−β−1. Let M , A, B and C be integers such that

B >max(e(C+2)β log log M , eK (C+2)2(log D)2(log log(DM))2, n logC+2(M), A)

for a sufficiently large constant K . Then for S a set of primes less than or equal
to A, we have that Q(n, N , D, k, X, Y, S) is at most the maximum of

N
(

O
(

log log B
n

)k

+ O(log N log−C−2(M))
k−1∑
a=0

O
(

log log B
n

)a)
and

O(N log2(N )A−1/8)+
2
n

∑
p<A

Q(n− 1, N/p, Dp, k− 1, X, Y, S ∪ {p})

+
1

n(n−1)

∑
p1,p2<A

Q(n− 2, N/p1 p2, Dp1 p2, k− 2, X, Y, S ∪ {p1, p2}).

Proof. We consider a sum of the form given in (7). If all of the ei, j are 0, we have
a form of the type handled in the proof of Proposition 11, and our sum is bounded
by the first of our two expressions by (4).

Otherwise, some ei, j is 1. Without loss of generality, this is en−1,n . We can also
assume that dn−1,n = 0 since adding or removing the appropriate term is equivalent
to reversing the Legendre symbol. We split our sum into parts based on which of
pn−1 and pn are at least A. In particular, we take the sum of terms with both at
least A plus the sum of terms where pn−1 < A plus the sum of terms with pn < A
minus the sum of terms with both less than A.
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First, consider the case where pn−1, pn ≥ A. Fixing the values of p1, . . . , pn−2

and letting P=
∏n−2

i=1 pi , we consider the remaining sum over pn−1 and pn . We have

±1
n!

∑
A≤pn−1,pn,

pn−1 6=pn,
(pi ,D P)=1,

Q-D Ppn−1 pn,
pn−1 pn≤N/P

a(pn−1)b(pn)
( pn−1

pn

)
,

where a and b are some functions Z→ C such that |a(x)|, |b(x)| ≤ 1 for all x . We
note that the condition that (pi , D P)= 1 can be expressed by setting a and b equal
to 0 for some appropriate set of primes. We note that the condition that q(X, Y )
not divide D Ppn−1 pn is only relevant if D P is missing only one or two primes
of q(X, Y ). In the former case, it is equivalent to making one more value illegal
for the pi . In the latter case, it eliminates at most two terms. The condition that the
pi are distinct removes at most

√
N/P terms from our sum. Therefore, perhaps

after setting a and b to 0 on some set of primes, the above is

±1
n!

(
O(
√

N/P)+
∑

A≤pn−1,pn,
pn−1 pn≤N/P

a(pn−1)b(pn)
( pn−1

pn

))
.

By Lemma 15, this is at most

1
n!

O(N/P log(N )A−1/8).

Now for each P ≤ N , it can be written in at most (n− 2)! ways; hence, the sum
over all pn−1, pn ≥ A is at most

N∑
P=1

O(N/P log(N )A−1/8)= O(N log2(N )A−1/8).

Next, we consider the case where pn < A. We deal with this case by setting pn

to each possible value of size at most A individually. It is easy to check that after
setting pn to such a value p, the sum over the remaining pi is 1/n times a sum of
the form bounded by Q(n− 1, N , Dp, k− 1, X, Y, S ∪ {p}). Hence, the sum over
all terms with pn < A is at most

1
n

∑
p<A

Q(n− 1, N/p, Dp, k− 1, X, Y, S ∪ {p}).

The sum of the terms with pn−1 < A has the same bound, and the sum of terms
with both less than A is similarly seen to be at most

1
n(n−1)

∑
p1,p2<A

Q(n− 2, N/p1 p2, Dp1 p2, k− 2, X, Y, S ∪ {p1, p2}). �
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We now use Lemma 16 to prove an inductive bound on Q.

Lemma 17. Let n, N , D, k, X , Y , S, M , A, B, C and β be as above. Assume
furthermore that Y ≥ D An ,

B >max(e(C+2)β log log M , eK (C+2)2(log Y )2(log log(Y M))2, n logC+2 M, A)

and S contains only elements of size at most A. Let L = n− k. Then the quantity
Q(n, N , D, k, X, Y, S) is at most

N
(

O
(

log log B
L

)k

+ O(log2(N )A−1/8
+ log(N ) log−C−2 M)

k−1∑
a=0

O
(

log log B
L

)a)
.

Note that we will wish to apply this lemma with n about log log N , D a constant,
A polylog N , X polylog N , M = N , Y = D An and B its minimum possible value.

Proof. We proceed by induction on k. In particular, we show that for a sufficiently
large constant c that Q(n, N , D, k, X, Y, S) is at most

cN
((

c log log B
L

)k

+
(
log2(N )A−1/8

+ log(N ) log−C−2 M
) k−1∑

a=0

(
c log log B

L

)a)
.

We bound Q inductively by Lemma 16. Our base case is when Q is equal to

N
(

O
(

log log B
n

)k

+ O
(

log N log−C−2 M
) k−1∑

a=0

O
(

log log B
n

)a)
(which must happen if k = 0). In this case, our desired bound holds assuming that
c is sufficiently large.

Otherwise, Q(n, N , D, k, X, Y, S) is bounded by

O(N log2(N )A−1/8)+
2
n

∑
p<A

Q(n− 1, N/p, Dp, k− 1, X, Y, S ∪ {p})

+
1

n(n−1)

∑
p1,p2<A

Q(n− 2, N/p1 p2, Dp1 p2, k− 2, X, Y, S ∪ {p1, p2}).

Notice that the parameters of Q in the above also satisfy our hypothesis, so we may
bound them inductively. Note also that, for the above values of Q, the value of L is
the same. Letting U = (c log log B)/L and

E = c(log2(N )A−1/8
+ log N log−C−2 M),
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then for c sufficiently large the above is easily seen to be at most

N
(

E+U
2

(
U k−1

+E
k−2∑
a=0

U a
)
+

U 2

2

(
U k−2

+E
k−3∑
a=0

U a
))
≤ N

(
U k
+E

k−1∑
a=0

U a
)
.

This completes our inductive step and finishes the proof. �

Proof of Proposition 9. The basic idea will be to compare the sum in question to
the quantity Q(n, N , D, k, X, Y,∅) for appropriate settings of the parameters. We
begin by fixing the constant c in the proposition statement. We let C be a constant
large enough that cn > log−C(N ) (recall that n was O(log log N )). We set A to
log8C+16(N ), X to logC(N ) and Y to D An

= exp(OD(C(log log N )2)). We let
M = N .

We note that β comes from either the worst Siegel zero of modulus less that X or
the second worst Siegel zero of modulus less than Y . By Theorem 5.28 of [Iwaniec
and Kowalski 2004], β is at most Oε(X ε) in the former case and at most O(log Y )
in the latter case. Hence (changing ε by a factor of C), we have unconditionally
that β = Oε(logε(N )) for any ε > 0. We next let

B =max(e(C+2)β log log M , eK (C+2)2(log Y )2(log log(Y M))2, n logC+2(M), A).

Hence, for sufficiently large N (in terms of ε and D),

log log B < ε log log N .

Finally, we pick k so that n/2≥ k≥m/2. Thus, L = n−k> n/2=�(log log N ).
Noting that we satisfy the hypothesis of Lemma 16, we have that, for N sufficiently
large relative to ε and D, Q(n, N , D, k, X, Y,∅) is at most

N
(

O(ε)m/2+ O(log2(N ) log−C−2(N )+ log N log−C−1(N ))
k∑

a=0

O(ε)a
)
.

If ε is small enough that the term O(ε) is at most 1/2, this is at most

N (O(ε)m/2+ log−C(N )).

If additionally the O(ε) term is less than c2, this is

O(Ncm).

Hence, for N sufficiently large relative to c and D,

Q(n, N , D, k, X, Y,∅)= O(Ncm).

Therefore, unequivocally,

Q(n, N , D, k, X, Y,∅)= Oc,D(Ncm).
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Finally, we note that the difference between Q(n, N , D, k, X, Y,∅) and the term
that we are trying to bound is exactly the sum over such terms where p1 · · · pn

is divisible by q(X, Y )/gcd(q(X, Y ), D). Since q(X, Y ) ≥ X , there are only
OD(N log−C(N )) such products. Since each product can be obtained in at most n!
ways, each contributing at most 1/n!, this difference is OD(N log−C(N ))=O(Ncm)

at most. Therefore, the thing we wish to bound is Oc,D(Ncm). �

4. Average sizes of Selmer groups

Here we use the results from the previous section to prove the following:

Proposition 18. Let E be an elliptic curve satisfying the conditions of Theorem 3
(and in particular by Theorem 2, for any E with full 2-torsion defined over Q and
no cyclic 4-isogeny defined over Q). Let S be a finite set of places containing 2,∞
and all of the places where E has bad reduction. Let x be either −1 or a power of 2.
Let ω(m) denote the number of prime factors of m. Say that (m, S)= 1 if m is an
integer not divisible by any of the finite places in S. For positive integers N , let SN

denote the set of integers b≤ N square-free with |ω(b)−log log N |≤ (log log N )3/4

and (b, S)= 1. Then

lim
N→∞

∑
SN

xdim(S2(Eb))

|SN |
=

∑
n

xnαn.

This says that the k-th moment of |S2(Eb)| averaged over b ≤ N with

|ω(b)− log log N | ≤ (log log N )3/4

is what you would expect given Theorem 2. Furthermore, Proposition 18 says that,
averaged over the same set of bs, the rank of the Selmer group is odd half of the
time. The latter part of the proposition follows from Lemma 1.

Proof of Lemma 1. First we replace E by a twist such that ci − c j are pairwise
relatively prime integers. It is now the case that E has everywhere good or multi-
plicative reduction, and we are now concerned with dim(S2(Edb)) for some constant
d | D. By [Mazur and Rubin 2010, Theorem 2.7; Kramer 1981, Corollary 1], we
have that dim(S2(Ebd)) ≡ dim(S2(E)) mod 2 if and only if (−1)xχbd(−N ) = 1
where x = ω(d), N is the product of the primes not dividing d at which E has
bad reduction and χbd is the quadratic character corresponding to the extension
Q(
√

bd). From this, the lemma follows immediately. �

In order to prove the rest of Proposition 18, we will need a concrete description
of the Selmer groups of twists of E . We follow the treatment given in [Swinnerton-
Dyer 2008]. Let b = p1 · · · pn where pi are distinct primes relatively prime to S
(we leave which primes unspecified for now). Let B = S∪{p1, . . . , pn}. For ν ∈ B,
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let Vν be the subspace of (u1, u2, u3) ∈ (Q
∗
ν/(Q

∗
ν)

2)3 such that u1u2u3 = 1. Note
that Vν has a symplectic form given by (u1, u2, u3) · (v1, v2, v3)=

∏3
i=1(ui , vi )ν ,

where (ui , vi )ν is the Hilbert symbol. Let V =
∏
ν∈B Vν be a symplectic F2-vector

space of dimension 2M .
There are two important Lagrangian subspaces of V . The first, which we call U , is

the image in V of (Z∗B/(Z
∗

B)
2)31. The other, which we call W , is given as the product

of Wν over ν ∈ B, where Wν consists of points of the form (x−bc1, x−bc2, x−bc3)

for (x, y) ∈ Eb. Note that we can write W =WS ×Wb where WS =
∏
ν∈S Wν and

Wb =
∏
ν|b Wν . The Selmer group is given by

S2(Eb)=U ∩W.

As written, U , W and V all depend on the primes dividing b. Fortunately,
as we will see, there are natural spaces U ′ and W ′ that depend very little on b
with convenient isomorphisms to U and W . It would also be possible to similarly
parametrize V , but this will prove to be unnecessary as we intend to compute
the size of the intersection of U and W solely in terms of the restriction of the
symplectic pairing on V to U ×W .

Let U ′ be the F2-vector space generated by the symbols ν and ν ′ for ν ∈ S and pi

and p′i for 1≤ i ≤ n. There exists an isomorphism f :U ′→U given by f (∞)=
(−1,−1, 1), f (∞′)= (1,−1,−1), f (p)= (p, p, 1) and f (p′)= (1, p, p).

Note also that Wpi is generated by ((c1−c2)(c1−c3), b(c1−c2), b(c1−c3)) and
(b(c3−c1), b(c3−c2), (c3−c1)(c3−c2)). If we define W ′ to be the F2-vector space
generated by the symbols pi and p′i for 1 ≤ i ≤ n, then there is an isomorphism
g : W ′→ Wb given by g(pi ) = ((c1− c2)(c1− c3), b(c1− c2), b(c1− c3)) ∈ Wpi

and g(p′i )= (b(c3− c1), b(c3− c2), (c3− c1)(c3− c2)) ∈Wpi .
Let G =

∏
ν∈S o

∗
ν/(o

∗
ν)

2 (here o∗ν are the units in the ring of integers of kν). Note
that WS is determined by the restriction of b to G. So for c ∈ G, let WS,c be WS

for such b. Let W ′c =WS,c×W ′. Then we have a natural map gc :W ′c→ V that is
an isomorphism between W ′c and W if b restricts to c.

Proof of Proposition 18. For x =−1, this proposition just says that the parity is odd
half of the time, which follows from Lemma 1. For x = 2k , this says something
about the expected value of |S2(Eb)|

k . For x = 2k , we will show that, for each
n ∈ (log log N − (log log N )3/4, log log N + (log log N )3/4),∑
SN ,n,D

|S2(Eb)|
k
= |SN ,n,D|

(∑
m

αm(2k)m + δ(n, N )
)
+ OE,k

(N (log log log N )2

log log N

)
,

where δ(n, N ) is some function such that limN→∞ δ(n, N )= 0. Summing over n
and noting that there are �(N ) values of b ≤ N square-free with (b, S) = 1 and
|ω(b)− log log N |< (log log N )3/4 gives us our desired result.
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In order to do this, we need to better understand |S2(Eb)| = |U ∩W |. For v ∈ V ,
we have, since U is Lagrangian of size 2M ,

1
2M

∑
u∈U

(−1)u·v =
{

1 if v ∈U⊥,
0 else,

=

{
1 if v ∈U ,
0 else.

Hence,
|S2(Eb)| = |U ∩W |

= #{w ∈W : w ∈U }

=

∑
w∈W

1
2M

∑
u∈U

(−1)u·w

=
1

2M

∑
u∈U, w∈W

(−1)u·w

=
1

2M

∑
u∈U ′, w∈W ′b

(−1) f (u)·gb(w).

If we extend f and gc to f k
: (U ′)k → U k and gk

c : (W
′
c)

k
→ V k and extend the

inner product on V to an inner product on V k ,

|S2(Eb)|
k
=

1
2k M

∑
u∈(U ′)k

w∈(W ′b)
k

(−1) f k(u)·gk
b(w)

and therefore that

|S2(Eb)|
k
=

1
2k M |G|

∑
c∈G, χ∈Ĝ

u∈(U ′)k

w∈(W ′c)
k

χ(bc−1)(−1) f k(u)·gk
c (w). (8)

Notice that once we fix values of c, χ , u and w in (8), the summand (when treated
as a function of p1, . . . , pn) is of the same form as the “characters” studied in
Section 3.

We want to take the sum over SN ,n,D of |S2(Eb)|
k . If we let D be 8 times the

product of the finite odd primes in S, we note that each such b can be expressed ex-
actly n! ways as a product b= p1 · · · pn with pi distinct and (pi , D)= 1. Therefore,
this sum equals

1
n!

∑
SN ,n,D

1
2k M |G|

∑
c∈G, χ∈Ĝ,

u∈(U ′)k , w∈(W ′c)
k

∏
i

χ(pi )χ(c)(−1) f k(u)·gk
c (w).
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Interchanging the order of summation gives us

1
2k M |G|

∑
SN ,n,D

χ(c)
n!

∑
p1,...,pn

distinct primes,
(D,pi )=1,∏

i pi≤N

(∏
i

χ(pi )

)
(−1) f k(u)·gk

c (w).

Now the inner sum is exactly of the form studied in Proposition 9.
We first wish to bound the contribution from terms where this inner sum has

terms of the form
( pi

p j

)
or in the terminology of Proposition 9 for which not all

of the ei, j are 0. In order to do this, we will need to determine how many of
these terms there are and how large their values of m are. Notice that terms of the
form

( pi
p j

)
show up here when we are evaluating the Hilbert symbols of the form

(p, b(ca − cb))p, (p, b(ca − cb))q , (q, b(ca − cb))p and (q, b(ca − cb))q and in no
other places.

Let Ui ⊂U ′ be the subspace generated by pi = (pi , pi , 1) and p′i = (1, pi , pi ).
For u ∈U ′, let ui be its component in Ui in the obvious way. Let Wi ⊂W ′ be Wpi .
For w ∈ W ′c, let wi be its component in Wi . It is not hard to see that the power
of
( pi

p j

)
appearing in (−1) f k(u)·gk

c (w) depends only on the projections of u and w
onto Ui ×U j and Wi ×W j , respectively. Our analysis of these exponents will be
simplified considerably by noting that the Ui and Wi have convenient isomorphisms
to fixed spaces, which we call U0 and W0. In particular, let U0 be the F2-vector space
with formal generators p and p′. We have a natural isomorphism between U0 and Ui

sending p to pi and p′ to p′i . We will hence often think of ui as an element of U0.
Similarly, let W0 be the F2-vector space with formal generators ((c1− c2)(c1− c3),

b(c1−c2), b(c1−c3)) and (b(c3−c1), b(c3−c2), (c3−c1)(c3−c2)). We similarly
have natural isomorphisms between Wi and W0 and will often consider wi as an
element of W0 instead of Wi .

Additionally, we have a bilinear form U0×W0→ F2 defined by

p ·((c1−c2)(c1−c3), b(c1−c2), b(c1−c3))

= p′ ·(b(c3−c1), b(c3−c2), (c3−c1)(c3−c2))

= 1,

p′ ·((c1−c2)(c1−c3), b(c1−c2), b(c1−c3))

= p ·(b(c3−c1), b(c3−c2), (c3−c1)(c3−c2))

= 0.

Notice that if u ∈ U ′ and w ∈ W ′c, then the exponent of
( pi

p j

)
that appears in

(−1) f (u)·gc(w) is (ui + u j ) · (wi +w j ). Similarly, if u ∈ (U ′)k and w ∈ (W ′c)
k , the

exponent of
( pi

p j

)
that appears in (−1) f k(u)·gk

c (w) is (ui + u j ) · (wi +w j ), where u∗
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and w∗ are thought of as elements of U k
0 and W k

0 , and the inner product is extended
to U k

0 ×W k
0 as (x1, . . . , xk) · (y1, . . . , yk)=

∑k
i=1xi · yi .

Let T =U k
0 ×W k

0 . We define by 〈(u, w), (u′, w′)〉 = u ·w′+u′ ·w a symplectic
form on T . Also define a quadratic form q on T by q(u, w)= u ·w. We claim, given
some sequence of elements, tx = (ux , wx)∈T for x ∈ I , that (ux+u y)·(wx+wy)=0
for all pairs x, y ∈ I only if all of the tx lie in a translate of a Lagrangian subspace
of T under the symplectic form 〈−,−〉. To show this, we note that, for t = (u, w)
and t ′ = (u′, w′), (u+ u′) · (w+w′)= 〈t, t ′〉+ q(t)+ q(t ′). We need to show that,
for all x, y, z ∈ I , 〈(tx + ty), (tx + tz)〉 = 0. This is true because

〈(tx + ty), (tx + tz)〉

= 〈tx , tx 〉+ 〈tx , tz〉+ 〈ty, tx 〉+ 〈ty, tz〉

= 〈tx , tz〉+ 〈ty, tx 〉+ 〈ty, tz〉

= 〈tx , tz〉+ 〈ty, tx 〉+ 〈ty, tz〉+ 2q(tx)+ 2q(ty)+ 2q(tz)

= (〈ty, tx 〉+ q(tx)+ q(ty))+ (〈tx , tz〉+ q(tx)+ q(tz))+ (〈ty, tz〉+ q(ty)+ q(tz))

= 0.

Given u = (u1, . . . , un) ∈
∏n

i=1 U k
i and w = (w1, . . . , wn) ∈

∏n
i=1 W k

i , suppose
that we have a set of l indices in {1, 2, . . . , n}, which we call active indices, such
that (−1) f k(u)·gk(w) has terms of the form

( pi
p j

)
only if i and j are both active, and

suppose furthermore that each active index shows up as either i or j in at least one
such term. Let ti = (ui , wi ) ∈ T (where we have identified ui and wi as elements
of U k

0 and W k
0 , respectively). We claim that ti takes fewer than 4k different values

on nonactive indices, i . We note that our notion of active indices is similar to the
notion in [Heath-Brown 1994] of linked indices.

Since 〈ti , t j 〉 + q(ti )+ q(t j ) = 0 for any two nonactive indices ti and t j , all of
these must lie in a translate of some Lagrangian subspace of T . Therefore, ti can
take at most 4k values on nonactive indices. Suppose for sake of contradiction that
all of these values are actually assumed by some nonactive index. Then consider t j

for j an active index. The ti for i either nonactive or equal to j must similarly lie
in a translate of a Lagrangian subspace. Since such a space is already determined
by the nonactive indices and since all elements of this affine subspace are already
occupied, t j must equal ti for some nonactive i . But this means that every t j is
assumed by some nonactive index, which implies that no terms of the form

( pi
p j

)
survive, yielding a contradiction.

Now consider the number of such u and w so that there are l ≥ 1 active indices.
Once we fix the values ti that are allowed to be taken by the nonactive indices
(which can only be done in finitely many ways), there are

(n
l

)
ways to choose

the active indices, at most 2k
− 1 ways to pick ti for each nonactive index and at



On the ranks of the 2-Selmer groups of twists of a given elliptic curve 1275

most 22k ways for each active index. Hence, the total number of such u and w with
exactly l active indices is

O
((n

l

)
(4k
− 1)n−l(42k)l

)
.

The value of the inner sum for such a (u, w) is at most OE,k(N (2−2k−1)l) by
Proposition 9. Hence, summing over all l > 0 and recalling the 2−Mk out front, we
get a contribution of at most

N4−nk OE,k

(∑
l

(n
l

)
(4k
− 1)n−l

(1
2

)l
)
= N4−nk OE,k((4k

− 1/2)n)

= N OE,k((1− 4−k−1)n)

= N OE,k
(
(log N )−4−k−2)

.

Therefore, we may safely ignore all of the terms in which a
( pi

p j

)
shows up. This

is our analogue of Lemma 6 in [Heath-Brown 1994].
Notice that, by the above analysis, the number of remaining terms must be

Ok,E(2Mk). Additionally, for these terms, we may apply Proposition 10. Therefore,
each term, up to an error of OE((log log log N )2/log log N ), equals |SN ,n,D| times
the average of its summand over all possible conjugacy classes of p1, . . . , pn

modulo 4D. Since there are Ok,E(2Mk) such terms and since there is an outer
factor of 2−k M , we reach two conclusions. Firstly, the sum in question is bounded
by Ok,E(|SN ,n,D|). Secondly, 1/n! times the sum over SN ,n,D of |S2(Eb)|

k is, to
within an error of OE,k((log log log N )2/log log N ) equal to |SN ,n,D| times the
average over b = p1 · · · pn over all possible values of pi modulo 4D and Legendre
symbols

( pi
p j

)
of |S2(Eb)|

k . By definition, this latter average is simply∑
d

πd(n)2kd .

Using the fact that this is bounded for k + 1 independently of n, we find that
πd(n) = Ok,E(2−(k+1)d). In order to complete the proof of our proposition, we
need to show that

lim
n→∞

∑
d

(πd(n)−αd)2kd
= 0.

But this follows from the fact that∑
d>X

(πd(n)−αd)2kd
= OE,k

(∑
d>X

2−d
)
= OE,k(2−X )

and that πd(n)→ αd for all d by assumption. �



1276 Daniel M. Kane

5. From sizes to ranks

In this section, we turn Proposition 18 into a proof of Theorem 3. This section
is analogous to Section 8 of [Heath-Brown 1994] although our techniques are
significantly different. We begin by doing some computations with the αi .

Note that

αn+2 =

(
1∏

∞

j=0(1+ 2− j )

)
2−(

n
2)

n∏
j=1

(1− 2− j )−1.

Now
∏n

j=1(1− 2− j )−1 is the sum over partitions, P , into parts of size at most n
of 2−|P|. Equivalently, taking the transpose, it is the sum over partitions P with at
most n parts of 2−|P|. Multiplying by 2−(

n
2), we get the sum over partitions P with

n distinct parts (possibly a part of size 0) of 2−|P|. Therefore,

F(x)=
∞∑

n=0

αnxn
=

x2∏∞
j=0(1+ 2− j x)∏
∞

j=0(1+ 2− j )

since the xd+2 coefficient of F(x) is also the sum over partitions, P , into exactly
d distinct parts (perhaps one of which is 0) of 2−|P| divided by

∏
∞

j=0(1+ 2− j ).
This implies in particular that

∑
∞

n=0 αn equals 1 as it should.
Let TN be the set of square-free b ≤ N with |ω(b)− log log N |< (log log N )3/4

and (b, D)= 1. Let Cd(N ) be

#{b ∈ TN : dim(S2(Eb))= d}
|TN |

.

Let C(N )= (C0(N ),C1(N ), . . . )∈[0, 1]ω. Theorem 3 is equivalent to showing that

lim
N→∞

C(N )= (α0, α1, . . . ).

Lemma 19. Suppose that some subsequence of the C(N ) converges to some se-
quence (β0, β1, . . .) ∈ [0, 1]ω in the product topology. Let G(x)=

∑
n βnxn . Then

G(x) has infinite radius of convergence and F(x)= G(x) for x =−1 or x equals
a power of 2. Also β0 = β1 = 0.

This lemma says that, if the C(N ) have some limit, the naïve attempt to compute
moments of the Selmer groups from this limit would succeed.

Proof. The last claim follows from the fact that since Eb has full 2-torsion, its
2-Selmer group always has rank at least 2. Notice that

∑
d Cd(N )xd is equal

to the average size of xdim(S2(Eb)) over b ≤ N square-free, relatively prime to D
with |ω(b) − log log N | < (log log N )3/4. This has limit F(x) as N → ∞ by
Proposition 18 if x is −1 or a power of 2. In particular, it is bounded. Therefore,
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there exists an Rk such that ∑
d

Cd(N )2kd
≤ Rk

for all N . Hence, Cd(N ) ≤ Rk2−kd for all d and N , which implies βd ≤ Rk2−kd .
Therefore, G has infinite radius of convergence.

Furthermore, if we pick a subsequence, Ni →∞, such that Cd(Ni )→ βd for
all d,

F(2k)= lim
i→∞

∑
d

Cd(Ni )2dk

= lim
i→∞

∑
d≤X

Cd(Ni )2dk
+ O

(∑
d>X

Rk+12−d
)

= lim
i→∞

∑
d≤X

Cd(Ni )2dk
+ O(Rk+12−X )

=

∑
d≤X

βd2dk
+ O(Rk+12−X ).

So
lim

X→∞

∑
d≤X

βd2dk
= F(2k).

Thus, G(2k) = F(2k). For x = −1, the argument is similar but comes from the
equidistribution of parity rather than expectation of size. �

Lemma 20. Suppose that G(x)=
∑

n βnxn is a Taylor series with infinite radius
of convergence. Suppose also that βn ∈ [0, 1] for all n and that G(x)= F(x) for x
equal to −1 or a power of 2. Suppose also that β0 = β1 = 0. Then βn = αn for all n.

Proof. First we wish to prove a bound on the size of the coefficients of G. Note that

F(2k)=
22k(1+ 2k)(1+ 2k−1) · · ·

(1+ 20)(1+ 2−1) · · ·
= 22k

k∏
j=1

(1+ 2k)= O(22k+k(k+1)/2).

Now
2nkβn ≤ G(2k)= F(2k)= O(22k+k(k+1)/2).

Therefore,
βn = O(22k+k(k+1)/2−kn).

Setting k = n, we find that

βn = O(2−n2/2+5n/2)= O
(
2−(

n−2
2 )
)
.

The same can be said for F . Now consider F−G. This is an entire function whose
xn coefficient is bounded by O(2−(

n−2
2 )). Furthermore, F −G vanishes to order at
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least 2 at 0 and order at least 1 at −1 and at powers of 2. The bounds on coefficients
imply that

|F(x)−G(x)| ≤ O
(∑

n

2−(
n−2

2 )|x |n
)
.

The terms in the above sum clearly decay rapidly for n on either side of log2(|x |).
Hence,

|F(x)−G(x)| = O
(
2(− log2(|x |)

2
+5 log2(|x |))/2+log2(|x |)

2)
= O

(
2(log2(|x |)

2
+5 log2(|x |))/2

)
.

In particular, F −G is a function of order less than 1. Hence, it must equal

Cx2+t
∏
ρ

(1− x/ρ),

where the product is over nonzero roots ρ of F − G and t is some nonnegative
integer. On the other hand, Jensen’s theorem tells us that if C 6= 0 the average value
of log2(|F −G|) on a circle of radius R is

log2|C | + (2+ t) log2 R+
∑
|ρ|<R

log2(R/|ρ|).

Setting R = 2k and noting the contributions from ρ =−1 and ρ = 2 j for j < k,

O(1)+ 3k+
∑
j<k

(k− j)= O(1)+ 3k+
(k+1

2

)
= O(1)+

k2
+ 7k
2

>
k2
+ 5k
2

,

which is larger than log2(|F−G|) can be at this radius, providing a contradiction. �

Proof of Theorem 3. Suppose that C(N ) does not have limit (α0, α1, . . . ). Then there
is some subsequence Ni such that C(Ni ) avoid some neighborhood of (α0, α1, . . . ).
By compactness, C(Ni ) must have some subsequence with a limit (β0, β1, . . . ). By
Lemmas 19 and 20, (α0, α1, . . . )= (β0, β1, . . . ). This is a contradiction.

Therefore, limN→∞ C(N ) = (α0, α1, . . . ). Hence, limN→∞ Cd(N ) = αd for
all d. The theorem follows immediately from this and the fact the fraction of
b ≤ N square-free with (b, D) = 1 that have |ω(b)− log log N | < (log log N )3/4

approaches 1 as N →∞. �

It should be noted that our bounds on the rate of convergence in Theorem 3 are
noneffective in two places. One is our treatment in this last section. We assume
that we do not have an appropriate limit and proceed to find a contradiction. This
is not a serious obstacle, and if techniques similar to those of [Heath-Brown 1994]
were used instead, it could be overcome. The more serious problem comes in our
proof of Proposition 9, where we make use of noneffective bounds on the size
of Siegel zeroes. In particular, the rate of convergence depends on the function
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Z(ε), which is the largest modulus q of a Dirichlet character with a Siegel zero
larger than 1− qε (or 1 if no such q exists). It should then be the case that, if for a
sufficiently large constant K and integer m > d we have that N > exp(Z(K−m)K )

and N > exp(exp(eK d)), then∣∣∣∣#{b ≤ N : dim(S2(Eb))= d}
N

−αd

∣∣∣∣≤ OE
(
2−(

d
2)(log log N )−1/8

+ 2−(
d
2)−m2)

.
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