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We compute the motivic Donaldson-Thomas theory of a small crepant resolution of a toric Calabi-Yau 3-fold.
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## Introduction

This paper is a continuation of [Morrison et al. 2012]. We study the motivic Donaldson-Thomas invariants of noncommutative and commutative crepant resolutions of the affine toric Calabi-Yau 3-fold $\left\{X Y-Z^{N_{0}} W^{N_{1}}\right\} \subset \mathbb{C}^{4}$.

A Donaldson-Thomas (DT) invariant of a Calabi-Yau 3-fold $Y$ is a counting invariant of coherent sheaves on $Y$, introduced in [Thomas 2000] as a holomorphic analogue of the Casson invariant of a real 3-manifold. A component of the moduli space of stable coherent sheaves on $Y$ carries a symmetric obstruction theory and a virtual fundamental cycle [Behrend and Fantechi 1997; 2008]. A DT invariant of a compact $Y$ is then defined as the integral of the constant function 1 over the virtual fundamental cycle of the moduli space.
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Figure 1. Polygons for $\mathcal{X}_{N_{0}, N_{1}}$ and $\mathcal{X}_{(\mathbb{Z} / 2 \mathbb{Z})^{2}}$.

It is known that the moduli space of coherent sheaves on $Y$ can be locally described as the critical locus of a function, the holomorphic Chern-Simons (CS) functional (see [Joyce and Song 2012]). Behrend [2009] provided a description of DT invariants in terms of the Euler characteristic of the Milnor fiber of the CS functional. Inspired by this result, the proposal of [Kontsevich and Soibelman 2008; Behrend et al. 2013] was to study the motivic Milnor fiber of the CS functional as a motivic refinement of the DT invariant. Such a refinement had been expected in string theory [Iqbal et al. 2009; Dimofte and Gukov 2010].

On the other hand, in [Szendrői 2008] it was proposed to study counting invariants for the noncommutative crepant resolution (NCCR) of the conifold, which are called noncommutative Donaldson-Thomas (NCDT) invariants. It was also conjectured there that NCDT and DT invariants are related by wall-crossing. The paper [Nagao and Nakajima 2011] realized this, by:

- Describing the chamber structure on the space of stability parameters for the NCCR.
- Finding chambers which correspond to geometric DT and stable pair (PT) invariants, as well as NCDT invariants.
- Computing the generating function of DT-type invariants for each chamber.

For the conifold, the dimension of the fiber of the crepant resolution is less than 2 (we say that the resolution is small). This condition plays an important role in many places of the paper. Affine toric Calabi-Yau 3-folds which have small crepant resolutions are classified as follows:
(1) $\mathcal{X}=\mathcal{X}_{N_{0}, N_{1}}:=\left\{X Y-Z^{N_{0}} W^{N_{1}}\right\}$ for $N_{0}>0$ and $N_{1} \geq 0$.
(2) $\mathcal{X}=\mathcal{X}_{(\mathbb{Z} / 2 \mathbb{Z})^{2}}:=\mathbb{C}^{3} /(\mathbb{Z} / 2 \mathbb{Z})^{2}$, where $(\mathbb{Z} / 2 \mathbb{Z})^{2}$ acts on $\mathbb{C}^{3}$ with weights $(1,0)$, $(0,1)$ and $(1,1)$.

In [Nagao 2012], counting invariants for noncommutative and commutative crepant resolutions of $\left\{X Y-Z^{N_{0}} W^{N_{1}}\right\}$ were studied. First, we provided descriptions of NCCRs of $\left\{X Y-Z^{N_{0}} W^{N_{1}}\right\}$ in terms of a quiver with potential. Given $N_{0}$ and $N_{1}$, the quivers with potential are not unique. However it was also shown that any such quivers with potential are related by a sequence of mutations. Finally, generalizations of the results in [Nagao and Nakajima 2011] are given.

In [Morrison et al. 2012], we provided motivic refinements of formulae in [Nagao and Nakajima 2011]. For the proof, we needed one explicit evaluation of the "universal" series [Morrison et al. 2012, §2] and a wall-crossing argument [Morrison et al. 2012, §3].

In this paper, we will show similar formulae for $\left\{X Y-Z^{N_{0}} W^{N_{1}}\right\}$, that is, motivic refinements of the formulae in [Nagao 2012]. The wall-crossing argument works without modifications (Section 6), while the evaluation part is more involved (Theorem 0.1). Our strategy is as follows:

- First, in Section 4, we evaluate the universal series for a specific NCCR using a generalization of the calculation of [Morrison et al. 2012, §2.2].
- Then, in Section 5, we evaluate the universal series for a general NCCR. Nagao [2011c] provided a formula which describes how the universal series changes under mutation. Although it is assumed that the quiver has no loops and 2cycles in [Nagao 2011c], we can apply a parallel argument in our setting as well.

Since any two NCCRs are related by a sequence of mutations, the evaluation is done.

## Main result

Let $\Gamma$ be a quadrilateral (or a triangle in the case $N_{1}=0$ ) as in Figure 1 and $\sigma$ a partition of $\Gamma$, that is, a division of $\Gamma$ into an $N$-tuple of triangles with area $1 / 2$, as in Figure 2. We will associate $\sigma$ to a quiver with superpotential $\left(Q_{\sigma}, \omega_{\sigma}\right)$ (see Section 2A). The set of vertices of the quiver $Q_{\sigma}$ is $\hat{I}:=\mathbb{Z} / N \mathbb{Z}$, which is identified with $\{0, \ldots, N-1\}$. A vertex has a loop if and only if it is in the subset $\hat{I}_{r} \subset \hat{I}$ (see (2-1) for the definition). It is shown in [Nagao 2012, §1] that the Jacobian algebra $J_{\sigma}:=J\left(Q_{\sigma}, \omega_{\sigma}\right)$ is an NCCR of

$$
\mathcal{X}:=\operatorname{Spec}\left(\mathbb{C}[X, Y, Z, W] /\left(X Y-Z^{N_{0}} W^{N_{1}}\right)\right)
$$

Let $\Delta$ be the set of roots of type $\widetilde{A}_{N}$ and let $\Delta_{\sigma,+} \Delta_{\sigma,+}^{\mathrm{re}}$, and $\Delta_{\sigma,+}^{\mathrm{im}}$ denote the set of positive, positive real, and positive imaginary roots, respectively. ${ }^{1}$

For $\alpha \in \mathbb{N}^{\hat{I}}$, let $\mathfrak{M}\left(J_{\sigma}, \alpha\right)$ be the moduli stack of $J_{\sigma}$-modules $V$ with $\underline{\operatorname{dim}} V=\alpha$. We define the generating series of the motivic DT invariants of ( $Q_{\sigma}, W_{\sigma}$ ) by

$$
A_{U}^{\sigma}(y)=A_{U}^{\sigma}\left(y_{0}, \ldots, y_{N-1}\right):=\sum_{\alpha \in \mathbb{N} Q_{0}}\left[\mathfrak{M}\left(J_{\sigma}, \alpha\right)\right]_{\mathrm{vir}} \cdot y^{\alpha} \in \mathcal{M}_{\mathbb{C}} \llbracket y_{0}, \ldots, y_{N-1} \rrbracket .^{2}
$$

[^0]Here $y^{\alpha}:=\prod\left(y_{i}\right)^{\alpha_{i}}$ and $[\bullet]_{\text {vir }}$ denotes the virtual motive (see Section 3A), an element of a suitable ring of motives $\mathcal{M}_{\mathbb{C}}$. The subscript refers to the fact that we think of this series as the universal series.

To each root $\alpha \in \Delta_{\sigma,+}$ we associate an infinite product as follows:

- For a real root $\alpha \in \Delta_{\sigma,+}^{\mathrm{re}}$ such that $\sum_{k \notin \hat{I}_{r}} \alpha_{k}$ is odd, put

$$
A^{\alpha}(y):=\operatorname{Exp}\left(\frac{-\mathbb{L}^{-\frac{1}{2}}}{1-\mathbb{L}^{-1}} y^{\alpha}\right)=\prod_{j \geq 0}\left(1-\mathbb{\mathbb { L }}^{-j-\frac{1}{2}} y^{\alpha}\right) .
$$

- For a real root $\alpha \in \Delta_{\sigma,+}^{\mathrm{re}}$ such that $\sum_{k \notin \hat{I}_{r}} \alpha_{k}$ is even, put

$$
A^{\alpha}(y):=\operatorname{Exp}\left(\frac{1}{1-\mathbb{L}^{-1}} y^{\alpha}\right)=\prod_{j \geq 0}\left(1-\mathbb{L}^{-j} y^{\alpha}\right)^{-1}
$$

- For an imaginary root $\alpha \in \Delta_{\sigma,+}^{\mathrm{im}}$, put

$$
A^{\alpha}(y):=\operatorname{Exp}\left(\frac{N-1+\mathbb{\unrhd}}{1-\mathbb{L}^{-1}} y^{\alpha}\right)=\prod_{j \geq 0}\left(1-\mathbb{L}^{-j} y^{\alpha}\right)^{1-N} \cdot\left(1-\mathbb{L}^{-j+1} y^{\alpha}\right)^{-1}
$$

The main result of this paper is the following formula:
Theorem 0.1.

$$
A_{U}^{\sigma}(y)=\prod_{\alpha \in \Delta_{\sigma,+}} A^{\alpha}(y)
$$

This is proved in Section 4 and Section 5B.

## Corollaries

Let $\widetilde{J}_{\sigma}=J\left(\widetilde{Q}_{\sigma}, W_{\sigma}\right)$ be the framed algebra given by adding the new vertex $\infty$ and the new arrow from $\infty$ to 0 to the quiver of $J_{\sigma}$. Nagao and Nakajima [2011] introduced a notion of $\zeta$-(semi)stability of $\widetilde{J}$-modules $\widetilde{V}$ with $\operatorname{dim} \widetilde{V}_{\infty} \leq 1$ for a stability parameter $\zeta \in \mathbb{R}^{\hat{I}}$.

For $\alpha \in \mathbb{N}^{\hat{I}}$, let $\mathfrak{M}_{\zeta}(\tilde{J}, \alpha)$ be the moduli space of $\zeta$-stable $\widetilde{J}$-modules $\tilde{V}$ with $\underline{\operatorname{dim}} \tilde{V}=(\alpha, 1)$. We want to compute the motivic generating series

$$
Z_{\zeta}(y)=Z_{\zeta}\left(y_{0}, \ldots, y_{N-1}\right):=\sum_{\alpha \in \mathbb{N}^{I}}\left[\mathfrak{M}_{\zeta}(\tilde{J}, \alpha)\right]_{\mathrm{vir}} \cdot y^{\alpha} \in \mathcal{M}_{\mathbb{C}} \llbracket y_{0}, \ldots, y_{N-1} \rrbracket .
$$

For each root $\alpha \in \Delta_{\sigma,+}$, we put

$$
Z_{\alpha}\left(y_{0}, \ldots, y_{N-1}\right):=\frac{A^{\alpha}\left(-\mathbb{L}^{\frac{1}{2}} y_{0}, y_{1}, \ldots, y_{N-1}\right)}{A^{\alpha}\left(-\mathbb{L}^{-\frac{1}{2}} y_{0}, y_{1}, \ldots, y_{N-1}\right)}
$$

These are given as follows:

- For a real root $\alpha \in \Delta_{\sigma,+}^{\mathrm{re}}$ such that $\sum_{k \notin \hat{I}_{r}} \alpha_{k}$ is odd, we have

$$
Z_{\alpha}\left(-y_{0}, \ldots, y_{N-1}\right)=\prod_{i=0}^{\alpha_{0}-1}\left(1-\mathbb{L}^{-\frac{\alpha_{0}}{2}+\frac{1}{2}+i} y^{\alpha}\right)
$$

- For a real root $\alpha \in \Delta_{\sigma,+}^{\mathrm{re}}$ such that $\sum_{k \notin \hat{I}_{r}} \alpha_{k}$ is even, we have

$$
Z_{\alpha}\left(-y_{0}, \ldots, y_{N-1}\right)=\prod_{i=0}^{\alpha_{0}-1}\left(1-\mathbb{L}^{-\frac{\alpha_{0}}{2}+1+i} y^{\alpha}\right)^{-1}
$$

- For an imaginary root $\alpha \in \Delta_{\sigma,+}^{\mathrm{im}}$, we have

$$
Z_{\alpha}\left(-y_{0}, \ldots, y_{N-1}\right)=\prod_{i=0}^{\alpha_{0}-1}\left(1-\mathbb{Q}^{-\frac{\alpha_{0}}{2}+1+i} y^{\alpha}\right)^{1-N} \cdot\left(1-\mathbb{Q}^{-\frac{\alpha_{0}}{2}+2+j} y^{\alpha}\right)^{-1}
$$

Applying the same argument as [Morrison et al. 2012, §3], we get the following formula (Section 6A):
Corollary 0.2. For $\zeta \in \mathbb{R}^{\tilde{I}}$ not orthogonal to any root, we have

$$
Z_{\zeta}(y)=\prod_{\substack{\alpha \in \Delta_{\sigma,+} \\ \zeta \cdot \alpha<0}} Z_{\alpha}\left(y_{0}, \ldots, y_{N-1}\right)
$$

By [Behrend 2009; Behrend et al. 2013], the specialization $\left.Z_{\zeta}(y)\right|_{\mathbb{L}^{\frac{1}{2}} \rightarrow 1}$ is the DT-type series at the generic stability parameter $\zeta$, computed in [Nagao 2012].

Let $\mathcal{Y}_{\sigma} \rightarrow \mathcal{X}$ be the crepant resolution corresponding to $\sigma$. The noncommutative crepant resolution $J_{\sigma}$ is derived equivalent to $\mathcal{Y}_{\sigma}$. In [Nagao and Nakajima 2011, $\S 3$ ], we found a stability parameter $\zeta_{\mathrm{DT}}$ (resp. $\zeta_{\mathrm{PT}}$ ) such that the moduli space coincides with the Hilbert scheme (resp. the stable pair moduli space) for $\mathcal{Y}_{\sigma}$.

Let $Z_{\mathrm{DT}}^{\sigma}\left(s, T_{1}, \ldots, T_{N-1}\right)$ and $Z_{\mathrm{DT}}^{\sigma}\left(s, T_{1}, \ldots, T_{N-1}\right)$ be the generating functions of DT and PT invariants of $\mathcal{Y}_{\sigma}$, respectively. Here $s$ is the variable for the homology class of a point and $T_{i}$ is the variable for the homology class of the $i$-th component $C_{i}$ of the exceptional curve. The variable change induced by the derived equivalence is given by

$$
s:=y_{0} \cdot y_{1} \cdots y_{N-1}, \quad T_{i}=y_{i}
$$

For $1 \leq a \leq b \leq N-1$, we put

$$
C_{[a, b]}:=\left[C_{a}\right]+\cdots+\left[C_{b}\right] \in H_{2}\left(\mathcal{Y}_{\sigma}, \mathbb{Z}\right)
$$

where $C_{i}$ is a component of the exceptional curve, and let

$$
T_{[a, b]}=T_{a} \cdots T_{b}
$$

be the corresponding monomial. Let $c(a, b)$ denote the number of $(-1,-1)$-curves in $\left\{C_{i} \mid a \leq i \leq b\right\}$. We define infinite products as follows:

- If $c(a, b)$ is odd, we put

$$
Z_{[a, b]}=Z_{[a, b]}\left(s, T_{[a, b]}\right):=\prod_{n=1}^{\infty}\left(\prod_{i=0}^{n-1}\left(1-\mathbb{L}^{-\frac{n}{2}+\frac{1}{2}+i} \cdot(-s)^{n} \cdot T_{[a, b]}\right)\right)
$$

- If $c(a, b)$ is even, we put

$$
Z_{[a, b]}=Z_{[a, b]}\left(s, T_{[a, b]}\right):=\prod_{n=1}^{\infty}\left(\prod_{i=0}^{n-1}\left(1-\mathbb{L}^{-\frac{n}{2}+1+i} \cdot(-s)^{n} \cdot T_{[a, b]}\right)^{-1}\right) .
$$

- For imaginary roots, we put

$$
Z_{\mathrm{im}}=Z_{\mathrm{im}}(s):=\prod_{n=1}^{\infty}\left(\prod_{i=0}^{n-1}\left(1-\mathbb{Q}^{-\frac{n}{2}+1+i}(-s)^{n}\right)^{1-N}\left(1-\mathbb{Q}^{-\frac{n}{2}+2+i}(-s)^{n}\right)^{-1}\right)
$$

Corollary 0.3. (1) The refined $D T$ and $P T$ series of $\mathcal{Y}_{\sigma}$ are given by the formulae

$$
\begin{aligned}
& Z_{\mathrm{DT}}\left(s, T_{1}, \ldots, T_{N-1}\right)=Z_{\mathrm{im}}(s) \cdot \prod_{1 \leq a \leq b \leq N-1} Z_{[a, b]}\left(s, T_{[a, b]}\right), \\
& Z_{\mathrm{PT}}\left(s, T_{1}, \ldots, T_{N-1}\right)=\prod_{1 \leq a \leq b \leq N-1} Z_{[a, b]}\left(s, T_{[a, b]}\right) .
\end{aligned}
$$

(2) The generating function of virtual motives of the Hilbert scheme of points on $\mathcal{Y}_{\sigma}$ is given by the formula

$$
Z_{0-\operatorname{dim}}(s):=\sum_{n=0}^{\infty}\left[\left(\mathcal{Y}_{\sigma}\right)^{[n]}\right]_{\mathrm{vir}} \cdot s^{n}=Z_{\mathrm{im}}
$$

(3) The refined version of the DT-PT correspondence for $\mathcal{Y}_{\sigma}$ holds:

$$
Z_{\mathrm{DT}}\left(s, T_{1}, \ldots, T_{N-1}\right)=Z_{0-\operatorname{dim}}(s) \times Z_{\mathrm{PT}}\left(s, T_{1}, \ldots, T_{N-1}\right) .
$$

Remark. The formula in (2) is a direct consequence of the formula for $Z_{\mathrm{DT}}$ in (1), since the polynomial in the $T_{[a, b]}$ variables does not contribute.

## 1. Root system of type $\tilde{\boldsymbol{A}}_{\boldsymbol{N}}$

Let $N_{0}>0$ and $N_{1} \geq 0$ be integers such that $N_{0} \geq N_{1}$, and set $N=N_{0}+N_{1}$. We set

$$
\begin{aligned}
& I=\{1, \ldots, N-1\}, \\
& \hat{I}=\{0,1, \ldots, N-1\}, \\
& \widetilde{I}=\left\{\frac{1}{2}, \frac{3}{2}, \ldots, N-\frac{1}{2}\right\}, \\
& \widetilde{\mathbb{Z}}=\left\{\left.n+\frac{1}{2} \right\rvert\, n \in \mathbb{Z}\right\} .
\end{aligned}
$$

For $l \in \mathbb{Z}$ and $j \in \widetilde{\mathbb{Z}}$, let $\underline{l} \in \hat{I}$ and $\underline{j} \in \tilde{I}$ be the elements such that $l-\underline{l} \equiv j-\underline{j} \equiv 0$ modulo $N$.

Let $\mathbb{Z}^{\hat{I}}$ be the free abelian group with basis $\left\{\alpha_{i} \mid i \in \widehat{I}\right\}$; we call $\alpha_{i}$ a simple root. We put

$$
\begin{aligned}
\Delta_{+}^{\mathrm{fin}} & :=\left\{\alpha_{[a, b]}:=\alpha_{a}+\cdots+\alpha_{b} \mid 1 \leq a \leq b \leq N-1\right\}, \\
\Delta_{+}^{\mathrm{re},+} & :=\left\{\alpha_{[a, b]}+n \cdot \delta \mid \alpha_{[a, b]} \in \Delta_{+}^{\mathrm{fin}}, n \in \mathbb{Z}_{\geq 0}\right\}, \\
\Delta_{+}^{\mathrm{re},-} & :=\left\{-\alpha_{[a, b]}+n \cdot \delta \mid \alpha_{[a, b]} \in \Delta_{+}^{\mathrm{fin}}, n \in \mathbb{Z}_{>0}\right\},
\end{aligned}
$$

and

$$
\Delta_{+}^{\mathrm{re}}:=\Delta_{+}^{\mathrm{re},+} \sqcup \Delta_{+}^{\mathrm{re},-}, \quad \Delta_{+}^{\mathrm{im}}:=\left\{n \cdot \delta \mid n \in \mathbb{Z}_{>0}\right\}
$$

where $\delta:=\alpha_{0}+\cdots+\alpha_{N-1}$ is the (positive minimal) imaginary root.
For $k \in \hat{I}$, the simple reflection at $k$ is the group homomorphism given by

$$
\begin{aligned}
\mathbb{Z}^{\hat{I}} & \rightarrow \mathbb{Z}^{\hat{I}} \\
\alpha_{i} & \mapsto \alpha_{i}-C_{i k} \cdot \alpha_{k},
\end{aligned}
$$

where $C$ is the Cartan matrix of type $\widetilde{A}_{N}$. This gives a self-bijection of $\Delta_{+}^{\mathrm{re},+} \backslash\left\{\alpha_{k}\right\}$.

## 2. Noncommutative crepant resolutions

2A. Quivers with potential. We denote by $\Gamma$ the quadrilateral (or the triangle in case $\left.N_{1}=0\right)$ with vertices $(0,0),(0,1),\left(N_{0}, 0\right)$ and $\left(N_{1}, 1\right)$. Note that the affine toric Calabi-Yau 3-fold corresponding to $\Gamma$ is $\mathcal{X}=\left\{X Y-Z^{N_{0}} W^{N_{1}}\right\}$.

A partition $\sigma$ of $\Gamma$ is a pair of functions $\sigma_{x}: \widetilde{I} \rightarrow \widetilde{\mathbb{Z}}$ and $\sigma_{y}: \widetilde{I} \rightarrow\{0,1\}$ such that:

- $\sigma(i):=\left(\sigma_{x}(i), \sigma_{y}(i)\right)$ gives a bijection between $\tilde{I}$ and

$$
\left\{\left(\frac{1}{2}, 0\right),\left(\frac{3}{2}, 0\right), \ldots,\left(N_{0}-\frac{1}{2}, 0\right),\left(\frac{1}{2}, 1\right),\left(\frac{3}{2}, 1\right), \ldots,\left(N_{1}-\frac{1}{2}, 1\right)\right\} .
$$

- If $i<j$ and $\sigma_{y}(i)=\sigma_{y}(j)$ then $\sigma_{x}(i)>\sigma_{x}(j)$.


Figure 2. $\Gamma_{\sigma}$.


Figure 3. $S$.


Figure 4. $H$.

Giving a partition $\sigma$ of $\Gamma$ is equivalent to dividing $\Gamma$ into an $N$-tuple of triangles $\left\{T_{i}\right\}_{i \in \tilde{I}}$ with area $1 / 2$ so that $T_{i}$ has $\left(\sigma_{x}(i) \pm 1 / 2, \sigma_{y}(i)\right)$ as its vertices. Let $\Gamma_{\sigma}$ be the corresponding diagram, $\Delta_{\sigma}$ the fan and $f_{\sigma}: \mathcal{Y}_{\sigma} \rightarrow \mathcal{X}$ the crepant resolution of $\mathcal{X}$. We put

$$
\begin{equation*}
\widehat{I}_{r}:=\left\{k \in \widehat{I} \left\lvert\, \sigma_{y}\left(k-\frac{1}{2}\right)=\sigma_{y}\left(k+\frac{1}{2}\right)\right.\right\} . \tag{2-1}
\end{equation*}
$$

Example 1. Let us consider as an example the case $N_{0}=4, N_{1}=2$ and

$$
(\sigma(i))_{i \in \tilde{I}}=\left(\left(\frac{7}{2}, 0\right),\left(\frac{3}{2}, 1\right),\left(\frac{5}{2}, 0\right),\left(\frac{3}{2}, 0\right),\left(\frac{1}{2}, 1\right),\left(\frac{1}{2}, 0\right)\right) .
$$

We show the corresponding diagram $\Gamma_{\sigma}$ in Figure 2.
Let $S$ be the union of an infinite number of rhombi with edge length 1 , as in Figure 3, located so that the centers of the rhombi are on a line parallel to the $x$-axis in $\mathbb{R}^{2}$, and let $H$ be the union of an infinite number of hexagons with edge length 1 , as in Figure 4 located so that the centers of the hexagons are in a line parallel to the $x$-axis in $\mathbb{R}^{2}$.

We form the sequence $\tau=\tau_{\sigma}: \mathbb{Z} \rightarrow\{S, H\}$ which maps $l$ to $S$ (resp. $H$ ) if $l$ modulo $N$ is not in $\hat{I}_{r}$ (resp. is in $\hat{I}_{r}$ ), and cover the whole plane $\mathbb{R}^{2}$ by arranging $S$ 's and $H$ 's according to this sequence (see Figure 5). We regard this as a graph


Figure 5. $P_{\sigma}$ in the case of Example 1.
on the 2-dimensional torus $\mathbb{R}^{2} / \Lambda$, where $\Lambda$ is the lattice generated by $(\sqrt{3}, 0)$ and $\left(N_{0}-N_{1},\left(N_{0}-N_{1}\right) \sqrt{3}+N_{1}\right)$.

We can color the vertices of this graph black or white so that each edge connects a black vertex and a white one. Let $P_{\sigma}$ denote this bipartite graph on the torus. For each edge $h^{\vee}$ in $P_{\sigma}$, we make its dual edge $h$ directed so that we see the black end of $h^{\vee}$ on our right-hand side when we cross $h^{\vee}$ along $h$ in the given direction. Let $Q_{\sigma}$ denote the resulting quiver. The set of vertices of the quiver $Q_{\sigma}$ is $\hat{I}$, which is identified with $\mathbb{Z} / N \mathbb{Z}$. The set of edges of the quiver $Q_{\sigma}$ is given by

$$
H:=\left(\coprod_{i \in \tilde{I}} h_{i}^{+}\right) \sqcup\left(\coprod_{i \in \tilde{I}} h_{i}^{-}\right) \sqcup\left(\coprod_{k \in \hat{I}_{r}} r_{k}\right) .
$$

Here $h_{i}^{+}$(resp. $h_{i}^{-}$) is an edge from $i-\frac{1}{2}$ to $i+\frac{1}{2}$ (resp. from $i+\frac{1}{2}$ to $i-\frac{1}{2}$ ), and $r_{k}$ is an edge from $k$ to itself.

For each vertex $q$ of $P_{\sigma}$, let $\omega_{q}$ be the potential ${ }^{3}$ which is the composition of all arrows in $Q_{\sigma}$ corresponding to edges in $P_{\sigma}$ with $q$ as their ends. We define

$$
\omega_{\sigma}:=\sum_{q \text { black }} \omega_{q}-\sum_{q \text { white }} \omega_{q} .
$$

The relations of the Jacobian algebra are as follows:

[^1]- For $i \in \tilde{I}$ such that $i-\frac{1}{2}, i+\frac{1}{2} \in \hat{I}_{r}$,

$$
h_{i}^{+} \circ r_{i-\frac{1}{2}}=r_{i+\frac{1}{2}} \circ h_{i}^{+} \quad \text { and } \quad r_{i-\frac{1}{2}} \circ h_{i}^{-}=h_{i}^{-} \circ r_{i+\frac{1}{2}}
$$

- For $i \in \tilde{I}$ such that $i-\frac{1}{2} \in \hat{I}_{r}$ and $i+\frac{1}{2} \notin \hat{I}_{r}$,

$$
h_{i}^{+} \circ r_{i-\frac{1}{2}}=h_{i+1}^{-} \circ h_{i+1}^{+} \circ h_{i}^{+} \quad \text { and } \quad r_{i-\frac{1}{2}} \circ h_{i}^{-}=h_{i}^{-} \circ h_{i+1}^{-} \circ h_{i+1}^{+}
$$

- For $i \in \tilde{I}$ such that $i-\frac{1}{2} \notin \hat{I}_{r}$ and $i+\frac{1}{2} \in \hat{I}_{r}$,

$$
h_{i}^{+} \circ h_{i-1}^{+} \circ h_{i-1}^{-}=r_{i+\frac{1}{2}} \circ h_{i}^{+} \quad \text { and } \quad h_{i-1}^{+} \circ h_{i-1}^{-} \circ h_{i}^{-}=h_{i}^{-} \circ r_{i+\frac{1}{2}}
$$

- For $i \in \tilde{I}$ such that $i-\frac{1}{2}, i+\frac{1}{2} \notin \widehat{I}_{r}$,
$h_{i}^{+} \circ h_{i-1}^{+} \circ h_{i-1}^{-}=h_{i+1}^{-} \circ h_{i+1}^{+} \circ h_{i}^{+} \quad$ and $\quad h_{i-1}^{+} \circ h_{i-1}^{-} \circ h_{i}^{-}=h_{i}^{-} \circ h_{i+1}^{-} \circ h_{i+1}^{+}$.
- For $k \in \hat{I}_{r}$,

$$
h_{i-\frac{1}{2}}^{+} \circ h_{i-\frac{1}{2}}^{-}=h_{i+\frac{1}{2}}^{-} \circ h_{i+\frac{1}{2}}^{+} .
$$

2B. NCCR and derived equivalence. Let $\pi: \mathcal{Y}_{\sigma} \rightarrow \mathcal{X}$ be the crepant resolution corresponding to $\sigma$.

Theorem 2.1 [Nagao 2012, Theorems 1.15 and 1.20].

$$
D^{b}\left(\bmod J_{\sigma}\right) \simeq D^{b}\left(\operatorname{Coh} \mathcal{Y}_{\sigma}\right)
$$

The equivalence is given by an explicit tilting vector bundle which is a direct sum of line bundles [Nagao 2012, Theorem 1.10]. In particular, the following map is compatible with the derived equivalence

$$
\begin{aligned}
H^{0}\left(Y_{\sigma}, \mathbb{Z}\right) \oplus H^{2}\left(Y_{\sigma}, \mathbb{Z}\right) & \rightarrow \mathbb{Z}^{I}, \\
{[\mathrm{pt}] } & \mapsto \delta, \\
{\left[C_{i}\right] } & \mapsto \alpha_{i},
\end{aligned}
$$

where $\alpha_{i}$ is the $i$-th fundamental vector and $\delta:=\alpha_{0}+\alpha_{1}+\cdots+\alpha_{N-1}$.
2C. Mutation and derived equivalence. The Derksen-Weyman-Zelevinsky mutation [Derksen et al. 2010] of a quiver with a potential induces a derived equivalence of the derived categories of Ginzburg's differential graded algebras [Keller and Yang 2011]. Moreover, the relation between the module categories of Jacobian algebras has a description in terms of torsion pair and tilting, which plays a crucial role for the wall-crossing formulae [Kontsevich and Soibelman 2008; Nagao 2013]. In this paper, we cannot apply [Derksen et al. 2010; Keller and Yang 2011] since we have loops and oriented 2 -cycles in the quiver. In this subsection, we see derived
equivalences and descriptions of module categories using the explicit computations given in [Nagao 2012, §3].

Let $k$ be an edge of the partition $\sigma$ which is a diagonal of a parallelogram. Note that such a $k$ corresponds to a vertex without loops. Let $\sigma^{\prime}$ denote the partition which is obtained by a "flip" of the edge $k$.

Let $P_{i}$ be the indecomposable projective $J_{\sigma}$-module associated to a vertex $i$. Note that, as a vector space, $P_{i}$ is the space of linear combinations of paths ending at the vertex $i$. We define

$$
P_{k}^{\prime}:=\operatorname{coker}\left(P_{k} \rightarrow P_{k-1} \oplus P_{k+1}\right)
$$

and put $P_{i}^{\prime}=P_{i}$ for $i \neq k$. Here the map $P_{k} \rightarrow P_{k \pm 1}$ above is induced by the arrow from $k$ to $k \pm 1$.

Theorem 2.2 [Nagao 2012, Proposition 3.1].

$$
\begin{equation*}
\operatorname{End}\left(\oplus P_{i}^{\prime}\right)^{\mathrm{op}} \simeq J_{\sigma^{\prime}} \tag{1}
\end{equation*}
$$

(2) The map

$$
\Phi_{k}:=\mathbf{R} \operatorname{Hom}\left(\oplus P_{i}^{\prime}, \bullet\right): D^{b}\left(\bmod J_{\sigma}\right) \rightarrow D^{b}\left(\bmod J_{\sigma^{\prime}}\right)
$$

is an equivalence.
For a $J_{\sigma}$-module $V=\bigoplus_{i \in \hat{I}} V_{i}$, we have

$$
\left(H_{\bmod J_{\sigma^{\prime}}}^{j}\left(\Phi_{k}(V)\right)\right)_{i}= \begin{cases}V_{i} & i \neq k, j=0 \\ \operatorname{ker}\left(V_{k-1} \oplus V_{k+1} \rightarrow V_{k}\right) & i=k, j=0 \\ \operatorname{coker}\left(V_{k-1} \oplus V_{k+1} \rightarrow V_{k}\right) & i=k, j=1 \\ 0 & \text { otherwise }\end{cases}
$$

The simple reflection is compatible with the derived equivalence for dimension vectors.

By the description above, we have

$$
\begin{aligned}
\bmod J_{\sigma} \cap \Phi_{k}^{-1}\left(\bmod J_{\sigma^{\prime}}\right) & =\left\{V \in \bmod J_{\sigma} \mid \operatorname{coker}\left(V_{k-1} \oplus V_{k+1} \rightarrow V_{k}\right)=0\right\} \\
& =\left\{V \in \bmod J_{\sigma} \mid \operatorname{Hom}\left(V, s_{k}\right)=0\right\} \\
& =:\left(\bmod J_{\sigma}\right)^{k}
\end{aligned}
$$

$\bmod J_{\sigma} \cap \Phi_{k}^{-1}\left(\bmod J_{\sigma^{\prime}}\right)[1]=\left\{V \in \bmod J_{\sigma} \mid V_{i}=0(i \neq k)\right\}$

$$
=: \mathcal{S}_{k}
$$

In other words, $\left(\left(\bmod J_{\sigma}\right)^{k}, \mathcal{S}_{k}\right)$ is a torsion pair of $\bmod J_{\sigma}$, and $\Phi_{k}^{-1}\left(\bmod J_{\sigma^{\prime}}\right)$ is obtained from $\bmod J_{\sigma}$ by tilting with respect to this torsion pair (see [Nagao 2013, §3.1]). Then we have

$$
\begin{aligned}
\bmod J_{\sigma^{\prime}} \cap \Phi_{k}\left(\bmod J_{\sigma}\right) & =\left\{V \in \bmod J_{\sigma^{\prime}} \mid \operatorname{Hom}\left(s_{k}^{\prime}, V\right)=0\right\} \\
& =:\left(\bmod J_{\sigma^{\prime}}\right)_{k} .
\end{aligned}
$$

In summary, we have the following:
Proposition 2.3. The equivalence $\Phi_{k}$ induces an equivalence of $\left(\bmod J_{\sigma}\right)^{k}$ and $\left(\bmod J_{\sigma^{\prime}}\right)_{k}$.

Nagao [2012, proof of Proposition 3.1] gave the isomorphism in Theorem 2.2(1) explicitly. For $V \in \bmod J_{\sigma} \cap \Phi_{k}^{-1}\left(\bmod J_{\sigma^{\prime}}\right)$, the map

$$
\left(H_{\bmod J_{\sigma^{\prime}}}^{0}\left(\Phi_{k}(V)\right)\right)_{k-1} \rightarrow\left(H_{\bmod J_{\sigma^{\prime}}}^{0}\left(\Phi_{k}(V)\right)\right)_{k}
$$

is induced by the morphism

$$
R_{k-1} \oplus R_{k-1, k+1}: V_{k-1} \rightarrow V_{k-1} \oplus V_{k+1}
$$

where

$$
R_{k-1}:= \begin{cases}r_{k-1} & k-1 \in \hat{I}_{r} \\ h_{k-\frac{3}{2}}^{+} \circ h_{k-\frac{3}{2}}^{-} & k-1 \notin \hat{I}_{r}\end{cases}
$$

and

$$
R_{k-1, k+1}:=h_{k+\frac{1}{2}}^{-} \circ h_{k+\frac{1}{2}}^{+} \circ h_{k-\frac{1}{2}}^{+} .
$$

2D. Cut and mutation. Let $(Q, W)$ be a quiver with potential. To each subset $C \subset Q_{1}$, we associate a grading $g_{C}$ on $Q$ by

$$
g_{C}(a)= \begin{cases}1 & a \in C, \\ 0 & a \in C .\end{cases}
$$

A subset $C \subset Q_{1}$ is called a cut if $W$ is homogeneous of degree 1 with respect to $g_{C}$. Denote by $Q_{C}$ the subquiver of $Q$ with vertex set $Q_{0}$ and arrow set $Q_{1} \backslash C$. We define the truncated Jacobian algebra by

$$
J(Q, W)_{C}:=J(Q, W) /\langle C\rangle
$$

Let $k$ be a vertex of $Q_{\sigma}$ without loops and $C$ be a cut of ( $Q_{\sigma}, w_{\sigma}$ ) such that $g_{C}\left(h_{k+\frac{1}{2}}^{+}\right)=1^{4}$. We define a cut $C^{\prime}$ of $\left(Q_{\sigma^{\prime}}, w_{\sigma^{\prime}}\right)$ by the following conditions:

[^2]- $g_{C^{\prime}}\left(h_{k-\frac{1}{2}}^{+}\right)=1$.
- $g_{C^{\prime}}\left(h_{i}^{ \pm}\right)=g_{C}\left(h_{i}^{ \pm}\right)$if $i \neq k-\frac{1}{2}, k+\frac{1}{2}$.

Proposition 2.4 [Nagao 2011c, Proposition 4.12]. The equivalence $\Phi_{k}$ induces an equivalence of $\left(\bmod J_{\sigma, C}\right)_{k}$ and $\left(\bmod J_{\sigma^{\prime}, C^{\prime}}\right)^{k}$.
Proof. It is enough to show that if $h_{k+\frac{1}{2}}^{+}$vanishes on $V$, then $h_{k-\frac{1}{2}}^{+}$vanished on $\Phi_{k}(V)$.

Since $g_{C}\left(h_{k-\frac{1}{2}}^{ \pm}\right)=0$, we have

- $g_{C}\left(r_{k-1}\right)=1$ if $k-1 \in \hat{I}_{r}$, and
- $g_{C}\left(h_{k-\frac{3}{2}}^{+}\right)=1$ or $g_{C}\left(h_{k-\frac{3}{2}}^{-}\right)=1$ if $k-1 \notin \hat{I}_{r}$,
and so $R_{k-1}$ vanishes. Since $g_{C}\left(h_{k+\frac{1}{2}}^{+}\right)=1$, we see that $R_{k-1, k+1}$ vanishes.


## 3. Motivic Donaldson-Thomas invariants

3A. Motives. We are working in a version of the ring of motivic weights: let $\mathcal{M}_{\mathbb{C}}$ denote the $K$-group of the category of effective Chow motives over $\mathbb{C}$, extended by $\mathbb{L}^{-\frac{1}{2}}$, where $\mathbb{L}$ is the Lefschetz motive. It has a natural structure of a $\lambda$-ring [Getzler 1996; Heinloth 2007], with $\sigma$-operations defined by $\sigma_{n}([X])=\left[X^{n} / S_{n}\right]$ and $\sigma_{n}\left(\mathbb{L}^{\frac{1}{2}}\right)=\mathbb{L}^{\frac{n}{2}}$. We put

$$
\tilde{\mathcal{M}}_{\mathbb{C}}=\mathcal{M}_{\mathbb{C}} \llbracket \mathbb{L}^{-1} \rrbracket,
$$

which is also a $\lambda$-ring. Note that in this latter ring the elements $\left(1-\square^{n}\right)$, and therefore the motives of general linear groups, are invertible. The rings $\mathcal{M}_{\mathbb{C}} \subset \tilde{\mathcal{M}}_{\mathbb{C}}$ sit in larger rings $\mathcal{M}_{\mathbb{C}}^{\hat{\mu}} \subset \tilde{\mathcal{M}}_{\mathbb{C}}^{\hat{\mu}}$ of equivariant motives, where $\hat{\mu}$ is the group of all roots of unity [Looijenga 2002].

Let $f: X \rightarrow \mathbb{C}$ be a regular function on a smooth variety $X$. Using arc spaces, Denef and Loeser [2001; Looijenga 2002] defined the motivic nearby cycle $\left[\psi_{f}\right] \in$ $\mathcal{M}_{\mathbb{C}}^{\hat{\mu}}$ and the motivic vanishing cycle

$$
\left[\varphi_{f}\right]:=\left[\psi_{f}\right]-\left[f^{-1}(0)\right] \in \mathcal{M}_{\mathbb{C}}^{\hat{\mu}}
$$

of $f$. Note that if $f=0$, then $\left[\varphi_{0}\right]=-[X]$.
Theorem 3.1 [Behrend et al. 2013, Proposition 1.11]. Let $f: X \rightarrow \mathbb{C}$ be a regular function on a smooth variety $X$. Assume that $X$ admits $a \mathbb{C}^{*}$-action such that $f$ is $\mathbb{C}^{*}$-equivariant, i.e., $f(t x)=t f(x)$ for $t \in \mathbb{C}^{*}, x \in X$, and such that there exist limits $\lim _{t \rightarrow 0}$ tx for all $x \in X$. Then

$$
\left[\varphi_{f}\right]=\left[f^{-1}(1)\right]-\left[f^{-1}(0)\right] \in \mathcal{M}_{\mathbb{C}} \subset \mathcal{M}_{\mathbb{C}}^{\hat{\mu}}
$$

Following [Behrend et al. 2013], we define the virtual motive of $\operatorname{crit}(f)$ to be

$$
[\operatorname{crit}(f)]_{\mathrm{vir}}:=-\left(-\mathbb{L}^{\frac{1}{2}}\right)^{-\operatorname{dim} X}\left[\varphi_{f}\right] \in \mathcal{M}_{\mathbb{C}}^{\hat{\mu}}
$$

For a smooth variety $X$, we put

$$
[X]_{\text {vir }}:=\left[\operatorname{crit}\left(0_{X}\right)\right]_{\text {vir }}=\left(-\mathbb{L}^{\frac{1}{2}}\right)^{-\operatorname{dim} X} \cdot[X] .
$$

3B. Quivers and moduli spaces. Let $Q$ be a quiver, with vertex set $Q_{0}$ and edge set $Q_{1}$. For an arrow $a \in Q_{1}$, we denote by $s(a) \in Q_{0}$ and $t(a) \in Q_{0}$ the vertices at which $a$ starts and ends, respectively. We define the Euler-Ringel form $\chi$ on $\mathbb{Z}^{Q_{0}}$ by the rule

$$
\chi(\alpha, \beta)=\sum_{i \in Q_{0}} \alpha_{i} \beta_{i}-\sum_{a \in Q_{1}} \alpha_{s(a)} \beta_{t(a)}, \quad \alpha, \beta \in \mathbb{Z}^{Q_{0}}
$$

Given a $Q$-representation $M$, we define its dimension vector $\underline{\operatorname{dim}} M \in \mathbb{N} Q_{0}$ by $\underline{\operatorname{dim}} M=\left(\operatorname{dim} M_{i}\right)_{i \in Q_{0}}$. Let $\alpha \in \mathbb{N} Q_{0}$ be a dimension vector and let $V_{i}=\mathbb{C}^{\alpha_{i}}$ for $i \in Q_{0}$. We define

$$
R(Q, \alpha):=\bigoplus_{a \in Q_{1}} \operatorname{Hom}\left(V_{s(a)}, V_{t(a)}\right)
$$

and

$$
G_{\alpha}:=\prod_{i \in Q_{0}} \mathrm{GL}\left(V_{i}\right)
$$

Note that $G_{\alpha}$ naturally acts on $R(Q, \alpha)$, and the quotient stack

$$
\mathfrak{M}(Q, \alpha):=\left[R(Q, \alpha) / G_{\alpha}\right]
$$

gives the moduli stack of representations of $Q$ with dimension vector $\alpha$.
Let $W$ be a potential on $Q$, i.e., a finite linear combination of cyclic paths in $Q$. Denote by $J=J_{Q, W}$ the Jacobian algebra, i.e., the quotient of the path algebra $\mathbb{C} Q$ by the two-sided ideal generated by formal partial derivatives of the potential $W$. Let

$$
f_{\alpha}: R(Q, \alpha) \rightarrow \mathbb{C}
$$

be the $G_{\alpha}$-invariant function defined by taking the trace of the map associated to the potential $W$. As it is now well-known [Segal 2008, Proposition 3.8], a point in the critical locus $\operatorname{crit}\left(f_{\alpha}\right)$ corresponds to a $J$-module. The quotient stack

$$
\mathfrak{M}(J, \alpha):=\left[\operatorname{crit}\left(f_{\alpha}\right) / G_{\alpha}\right]
$$

gives the moduli stack of $J$-modules with dimension vector $\alpha$.

Definition 3.2. A central charge is a group homomorphism $Z: \mathbb{Z} Q_{0} \rightarrow \mathbb{C}$ such that

$$
Z(\alpha) \in \mathbb{H}_{+}=\left\{r e^{i \pi \varphi} \mid r>0,0<\varphi \leq 1\right\}
$$

for any $\alpha \in \mathbb{N} Q_{0} \backslash\{0\}$. Given $\alpha \in \mathbb{N} Q_{0} \backslash\{0\}$, the number $\varphi(\alpha)=\varphi \in(0,1]$ such that $Z(\alpha)=r e^{i \pi \varphi}$, for some $r>0$, is called the phase of $\alpha$.

Definition 3.3. For any nonzero $Q$-representation or $J$-module $V$, we define $\varphi(V)=\varphi(\underline{\operatorname{dim}} V)$. A $Q$-representation (resp. $J$-module) $V$ is said to be $Z$-stable if for any proper nonzero $Q$-subrepresentation (resp. $J$-submodule) $U \subset V$ we have

$$
\varphi(U)<\varphi(V)
$$

and $Z$-semistable if for all such proper subrepresentations (resp. submodules) we have the weaker condition

$$
\varphi(U) \leq \varphi(V)
$$

Definition 3.4. Given $\zeta \in \mathbb{R}^{Q_{0}}$, define the central charge $Z: \mathbb{Z}^{Q_{0}} \rightarrow \mathbb{C}$ by the rule

$$
Z(\alpha)=-\zeta \cdot \alpha+i|\alpha|,
$$

where $|\alpha|=\sum_{i \in Q_{0}} \alpha_{i}$. We call a $Q$-representation or $J$-module $\zeta$-(semi)stable if it is $Z$-(semi)stable.

Remark 3.5. Let the central charge $Z$ be as in Definition 3.4. Define the slope function $\mu: \mathbb{N}^{Q_{0}} \backslash\{0\} \rightarrow \mathbb{R}$ by $\mu(\alpha)=\zeta \cdot \alpha /|\alpha|$. If $l \subset \mathbb{H}=\mathbb{H}_{+} \cup\{0\}$ is a ray such that $Z(\alpha) \in l$, then $l=\mathbb{R}_{\geq 0}(-\mu(\alpha), 1)$. This implies that $\varphi(\alpha)<\varphi(\beta)$ if and only if $\mu(\alpha)<\mu(\beta)$.

We say that $\zeta \in \mathbb{R}^{Q_{0}}$ is $\alpha$-generic if for any $0<\beta<\alpha$ we have $\varphi(\beta) \neq \varphi(\alpha)$. This condition implies that any $\zeta$-semistable $Q$-representation or $J$-module is automatically $\zeta$-stable.

Let $R_{\zeta}(Q, \alpha)$ denote the open subset of $R(Q, \alpha)$ consisting of $\zeta$-semistable representations. Let $f_{\zeta, \alpha}$ denote the restriction of $f_{\alpha}$ to $R_{\zeta}(Q, \alpha)$. The quotient stacks

$$
\begin{equation*}
\mathfrak{M}_{\zeta}(Q, \alpha):=\left[R_{\zeta}(Q, \alpha) / G_{\alpha}\right] \quad \text { and } \quad \mathfrak{M}_{\zeta}(J, \alpha):=\left[\operatorname{crit}\left(f_{\zeta, \alpha}\right) / G_{\alpha}\right] \tag{3-1}
\end{equation*}
$$

give the moduli stacks of $\zeta$-semistable $Q$-representations and $J$-modules with dimension vector $\alpha$.

3C. Motivic DT invariants. Let $(Q, W)$ be a quiver with a potential and let $J=$ $J_{Q, W}$ be its Jacobian algebra. Recall that the degeneracy locus of the function $f_{\alpha}: R(Q, \alpha) \rightarrow \mathbb{C}$ defines the locus of $J$-modules, so that the quotient stack

$$
\mathfrak{M}(J, \alpha):=\left[\operatorname{crit}\left(f_{\alpha}\right) / G_{\alpha}\right]
$$

is the stack of $J$-modules with dimension vector $\alpha$. We define motivic DonaldsonThomas invariants by

$$
[\mathfrak{M}(J, \alpha)]_{\mathrm{vir}}:=\frac{\left[\operatorname{crit}\left(f_{\alpha}\right)\right]_{\mathrm{vir}}}{\left[G_{\alpha}\right]_{\mathrm{vir}}} .
$$

For a stability parameter $\zeta$, we define

$$
\begin{equation*}
\left[\mathfrak{M}_{\zeta}(J, \alpha)\right]_{\mathrm{vir}}=\frac{\left[\operatorname{crit}\left(f_{\zeta, \alpha}\right)\right]_{\mathrm{vir}}}{\left[G_{\alpha}\right]_{\mathrm{vir}}} \tag{3-2}
\end{equation*}
$$

where, as before, $f_{\zeta, \alpha}$ denotes the restriction of $f_{\alpha}: R(Q, \alpha) \rightarrow \mathbb{C}$ to $R_{\zeta}(Q, \alpha)$.
3D. Generating series of motivic DT invariants. Let $(Q, W)$ be a quiver with a potential admitting a cut, and let $J=J_{Q, W}$ be its Jacobian algebra.
Definition 3.6. We define the generating series of the motivic Donaldson-Thomas invariants of $(Q, W)$ by

$$
A_{U}(y)=\sum_{\alpha \in \mathbb{N} Q_{0}}[\mathfrak{M}(J, \alpha)]_{\mathrm{vir}} \cdot y^{\alpha}=\sum_{\alpha \in \mathbb{N} Q_{0}} \frac{\left[\operatorname{crit}\left(f_{\alpha}\right)\right]_{\mathrm{vir}}}{\left[G_{\alpha}\right]_{\mathrm{vir}}} \cdot y^{\alpha} \in \mathcal{T}_{Q}
$$

where the subscript refers to the fact that we think of this series as the universal series.
Given a cut $C$ of $(Q, W)$, we define a new quiver $Q_{C}=\left(Q_{0}, Q_{1} \backslash C\right)$. Let $J_{C}$ be the quotient of $\mathbb{C} Q_{C}$ by the ideal

$$
\left(\partial_{C} W\right)=(\partial W / \partial a, a \in C) .
$$

Proposition 3.7 [Morrison et al. 2012, Proposition 1.14]. If $(Q, W)$ admits a cut $C$, then

$$
A_{U}(y)=\sum_{\alpha \in \mathbb{N} Q_{0}}\left(-\mathbb{L}^{\frac{1}{2}}\right)^{\chi(\alpha, \alpha)+2 d_{I}(\alpha)} \frac{\left[R\left(J_{C}, \alpha\right)\right]}{\left[G_{\alpha}\right]} y^{\alpha},
$$

where $d_{C}(\alpha)=\sum_{(a: i \rightarrow j) \in C} \alpha_{i} \alpha_{j}$ for any $\alpha \in \mathbb{Z}^{Q_{0}}$.
The quiver with potential ( $Q_{\sigma}, w_{\sigma}$ ) introduced in Section 2 admits a cut (see Section 2D), and Proposition 3.7 can be applied. In the next section we use this to compute the universal series in a specific case.

## 4. The universal DT series: special case

Throughout this section we fix $\sigma$ to be the unique partition defined such that

$$
\widehat{I}_{r}=\left\{0,1,2,3, \ldots, N^{\prime}-1\right\},
$$

in other words, the partition such that the quiver with potential ( $Q_{\sigma}, w_{\sigma}$ ) has loops at the first $N^{\prime}$ vertices only.

The aim of this section is to prove Theorem 0.1 for this quiver with potential.


Figure 6. The case $N=6$ and $N^{\prime}=2$.

We define three fixed subsets of the vertices:

$$
\begin{aligned}
& I_{1}:=\left\{0,1, \ldots, N^{\prime}-1\right\} \subset \mathbb{Z} / N \\
& I_{2}:=\left\{N^{\prime}, N^{\prime}+2, N^{\prime}+4, \ldots, N-2\right\} \subset \mathbb{Z} / N, \\
& I_{3}:=\left\{N^{\prime}+1, N^{\prime}+3, N^{\prime}+5, \ldots, N-1\right\} \subset \mathbb{Z} / N .
\end{aligned}
$$

Then there exists a cut $C$ given by the collection of arrows

$$
C=\left\{h_{i}^{-} \left\lvert\, i-\frac{1}{2} \notin I_{2}\right.\right\} .
$$

By Proposition 3.7, the universal DT series $A_{U}^{\sigma}(y)=\sum_{\alpha \in \mathbb{N} Q} A_{\alpha} y^{\alpha}$ has coefficients given by

$$
A_{\alpha}=\left(-\mathbb{L}^{\frac{1}{2}}\right)^{\chi(\alpha, \alpha)+2 d_{C}(\alpha)} \frac{\left[R\left(J_{\sigma, C}, \alpha\right)\right]}{\left[G_{\alpha}\right]} y^{\alpha},
$$

where $d_{C}(\alpha)=\sum_{(a: i \rightarrow j) \in C} \alpha_{i} \alpha_{j}$. To begin, we find a simple expression for the term $\chi(\alpha, \alpha)+2 d_{C}(\alpha)$ in the exponent. We know by definition that

$$
\begin{aligned}
\chi(\alpha, \alpha) & =\sum_{i \in I_{1} \cup I_{2} \cup I_{3}} \alpha_{i}^{2}-\sum_{i \in I_{1}} \alpha_{i}^{2}-\sum_{i \in I_{1} \cup I_{2} \cup I_{3}} \alpha_{i} \alpha_{i+1}-\sum_{i \in I_{1} \cup I_{2} \cup I_{3}} \alpha_{i+1} \alpha_{i} \\
d_{I}(\alpha) & =\sum_{i \in I_{1}} \alpha_{i} \alpha_{i+1}+\sum_{i \in I_{3}} \alpha_{i+1} \alpha_{i}
\end{aligned}
$$

so it follows that

$$
\chi(\alpha, \alpha)+2 d_{C}(\alpha)=\sum_{i \in I_{2} \cup I_{3}} \alpha_{i}^{2}-2 \cdot \sum_{i \in I_{2}} \alpha_{i} \alpha_{i+1}=\sum_{i \in I_{2}}\left(\alpha_{i+1}-\alpha_{i}\right)^{2}
$$

Our next goal is to factorize $A_{U}^{\sigma}(y)$ into two simpler series. We proceed by analyzing the motivic classes $\left[R\left(J_{\sigma, C}, \alpha\right)\right]$.

Given a dimension vector $\alpha \in \mathbb{N} Q_{0}$ and a representation of a $J_{\sigma, C}$-module

$$
V=\bigoplus_{i \in I_{1} \cup I_{2} \cup I_{3}} V_{i}
$$

we focus on the specific element

$$
H:=h_{\frac{1}{2}}^{+}+h_{\frac{3}{2}}^{+}+\cdots+h_{N-\frac{1}{2}}^{+} \in \bigoplus_{i \in I_{1} \cup I_{2} \cup I_{3}} \operatorname{Hom}\left(V_{i}, V_{i+1}\right)
$$

This map $H$ acts as an endomorphism of the vector space $V$. Given any such linear map

$$
H: V \rightarrow V
$$

there exists a unique splitting $V=V^{I} \oplus V^{N}$ with maps

$$
\begin{gathered}
H^{I}: V^{I} \rightarrow V^{I} \quad \text { invertible, } \\
H^{N}: V^{N} \rightarrow V^{N} \quad \begin{array}{l}
\text { nilpotent }
\end{array}
\end{gathered}
$$

so that

$$
H=H^{I} \oplus H^{N}
$$

Moreover, in our case the above splitting respects the grading by $i \in I_{1} \cup I_{2} \cup I_{3}$. To be explicit, we have that

$$
V^{I}=\bigoplus_{i \in I_{1} \cup I_{2} \cup I_{3}} V_{i}^{I}
$$

where $V_{i}^{I}:=V_{i} \cap V^{I}\left(\right.$ similarly $V^{N}=\bigoplus_{i \in I_{1} \cup I_{2} \cup I_{3}} V_{i}^{N}$ with $\left.V_{i}^{N}:=V_{i} \cap V^{N}\right)$. One immediate consequence of this is that

$$
\operatorname{dim}\left(V_{i}^{I}\right)=\operatorname{dim}\left(V_{i+1}^{I}\right) \quad \text { for all } i \in I_{1} \cup I_{2} \cup I_{3} ;
$$

indeed, this is clear since the block form of $H^{I}$ demands that it map $V_{i}^{I}$ to $V_{i+1}^{I}$ via an isomorphism. We are now ready to decompose the computation of $A_{U}^{\sigma}(y)$ into two simpler subproblems.

Definition 4.1 (invertible series). We define

$$
R^{I}(a):=\left\{r \in R\left(J_{\sigma, C}, \alpha\right) \mid H \text { is invertible, } \alpha_{i}=a \text { for all } i\right\}
$$

and the series

$$
I^{\sigma}(x):=\sum_{a \geq 0} \frac{\left[R^{I}(a)\right]}{[\operatorname{GL}(a)]^{N}} x^{a}
$$

Definition 4.2 (nilpotent series). We define

$$
R^{N}(\alpha):=\left\{r \in R\left(J_{\sigma, C}, \alpha\right) \mid H \text { is nilpotent }\right\}
$$

and the series

$$
N^{\sigma}(y):=\sum_{\alpha \in \mathbb{N} Q_{0}}\left(-\mathbb{L}^{\frac{1}{2}}\right)^{\sum_{i \in I_{2}}\left(\alpha_{i+1}-\alpha_{i}\right)^{2}} \frac{\left[R^{N}(\alpha)\right]}{\left[G_{\alpha}\right]} y^{\alpha}
$$

The following lemma shows that the series $A_{U}^{\sigma}(y)$ factorizes into the product of the two series just defined:

Lemma 4.3. Let $x=y_{0} \cdots y_{N-1}$; then, in the notation above, we have

$$
A_{U}^{\sigma}(y)=I^{\sigma}(x) \cdot N^{\sigma}(y)
$$

Proof. This formula follows directly from a stratification of the variety $R\left(J_{\sigma, C}, \alpha\right)$ by the dimension of $V_{i}^{I}$.

Fix $\alpha \in \mathbb{N} Q_{0}$; we stratify $R\left(J_{\sigma, C}, \alpha\right)$ by $\operatorname{dim}\left(V_{i}^{I}\right)=a$. Let

$$
\underline{a}:=(a, a, \ldots, a) \in \mathbb{N}^{Q_{0}}
$$

and let

$$
\alpha^{\prime} \text { be such that } \alpha=\underline{a}+\alpha^{\prime} \in \mathbb{N} Q_{0} .
$$

There is a Zariski locally trivial fibration

$$
R^{I}(a) \times R^{N}\left(\alpha^{\prime}\right) \longrightarrow\left\{r \in R\left(J_{\sigma, C}, \alpha\right) \mid \operatorname{dim}\left(V_{i}^{I}\right)=a \text { for } H \in r\right\}
$$

Here $\mathcal{M}(a, \alpha)$ is the space parametrizing splittings $V_{i}=V_{i}^{I} \oplus V_{i}^{N}$. To see this, one checks that the arrows $r_{i}, h_{i+\frac{1}{2}}^{-}$in the representation also preserve the splitting, so the entire representation splits into $V^{I} \oplus V^{N}$. This follows easily from the relations and some basic linear algebra.

Splittings of the vector space $V_{i}=V_{i}^{I} \oplus V_{i}^{N}$ are parametrized by

$$
\operatorname{GL}\left(\alpha_{i}\right) /\left(\operatorname{GL}(a) \times \operatorname{GL}\left(\alpha_{i}^{\prime}\right)\right),
$$

and hence the motivic class of the base is

$$
[\mathcal{M}(a, \alpha)]=\frac{\left[G_{\alpha}\right]}{[\operatorname{GL}(a)]^{N} \cdot\left[G_{\alpha^{\prime}}\right]}
$$

Summing over each stratum with $\operatorname{dim}\left(V_{i}^{I}\right)=a$, we get

$$
\left[R\left(J_{\sigma, C}, \alpha\right)\right]=\left[G_{\alpha}\right] \cdot \sum_{a=0}^{\min _{i}\left\{\alpha_{i}\right\}} \frac{\left[R^{I}(a)\right]}{[\mathrm{GL}(a)]^{N}} \cdot \frac{\left[R^{N}\left(\alpha^{\prime}\right)\right]}{\left[G_{\alpha^{\prime}}\right]}
$$

Multiplying both sides of this expression by $\left(-\mathbb{L}^{\frac{1}{2}}\right)^{\sum_{i \in I_{2}}\left(\alpha_{i+1}-\alpha_{i}\right)^{2}} y^{\alpha}$ and summing gives

$$
\begin{aligned}
& A_{U}^{\sigma}(y) \\
& \quad=\left(\sum_{a \geq 0} \frac{\left[R^{I}(a)\right]}{[\operatorname{GL}(a)]^{N}} \prod_{i=0}^{N-1} y_{i}^{a}\right) \cdot\left(\sum_{\alpha^{\prime} \in \mathbb{N} Q_{0}}\left(-\mathbb{L}^{\frac{1}{2}}\right)^{\sum_{i \in I_{2}}\left(\alpha_{i+1}^{\prime}-\alpha_{i}^{\prime}\right)^{2}} \frac{\left[R^{N}\left(\alpha^{\prime}\right)\right]}{\left[G_{\alpha^{\prime}}\right]} y^{\alpha^{\prime}}\right),
\end{aligned}
$$

proving the result.

In the next two sections we compute formulae for $I^{\sigma}(x)$ and $N^{\sigma}(y)$.
4A. Step I: the invertible case $I^{\sigma}(x)$.
Proposition 4.4. We have

$$
I^{\sigma}(x)=\operatorname{Exp}\left(\mathbb{L} \frac{x}{1-x}\right) .
$$

Proof. A $J_{\sigma, C}$-module $r \in R\left(J_{\sigma, C}, \alpha\right)$ is given by a vector space

$$
V=\bigoplus_{i \in I_{1} \cup I_{2} \cup I_{3}} V_{i}
$$

of dimension $\alpha \in \mathbb{N}^{Q_{0}}$ and a collection of linear maps

$$
\begin{aligned}
r_{i}: V_{i} \rightarrow V_{i} & \text { for } i \in I_{1}, \\
h_{i+\frac{1}{2}}^{-}: V_{i+1} \rightarrow V_{i} & \text { for } i \in I_{2}, \\
h_{i+\frac{1}{2}}^{+}: V_{i} \rightarrow V_{i+1} & \text { for } i \in I_{1} \cup I_{2} \cup I_{3},
\end{aligned}
$$

satisfying the relations coming from cyclic differentiation of the potential

$$
\begin{aligned}
r_{i} h_{i-\frac{1}{2}}^{+} & =h_{i-\frac{1}{2}}^{+} r_{i-1} & & \text { for } i \in\left[1, N^{\prime}-1\right] \cap I_{1}, \\
r_{0} h_{N-\frac{1}{2}}^{+} & =h_{N-\frac{1}{2}}^{+} h_{N-\frac{3}{2}}^{+} h_{N-\frac{3}{2}}^{-}, & & \\
h_{N^{\prime}+\frac{1}{2}}^{-} h_{N^{\prime}+\frac{1}{2}}^{+} h_{N^{\prime}-\frac{1}{2}}^{+} & =h_{N^{\prime}-\frac{1}{2}}^{+} r_{N^{\prime}-1}, & & \\
h_{i+\frac{3}{2}}^{-} h_{i+\frac{3}{2}}^{+} h_{i+\frac{1}{2}}^{+} & =h_{i+\frac{1}{2}}^{+} h_{i-\frac{1}{2}}^{+} h_{i-\frac{1}{2}}^{-} & & \text {for } i=\left[N^{\prime}+1, N-3\right] \cap I_{3} .
\end{aligned}
$$

Assuming moreover that $r \in R^{I}(a)$, we have

$$
h_{i+\frac{1}{2}}^{+}: V_{i} \rightarrow V_{i+1} \text { is invertible for all } i \in I_{1} \cup I_{2} \cup I_{3} .
$$

This allows us to express $R^{I}(a)$ as a $\prod_{i=1}^{N-1} \mathrm{GL}\left(V_{i}\right)$-torsor over a commuting variety

$$
\begin{aligned}
\pi: R^{I}(a) & \rightarrow C(a) \\
\left(r_{i}, h_{i+\frac{1}{2}}^{+}, h_{i+\frac{1}{2}}^{-}\right) & \mapsto\left(r_{0}, h_{N-\frac{1}{2}}^{+} h_{N-\frac{3}{2}}^{+} \cdots h_{\frac{3}{2}}^{+} h_{\frac{1}{2}}^{+}\right),
\end{aligned}
$$

where

$$
C(a)=\left\{(A, B) \in \operatorname{End}\left(V_{0}\right) \times \mathrm{GL}\left(V_{0}\right) \mid A B=B A\right\} .
$$

The free action of $\prod_{i=1}^{N-1} \mathrm{GL}\left(V_{i}\right)$ on $R^{I}(a)$ is given by

$$
\begin{aligned}
\left(g_{1}, \ldots, g_{N-1}\right): r_{i} & \mapsto g_{i} r_{i} g_{i}^{-1} & & \text { for } i \in\left[1, N^{\prime}-1\right], \\
h_{\frac{1}{2}}^{+} & \mapsto g_{1} h_{\frac{1}{2}}^{+} & & \\
h_{N-\frac{1}{2}}^{+} & \mapsto h_{N-\frac{1}{2}}^{+} g_{N-1}^{-1}, & & \\
h_{i+\frac{1}{2}}^{+} & \mapsto g_{i+1} h_{i+\frac{1}{2}}^{+} g_{i}^{-1} & & \text { for } i \in[1, N-2], \\
h_{i+\frac{1}{2}}^{-} & \mapsto g_{i} h_{i+\frac{1}{2}}^{-} g_{i+1}^{-1} & & \text { for } i \in I_{2} .
\end{aligned}
$$

As $\operatorname{GL}(a)$ is a special group [Chevalley et al. 1958], the torsor splits in the Zariski topology, so motivically we have

$$
\left[R^{I}(a)\right]=[\mathrm{GL}(a)]^{N-1} \cdot[C(a)] .
$$

Thus

$$
I^{\sigma}(x)=\sum_{a \geq 0} \frac{[C(a)]}{[\operatorname{GL}(a)]} x^{a}
$$

The generating series for the commuting variety is obtained in [Bryan and Morrison 2015], giving the result.

4B. Step II: the nilpotent case $\boldsymbol{N}^{\boldsymbol{\sigma}}(\boldsymbol{y})$. This section is the final step in the calculation. Here we compute $N^{\sigma}(y)$ and obtain the formula of $A_{U}^{\sigma}(y)$.

We fix a dimension vector $\alpha \in \mathbb{N} Q_{0}$. As before, a $J_{\sigma, C}$-module is given by a vector space

$$
V=\bigoplus_{i \in I_{1} \cup I_{2} \cup I_{3}} V_{i}
$$

of dimension $\alpha$ and a collection of linear maps

$$
\begin{aligned}
\quad r_{i}: V_{i} \rightarrow V_{i} & \text { for } i \in I_{1}, \\
h_{i+\frac{1}{2}}^{-}: V_{i+1} \rightarrow V_{i} & \text { for } i \in I_{2}, \\
h_{i+\frac{1}{2}}^{+}: V_{i} \rightarrow V_{i+1} & \text { for } i \in I_{1} \cup I_{2} \cup I_{3},
\end{aligned}
$$

satisfying the relations of the potential (see Proposition 4.4). Throughout this section we insist that the map

$$
H=h_{\frac{1}{2}}^{+}+h_{\frac{3}{2}}^{+}+\cdots+h_{N-\frac{1}{2}}^{+} \in \bigoplus_{i \in I_{1} \cup I_{2} \cup I_{3}} \operatorname{Hom}\left(V_{i}, V_{i+1}\right)
$$

is nilpotent. In fact, $R^{N}(\alpha)$ is exactly the collection of all such representations (see Definition 4.2). In particular, if we let $|\alpha|:=\operatorname{dim}(V)$ then we know that $H^{|\alpha|}=0$. This gives a filtration of the vector space

$$
V=V^{|\alpha|} \supset V^{|\alpha|-1} \supset \cdots \supset V^{1} \supset V^{0}=\{0\},
$$

where

$$
V^{j}=\left\{v \in V \mid H^{j}(v)=0\right\} .
$$

Moreover, the filtration respects the grading by $i \in I_{1} \cup I_{2} \cup I_{3}$, by which we mean that

$$
V^{j}=\bigoplus_{i \in I_{1} \cup I_{2} \cup I_{3}}\left(V^{j} \cap V_{i}\right)
$$

where $V_{i}$ is the summand at the $i$-th vertex of the quiver. By considering the vector space $V$ as a representation of the nilpotent matrix $H$, we can identify $V$ with a $\mathbb{C}[x]$-module supported at the origin. Modules for a principal ideal domain have a simple structure. In particular, we have

$$
V \cong \bigoplus_{j=1}^{d}\left(\mathbb{C}[x] /\left(x^{j}\right)\right)^{\oplus b_{j}}
$$

as a $\mathbb{C}[x]$-module. The next proposition provides a more refined version of this statement, where each factor in this decomposition is generated by a vector from a vector space $V_{i}$ :
Proposition 4.5. For each $i \in I_{1} \cup I_{2} \cup I_{3}$, there exists a collection of integers $b_{j}^{i}$ such that

$$
V \cong \bigoplus_{i \in I_{1} \cup I_{2} \cup I_{3}} \bigoplus_{i=1}^{d}\left(\mathbb{C}[x] /\left(x^{j}\right)\right)^{\oplus b_{j}^{i}}
$$

where the factor $\left(\mathbb{C}[x] /\left(x^{j}\right)\right)^{\oplus b_{j}^{i}}$ is generated as a $\mathbb{C}[x]$-module by vectors in $V_{i}$. Moreover, the numbers $b_{j}^{i}$ are uniquely determined by the above conditions.
Proof. We will argue by induction on $d$, the largest integer such that $b_{d} \neq 0$. As such, we can assume that for each $j \leq d-1$ the factor $\mathbb{C}[x] /\left(x^{j}\right)$ is generated by a vector in some $V_{i}$. Now let $e_{1}, \ldots, e_{b_{d}}$ be a generating set for the factor $\left(\mathbb{C}[x] /\left(x^{d}\right)\right)^{\oplus b_{d}}$, and define $W:=\operatorname{span}\left\{e_{1}, \ldots, e_{b_{d}}\right\}$. We consider the projection operators

$$
p_{i}: V \rightarrow V_{i} / V_{i} \cap V^{d-1},
$$

and set $W_{i}:=p_{i}(W)$ and $b_{d}^{i}=\operatorname{dim} W_{i}$. We claim that

$$
p_{0} \oplus \cdots \oplus p_{N-1}: W \rightarrow W_{0} \oplus \cdots \oplus W_{N-1}
$$

is an isomorphism. The map is clearly onto and an injection since any vector in the kernel must lie in $V^{d-1}$. Now, considering a lifting of the vector space $V_{i} \supset W_{i}^{\prime} \rightarrow W_{i} \subset V_{i} / V_{i} \cap V^{d-1}$, we have that

$$
W_{i}^{\prime} \oplus H W_{i}^{\prime} \oplus \cdots \oplus H^{d-1} W_{i}^{\prime} \subset V
$$

is a submodule of $V$ isomorphic to $\left(\mathbb{C}[x] /\left(x^{d}\right)\right)^{\oplus b_{d}^{i}}$. Summing over all $i$, we have that $\left(\mathbb{C}[x] /\left(x^{d}\right)\right)^{\sum_{i} b_{d}^{i}}$ is a submodule of $V$, and hence it follows that $\sum_{i} \operatorname{dim} W_{i}=$ $\sum_{i} b_{d}^{i} \leq b_{d}=\operatorname{dim} W$, and so for dimension reasons we get

$$
V \cong\left(\bigoplus_{i=0}^{N-1}\left(\mathbb{C}[x] /\left(x^{d}\right)\right)^{\oplus b_{d}^{i}}\right) \bigoplus\left(\bigoplus_{j=1}^{d-1}\left(\mathbb{C}[x] /\left(x^{j}\right)\right)^{\oplus b_{j}}\right)
$$

Here each factor $\left(\mathbb{C}[x] /\left(x^{d}\right)\right)^{\oplus b_{d}^{i}}$ is generated by vectors in $V_{i}$, so by our inductive hypothesis the entire module is generated by vectors in $V_{i}$.

Finally we prove the uniqueness statement. Assume we have two distinct such decompositions

$$
V \cong \bigoplus_{i=0}^{N-1} \bigoplus_{j=1}^{d}\left(\mathbb{C}[x] /\left(x^{j}\right)\right)^{\oplus b_{j}^{i}} \cong \bigoplus_{i=0}^{N-1} \bigoplus_{j=1}^{d}\left(\mathbb{C}[x] /\left(x^{j}\right)\right)^{\oplus c_{j}^{i}}
$$

By restricting to subrepresentations if necessary, we can assume that $b_{d}^{i} \neq c_{d}^{i}$ for some $i$. However in this case

$$
b_{d}^{i}=\operatorname{dim}\left(\operatorname{ker}\left(H^{d}: V_{i} \rightarrow V_{i+d}\right) / V_{i} \cap V^{d-1}\right)=c_{d}^{i}
$$

is a contradiction. This proves the last part of the lemma.
Next we organize this data in the way most helpful to our cause:
Definition 4.6. Let $0 \leq a, b \leq N-1$. We define

$$
|b-a|=\min \{r \in\{0,1, \ldots, N-1\} \mid b=a+r \bmod N\}
$$

Intuitively, this is the distance from $a$ to $b$ in the cyclic direction $i \rightarrow i+1$ corresponding to the map $H$.
Definition 4.7. Suppose we have a decomposition of $V$ as a $\mathbb{C}[x]$-module as in Proposition 4.5. Define $V^{a, b}$ to be the vector subspace corresponding to the summand

$$
\bigoplus_{l \geq 1}\left(\mathbb{C}[x] /\left(x^{N(l-1)+|b-a|+1}\right)\right)^{b_{N(l-1)+|b-a|+1}^{a}}
$$

and relabel the integers

$$
b_{l}^{a, b}:=b_{N(l-1)+|b-a|+1}^{a}
$$

to define partitions

$$
\pi^{[a, b]}:=\left(1^{b_{1}^{a, b}} 2^{b_{2}^{a, b}} 3^{b_{3}^{a, b}} \cdots\right)
$$

Notice that the above definition depends on the choice of the decomposition in Proposition 4.5. However, all such vector spaces are isomorphic abstractly as $\mathbb{C}[x]$-modules. We can think of these vector spaces as being generated by the nilpotent vectors that start at the $a$-th vertex and are annihilated at the $(b+1)$-st vertex under the action of the map $H$.

The next lemma makes explicit how to recover the dimension vector of a representation from the datum of the $N^{2}$ partitions $\left\{\pi^{[a, b]} \mid 0 \leq a, b \leq N-1\right\}$.
Lemma 4.8. Given a representation $r \in R^{N}(\alpha)$ so that the endomorphism $H$ has type $\left\{\pi^{[a, b]}\right\}$, the dimension vector of the representation $r$ is given by

$$
\alpha_{i}=\sum_{a, b}\left|\pi^{[a, b]}\right|-\sum_{\substack{a, b \\ i \notin[a, b]}} l\left(\pi^{[a, b]}\right)
$$

where $\left|\pi^{[a, b]}\right|$ and $l\left(\pi^{[a, b]}\right)$ are the size and length of the partition $\pi^{[a, b]}$.
Proof. This is clear since

$$
V=\bigoplus_{a, b} V^{a, b}
$$

and

$$
\operatorname{dim}\left(V^{a, b} \cap V_{i}\right)= \begin{cases}\left|\pi^{[a, b]}\right| & \text { if } i \in[a, b], \\ \left|\pi^{[a, b]}\right|-l\left(\pi^{[a, b]}\right) & \text { if } i \notin[a, b]\end{cases}
$$

We can use this to give a simple reformulation of the term $\chi(\alpha, \alpha)+2 d_{C}(\alpha)$ appearing in the series $N^{\sigma}$ :
Corollary 4.9. We have

$$
\chi(\alpha, \alpha)+2 d_{C}(\alpha)=\sum_{i \in I_{2}}\left(\sum_{b \neq i} l\left(\pi^{[i+1, b]}\right)-\sum_{c \neq i+1} l\left(\pi^{[c, i]}\right)\right)^{2} .
$$

Proof. In our initial analysis of these terms we saw that

$$
\chi(\alpha, \alpha)+2 d_{C}(\alpha)=\sum_{i \in I_{2}}\left(\alpha_{i+1}-\alpha_{i}\right)^{2}
$$

and now by Lemma 4.8 we have

$$
\alpha_{i+1}-\alpha_{i}=\sum_{b \neq i} l\left(\pi^{[i+1, b]}\right)-\sum_{c \neq i+1} l\left(\pi^{[c, i]}\right)
$$

The above classification has been for the purpose of breaking the variety $R^{N}(\alpha)$ down into simpler pieces.

Definition 4.10. Given $N^{2}$ partitions $\left\{\pi^{[a, b]} \mid 0 \leq a, b \leq N-1\right\}$ and a dimension vector $\alpha$ as in Lemma 4.8, we define

$$
R\left(\left\{\pi^{[a, b]}\right\}\right)=\left\{r \in R^{N}(\alpha) \mid H \text { has type }\left\{\pi^{[a, b]}\right\}\right\}
$$

This provides a stratification of $R^{N}(\alpha)$ into strata where the normal form of $H$ has a fixed type. We will proceed to compute the motivic classes of each of these strata.

A representation in $R\left(\left\{\pi^{[a, b]}\right\}\right)$ is given explicitly by a vector space $V=$ $\bigoplus_{i \in I_{1} \cup I_{2} \cup I_{3}} V_{i}$ and a collection of linear maps corresponding to the arrows $r_{i}$ with $i \in I_{1}, h_{i+\frac{1}{2}}^{-}$with $i \in I_{2}$ and $h_{i+\frac{1}{2}}^{+}$with $i \in I_{1} \cup I_{2} \cup I_{3}$. In addition, the linear maps satisfy relations

$$
\begin{aligned}
r_{i} h_{i-\frac{1}{2}}^{+} & =h_{i-\frac{1}{2}}^{+} r_{i-1} & & \text { for } i \in\left[1, N^{\prime}-1\right] \cap I_{1}, \\
r_{0} h_{N-\frac{1}{2}}^{+} & =h_{N-\frac{1}{2}}^{+} h_{N-\frac{3}{2}}^{+} h_{N-\frac{3}{2}}^{-}, & & \\
h_{N^{\prime}+\frac{1}{2}}^{-} h_{N^{\prime}+\frac{1}{2}}^{+} h_{N^{\prime}-\frac{1}{2}}^{+} & =h_{N^{\prime}-\frac{1}{2}}^{+} r_{N^{\prime}-1}, & & \\
h_{i+\frac{3}{2}}^{-} h_{i+\frac{3}{2}}^{+} h_{i+\frac{1}{2}}^{+} & =h_{i+\frac{1}{2}}^{+} h_{i-\frac{1}{2}}^{+} h_{i-\frac{1}{2}}^{-} & & \text {for } i=\left[N^{\prime}+1, N-3\right] \cap I_{3} .
\end{aligned}
$$

and we require that the map

$$
H=h_{\frac{1}{2}}^{+}+h_{\frac{3}{2}}^{+}+\cdots+h_{N-\frac{1}{2}}^{+} \in \bigoplus_{i \in I_{1} \cup I_{2} \cup I_{3}} \operatorname{Hom}\left(V_{i}, V_{i+1}\right)
$$

has a type given by the partitions $\left\{\pi^{[a, b]} \mid 0 \leq a, b \leq N-1\right\}$. The linear map $H$ contains all the information of the maps $h_{i+\frac{1}{2}}^{+}$. For brevity, we make the following definition, packaging all the remaining linear maps into one.

Definition 4.11. Given a representation as above, we define the linear map $L:=r_{0}+r_{1}+\cdots+r_{N^{\prime}-1}+h_{N^{\prime}+\frac{1}{2}}^{-}+\cdots+h_{N-\frac{3}{2}}^{-}$

$$
\in \bigoplus_{i \in I_{1}} \operatorname{Hom}\left(V_{i}, V_{i}\right) \bigoplus_{i \in I_{2}} \operatorname{Hom}\left(V_{i+1}, V_{i}\right)
$$

From now on, in order to compute the motivic class of $R\left(\left\{\pi^{[a, b]}\right\}\right)$ we will work with a choice of coordinates. Let

$$
v_{l}^{a, b}(k) \in V_{a}
$$

be such that $v_{l}^{a, b}(k)$ generates the $k$-th summand of $\mathbb{C}[x] /\left(x^{N(l-1)+|b-a|+1}\right)^{\oplus b_{l}^{a, b}}$ in the decomposition of Proposition 4.5. Then we have that
$\mathcal{B}:=\left\{H^{p} v_{l}^{a, b}(k)\left|1 \leq k \leq b_{l}^{a, b}, 0 \leq a, b \leq N-1,0 \leq p \leq N(l-1)+|b-a|+1\right\}\right.$ forms a basis of $V$.

Definition 4.12. We define $H\left(\pi^{[a, b]}\right)$ to be the matrix representation of the map $H$ with respect to the basis $\mathcal{B}$. Also define

$$
\begin{aligned}
& F\left(\left\{\pi^{[a, b]}\right\}\right):=\left\{L \mid\left(L, H\left(\pi^{[a, b]}\right)\right) \in R\left(\left\{\pi^{[a, b]}\right\}\right)\right\}, \\
& N\left(\left\{\pi^{[a, b]}\right\}\right):=\left\{H \mid H \text { has type }\left\{\pi^{[a, b]}\right\}\right\} .
\end{aligned}
$$

Then $R\left(\left\{\pi^{[a, b]}\right\}\right)$ has a decomposition as a vector bundle:
Lemma 4.13. $R\left(\left\{\pi^{[a, b]}\right\}\right)$ has the structure of a vector bundle

$$
\begin{aligned}
& F\left(\left\{\pi^{[a, b]}\right\}\right) \longrightarrow R\left(\left\{\pi^{[a, b]}\right\}\right) \\
& \downarrow \\
& N\left(\left\{\pi^{[a, b]}\right\}\right)
\end{aligned}
$$

In particular, we have that

$$
\left[R\left(\left\{\pi^{[a, b]}\right\}\right)\right]=\left[F\left(\left\{\pi^{[a, b]}\right\}\right)\right] \cdot\left[N\left(\left\{\pi^{[a, b]}\right\}\right)\right]
$$

in the Grothendieck ring of varieties.
Proof. The projection map

$$
\begin{aligned}
p: R\left(\left\{\pi^{[a, b]}\right\}\right) & \rightarrow N\left(\left\{\pi^{[a, b]}\right\}\right), \\
(L, H) & \mapsto H
\end{aligned}
$$

defines the bundle structure with zero section $H \mapsto(0, H)$. The fiber is the linear space of all such $L$.

Here the base of the vector bundle is the space of all matrices of type $\left\{\pi^{[a, b]}\right\}$; these are all conjugate to $H\left(\pi^{[a, b]}\right)$, and therefore we have a torsor

$$
\begin{aligned}
\pi: G_{\alpha} & \rightarrow N\left(\pi^{[a, b]}\right) \\
P & \mapsto P H\left(\pi^{[a, b]}\right) P^{-1}
\end{aligned}
$$

This is a torsor for the group $S^{\prime}\left(\left\{\pi^{[a, b]}\right\}\right):=\operatorname{Stab}_{G_{\alpha}}\left(H\left(\pi^{a, b}\right)\right)$. This group is given as the group of units in an algebra:
Definition 4.14. We identify $S^{\prime}\left(\left\{\pi^{[a, b]}\right\}\right)$ with the group of multiplicative units in the algebra

$$
S\left(\left\{\pi^{[a, b]}\right\}\right):=\left\{N \in \prod_{i=0}^{N-1} \operatorname{End}\left(\alpha_{i}\right) \mid N H\left(\pi^{[a, b]}\right)=H\left(\pi^{[a, b]}\right) N\right\} .
$$

Since $S^{\prime}\left(\left\{\pi^{[a, b]}\right\}\right)$ is the group of units of an algebra it is a special group [Chevalley et al. 1958], and so the above torsor splits in the Zariski topology. For completeness we include a short proof of this fact.

Lemma 4.15. The group $S^{\prime}\left(\left\{\pi^{[a, b]}\right\}\right)$ is a special algebraic group.
Proof. The ring of units is defined by a single polynomial equation and is open in A. Consequently the units $S^{\prime}\left(\left\{\pi^{[a, b]}\right\}\right)$ act generically freely on the vector space $S\left(\left\{\pi^{[a, b]}\right\}\right)$, so by Proposition 3.13 of [Merkurjev 2013] the group has essential dimension zero. Then by Proposition 3.16 of [Merkurjev 2013] it is a special algebraic group.

The next lemma gives a formula of the motivic class of the group $S^{\prime}\left(\left\{\pi^{[a, b,]}\right\}\right)$, and via the splitting of the above torsor we deduce a formula for the class of $N\left(\left\{\pi^{[a, b]}\right\}\right)$. Before stating the lemma we create some notation:
Definition 4.16. We denote the dimensions of the linear spaces $F\left(\left\{\pi^{[a, b]}\right\}\right)$ and $S\left(\left\{\pi^{[a, b]}\right\}\right)$ by

$$
\begin{aligned}
& T\left(\left\{\pi^{[a, b]}\right\}\right):=\operatorname{dim} F\left(\left\{\pi^{[a, b]}\right\}\right), \\
& B\left(\left\{\pi^{[a, b]}\right\}\right):=\operatorname{dim} S\left(\left\{\pi^{[a, b]}\right\}\right)
\end{aligned}
$$

Lemma 4.17. We have

$$
\left[S^{\prime}\left(\left\{\pi^{[a, b]}\right\}\right)\right]=\left[S\left(\left\{\pi^{[a, b]}\right\}\right)\right] \cdot \prod_{0 \leq a, b \leq N-1} \frac{1}{f\left(\pi^{[a, b]}\right)}
$$

where

$$
f\left(\pi^{[a, b]}\right):=\prod_{l \geq 1} \frac{\left[\operatorname{End}\left(b_{l}^{a, b}\right)\right]}{\left[\operatorname{GL}\left(b_{l}^{a, b}\right)\right]}
$$

As a consequence,

$$
\left[R\left(\left\{\pi^{a, b}\right\}\right)\right]=\left[G_{\alpha}\right] \cdot \mathbb{L}^{T\left(\left\{\pi^{[a, b]}\right\}\right)-B\left(\left\{\pi^{[a, b]}\right\}\right)} \cdot \prod_{0 \leq a, b \leq N-1} f\left(\pi^{[a, b]}\right)
$$

Proof. Let

$$
W_{l}^{a, b}:=\operatorname{span}_{\mathbb{C}}\left\{v_{l}^{a, b}(k) \mid 1 \leq k \leq b_{l}^{a, b}\right\}
$$

be the span of the basis elements $v_{l}^{a, b}(k)$ for $1 \leq k \leq b_{l}^{a, b}$. We have both inclusion and projection

$$
W_{l}^{a, b} \hookrightarrow V \rightarrow W_{l}^{a, b}
$$

This gives a map of algebras

$$
\begin{aligned}
\pi: S\left(\left\{\pi^{[a, b]}\right\}\right) & \rightarrow \prod_{a, b, l} \operatorname{End}\left(W_{l}^{a, b}\right), \\
N & \left.\mapsto \bigoplus_{a, b, l} N\right|_{W_{l}^{a, b}}
\end{aligned}
$$

This splits as a trivial vector bundle, whose rank is the dimension of the total space minus the dimension of the base. Since we have that the group $S^{\prime}\left(\left\{\pi^{[a, b]}\right\}\right)$ is the group of units in $S\left(\left\{\pi^{[a, b]}\right\}\right)$, we can identify $S^{\prime}\left(\left\{\pi^{[a, b]}\right\}\right)$ as the inverse image of the units on the right-hand side. This is a trivial vector bundle of rank equal to $\operatorname{dim} S\left(\left\{\pi^{[a, b]}\right\}\right)-\operatorname{dim} \prod_{a, b, l} \operatorname{End}\left(W_{l}^{a, b}\right)$. We have an isomorphism of varieties

$$
S^{\prime}\left(\left\{\pi^{[a, b]}\right\}\right) \equiv \frac{S\left(\left\{\pi^{[a, b]}\right\}\right)}{\prod_{a, b, l} \operatorname{End}\left(W_{l}^{a, b}\right)} \times \prod_{a, b, l} \mathrm{GL}\left(W_{l}^{a, b}\right)
$$

so motivically we have

$$
\left[S^{\prime}\left(\left\{\pi^{[a, b]}\right\}\right)\right]=\left[S\left(\left\{\pi^{[a, b]}\right\}\right)\right] \cdot \prod_{0 \leq a, b \leq N-1} \frac{1}{f\left(\pi^{[a, b]}\right)}
$$

In Lemma 4.13 we saw that

$$
\left[R\left(\left\{\pi^{[a, b]}\right\}\right)\right]=\left[F\left(\left\{\pi^{[a, b]}\right\}\right)\right] \cdot\left[N\left(\left\{\pi^{[a, b]}\right\}\right)\right] .
$$

Now we know that $N\left(\left\{\pi^{[a, b]}\right\}\right)$ is a torsor for the group $S^{\prime}\left(\left\{\pi^{[a, b]}\right\}\right)$. We have just computed the motive of this group. So we can deduce that

$$
\begin{aligned}
{\left[R\left(\left\{\pi^{[a, b]}\right\}\right)\right] } & =\left[F\left(\left\{\pi^{[a, b]}\right\}\right)\right] \cdot \frac{\left[G_{\alpha}\right]}{\left[S^{\prime}\left(\left\{\pi^{[a, b]}\right\}\right)\right]} \\
& =\left[F\left(\left\{\pi^{[a, b]}\right\}\right)\right] \cdot \frac{\left[G_{\alpha}\right]}{\left[S\left(\left\{\pi^{[a, b]}\right\}\right)\right]} \cdot \prod_{0 \leq a, b \leq N-1} f\left(\pi^{[a, b]}\right) \\
& =\left[G_{\alpha}\right] \cdot \mathbb{Q}^{T\left(\left\{\pi^{[a, b]}\right\}\right)-B\left(\left\{\pi^{[a, b]}\right\}\right)} \cdot \prod_{0 \leq a, b \leq N-1} f\left(\pi^{[a, b]}\right) .
\end{aligned}
$$

The next proposition computes the difference $T\left(\left\{\pi^{[a, b]}\right\}\right)-B\left(\left\{\pi^{[a, b]}\right\}\right)$. Its proof is found in the Appendix:

Proposition 4.18. We have that $T\left(\left\{\pi^{[a, b]}\right\}\right)-B\left(\left\{\pi^{[a, b]}\right\}\right)$ is equal to

$$
\begin{aligned}
&-\frac{1}{2} \sum_{i \in I_{2}}\left(\sum_{b \neq i} l\left(\pi^{[i+1, b]}\right)-\sum_{c \neq i+1} l\left(\pi^{[c, i]}\right)\right)^{2} \\
&-\frac{1}{2} \sum_{\substack{a \in I_{3} \\
b \notin I_{2}}} \sum_{i \geq 1}\left(b_{i}^{a, b}\right)^{2}-\frac{1}{2} \sum_{\substack{a \notin I_{3} \\
b \in I_{2}}} \sum_{i \geq 1}\left(b_{i}^{a, b}\right)^{2} .
\end{aligned}
$$

Proof. The proof is a linear algebra calculation. See the Appendix.
As a corollary, we deduce the formula for $N^{\sigma}(y)$ :

Proposition 4.19. Let

$$
\begin{aligned}
S & =\left\{[a, b] \mid a \in I_{3}, b \notin I_{2} \text { or } a \notin I_{3}, b \in I_{2}\right\}, \\
y_{[a, b]} & =y_{a} \cdot y_{a+1} \cdots y_{b}, \\
y^{\prime} & =y_{0} \cdot y_{1} \cdots y_{N-1},
\end{aligned}
$$

then we have

$$
N^{\sigma}(y)=\operatorname{Exp}\left(\frac{\mathbb{L}}{\mathbb{L}-1} \frac{1}{1-y^{\prime}}\left(\sum_{[a, b] \notin S} y_{[a, b]}-\mathbb{L}^{-\frac{1}{2}} \sum_{[a, b] \in S} y_{[a, b]}\right)\right) .
$$

Proof. Recall our initial definition of $N^{\sigma}(y)$ :

$$
N^{\sigma}(y)=\sum_{\alpha \in \mathbb{N} Q_{0}}\left(-\mathbb{L}^{\frac{1}{2}}\right)^{\chi(\alpha, \alpha)+2 d_{C}(\alpha)} \frac{\left[R^{N}(\alpha)\right]}{\left[G_{\alpha}\right]} y^{\alpha} .
$$

In Proposition 4.5 we saw that it was possible to stratify each of the varieties $R^{N}(\alpha)$ by the type $\left\{\pi^{[a, b]}\right\}$ of the cycle $H$. This gives

$$
N^{\sigma}(y)=\sum_{\alpha \in \mathbb{N} Q_{0}}\left(-\mathbb{L}^{\frac{1}{2}}\right)^{\chi(\alpha, \alpha)+2 d_{C}(\alpha)}\left[G_{\alpha}\right]^{-1}\left(\sum_{\left\{\pi^{[a, b]\}} \vdash-\alpha\right.}\left[R\left(\left\{\pi^{[a, b]}\right\}\right)\right]\right) y^{\alpha} .
$$

The motivic class of $R\left(\left\{\pi^{[a, b]}\right\}\right)$ was computed in Lemma 4.17. Now substituting this class into the above formula gives

$$
\begin{aligned}
& \sum_{\alpha \in \mathbb{N} Q_{0}}\left(-\mathbb{L}^{\frac{1}{2}}\right)^{\chi(\alpha, \alpha)+2 d_{C}(\alpha)} \\
& \cdot\left(\sum_{\left\{\pi^{[a, b]}\right\} \vdash \alpha} \mathbb{\mathbb { L }}^{T\left(\left\{\pi^{[a, b]}\right\}\right)-B\left(\left\{\pi^{[a, b]}\right\}\right)} \cdot \prod_{0 \leq a, b \leq N-1} f\left(\pi^{[a, b]}\right)\right) y^{\alpha} .
\end{aligned}
$$

Lemma 4.8 showed how the dimension vector depended on the partitions: we had

$$
\alpha_{i}=\sum_{0 \leq a, b \leq N-1}\left|\pi^{[a, b]}\right|-\sum_{[a, b] \ngtr i} l\left(\pi^{[a, b]}\right),
$$

and an immediate corollary was that

$$
\chi(\alpha, \alpha)+2 d_{C}(\alpha)=\sum_{i \in I_{2}}\left(\sum_{b \neq i} l\left(\pi^{[i+1, b]}\right)-\sum_{c \neq i+1} l\left(\pi^{[c, i]}\right)\right)^{2} .
$$

Combining this with the formula for the difference $T\left(\left\{\pi^{[a, b]}\right\}\right)-B\left(\left\{\pi^{[a, b]}\right\}\right)$ (Proposition 4.18) gives

$$
\begin{aligned}
N^{\sigma}(y)=\sum_{\left\{\pi^{[a, b]}\right\}}\left(\prod_{[a, b] \notin S} f\left(\pi^{[a, b]}\right)\right) & \cdot\left(\prod_{[a, b] \in S} f\left(\pi^{[a, b]}\right) \prod_{l \geq 1}\left(-\mathbb{L}^{\frac{1}{2}}\right)^{-\left(b_{l}^{a, b}\right)^{2}}\right) \\
& \cdot \prod_{i=0}^{N-1} y_{i}^{\sum_{0 \leq a, b \leq N-1}\left|\pi^{[a, b]}\right|-\sum_{[a, b] \ngtr i} l\left(\pi^{[a, b]}\right)} .
\end{aligned}
$$

To simplify notation, set

$$
g(\pi):=f(\pi) \cdot \prod_{l \geq 1}\left(-\mathbb{\unrhd}^{\frac{1}{2}}\right)^{-b_{l}^{2}} \quad \text { for } \pi=\left(1^{b_{1}} 2^{b_{2}} 3^{b_{3}} \cdots\right)
$$

then rearranging the products and summations gives

$$
\begin{aligned}
N^{\sigma}(y)= & \prod_{[a, b] \notin S} \sum_{\pi^{[a, b]}} f\left(\pi^{[a, b]}\right) \cdot y^{\left|\pi^{[a, b]}\right|-l\left(\pi^{[a, b]}\right)} \cdot y_{[a, b]}^{l\left(\pi^{[a, b]}\right)} \\
& \cdot \prod_{[a, b] \in S} \sum_{\pi^{[a, b]}} g\left(\pi^{[a, b]}\right) \cdot y^{\left|\pi^{[a, b]}\right|-l\left(\pi^{[a, b]}\right)} \cdot y_{[a, b]}^{l\left(\pi^{[a, b]}\right)} .
\end{aligned}
$$

Both of these series are know to have product expansions [Macdonald 1995]

$$
\begin{aligned}
& f(t, a)=\sum_{\pi} f(\pi) a^{l(\pi)} t^{|\pi|-l(\pi)}=\operatorname{Exp}\left(\frac{1}{1-\mathbb{Q}^{-1}} \cdot \frac{a}{1-t}\right) \\
& g(t, a)=\sum_{\pi} g(\pi) a^{l(\pi)} t^{|\pi|-l(\pi)}=\operatorname{Exp}\left(\frac{\left(-\mathbb{L}^{\frac{1}{2}}\right)^{-1}}{1-\mathbb{\mathbb { L }}^{-1}} \cdot \frac{a}{1-t}\right)
\end{aligned}
$$

Now $N^{\sigma}$ is a product of such series, and multiplying together the corresponding exponential generating series gives the desired result

$$
N^{\sigma}(y)=\operatorname{Exp}\left(\frac{\mathbb{L}}{\mathbb{L}-1} \frac{1}{1-y^{\prime}}\left(\sum_{[a, b] \notin S} y_{[a, b]}-\mathbb{L}^{-\frac{1}{2}} \sum_{[a, b] \in S} y_{[a, b]}\right)\right) .
$$

Now we have computed $I^{\sigma}$ and $N^{\sigma}$, and so by Lemma 4.3

$$
A_{U}^{\sigma}(y)=\operatorname{Exp}\left(\mathbb{\mathbb { L }} \frac{y^{\prime}}{1-y^{\prime}}+\frac{\mathbb{\mathbb { }}}{\mathbb{L}-1} \frac{1}{1-y^{\prime}}\left(\sum_{[a, b] \notin S} y_{[a, b]}-\mathbb{\mathbb { L }}^{-\frac{1}{2}} \sum_{[a, b] \in S} y_{[a, b]}\right)\right) .
$$

Or, reformulating this as a product over the set of roots, we get

$$
\operatorname{Exp}\left(\frac{1}{1-\mathbb{L}^{-1}}\left((\mathbb{\square}+N-1) \sum_{\alpha \in \Delta_{\sigma,+}^{\mathrm{im}}} y^{\alpha}+\sum_{\substack{\alpha \in \Delta_{\sigma,+}^{\mathrm{re}} \\ \sum_{I_{2} \cup I_{3}} \alpha_{i} \text { even }}} y^{\alpha}-\mathbb{L}^{-\frac{1}{2}} \sum_{\substack{\alpha \in \Delta_{\sigma,+}^{\mathrm{re}} \\ \sum_{I_{2} \cup I_{3}} \alpha_{i} \text { odd }}} y^{\alpha}\right)\right),
$$

thus proving Theorem 0.1 for the special case of the partition $\sigma$ :

$$
A_{U}^{\sigma}(y)=\prod_{\alpha \in \Delta_{\sigma,+}} A^{\alpha}(y)
$$

## 5. The universal DT series: general case

In this section we will prove Theorem 0.1 for any partition $\sigma$.
5A. Mutation and the root system. Recall that the simple reflection provides a bijection between $\Delta_{\sigma,+} \backslash\left\{\alpha_{k}\right\}$ and $\Delta_{\sigma^{\prime},+} \backslash\left\{\alpha_{k}^{\prime}\right\}$ (see Section 2C). The simple root $\alpha_{k}$ maps to $-\alpha_{k}^{\prime}$.

For $\alpha \in \Delta_{+}^{\mathrm{re}}$, let $x_{\alpha}$ be a simple module of $\operatorname{dim} \alpha$. By [Nagao 2012, Proposition 2.14], $\sum_{i \notin \hat{I}_{r}} \alpha_{i}$ is odd (resp. even) if and only if $\operatorname{ext}^{1}(x, x)=0($ resp. $=1)$. In particular, the parity of $\sum_{i \notin \hat{I}_{r}} \alpha_{i}$ is preserved by the simple reflection.

## 5B. Wall-crossing formula.

Theorem 5.1 [Nagao 2011c, Theorem 4.9].

$$
A_{U}^{\sigma^{\prime}}(\boldsymbol{y})=\frac{A_{U}^{\sigma}(\boldsymbol{y})}{\mathbb{E}\left(y_{k}\right)} \times \mathbb{E}\left(y_{k}^{-1}\right)
$$

Proof. Step 1: By the observation in Section 2C, we have the factorization

$$
A_{U}^{\sigma}=\mathbb{E}\left(y_{k}\right) \times A_{k}^{\sigma}
$$

where

$$
\mathbb{E}(y):=\sum_{n \geq 0} \frac{[\mathrm{pf}]}{\left[\mathrm{GL}_{n}\right]_{\mathrm{vir}}} \cdot y^{n}, \quad y_{k}:=y_{\alpha_{k}}
$$

and $A_{k}^{\sigma}$ is the generating series of virtual motives of moduli stacks of objects in $\left(\bmod J_{\sigma}\right)_{k}$. We also have

$$
A_{U}^{\sigma^{\prime}}=A^{\sigma^{\prime}, k} \times \mathbb{E}\left(y_{k}^{-1}\right)
$$

where $A^{\sigma^{\prime}, k}$ is the generating series of virtual motives of moduli stacks of objects in $\left(\bmod J_{\sigma^{\prime}}\right)^{k}$.
Step 2: By Proposition 2.4, we have $A_{k}^{\sigma}=A^{\sigma^{\prime}, k}$ (see [Nagao 2011c, Theorem 4.7]).

Now Theorem 0.1 follows for any $\sigma$ from the result in Section 4 combined with Theorem 5.1 and the remark in Section 5A.

5C. Factorization of the universal series. We will say that a stability parameter $\zeta$ is generic, if for any stable $J_{\sigma}$-module $V$, we have $\zeta \cdot \underline{\operatorname{dim} V} \neq 0$. For generic stability parameter $\zeta$, let $\mathfrak{M}_{\zeta}^{+}\left(J_{\sigma}, \alpha\right)$ (resp. $\left.\mathfrak{M}_{\zeta}^{-}\left(J_{\sigma}, \alpha\right)\right)$ denote the moduli stacks of $J_{\sigma}$-modules $V$ such that $\underline{\operatorname{dim}} V=\alpha$ and such that all the HN factors $F$ of $V$ with respect to the stability parameter $\zeta$ satisfy $\zeta \cdot \underline{\operatorname{dim} F>0(r e s p .<0) . ~ L e t ~}$ $\left[\mathfrak{M}_{\zeta}^{ \pm}\left(J_{\sigma}, \alpha\right)\right]_{\text {vir }}$ denote the virtual motive of the moduli stack defined in the same way as (3-2). We put

$$
A_{\zeta}^{ \pm}(y)=\sum_{\alpha \in \mathbb{N}^{I}}\left[\mathfrak{M}_{\zeta}^{ \pm}(J, \alpha)\right]_{\mathrm{vir}} \cdot y^{\alpha}
$$

Lemma 5.2 [Morrison et al. 2012, Lemma 2.6]. The generating series $A_{\zeta}^{ \pm}$are given by

$$
A_{\zeta}^{ \pm}(y)=\prod_{\substack{\alpha \in \Delta_{\sigma,+} \\ \pm \zeta \cdot \alpha<0}} A^{\alpha}(y)
$$

## 6. Motivic DT with framing and DT/PT series

6A. Motivic DT invariants with framing. We denote by $\widetilde{Q}_{\sigma}$ the new quiver obtained from $Q_{\sigma}$ by adding a new vertex $\infty$ and a single new arrow $\infty \rightarrow 0$. Let $\widetilde{J}_{\sigma}=J_{\tilde{Q}_{\sigma}, w_{\sigma}}$ be the Jacobian algebra corresponding to the quiver with potential $\left(\tilde{Q}_{\sigma}, w_{\sigma}\right)$, where we view $w_{\sigma}$ as a potential for $\tilde{Q}_{\sigma}$ in the obvious way.

Let $\zeta \in \mathbb{R}^{\hat{I}}$ be a vector, which we will refer to as the stability parameter. A $\tilde{J}_{\sigma^{-}}$ representation $\tilde{V}$ with $\operatorname{dim} \widetilde{V}_{\infty}=1$ is said to be $\zeta$-(semi)stable, if it is (semi)stable with respect to $\left(\zeta, \zeta_{\infty}\right) \in \mathbb{R}^{\hat{I} \sqcup\{\infty\}}$ (see Definition 3.3), where $\zeta_{\infty}=-\zeta \cdot \underline{\operatorname{dim} V}$. As in Section 3B, a stability parameter $\zeta \in \mathbb{R}^{Q_{0}}$ is said to be generic if for any stable $J$-module $V$ we have $\zeta \cdot \underline{\operatorname{dim}} V \neq 0$.

For a stability parameter $\zeta \in \mathbb{R}^{Q_{0}}$ and a dimension vector $\alpha \in\left(\mathbb{Z}_{\geq 0}\right)^{\hat{I}}$, let $\mathfrak{M}_{\zeta}\left(\widetilde{J}_{\sigma}, \alpha\right)$ denote the moduli stack of $\zeta$-semistable $\widetilde{J}_{\sigma}$-representations with dimension vector $(\alpha, 1)$. As in the introduction, we define the generating function

$$
Z_{\zeta}\left(y_{0}, \ldots, y_{N-1}\right)=Z_{\zeta}(y):=\sum_{\alpha \in\left(\mathbb{Z}_{\geq 0}\right)^{\hat{I}}}\left[\mathfrak{M}_{\zeta}\left(\tilde{J}_{\sigma}, \alpha\right)\right]_{\mathrm{vir}} \cdot y^{\alpha}
$$

Theorem 6.1 [Morrison et al. 2012, Proposition 4.6]. For a generic stability parameter $\zeta$, we have

$$
\begin{equation*}
Z_{\zeta}(y)=\frac{A_{\zeta}^{-}\left(-\mathbb{L}^{\frac{1}{2}} y_{0}, y_{1}, \ldots, y_{N-1}\right)}{A_{\zeta}^{-}\left(-\mathbb{L}^{-\frac{1}{2}} y_{0}, y_{1}, \ldots, y_{N-1}\right)} \tag{6-1}
\end{equation*}
$$

where $A_{\zeta}^{-}$was defined in Section 5C.
Combined with Lemma 5.2, we get the formula in Corollary 0.2.

Remark 6.2. If we cross the wall $W_{\alpha}$, we get (or lose) a factor $Z_{\alpha}(y)$ in the generating function. This is compatible with the result in [Nagao 2011b].

6B. Chambers in the moduli spaces. For a root $\alpha \in \Lambda$, let $W_{\alpha}$ denote the hyperplane in the space $\mathbb{R}^{\hat{I}}$ of stability parameters which is orthogonal to $\alpha$. We put

$$
W=W_{\delta} \cup \bigcup_{\alpha \in \Delta_{\sigma,+}^{\mathrm{re}}} W_{\alpha}
$$

A connected component of the complement of $W$ in $\mathbb{R}^{\hat{I}}$ is called a chamber.
Theorem 6.3 [Nagao 2012, Proposition 2.10; Nagao and Nakajima 2011, Propositions 3.10, 3.11]. The set of generic parameters in $\mathbb{R}^{\hat{I}}$ is the compliment of $W$.
(i) For $\zeta$ with $\zeta_{i}<0$ for all $i$, the moduli spaces $\mathfrak{M}_{\zeta}(\tilde{J}, \alpha)$ are the NCDT moduli spaces, the moduli spaces of cyclic J-modules from [Szendröi 2008].
(ii) For $\zeta$ in the same chamber as $(1-N+\varepsilon, 1,1, \ldots, 1)(0<\varepsilon \ll 1)$, the moduli spaces $\mathfrak{M}_{\zeta}(\widetilde{J}, \alpha)$ are the DT moduli spaces of $Y_{\sigma}$ from [Maulik et al. 2006], the moduli spaces of subschemes on $Y_{\sigma}$ with support in dimension at most 1.
(iii) For $\zeta$ in the same chamber as $(1-N-\varepsilon, 1,1, \ldots, 1)(0<\varepsilon \ll 1)$, the moduli spaces $\mathfrak{M}_{\zeta}(\widetilde{J}, \alpha)$ are the PT moduli spaces of $Y_{\sigma}$ introduced in [Pandharipande and Thomas 2009]; these are moduli spaces of stable rank-1 coherent systems.

Remark 6.4. In the above statements $\varepsilon$ depends on the dimension vector $(\alpha, 1)$.
6C. Motivic PT and DT invariants. Let

$$
\zeta_{\mathrm{DT}}=(1-N-\varepsilon, 1,1, \ldots, 1), \quad \zeta_{\mathrm{PT}}=(1-N+\varepsilon, 1,1, \ldots, 1) \quad(0<\varepsilon \ll 1)
$$

be stability parameters corresponding to DT and PT moduli spaces. Then we have

$$
\begin{aligned}
& \left\{\alpha \in \Delta_{\sigma,+} \mid \zeta_{\mathrm{DT}} \cdot \alpha<0\right\}=\Delta_{+}^{\mathrm{re},+} \\
& \left\{\alpha \in \Delta_{\sigma,+} \mid \zeta_{\mathrm{PT}} \cdot \alpha<0\right\}=\Delta_{+}^{\mathrm{re},+} \sqcup \Delta_{+}^{\mathrm{im}}
\end{aligned}
$$

As we mentioned in the introduction, the variable change induced by the derived equivalence is given by

$$
s:=y_{0} \cdot y_{1} \cdots y_{N-1}, \quad T_{i}=y_{i}
$$

Here $s$ is the variable for the homology class of a point and $T_{i}$ is the variable for the homology class of $C_{i}$. Then we get the formulae in Corollary 0.3.

6D. Connection with the refined topological vertex. As in [Nagao 2011a], we can apply the vertex operator method [Okounkov et al. 2006] to get a product expansion of the refined topological vertex for $\mathcal{Y}_{\sigma}$. Then we see that the PT generating function can be described by the refined topological vertices normalized by the refined MacMahon functions. ${ }^{5}$

## Appendix

Throughout this appendix we will work with a fixed choice of basis $\mathcal{B}$. In Section 4B we chose a basis
$\mathcal{B}=\left\{H^{p} v_{l}^{a, b}(k)\left|1 \leq k \leq b_{l}^{a, b}, 0 \leq a, b \leq N-1,0 \leq p \leq N(l-1)+|b-a|+1\right\}\right.$
and defined linear spaces

$$
\begin{aligned}
& F\left(\left\{\pi^{[a, b]}\right\}\right) \\
& =\left\{L \in \bigoplus_{i \in I_{1}} \operatorname{Hom}\left(V_{i}, V_{i}\right) \oplus \bigoplus_{i \in I_{2}} \operatorname{Hom}\left(V_{i+1}, V_{i}\right) \mid\left(L, H\left(\pi^{[a, b]}\right)\right) \in R\left(\left\{\pi^{[a, b]}\right\}\right)\right\}, \\
& S\left(\left\{\pi^{[a, b]}\right\}\right)=\left\{N \in \bigoplus_{i \in I_{1} \cup I_{2} \cup I_{3}} \operatorname{Hom}\left(V_{i}, V_{i}\right) \mid\left[N, H\left(\pi^{[a, b]}\right)\right]=0\right\},
\end{aligned}
$$

with dimensions $T\left(\left\{\pi^{[a, b]}\right\}\right)=\operatorname{dim} F\left(\left\{\pi^{[a, b]}\right\}\right)$ and $B\left(\left\{\pi^{[a, b]}\right\}\right)=\operatorname{dim} S\left(\left\{\pi^{[a, b]}\right\}\right)$. The goal of the appendix is to prove Proposition 4.18, that is, to show that the difference $T\left(\left\{\pi^{[a, b]}\right\}\right)-B\left(\left\{\pi^{[a, b]}\right\}\right)$ is equal to

$$
\begin{aligned}
-\frac{1}{2} \sum_{i \in I_{2}}\left(\sum_{b \neq i} l\left(\pi^{[i+1, b]}\right)-\right. & \left.\sum_{c \neq i+1} l\left(\pi^{[c, i]}\right)\right)^{2} \\
& -\frac{1}{2} \sum_{a \in I_{3}, b \notin I_{2}} \sum_{i \geq 1}\left(b_{i}^{a, b}\right)^{2}-\frac{1}{2} \sum_{a \notin I_{3}, b \in I_{2}} \sum_{i \geq 1}\left(b_{i}^{a, b}\right)^{2} .
\end{aligned}
$$

For some early examples it becomes clear that the dimensions of $F\left(\left\{\pi^{[a, b]}\right\}\right)$ and $S\left(\left\{\pi^{[a, b]}\right\}\right)$ are determined by solving a set of linearly independent equations. We will see that these dimensions are quadratic polynomials in the number of parts $b_{l}^{a, b}$ of the partitions $\left\{\pi^{[a, b]}\right\}$. An initial means of simplifying the calculation is to break the spaces $F\left(\left\{\pi^{[a, b]}\right\}\right)$ and $S\left(\left\{\pi^{[a, b]}\right\}\right)$ down into simpler spaces. One easy observation is that not only are the spaces $F\left(\left\{\pi^{[a, b]}\right\}\right)$ and $S\left(\left\{\pi^{[a, b]}\right\}\right)$ linear, but they come with a natural vector space structure, the origin corresponding

[^3]to the zero matrix in both cases. This means that we have decompositions as vector spaces
\[

$$
\begin{aligned}
& F\left(\left\{\pi^{[a, b]}\right\}\right)=\bigoplus_{0 \leq a, b, c, d \leq N-1} F\left(\pi^{[a, b]}, \pi^{[c, d]}\right), \\
& S\left(\left\{\pi^{[a, b]}\right\}\right)=\bigoplus_{0 \leq a, b, c, d \leq N-1} S\left(\pi^{[a, b]}, \pi^{[c, d]}\right)
\end{aligned}
$$
\]

whose summands are given by the following definition:
Definition A.5. We define

$$
\begin{aligned}
& F\left(\pi^{[a, b]}, \pi^{[c, d]}\right)=F\left(\left\{\pi^{[a, b]}\right\}\right) \cap \bigoplus_{i \in I_{1} \cup I_{2}} \operatorname{Hom}\left(V^{a, b}, V^{c, d}\right), \\
& S\left(\pi^{[a, b]}, \pi^{[c, d]}\right)=S\left(\pi^{[a, b]}, \pi^{[c, d]}\right) \cap \bigoplus_{i \in I_{1} \cup I_{2} \cup I_{3}} \operatorname{Hom}\left(V^{a, b}, V^{c, d}\right) .
\end{aligned}
$$

These subspaces are essentially given by the block matrices for the decomposition $V=\bigoplus_{0 \leq a, b \leq N-1} V^{a, b}$.

Definition A.6. We define

$$
\begin{aligned}
& T\left(\pi^{[a, b]}, \pi^{[c, d]}\right)=\operatorname{dim} F\left(\pi^{[a, b]}, \pi^{[c, d]}\right) \\
& B\left(\pi^{[a, b]}, \pi^{[c, d]}\right)=\operatorname{dim} S\left(\pi^{[a, b]}, \pi^{[c, d]}\right) .
\end{aligned}
$$

Both $T\left(\pi^{[a, b]}, \pi^{[c, d]}\right)$ and $B\left(\pi^{[a, b]}, \pi^{[c, d]}\right)$ can be written as quadratic expressions in the number of parts of $\pi^{[a, b]}$ and $\pi^{[c, d]}$. To do so, we introduce a quadratic form on the space of all partitions and a combinatorial operation that removes a box from each column of the partition.

Definition A.7. We define

$$
\begin{aligned}
M: \mathcal{P} \otimes \mathcal{P} & \rightarrow \mathbb{Z}_{\geq 0}, \\
\left(1^{b_{1}} 2^{b_{2}} 3^{b_{3}} \cdots\right) \otimes\left(1^{c_{1}} 2^{c_{2}} 3^{c_{3}} \cdots\right) & \mapsto \sum_{i \geq 1}\left(\sum_{j \geq i} b_{j}\right)\left(\sum_{j \geq i} c_{j}\right), \\
:: \mathcal{P} & \rightarrow \mathcal{P}, \\
\pi=\left(1^{b_{1}} 2^{b_{2}} 3^{b_{3}} \cdots\right) & \mapsto \pi^{\prime}=\left(1^{b_{2}} 2^{b_{3}} 3^{b_{4}} \cdots\right)
\end{aligned}
$$

Let us begin with the easier case. We compute dimensions $B\left(\pi^{[a, b]}, \pi^{[c, d]}\right)$ of the spaces $S\left(\pi^{[a, b]}, \pi^{[c, d]}\right)$.

Lemma A.8. Let $N \in S\left(\pi^{[a, b]}, \pi^{[c, d]}\right)$; then the matrix $N$ is uniquely determined by its value on the vectors $v_{l}^{a, b}(k)$. Moreover, the only restriction on the image of such a vector is that it lie in the linear subspace

$$
N\left(v_{l}^{a, b}\right) \in V_{a} \cap V^{c, d} \cap V^{N \cdot(l-1)+|b-a|+1} .
$$

Proof. To define the linear map $N$ on the space $V^{a, b}$, it suffices to define its value at each of the basis vectors

$$
\left\{H^{r} v_{l}^{a, b}(k)\left|0 \leq r \leq N \cdot(l-1)+|b-a|, 1 \leq k \leq b_{l}^{a, b}\right\}\right.
$$

However, for $N \in S\left(\pi^{[a, b]}, \pi^{[c, d]}\right)$, we have

$$
N\left(H^{r} v_{l}^{a, b}(k)\right)=H^{r}\left(N v_{l}^{a, b}(k)\right)
$$

therefore the value of $N$ at each $H^{r} v_{l}^{a, b}(k)$ is determined by $N v_{l}^{a, b}(k)$. This proves the first part of the lemma. Now we know that the matrix $N$ maps the vector space at the $a$-th vertex to itself: $V_{a} \rightarrow V_{a}$; also, since $N \in S\left(\pi^{[a, b]}, \pi^{[c, d]}\right)$, we insist that its image be in $V^{c, d}$. The only additional condition on the image of the vector $v_{l}^{a, b}(k)$ is

$$
H^{N \cdot(l-1)+|b-a|+1}\left(N v_{l}^{a, b}(k)\right)=N\left(H^{N \cdot(l-1)+|b-a|+1} v_{l}^{a, b}(k)\right)=0 .
$$

Combining these three conditions above, we have

$$
N\left(v_{l}^{a, b}(k)\right) \in V_{a} \cap V^{c, d} \cap V^{N \cdot(l-1)+|b-a|+1} .
$$

Corollary A.9. We have
$B\left(\pi^{[a, b]}, \pi^{[c, d]}\right)= \begin{cases}M\left(\pi^{[a, b]}, \pi^{[c, d]}\right) & \text { if } a \in[c, d] \text { and }|d-a| \leq|b-a|, \\ M\left(\left(\pi^{[a, b]}\right)^{\prime}, \pi^{[c, d]}\right) & \text { if } a \in[c, d] \text { and }|d-a|>|b-a|, \\ M\left(\pi^{[a, b]},\left(\pi^{[c, d]}\right)^{\prime}\right) & \text { if } a \notin[c, d] \text { and }|d-a| \leq|b-a|, \\ M\left(\left(\pi^{[a, b]}\right)^{\prime},\left(\pi^{[c, d]}\right)^{\prime}\right) & \text { if } a \notin[c, d] \text { and }|d-a|>|b-a| .\end{cases}$
Proof. Let $N \in S\left(\pi^{[a, b]}, \pi^{[c, d]}\right)$. Each vector $v_{l}^{a, b}(k)$ with $1 \leq k \leq b_{l}^{a, b}$ can take any value in the vector space $V_{a} \cap V^{c, d} \cap V^{N \cdot(l-1)+|b-a|+1}$, and so the dimension of $S\left(\pi^{a, b}, \pi^{[c, d]}\right)$ is given by

$$
B\left(\pi^{[a, b]}, \pi^{[c, d]}\right)=\sum_{l \geq 0} b_{l}^{a, b} \cdot \operatorname{dim}\left(V_{a} \cap V^{c, d} \cap V^{N \cdot(l-1)+|b-a|+1}\right)
$$

Counting the number of basis vectors of $V^{c, d}$ that lie in $V_{a}$, we see there are four possibilities for $\operatorname{dim}\left(V_{a} \cap V^{c, d} \cap V^{N \cdot(l-1)+|b-a|+1}\right)$ :

$$
\begin{array}{ll}
\sum_{i=1}^{l} i b_{i}^{c, d}+l \sum_{i \geq l} b_{i}^{c, d} & \text { if } a \in[c, d] \text { and }|d-a| \leq|b-a|, \\
\sum_{i=1}^{l-1} i b_{i}^{c, d}+(l-1) \sum_{i \geq l} b_{i}^{c, d} & \text { if } a \in[c, d] \text { and }|d-a|>|b-a|, \\
\sum_{i=1}^{l} i b_{i+1}^{c, d}+l \sum_{i \geq l} b_{i+1}^{c, d} & \text { if } a \notin[c, d] \text { and }|d-a| \leq|b-a|, \\
\sum_{i=1}^{l-1} i b_{i+1}^{c, d}+(l-1) \sum_{i \geq l} b_{i+1}^{c, d} & \text { if } a \notin[c, d] \text { and }|d-a|>|b-a|
\end{array}
$$

Consider the first case $a \in[c, d]$ and $|d-a| \leq|b-a|$; then

$$
\begin{aligned}
B\left(\pi^{[a, b]}, \pi^{[c, d]}\right) & =\sum_{l \geq 1} b_{l}^{a, b} \cdot\left(\sum_{i=1}^{l} i b_{i}^{c, d}+l \sum_{i \geq l} b_{i}^{c, d}\right) \\
& =\sum_{i \geq 1}\left(\sum_{l \geq i} b_{l}^{a, b}\right) \cdot\left(\sum_{l \geq i} b_{l}^{c, d}\right) \\
& =M\left(\pi^{[a, b]}, \pi^{[c, d]}\right) .
\end{aligned}
$$

The other three cases are identical. The relabeling of the partitions in these cases is encoded by the operation $\pi \mapsto \pi^{\prime}$.

Now we turn to computing the dimensions $T\left(\pi^{[a, b]}, \pi^{[c, d]}\right)$ of the spaces $F\left(\pi^{[a, b]}, \pi^{[c, d]}\right)$. This will be more intricate.
Lemma A.10. Suppose $a \in I_{1} \cup I_{3}$ and $L \in F\left(\pi^{[a, b]}, \pi^{[c, d]}\right)$; then the map $L$ is uniquely determined by its value on the vectors $v_{l}^{a, b}(k)$. Moreover the only restriction on the image of such a vector is that it lie in a linear subspace:

$$
L v_{l}^{a, b}(k) \in\left\{\begin{array}{cl}
V_{a} \cap V^{N \cdot(l-1)+|b-a|+1} \cap V^{c, d} & \text { if } a \in I_{1} \text { and } b \notin I_{2}, \\
V_{a} \cap V^{N \cdot(l-1)+|b-a|} \cap V^{c, d} & \text { if } a \in I_{1} \text { and } b \in I_{2}, \\
V_{a-1} \cap V^{N \cdot(l-1)+|b-a|+2 \cap V^{c, d}} & \text { if } a \in I_{3} \text { and } b \notin I_{2}, \\
V_{a-1} \cap V^{N \cdot(l-1)+|b-a|+1} \cap V^{c, d} & \text { if } a \in I_{3} \text { and } b \in I_{2}
\end{array}\right.
$$

Proof. To define the linear map $L$ on the space $V^{a, b}$, it suffices to define its value at each of the basis vectors

$$
\left\{H^{r} v_{l}^{a, b}(k)\left|0 \leq r \leq N \cdot(l-1)+|b-a|, 1 \leq k \leq b_{l}^{a, b}\right\} .\right.
$$

However, for $L \in F\left(\pi^{[a, b]}, \pi^{[c, d]}\right)$, we know that the pair $\left(L, H\left(\pi^{[a, b]}\right)\right) \in$ $R\left(\left\{\pi^{[a, b]}\right\}\right)$ satisfies the relations coming from the superpotential:

$$
\begin{aligned}
r_{i} h_{i-\frac{1}{2}}^{+} & =h_{i-\frac{1}{2}}^{+} r_{i-1} & & \text { for } i \in\left[1, N^{\prime}-1\right] \cap I_{1}, \\
r_{0} h_{N-\frac{1}{2}}^{+} & =h_{N-\frac{1}{2}}^{+} h_{N-\frac{3}{2}}^{+} h_{N-\frac{3}{2}}^{-}, & & \\
h_{N^{\prime}+\frac{1}{2}}^{-} h_{N^{\prime}+\frac{1}{2}}^{+} h_{N^{\prime}-\frac{1}{2}}^{+} & =h_{N^{\prime}-\frac{1}{2}}^{+} r_{N^{\prime}-1}, & & \\
h_{i+\frac{3}{2}}^{-} h_{i+\frac{3}{2}}^{+} h_{i+\frac{1}{2}}^{+} & =h_{i+\frac{1}{2}}^{+} h_{i-\frac{1}{2}}^{+} h_{i-\frac{1}{2}}^{-} & & \text {for } i=\left[N^{\prime}+1, N-3\right] \cap I_{3} .
\end{aligned}
$$

As in Lemma A.8, once the value of $L$ is determined for $v_{l}^{a, b}(k)$ it is uniquely determined for all $H^{r} v_{l}^{a, b}(k)$ by the condition that the above relations be satisfied for the pair ( $L, H\left(\pi^{[a, b]}\right.$ ). To be precise, if $a \in I_{1}$ we have

$$
L: H^{r}\left(v_{l}^{a, b}(k)\right) \mapsto \begin{cases}H^{r} L\left(v_{l}^{a, b}(k)\right) & \text { if } a+r \in I_{1}, \\ 0 & \text { if } a+r \in I_{2}, \\ H^{r-1} L\left(v_{l}^{a, b}(k)\right) & \text { if } a+r \in I_{3}\end{cases}
$$

and if $a \in I_{3}$ then

$$
L: H^{r}\left(v_{l}^{a, b}(k)\right) \mapsto \begin{cases}H^{r+1} L\left(v_{l}^{a, b}(k)\right) & \text { if } a+r \in I_{1}, \\ 0 & \text { if } a+r \in I_{2}, \\ H^{r} L\left(v_{l}^{a, b}(k)\right) & \text { if } a+r \in I_{3}\end{cases}
$$

Since $L \in F\left(\pi^{[a, b]}, \pi^{[c, d]}\right)$ by definition, its image must lie in the space $V^{c, d}$; also, if $a \in I_{1}$ then $L: V_{a} \rightarrow V_{a}$ and if $a \in I_{3}$ then $L: V_{a} \rightarrow V_{a-1}$. The only further condition on the image of a vector $v_{l}^{a, b}(k)$ is that its image be killed by a high-enough power of $H$. It is given that $H^{N \cdot(l-1)+|b-a|+1} v_{l}^{a, b}(k)=0$, so then $H^{t}\left(L v_{l}^{a, b}(k)\right)=0$, where the exponent $t$ is read off from the defining relations on $L$ above. In the separate cases,

$$
L v_{l}^{a, b}(k) \in\left\{\begin{array}{cl}
V_{a} \cap V^{N \cdot(l-1)+|b-a|+1} \cap V^{c, d} & \text { if } a \in I_{1} \text { and } b \notin I_{2}, \\
V_{a} \cap V^{N \cdot(l-1)+|b-a|} \cap V^{c, d} & \text { if } a \in I_{1} \text { and } b \in I_{2}, \\
V_{a-1} \cap V^{N \cdot(l-1)+|b-a|+2 \cap V^{c, d}} & \text { if } a \in I_{3} \text { and } b \notin I_{2}, \\
V_{a-1} \cap V^{N \cdot(l-1)+|b-a|+1} \cap V^{c, d} & \text { if } a \in I_{3} \text { and } b \in I_{2},
\end{array}\right.
$$

proving the result.
We have a result similar to Lemma A. 10 when $a \in I_{2}$.
Lemma A.11. Suppose $a \in I_{2}$ and $L \in F\left(\pi^{[a, b]}, \pi^{[c, d]}\right)$; then the map $L$ is uniquely determined by its value on the vectors $H v_{l}^{a, b}(k)$. Moreover, the only restriction on the image of such a vector is that it lie in a linear subspace:

$$
L\left(H v_{l}^{a, b}(k)\right) \in \begin{cases}V_{a} \cap V^{N \cdot(l-1)+|b-a|+1} \cap V^{c, d} & \text { if } b \notin I_{2}, \\ V_{a} \cap V^{N \cdot(l-1)+|b-a|} \cap V^{c, d} & \text { if } b \in I_{2}\end{cases}
$$

Proof. Again, we know that to define the linear map $L$ on the space $V^{a, b}$ it suffices to define its value at each of the basis vectors

$$
\left\{H^{r} v_{l}^{a, b}(k)\left|0 \leq r \leq N \cdot(l-1)+|b-a|, 1 \leq k \leq b_{l}^{a, b}\right\}\right.
$$

Since by definition if $a \in I_{2}$ then $L v_{l}^{a, b}(k)=0$, the map is already trivially determined on these vectors and their image does not suffice to determine the map in general. However if we consider the vectors $H v_{l}^{a, b}(k)$, then once the value of $L$ is determined for $H v_{l}^{a, b}(k)$ it is uniquely determined for all $H^{r} v_{l}^{a, b}(k)$ by the condition that the relations (see Lemma A.10) be satisfied by the pair $\left(L, H\left(\pi^{[a, b]}\right)\right.$. To be precise, if $a \in I_{2}$ we have

$$
L: H^{r}\left(v_{l}^{a, b}(k)\right) \mapsto \begin{cases}H^{r} L\left(H v_{l}^{a, b}(k)\right) & \text { if } a+r \in I_{1} \\ 0 & \text { if } a+r \in I_{2} \\ H^{r-1} L\left(H v_{l}^{a, b}(k)\right) & \text { if } a+r \in I_{3}\end{cases}
$$

By definition, we know that the image of $L$ lies in $V^{c, d}$ and also that for $a \in I_{2}$ we have $L: V_{a+1} \rightarrow V_{a}$. As before the only remaining condition on the image of $v_{l}^{a, b}(k)$ is that it be killed by a high-enough power of $H$. From the definition of $L$ above we see that

$$
L\left(H v_{l}^{a, b}(k)\right) \in \begin{cases}V_{a} \cap V^{N \cdot(l-1)+|b-a|+1} \cap V^{c, d} & \text { if } b \notin I_{2} \\ V_{a} \cap V^{N \cdot(l-1)+|b-a|} \cap V^{c, d} & \text { if } b \in I_{2}\end{cases}
$$

proving the result.
The following notation encapsulates the dimensions of all the vector spaces encountered in the last two lemmas.

Definition A.12. We define integers

$$
\begin{aligned}
& d_{a, b: c, d}(l) \\
& \quad=\left\{\begin{array}{cl}
\operatorname{dim}\left(V_{a} \cap V^{N \cdot(l-1)+|b-a|+1} \cap V^{c, d}\right) & \text { if } a \in I_{1} \cup I_{2} \text { and } b \notin I_{2}, \\
\operatorname{dim}\left(V_{a} \cap V^{N \cdot(l-1)+|b-a|} \cap V^{c, d}\right) & \text { if } a \in I_{1} \cup I_{2} \text { and } b \in I_{2}, \\
\operatorname{dim}\left(V_{a-1} \cap V^{\left.N \cdot(l-1)+|b-a|+2 \cap V^{c, d}\right)}\right. & \text { if } a \in I_{3} \text { and } b \notin I_{2}, \\
\operatorname{dim}\left(V_{a-1} \cap V^{N \cdot(l-1)+|b-a|+1} \cap V^{c, d}\right) & \text { if } a \in I_{3} \text { and } b \in I_{2} .
\end{array}\right.
\end{aligned}
$$

From Lemma A. 10 and Lemma A. 11 we deduce the dimension of the spaces $F\left(\pi^{[a, b]}, \pi^{[c, d]}\right)$.

Corollary A.13. If $a \in I_{1} \cup I_{2}$ and $b \notin I_{2}$ then

$$
T\left(\pi^{[a, b]}, \pi^{[c, d]}\right)= \begin{cases}M\left(\pi^{[a, b]}, \pi^{[c, d]}\right) & \text { if } a \in[c, d] \text { and }|d-a| \leq|b-a|, \\ M\left(\left(\pi^{[a, b]}\right)^{\prime}, \pi^{[c, d]}\right) & \text { if } a \in[c, d] \text { and }|d-a|>|b-a|, \\ M\left(\pi^{[a, b]},\left(\pi^{[c, d]}\right)^{\prime}\right) & \text { if } a \notin[c, d] \text { and }|d-a| \leq|b-a|, \\ M\left(\left(\pi^{[a, b]}\right)^{\prime},\left(\pi^{[c, d]}\right)^{\prime}\right) & \text { if } a \notin[c, d] \text { and }|d-a|>|b-a| .\end{cases}
$$

If $a \in I_{1} \cup I_{2}$ and $b \in I_{2}$ then
$T\left(\pi^{[a, b]}, \pi^{[c, d]}\right)= \begin{cases}M\left(\pi^{[a, b]}, \pi^{[c, d]}\right) & \text { if } a \in[c, d] \text { and }|d-a| \leq|b-a|-1, \\ M\left(\left(\pi^{[a, b]}\right)^{\prime}, \pi^{[c, d]}\right) & \text { if } a \in[c, d] \text { and }|d-a|>|b-a|-1, \\ M\left(\pi^{[a, b]},\left(\pi^{[c, d]}\right)^{\prime}\right) & \text { if } a \notin[c, d] \text { and }|d-a| \leq|b-a|-1, \\ M\left(\left(\pi^{[a, b]}\right)^{\prime},\left(\pi^{[c, d]}\right)^{\prime}\right) & \text { if } a \notin[c, d] \text { and }|d-a|>|b-a|-1 .\end{cases}$

If $a \in I_{3}$ and $b \notin I_{2}$ then

$$
\begin{aligned}
& T\left(\pi^{[a, b]}, \pi^{[c, d]}\right) \\
& \quad= \begin{cases}M\left(\pi^{[a, b]}, \pi^{[c, d]}\right) & \text { if } a-1 \in[c, d] \text { and }|d-(a-1)| \leq|b-a|+1, \\
M\left(\left(\pi^{[a, b]}\right)^{\prime}, \pi^{[c, d]}\right) & \text { if } a-1 \in[c, d] \text { and }|d-(a-1)|>|b-a|+1, \\
M\left(\pi^{[a, b]},\left(\pi^{[c, d]}\right)^{\prime}\right) & \text { if } a-1 \notin[c, d] \text { and }|d-(a-1)| \leq|b-a|+1, \\
M\left(\left(\pi^{[a, b]}\right)^{\prime},\left(\pi^{[c, d]}\right)^{\prime}\right) & \text { if } a-1 \notin[c, d] \text { and }|d-(a-1)|>|b-a|+1 .\end{cases}
\end{aligned}
$$

If $a \in I_{3}$ and $b \in I_{2}$ then

$$
\begin{aligned}
& T\left(\pi^{[a, b]}, \pi^{[c, d]}\right) \\
& \quad= \begin{cases}M\left(\pi^{[a, b]}, \pi^{[c, d]}\right) & \text { if } a-1 \in[c, d] \text { and }|d-(a-1)| \leq|b-a|, \\
M\left(\left(\pi^{[a, b]}\right)^{\prime}, \pi^{[c, d]}\right) & \text { if } a-1 \in[c, d] \text { and }|d-(a-1)|>|b-a|, \\
M\left(\pi^{[a, b]},\left(\pi^{[c, d]}\right)^{\prime}\right) & \text { if } a-1 \notin[c, d] \text { and }|d-(a-1)| \leq|b-a|, \\
M\left(\left(\pi^{[a, b]}\right)^{\prime},\left(\pi^{[c, d]}\right)^{\prime}\right) & \text { if } a-1 \notin[c, d] \text { and }|d-(a-1)|>|b-a| .\end{cases}
\end{aligned}
$$

Proof. We know that if $a \in I_{1} \cup I_{3}$ (resp. $\left.a \in I_{2}\right)$ then the map $L \in F\left(\pi^{[a, b]}, \pi^{[c, d]}\right)$ is determined by its value at the vectors $v_{l}^{a, b}(k)\left(\right.$ resp. $\left.H v_{l}^{a, b}(k)\right)$ for $1 \leq k \leq b_{l}^{a, b}$. In the notation of the previous definition, such a vector takes values in a space of dimension $d_{a, b ; c, d}(l)$. So in all cases the total dimension of the space $F\left(\pi^{[a, b]}, \pi^{[c, d]}\right)$ is equal to

$$
T\left(\pi^{[a, b]}, \pi^{[c, d]}\right)=\sum_{l \geq 1} b_{l}^{a, b} \cdot d_{a, b ; c, d}(l)
$$

In the above definition of $d_{a, b ; c, d}(l)$ there are four possible forms, depending on the value of $a$ and $b$. Lets consider the first case, where $a \in I_{1} \cup I_{2}$ and $b \notin I_{2}$. Then we have that

$$
d_{a, b ; c, d}(l)=\operatorname{dim}\left(V_{a} \cap V^{N \cdot(l-1)+|b-a|+1} \cap V^{c, d}\right) .
$$

Counting the number of basis vectors of $V^{c, d}$ that lie in $V_{a}$, we see there are four possibilities for $\operatorname{dim}\left(V_{a} \cap V^{c, d} \cap V^{N \cdot(l-1)+|b-a|+1}\right)$ :

$$
\begin{array}{ll}
\sum_{i=1}^{l} i b_{i}^{c, d}+l \sum_{i \geq l} b_{i}^{c, d} & \text { if } a \in[c, d] \text { and }|d-a| \leq|b-a|, \\
\sum_{i=1}^{l-1} i b_{i}^{c, d}+(l-1) \sum_{i \geq l} b_{i}^{c, d} & \text { if } a \in[c, d] \text { and }|d-a|>|b-a|, \\
\sum_{i=1}^{l} i b_{i+1}^{c, d}+l \sum_{i \geq l} b_{i+1}^{c, d} & \text { if } a \notin[c, d] \text { and }|d-a| \leq|b-a|, \\
\sum_{i=1}^{l-1} i b_{i+1}^{c, d}+(l-1) \sum_{i \geq l} b_{i+1}^{c, d} & \text { if } a \notin[c, d] \text { and }|d-a|>|b-a| .
\end{array}
$$

In the first case $a \in[c, d]$ and $|d-a| \leq|b-a|$, we have

$$
\begin{aligned}
T\left(\pi^{[a, b]}, \pi^{[c, d]}\right) & =\sum_{l \geq 1} b_{l}^{a, b} \cdot\left(\sum_{i=1}^{l} i b_{i}^{c, d}+l \sum_{i \geq l} b_{i}^{c, d}\right) \\
& =\sum_{i \geq 1}\left(\sum_{l \geq i} b_{l}^{a, b}\right) \cdot\left(\sum_{l \geq i} b_{l}^{c, d}\right) \\
& =M\left(\pi^{[a, b]}, \pi^{[c, d]}\right) .
\end{aligned}
$$

In the second case $a \in[c, d]$ and $|d-a|>|b-a|$, we have

$$
\begin{aligned}
T\left(\pi^{[a, b]}, \pi^{[c, d]}\right) & =\sum_{l \geq 1} b_{l}^{a, b} \cdot\left(\sum_{i=1}^{l-1} i b_{i}^{c, d}+(l-1) \sum_{i \geq l} b_{i}^{c, d}\right) \\
& =\sum_{i \geq 1}\left(\sum_{l \geq i} b_{l+1}^{a, b}\right) \cdot\left(\sum_{l \geq i} b_{l}^{c, d}\right) \\
& =M\left(\left(\pi^{[a, b]}\right)^{\prime}, \pi^{[c, d]}\right) .
\end{aligned}
$$

In the third case $a \notin[c, d]$ and $|d-a| \leq|b-a|$, we have

$$
\begin{aligned}
T\left(\pi^{[a, b]}, \pi^{[c, d]}\right) & =\sum_{l \geq 1} b_{l}^{a, b} \cdot\left(\sum_{i=1}^{l} i b_{i+1}^{c, d}+l \sum_{i \geq l} b_{i+1}^{c, d}\right) \\
& =\sum_{i \geq 1}\left(\sum_{l \geq i} b_{l}^{a, b}\right) \cdot\left(\sum_{l \geq i} b_{l+1}^{c, d}\right) \\
& =M\left(\pi^{[a, b]},\left(\pi^{[c, d]}\right)^{\prime}\right) .
\end{aligned}
$$

Finally, in the fourth case $a \notin[c, d]$ and $|d-a|>|b-a|$, we have

$$
\begin{aligned}
T\left(\pi^{[a, b]}, \pi^{[c, d]}\right) & =\sum_{l \geq 1} b_{l}^{a, b} \cdot\left(\sum_{i=1}^{l-1} i b_{i+1}^{c, d}+(l-1) \sum_{i \geq l} b_{i+1}^{c, d}\right) \\
& =\sum_{i \geq 1}\left(\sum_{l \geq i} b_{l+1}^{a, b}\right) \cdot\left(\sum_{l \geq i} b_{l+1}^{c, d}\right) \\
& =M\left(\left(\pi^{[a, b]}\right)^{\prime},\left(\pi^{[c, d]}\right)^{\prime}\right) .
\end{aligned}
$$

This completes the situation when $a \in I_{1} \cup I_{2}$ and $b \notin I_{2}$. In the other situations, $a \in I_{1} \cup I_{2}$ and $b \in I_{2}$, or $a \in I_{3}$ and $b \notin I_{2}$, or $a \in I_{3}$ and $b \in I_{2}$. All of these cases can be dealt with in a similar manner.

Now we have computed all the dimensions $T\left(\pi^{[a, b]}, \pi^{[c, d]}\right)$ and $B\left(\pi^{[a, b]}, \pi^{[c, d]}\right)$. The next lemma combines Corollaries A. 9 and A. 13 to compute their difference. We see that in most cases there is an exact cancellation:

Lemma A.14. The equality

$$
T\left(\pi^{[a, b]}, \pi^{[c, d]}\right)=B\left(\pi^{[a, b]}, \pi^{[c, d]}\right)
$$

holds, except in the following cases, where we give the possible values of the difference $T\left(\pi^{[a, b]}, \pi^{[c, d]}\right)-B\left(\pi^{[a, b]}, \pi^{[c, d]}\right)$ :
Case 1: $a \in I_{1} \cup I_{2}, b=d \in I_{2}$ :

$$
\begin{array}{cl}
M\left(\left(\pi^{[a, b]}\right)^{\prime}, \pi^{[c, b]}\right)-M\left(\pi^{[a, b]}, \pi^{[c, b]}\right) & \text { if } a \in[c, b], \\
M\left(\left(\pi^{[a, b]}\right)^{\prime},\left(\pi^{[c, b]}\right)^{\prime}\right)-M\left(\pi^{[a, b]},\left(\pi^{[c, b]}\right)^{\prime}\right) & \text { if } a \notin[c, b] .
\end{array}
$$

Case 2: $a \in I_{3}, b \notin I_{2}, d=a-1 \in I_{2}$ :

$$
\begin{array}{ll}
M\left(\pi^{[a, b]}, \pi^{[a, a-1]}\right)-M\left(\left(\pi^{[a, b]}\right)^{\prime}, \pi^{[a, a-1]}\right) & \text { if } a=c, \\
M\left(\pi^{[a, b]}, \pi^{[c, a-1]}\right)-M\left(\left(\pi^{[a, b]}\right)^{\prime},\left(\pi^{[c, a-1]}\right)^{\prime}\right) & \text { if } a \neq c .
\end{array}
$$

Case 3: $a \in I_{3}, b \notin I_{2}, a=c, d \neq a-1$ :

$$
\begin{array}{cl}
M\left(\pi^{[a, b]},\left(\pi^{[a, d]}\right)^{\prime}\right)-M\left(\pi^{[a, b]}, \pi^{[a, d]}\right) & \text { if }|d-a| \leq|b-a|, \\
M\left(\left(\pi^{[a, b]}\right)^{\prime},\left(\pi^{[a, d]}\right)^{\prime}\right)-M\left(\left(\pi^{[a, b]}\right)^{\prime}, \pi^{[a, d]}\right) & \text { if }|d-a|>|b-a| .
\end{array}
$$

Case 4: $a \in I_{3}, b \in I_{2}, d=a-1$ :

$$
\begin{array}{cl}
M\left(\pi^{[a, b]}, \pi^{[a, a-1]}\right)-M\left(\left(\pi^{[a, b]}\right)^{\prime}, \pi^{[a, a-1]}\right) & \text { if } a=c \text { and } b \neq a-1, \\
M\left(\pi^{[a, a-1]}, \pi^{[c, a-1]}\right)-M\left(\pi^{[a, a-1]},\left(\pi^{[c, a-1]}\right)^{\prime}\right) & \text { if } a \neq c \text { and } b=a-1, \\
M\left(\pi^{[a, b]}, \pi^{[c, a-1]}\right)-M\left(\left(\pi^{[a, b]}\right)^{\prime},\left(\pi^{[c, a-1]}\right)^{\prime}\right) & \text { if } a \neq c \text { and } b \neq a-1 .
\end{array}
$$

Case 5: $a \in I_{3}, b \in I_{2}, a-1 \in[c, d], d \neq a-1, b=d$ :

$$
M\left(\left(\pi^{[a, b]}\right)^{\prime}, \pi^{[c, b]}\right)-M\left(\pi^{[a, b]}, \pi^{[c, b]}\right) .
$$

Case 6: $a \in I_{3}, b \in I_{2}, a-1 \notin[c, d], a=c,|d-a|<|b-a|$ :

$$
M\left(\pi^{[a, b]},\left(\pi^{[a, d]}\right)^{\prime}\right)-M\left(\pi^{[a, b]}, \pi^{[a, d]}\right) .
$$

Case 7: $a \in I_{3}, b \in I_{2}, a-1 \notin[c, d]$ :

$$
\begin{array}{ll}
M\left(\left(\pi^{[a, b]}\right)^{\prime},\left(\pi^{[a, b]}\right)^{\prime}\right)-M\left(\pi^{[a, b]}, \pi^{[a, b]}\right) & \text { if } a=c \text { and } b=d, \\
M\left(\left(\pi^{[a, b]}\right)^{\prime},\left(\pi^{[a, d]}\right)^{\prime}\right)-M\left(\left(\pi^{[a, b]}\right)^{\prime}, \pi^{[a, d]}\right) & \text { if } a=c \text { and }|d-a|>|b-a|, \\
M\left(\left(\pi^{[a, b]}\right)^{\prime},\left(\pi^{[c, b]}\right)^{\prime}\right)-M\left(\pi^{[a, b]},\left(\pi^{[c, b]}\right)^{\prime}\right) & \text { if } a \neq c \text { and } b=d .
\end{array}
$$

Proof. Compare Corollaries A. 9 and A. 13.

Our aim throughout this appendix has been to prove Proposition 4.18 and deduce that the difference $\sum_{0 \leq a, b, c, d \leq N-1} T\left(\pi^{[a, b]}, \pi^{[c, d]}\right)-B\left(\pi^{[a, b]}, \pi^{[c, d]}\right)$ is equal to

$$
\begin{aligned}
-\frac{1}{2} \sum_{i \in I_{2}}\left(\sum_{b \neq i} l\left(\pi^{[i+1, b]}\right)-\right. & \left.\sum_{c \neq i+1} l\left(\pi^{[c, i]}\right)\right)^{2} \\
& -\frac{1}{2} \sum_{a \in I_{3}, b \notin I_{2}} \sum_{i \geq 1}\left(b_{i}^{a, b}\right)^{2}-\frac{1}{2} \sum_{a \notin I_{3}, b \in I_{2}} \sum_{i \geq 1}\left(b_{i}^{a, b}\right)^{2} .
\end{aligned}
$$

So all that remains is to check this sum agrees with the values we computed. First we will transform it into a expression in terms of the $M\left(\pi^{[a, b]}, \pi^{[c, d]}\right)$. To do this we need the simple identities

$$
\begin{aligned}
M\left(\pi^{[a, b]}, \pi^{[c, d]}\right)-M\left(\left(\pi^{[a, b]}\right)^{\prime},\right. & \left.\left(\pi^{[c, d]}\right)^{\prime}\right) \\
& =\sum_{l \geq 1}\left(\sum_{i \geq l} b_{i}^{a, b} \cdot \sum_{i \geq l} b_{i}^{c, d}-\sum_{i \geq l} b_{i+1}^{a, b} \cdot \sum_{i \geq l} b_{i+1}^{c, d}\right) \\
& =\sum_{i \geq 1} b_{i}^{a, b} \cdot \sum_{i \geq 1} b_{i}^{c, d} \\
& =l\left(\pi^{[a, b]}\right) \cdot l\left(\pi^{[c, d]}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
M\left(\pi^{[a, b]}, \pi^{[a, b]}\right)-M\left(\left(\pi^{[a, b]}\right)^{\prime},\right. & \left.\pi^{[a, b]}\right) \\
& =\sum_{l \geq 1}\left(\sum_{i \geq l} b_{i}^{a, b} \cdot \sum_{i \geq l} b_{i}^{a, b}-\sum_{i \geq l} b_{i+1}^{a, b} \cdot \sum_{i \geq l} b_{i}^{a, b}\right) \\
& =\sum_{l \geq 1} b_{l}^{a, b} \cdot \sum_{i \geq l} b_{i}^{c, d} \\
& =\frac{1}{2} l\left(\pi^{[a, b]}\right)^{2}+\frac{1}{2} \sum_{l \geq 1}\left(b_{l}^{a, b}\right)^{2} .
\end{aligned}
$$

Using these two identities and some simple algebraic manipulations, we can rewrite Proposition 4.18 as the statement that the difference

$$
\sum_{0 \leq a, b, c, d \leq N-1} T\left(\pi^{[a, b]}, \pi^{[c, d]}\right)-B\left(\pi^{[a, b]}, \pi^{[c, d]}\right)
$$

is equal to

$$
\begin{aligned}
& \sum_{i \in I_{2}} \sum_{\substack{b \neq i \\
c \neq i+1}} M\left(\pi^{[i+1, b]}, \pi^{[c, i]}\right)-M\left(\left(\pi^{[i+1, b]}\right)^{\prime},\left(\pi^{[c, i]}\right)^{\prime}\right) \\
& \quad+\sum_{i \in I_{2}} \sum_{\substack{b<d \\
b, d \neq i}} M\left(\left(\pi^{[i+1, b]}\right)^{\prime},\left(\pi^{[i+1, d]}\right)^{\prime}\right)-M\left(\pi^{[i+1, b]}, \pi^{[i+1, d]}\right) \\
& \quad+\sum_{i \in I_{2}} \sum_{\substack{a<c \\
a, c \neq i+1}} M\left(\left(\pi^{[a, i]}\right)^{\prime},\left(\pi^{[c, i]}\right)^{\prime}\right)-M\left(\pi^{[a, i]}, \pi^{[c, i]}\right) \\
& \quad+\sum_{\substack{a \in I_{3}, b \in I_{2} \\
b \neq a-1}} M\left(\left(\pi^{[a, b]}\right)^{\prime},\left(\pi^{[a, b]}\right)^{\prime}\right)-M\left(\pi^{[a, b]}, \pi^{[a, b]}\right) \\
& \\
& \quad+\sum_{[a, b] \in S} M\left(\left(\pi^{[a, b]}\right)^{\prime}, \pi^{[a, b]}\right)-M\left(\pi^{[a, b]}, \pi^{[a, b]}\right) .
\end{aligned}
$$

By a careful systematic approach, one shows that all these terms are exactly accounted for in Lemma A. 14.
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## Biographical note

## by Prof. Hiraku Nakajima

Kentaro Nagao died on October 22, 2013, at age 31, from alveolar soft part sarcoma. He was a promising young mathematician, who started to make outstanding achievements in geometric representation theory. His too-early death was a sorrowful event and a big loss for mathematics.

Kentaro Nagao was born on April 18, 1982 in Tokyo, Japan. He first showed his mathematical ability by winning three gold medals $(1998,1999,2000)$ and one silver (1997) at the International Mathematical Olympiad. He studied at Kyoto University, where he specialized in representation theory and geometry, and received a PhD in mathematics in 2008 under H. Nakajima. He then spent half a year at the University of Oxford, working with D. Joyce. In Spring 2010 he was appointed to an assistant professorship at Nagoya University. He was awarded the MSJ Takebe Katahiro Prize for his works on Donaldson-Thomas theory and cluster algebras in September 2013, one month before his death. He did not lose his enthusiasm for research under his difficult medical condition, as he expressed in response to the award. But his research was tragically stopped. We miss him.
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[^0]:    ${ }^{1}$ From the view point of the root system, a choice of a partition $\sigma$ corresponds to a choice of a set of simple roots.
    ${ }^{2}$ For the wall-crossing of motivic DT theory, a twisted product on the $y_{\alpha}$ twisted by the Euler form plays a crucial role. In this case, the twisted product coincides with the usual commutative product since the Euler form is trivial.

[^1]:    ${ }^{3}$ A potential of a quiver $Q$ is an element in $\mathbb{C} Q /[\mathbb{C} Q, \mathbb{C} Q]$, i.e., a linear combination of equivalence classes of cyclic paths in $Q$, where two paths are equivalent if they coincide after a cyclic rotation.

[^2]:    ${ }^{4}$ We can construct a cut of $\left(Q_{\sigma}, w_{\sigma}\right)$ as follows: First, by coupling $h_{i}^{+}$and $h_{i}^{-}$for each $i$, we group the arrows in $Q_{\sigma}$ into $N+\left|\hat{I}_{r}\right|$ groups. Note that $N+\left|\hat{I}_{r}\right|$ is even. These groups have the natural cyclic order and we label each of them as odd or even. Choose (any) one arrow from each odd (or even) labeled group; then we get a cut.

[^3]:    ${ }^{5}$ Unfortunately, the DT generating function does not coincide with the refined topological vertex. See [Morrison et al. 2012, §4.3] for details.
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