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Kummer theory for Drinfeld modules
Richard Pink

Let ϕ be a Drinfeld A-module of characteristic p0 over a finitely generated
field K . Previous articles determined the image of the absolute Galois group of
K up to commensurability in its action on all prime-to-p0 torsion points of ϕ,
or equivalently, on the prime-to-p0 adelic Tate module of ϕ. In this article we
consider in addition a finitely generated torsion free A-submodule M of K for
the action of A through ϕ. We determine the image of the absolute Galois group
of K up to commensurability in its action on the prime-to-p0 division hull of M ,
or equivalently, on the extended prime-to-p0 adelic Tate module associated to ϕ
and M .
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1. Introduction

Let F be a finitely generated field of transcendence degree 1 over the prime field Fp

of characteristic p> 0. Let A be the ring of elements of F which are regular outside
a fixed place∞ of F . Let K be another field that is finitely generated over Fp, and
let K sep be a separable closure of K . Write End(Ga,K )= K [τ ] with τ(x)= x p. Let
ϕ : A→ K [τ ], a 7→ ϕa be a Drinfeld A-module of rank r > 1 and characteristic p0.
Then either p0 is the zero ideal of A and ϕ is said to have generic characteristic; or
p0 is a maximal ideal of A and ϕ is said to have special characteristic.

For brevity we call any maximal ideal of A a prime of A. For any prime p 6= p0 of
A the p-adic Tate module Tp(ϕ) is a free module of rank r over the completion Ap,
endowed with a continuous action of the Galois group Gal(K sep/K ). The prime-to-
p0 adelic Tate module Tad(ϕ)=

∏
p6=p0

Tp(ϕ) is then a free module of rank r over

MSC2010: primary 11G09; secondary 11R58.
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Aad =
∏

p6=p0
Ap carrying a natural action of Galois. This action corresponds to a

continuous homomorphism

Gal(K sep/K )→ AutAad(Tad(ϕ))∼= GLr (Aad). (1.1)

Its image 0ad was determined up to commensurability in [Pink and Rütsche 2009]
and [Devic and Pink 2012]; for special cases see Theorems 1.6 and 4.4 below.

Let M ⊂ K be a finitely generated torsion free A-submodule of rank d for
the action of A through ϕ. Then there is an associated prime-to-p0 adelic Tate
module Tad(ϕ,M), which is a free module of rank r+d over Aad carrying a natural
continuous action of Gal(K sep/K ). This module lies in a natural Galois equivariant
short exact sequence

0 // Tad(ϕ) // Tad(ϕ,M) // M ⊗A Aad // 0. (1.2)

Define 0ad,M as the image of the associated continuous homomorphism

Gal(K sep/K )→ AutAad(Tad(ϕ,M))∼= GLr+d(Aad). (1.3)

Then the restriction to Tad(ϕ) induces a surjective homomorphism 0ad,M � 0ad,
whose kernel we denote by 1ad,M . Since the action on M⊗A Aad is trivial, there is
a natural inclusion

1ad,M ↪→ HomA(M, Tad(ϕ)). (1.4)

Any splitting of the sequence (1.2) induces an inclusion into the semidirect product

0ad,M ↪→ 0ad nHomA(M, Tad(ϕ)). (1.5)

The aim of this article is to describe these subgroups up to commensurability.
In general the shape of these Galois groups is affected by the endomorphisms of ϕ

over K sep, and in special characteristic also by the endomorphisms of the restrictions
of ϕ to all subrings of A. Any general results therefore involve further definitions
and notation. In this introduction we avoid these and mention only a special case;
the general case is addressed by Theorems 5.1, 6.6 and 6.7. Parts (a) and (b) of
the following result can be found as [Pink and Rütsche 2009, Theorem 0.1] and
[Devic and Pink 2012, Theorem 1.1], respectively, and part (c) is a special case of
Theorem 5.1 below:

Theorem 1.6. Assume that EndK sep(ϕ)= A, and in special characteristic also that
EndK sep(ϕ|B)= A for every integrally closed infinite subring B ⊂ A.

(a) If ϕ has generic characteristic, then 0ad is open in GLr (Aad).

(b) If ϕ has special characteristic, then 0ad is commensurable with 〈a0〉 ·SLr (Aad)

for some central element a0 ∈ A that generates a positive power of p0.

(c) The inclusions (1.4) and (1.5) are both open.
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The method used to prove Theorem 1.6(c) and its generalizations is an adaptation
of the Kummer theory for semiabelian varieties from Ribet [1979] and predecessors.
The main ingredients are the above mentioned descriptions of 0ad and Poonen’s
tameness result [1995] concerning the structure of K as an A-module via ϕ. A
standard procedure would be to first prove corresponding results for p-division
points for almost all primes p 6= p0 of A, and for p-power division points for all
p 6= p0, and then to combine these individual results by taking products, as in [Ribet
1979; Chi and Li 2001; Li 2001; Pink and Rütsche 2009; Devic and Pink 2012;
Häberli 2011]. Instead, we have found a shorter way by doing everything adelically
from the start. The core of the argument is the proof of Lemma 5.3. Therein we
avoid the explicit use of group cohomology by trivializing an implicit 1-cocycle
with the help of a suitable central element of 0ad. On first reading the readers
may want to restrict their attention to the case of Theorem 1.6, which requires
only Section 2, a little from Section 4, and Section 5 with simplifications, avoiding
Sections 3 and 6 entirely. Some of this was worked out in [Häberli 2011]. Our
results generalize those of [Chi and Li 2001] and [Li 2001].

The notation and the assumptions of this introduction remain in force throughout
the article. For the general theory of Drinfeld modules see [Drinfeld 1974; Deligne
and Husemöller 1987; Hayes 1979; Goss 1996].

2. Extended Tate modules

Following the usual convention in commutative algebra we let A(p0) ⊂ F denote the
localization of A at p0; this is equal to F if and only if ϕ has generic characteristic.
Observe that there is a natural isomorphism of A-modules

A(p0)/A ∼=
⊕
p6=p0

Fp/Ap, (2.1)

where the product is extended over all maximal ideals p 6= p0 of A and where Fp

and Ap denote the corresponding completions of F and A. This induces a natural
isomorphism for the prime-to-p0 adelic completion of A:

Aad := EndA(A(p0)/A)∼=
∏
p6=p0

Ap. (2.2)

As a consequence, for any torsion A-module X that is isomorphic to (A(p0)/A)⊕n

for some integer n, the construction

T (X) := HomA(A(p0)/A, X) (2.3)

yields a free Aad-module of rank n. Reciprocally T (X) determines X completely
up to a natural isomorphism X ∼= T (X)⊗Aad (A(p0)/A). Thus any A-linear group
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action on X determines and is determined by the corresponding Aad-linear group
action on T (X). Moreover, with

Tp(X) := HomA(Fp/Ap, X) (2.4)

the decompositions (2.1) and (2.2) induce a decomposition

T (X)∼=
∏
p6=p0

Tp(X). (2.5)

This will give a concise way of defining the p-adic and adelic Tate modules associ-
ated to the given Drinfeld module ϕ.

We view K sep as an A-module with respect to the action A × K sep
→ K sep,

(a, x) 7→ ϕa(x) and are interested in certain submodules. One particular submodule
is K . Let M be a finitely generated torsion free A-submodule of rank d>0 contained
in K . Then the prime-to-p0 division hull of M in K sep is the A-submodule

Div(p0)
K sep(M) := {x ∈ K sep

| ∃a ∈ Ar p0 : ϕa(x) ∈ M}. (2.6)

Let Div(p0)
K (M) denote the intersection of Div(p0)

K sep(M) with K . For later use we
recall the following result proved in [Poonen 1995, Lemma 5] when K is a global
field and ϕ has generic characteristic, and in [Wang 2001] in general:

Theorem 2.7. [Div(p0)
K (M) : M] is finite.

As a special case of the above, the prime-to-p0 division hull of the zero module
Div(p0)

K sep({0}) is the module of all prime-to-p0 torsion points of ϕ in K sep. By direct
calculation, which we leave to the reader, one proves:

Proposition 2.8. There is a natural short exact sequence of A-modules

0 // Div(p0)
K sep({0}) // Div(p0)

K sep(M) // M ⊗A A(p0)
// 1,

where the map on the right hand side is described by x 7→ ϕa(x) ⊗ 1
a for any

a ∈ Ar p0 satisfying ϕa(x) ∈ M.

Dividing by M , the exact sequence from Proposition 2.8 yields a natural short
exact sequence of A-modules

0 // Div(p0)
K sep({0}) // Div(p0)

K sep(M)/M // M⊗A(A(p0)/A) // 0. (2.9)

By the general theory of Drinfeld modules (see [Drinfeld 1974, Proposition 2.2])
the module on the left is isomorphic to (A(p0)/A)⊕r , where r is the rank of ϕ. Using
the functor T from (2.3), the prime-to-p0 adelic Tate module of ϕ can be described
canonically as

Tad(ϕ) := T (Div(p0)
K sep({0})) (2.10)
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and is a free Aad-module of rank r . Since M is a projective A-module of rank d , the
module on the right of (2.9) is isomorphic to (A(p0)/A)⊕d , and together it follows
that the module in the middle is isomorphic to (A(p0)/A)⊕(r+d). The extended
prime-to-p0 adelic Tate module of ϕ and M

Tad(ϕ,M) := T (Div(p0)
K sep(M)/M) (2.11)

is therefore a free Aad-module of rank r + d. Moreover, the exact sequence (2.9)
yields a natural short exact sequence of Aad-modules

0 // Tad(ϕ) // Tad(ϕ,M) // M ⊗A Aad // 0. (2.12)

All this decomposes uniquely as Tad(ϕ)=
∏

p6=p0
Tp(ϕ) etc. as in (2.5).

By construction there is a natural continuous action of the Galois group

Gal(K sep/K )

on all modules and arrows in Proposition 2.8 and in (2.9). This induces a continuous
action on the short exact sequence (2.12), which in turn determines the former two
by the following fact:

Proposition 2.13. The action of Gal(K sep/K ) on Div(p0)
K sep(M) is completely deter-

mined by the action on Tad(ϕ,M).

Proof. For any σ ∈ Gal(K sep/K ) the endomorphism x 7→ σ(x)− x of Div(p0)
K sep(M)

is trivial on M , because that module is contained in K . Also, the image of this
endomorphism is contained in Div(p0)

K sep({0}), because for any a ∈ A r p0 with
ϕa(x) ∈ M we have

ϕa(σ (x)− x)= σ(ϕa(x))−ϕa(x)= 0.

Thus the endomorphism factors through a homomorphism

Div(p0)
K sep(M)/M −→ Div(p0)

K sep({0}).

But by (2.9) the latter homomorphism is determined completely by the action of σ
on Div(p0)

K sep(M)/M , and thus by the action of σ on Tad(ϕ,M), as desired. �

Let 0ad and 0ad,M denote the images of Gal(K sep/K ) acting on Tad(ϕ) and
Tad(ϕ,M), as in (1.1) and (1.3). Restricting to Tad(ϕ) induces a surjective homo-
morphism 0ad,M � 0ad, and we define 1ad,M by the short exact sequence

1 // 1ad,M // 0ad,M // 0ad // 1. (2.14)

For any m ∈ M take an element t ∈ Tad(ϕ,M) with image m ⊗ 1 in M ⊗A Aad.
Since any δ ∈1ad,M acts trivially on Tad(ϕ), the difference δ(t)− t depends only
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on δ and m. Since δ also acts trivially on M ⊗A Aad, the difference lies in Tad(ϕ)

and therefore defines a map

1ad,M ×M −→ Tad(ϕ), (δ,m) 7→ 〈δ,m〉 := δ(t)− t. (2.15)

By direct calculation this map is additive in δ and A-linear in m. By the construction
of 1ad,M the adjoint of the pairing (2.15) is therefore a natural inclusion, already
mentioned in (1.4):

1ad,M ↪→ HomA(M, Tad(ϕ)). (2.16)

Let R :=EndK (ϕ) denote the endomorphism ring of ϕ over K . This is an A-order
in a finite dimensional division algebra over F (see [Drinfeld 1974, Corollary to
Proposition 2.4]). It acts naturally on K and K sep and therefore on Div(p0)

K sep({0}) and
Tad(ϕ), turning the latter two into modules over Rad := R⊗A Aad. As this action
commutes with the action of 0ad, it leads to an inclusion

0ad ⊂ AutRad(Tad(ϕ)). (2.17)

The decomposition (2.2) induces a decomposition

Rad =
∏

p6=p0
Rp,

where Rp := R⊗A Ap acts naturally on Tp(ϕ).
If M is an R-submodule of K , then R and hence Rad also act on Div(p0)

K sep(M)
and Tad(ϕ,M), and these actions commute with the action of 0ad,M . The inclusion
(2.16) then factors through an inclusion

1ad,M ↪→ HomR(M, Tad(ϕ)). (2.18)

Moreover, any R-equivariant splitting of the sequence (2.12) then induces an
embedding into the semidirect product

0ad,M ↪→ 0ad nHomR(M, Tad(ϕ)). (2.19)

3. Reduction steps

For use in Section 6 we now discuss the behavior of extended Tate modules and their
associated Galois groups under isogenies and under restriction of ϕ to subrings.

First consider another Drinfeld A-module ϕ′ and an isogeny f : ϕ→ ϕ′ defined
over K . Recall that there exists an isogeny g : ϕ′→ ϕ such that g◦ f = ϕa for some
nonzero a ∈ A (see [Drinfeld 1974, Corollary to Proposition 2.3]). From this it
follows that M ′ := f (M) is a torsion free finitely generated A-submodule of K for
the action of A through ϕ′. Thus f induces Aad-linear maps from the modules in
(2.12) to those associated to ϕ′ and M ′. The existence of g implies that these maps
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are inclusions of finite index. Together these maps yield a commutative diagram of
Aad-modules with exact rows

0 // Tad(ϕ) //
� _

��

Tad(ϕ,M) //
� _

��

M ⊗A Aad //

o

��

0

0 // Tad(ϕ
′) // Tad(ϕ

′,M ′) // M ′⊗A Aad // 0.

(3.1)

By construction all these maps are equivariant under Gal(K sep/K ); hence the
images of Galois in each column are canonically isomorphic. If we denote the
analogues of the groups 1ad,M ⊂ 0ad,M � 0ad associated to ϕ′ and M ′ by

1
ϕ′

ad,M ′ ⊂ 0
ϕ′

ad,M ′ � 0
ϕ′

ad,

this means that we have a natural commutative diagram

0ad 0ad,Moooo 1ad,M⊃
� � // HomA(M, Tad(ϕ))� _

��

0
ϕ′

ad

o

0
ϕ′

ad,M ′
oooo

o

1
ϕ′

ad,M ′⊃

o

� � // HomA(M ′, Tad(ϕ
′)),

(3.2)

where the vertical arrow on the right hand side is an inclusion of finite index.
Next let B be any integrally closed infinite subring of A. Then A is a finitely

generated projective B-module of some rank s > 1. The restriction ψ := ϕ|B is
therefore a Drinfeld B-module of rank rs over K , and the given A-module M of
rank d becomes a B-module of rank ds. Moreover, since the characteristic of ϕ is
by definition the kernel of the derivative map a 7→ dϕa , the characteristic of ψ is
simply q0 := p0 ∩ B. In analogy to (2.2) we have

Bad := EndB(B(q0)/B)∼=
∏
q 6=q0

Bq, (3.3)

where the product is extended over all maximal ideals q 6= q0 of B. Thus

A⊗B Bad ∼=
∏
p - q0

Ap (3.4)

is in a natural way a factor ring of Aad. More precisely, it is isomorphic to Aad

if the characteristic p0 and hence q0 is zero; otherwise it is obtained from Aad by
removing the finitely many factors Ap for all maximal ideals p 6= p0 of A above q0.
In particular we have a natural isomorphism A⊗B Bad ∼= Aad if and only if p0 is
the unique prime ideal of A above q0.

Proposition 3.5. The exact sequence (2.12) for ψ and M is naturally isomorphic
to that obtained from the exact sequence (2.12) for ϕ and M by tensoring with
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A⊗B Bad over Aad. In particular we have a commutative diagram with surjective
vertical arrows

0 // Tad(ϕ) //

����

Tad(ϕ,M) //

����

M ⊗A Aad //

����

0

0 // Tad(ψ) // Tad(ψ,M) // M ⊗B Bad // 0.

If p0 is the only prime ideal of A above q0, the vertical arrows are isomorphisms.

Proof. According to (2.6) the prime-to-p0 division hull of M with respect to ϕ and
the prime-to-q0 division hull of M with respect to ψ are

Div(p0)
K sep(M) := {x ∈ K sep

| ∃a ∈ Ar p0 : ϕa(x) ∈ M},

Div(q0)
K sep(M) := {x ∈ K sep

| ∃b ∈ B r q0 : ψb(x) ∈ M}.

Here the latter is automatically contained in the former, because any b ∈ B r q0

with ψb(x) ∈ M is by definition an element a := b ∈ A r p0 with ϕa(x) ∈ M .
Thus Div(q0)

K sep(M)/M is the subgroup of all elements of Div(p0)
K sep(M)/M that are

annihilated by some element of B r q0. In other words, it is the subgroup of all
prime-to-q0 torsion with respect to B, or again, it is obtained from Div(p0)

K sep(M)/M
by removing the p-torsion for all maximal ideals p 6= p0 of A above q0. In the
same way A⊗B (B(q0)/B) is isomorphic to the submodule of A(p0)/A obtained by
removing the p-torsion for all p|q0. The same process applied to the exact sequence
(2.9) therefore yields the analogue for ψ and M . By definition the exact sequence
(2.12) for ψ and M is obtained from this by applying the functor

X 7→ HomB(B(q0)/B, X)∼= HomA(A⊗B (B(q0)/B), X)

analogous to (2.3). The total effect of this is simply to remove the p-primary factors
for all p|q0 from the exact sequence (2.12) for ϕ and M , from which everything
follows. �

By construction the diagram in Proposition 3.5 is equivariant under Gal(K sep/K ).
It therefore induces a natural commutative diagram of Galois groups

AutAad(Tad(ϕ)) 0ad⊃

����

0ad,Moooo

����

1ad,M⊃
� � //

��

HomA(M, Tad(ϕ))

��

AutBad(Tad(ψ)) 0
ψ

ad⊃ 0
ψ

ad,M
oooo 1

ψ

ad,M⊃
� � // HomB(M, Tad(ψ)),

(3.6)

where the subgroups in the lower row are the analogues for ψ and M of those
in the upper row. By construction the left two vertical arrows are surjective, and
they are isomorphisms if p0 is the only prime ideal of A above q0. In that case the
rightmost vertical arrow is injective and it follows that the map 1ad,M →1

ψ

ad,M is
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an isomorphism as well. In general one can only conclude that 1ψad,M contains the
image of 1ad,M . In any case the diagram (3.6) gives a precise way of determining
0
ψ

ad,M from 0ad,M .

4. Previous results on Galois groups

In this section we recall some previous results on the Galois group 0ad. Its pre-
cise description up to commensurability depends on certain endomorphism rings.
The endomorphism ring of a Drinfeld module of generic characteristic is always
commutative, but in special characteristic it can be noncommutative. In the latter
case it can grow on restricting ϕ to a subring B of A, and this effect can impose
additional conditions on 0ad. The question of whether the endomorphism ring
becomes stationary or grows indefinitely with B depends on the following property:

Definition 4.1. We call a Drinfeld A-module of special characteristic over K
isotrivial if over K sep it is isomorphic to a Drinfeld A-module defined over a finite
field.

The next definition is slightly ad hoc, but it describes particular kinds of Drinfeld
modules to which we can reduce ourselves in all cases, allowing a unified treatment
of Kummer theory later on.

Definition 4.2. We call the triple (A, K , ϕ) primitive if the following conditions
hold:

(a) R := EndK (ϕ) is equal to EndK sep(ϕ).

(b) The center of R is A.

(c) R is a maximal A-order in R⊗A F .

(d) If ϕ is nonisotrivial of special characteristic, then for every integrally closed
infinite subring B ⊂ A we have EndK sep(ϕ|B)= R.

(e) If ϕ is isotrivial of special characteristic, then A = Fp[a0] with ϕa0 = τ
[k/Fp],

where k denotes the finite field of constants of K .

Proposition 4.3. Let A′ denote the normalization of the center of EndK sep(ϕ).

(a) There exist a Drinfeld A′-module ϕ′ : A′→ K sep
[τ ] and an isogeny

f : ϕ→ ϕ′|A

over K sep such that A′ is the center of EndK sep(ϕ′).

(b) The characteristic p′0 of any ϕ′ as in (a) is a prime ideal of A′ above the
characteristic p0 of ϕ.
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(c) There exist a finite extension K ′ ⊂ K sep of K , a Drinfeld A′-module

ϕ′ : A′→ K ′[τ ],

an isogeny f : ϕ → ϕ′|A over K ′, and an integrally closed infinite subring
B ⊂ A′ such that A′ is the center of EndK sep(ϕ′) and (B, K ′, ϕ′|B) is primitive.

(d) The subring B in (c) is unique unless ϕ is isotrivial of special characteristic,
in which case it is never unique.

(e) For any data as in (c) the characteristic p′0 of ϕ′ is the unique prime ideal of
A′ above the characteristic q0 of ϕ′|B.

Proof. Applying [Devic and Pink 2012, Proposition 4.3] to ϕ and the center of
EndK sep(ϕ) yields a Drinfeld A-module ϕ̃ : A→ K sep

[τ ] and an isogeny f : ϕ→ ϕ̃

over K sep such that A′ is mapped into EndK sep(ϕ̃) under the isomorphism

EndK sep(ϕ)⊗A F ∼= EndK sep(ϕ̃)⊗A F

induced by f . Then A′ ⊗A F is the center of EndK sep(ϕ̃)⊗A F , and since A′ is
integrally closed, it follows that A′ is the center of EndK sep(ϕ̃). The tautological ho-
momorphism A′ ↪→EndK sep(ϕ̃) ↪→K sep

[τ ] thus constitutes a Drinfeld A′-module ϕ′

with ϕ′|A∼= ϕ̃ and EndK sep(ϕ′)=EndK sep(ϕ̃). In particular the center of EndK sep(ϕ′)

is equal to A′, proving (a).
For (b) recall that the characteristic of ϕ′ is the kernel of the derivative map

a′ 7→ dϕ′a′ . Calling it p′0, the characteristic of ϕ′|A is then p′0 ∩ A. As the charac-
teristic of a Drinfeld module is invariant under isogenies, it follows that p′0 lies
above p0, proving (b).

For the remainder of the proof we take any pair ϕ′ and f as in (a). We also
choose a finite extension K ′ ⊂ K sep of K such that ϕ′ and f are defined over K ′

and that EndK ′(ϕ
′)= EndK sep(ϕ′).

Suppose first that ϕ′ has generic characteristic. Then EndK ′(ϕ
′) is commutative

(see [Drinfeld 1974, Corollary to Proposition 2.4]) and hence equal to A′, and so
the triple (A′, K ′, ϕ′) is already primitive. This proves (c) with B = A′. Also, for
any integrally closed infinite subring B ⊂ A′ the ring EndK sep(ϕ′|B) is commutative
and hence again equal to EndK sep(ϕ′) = A′. Thus (B, K ′, ϕ′|B) being primitive
requires that B = A′, proving (d). Since B = A′, the assertion of (e) is then trivially
true.

Suppose next that ϕ′ is nonisotrivial of special characteristic. Then by [Pink 2006,
Theorem 6.2] there exists a unique integrally closed infinite subring B⊂ A′ such that
B is the center of EndK sep(ϕ′|B) and that EndK sep(ϕ′|B ′)⊂ EndK sep(ϕ′|B) for every
integrally closed infinite subring B ′⊂ A′. For use below we note that both properties
are invariant under isogenies of ϕ′, because isogenies induce isomorphisms on the
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rings EndK sep(ϕ′|B ′)⊗B ′Quot(B ′). By uniqueness it follows that B, too, is invariant
under isogenies of ϕ′.

After replacing K ′ by a finite extension we may assume that EndK ′(ϕ
′
|B) =

EndK sep(ϕ′|B). Then the triple (B,K ′, ϕ′|B) satisfies the conditions in Definition 4.2
except that EndK ′(ϕ

′
|B) may not be a maximal order in EndK ′(ψ

′)⊗B Quot(B).
But applying [Devic and Pink 2012, Proposition 4.3] to ϕ′|B and EndK ′(ϕ

′
|B)

yields a Drinfeld B-module ψ ′ : B→ K ′[τ ] and an isogeny g : ϕ′|B→ψ ′ over K ′

such that EndK ′(ψ
′) is a maximal order in EndK ′(ψ

′)⊗B Quot(B) which contains
EndK ′(ϕ

′
|B). By the preceding remarks we now find that (B, K ′, ψ ′) is primitive.

Moreover, the composite homomorphism

A′ ↪→ EndK ′(ϕ
′) ↪→ EndK ′(ϕ

′
|B) ↪→ EndK ′(ψ

′) ↪→ K ′[τ ]

constitutes a Drinfeld A′-module ϕ′′ with ϕ′′|B ∼= ψ ′. After replacing (ϕ′, f )
by (ϕ′′, g ◦ f ) the data then satisfies all the requirements of (c). Assertion (d)
follows from the above stated uniqueness of B, and (e) follows from [Pink 2006,
Proposition 3.5].

It remains to consider the case where ϕ′ is isotrivial of special characteristic.
In this case we may assume that ϕ′ is defined over the constant field k ′ of K ′.
Any endomorphism of ϕ′ over K sep is then defined over a finite extension of k ′,
but by assumption also over K ′; hence it is defined over k ′. In other words we
have EndK sep(ϕ′) ⊂ k ′[τ ]. Since τ [k

′/Fp] lies in the center of the k ′[τ ], it thus
corresponds to an element of the center of EndK sep(ϕ′). As this center is equal to
A′ by assumption, there is therefore an element a0 ∈ A′ with ϕ′a0

= τ [k
′/Fp]. Set

B := Fp[a0] ⊂ A′ which, being isomorphic to a polynomial ring, is an integrally
closed infinite subring of A′. Then EndK sep(ϕ′|B) is the commutant of τ [k

′/Fp] in
K sep
[τ ] and hence just k ′[τ ]. By a standard construction this is a maximal B-order

in a (cyclic) central division algebra over Quot(B); hence (B, K ′, ϕ′|B) is primitive,
proving (c). For (d) observe that replacing K ′ and k ′ by finite extensions amounts
to replacing a0 by an arbitrary positive power ai

0. Thus the ring B is really not
unique in this case, proving (d). Finally, assertion (e) follows from [Devic and Pink
2012, Proposition 6.4(a)]. This finishes the proof of Proposition 4.3. �

Assume now that (A, K , ϕ) is primitive and that ϕ has rank r . Then R⊗A F is
a central division algebra of dimension m2 over F for some factorization r = mn.
Thus for all primes p 6= p0 of A, the ring Rp := R ⊗A Ap is an Ap-order in the
central simple algebra R⊗A Fp of dimension m2 over Fp and is isomorphic to the
matrix ring Matm×m(Ap) for almost all p. Let Dp denote the commutant of Rp in
EndAp(Tp(ϕ)). This is an Ap-order in a central simple algebra of dimension n2

over Fp and is isomorphic to the matrix ring Matn×n(Ap) for almost all p. Let D1
p
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denote the multiplicative group of elements of Dp of reduced norm 1. Set

Dad :=
∏
p6=p0

Dp ⊂ EndAad(Tad(ϕ))

and
D1

ad :=
∏
p6=p0

D1
p ⊂ D×ad ⊂ AutAad(Tad(ϕ)).

If ϕ has generic characteristic, we have m = 1 and therefore

Dp = EndAp(Tp(ϕ))∼=Matr×r (Ap)

for all p.
If ϕ is nonisotrivial of special characteristic p0, let a0 be any element of A

that generates a positive power of p0. If ϕ is isotrivial, the element a0 from
Definition 4.2(d) already has the same property. In both cases we view a0 as a
scalar element of D×ad via the diagonal embedding A ⊂ Aad ⊂ Dad, and let 〈a0〉

denote the procyclic subgroup that is topologically generated by it.
In general the group0ad was described up to commensurability in our earlier work.

In the primitive case, Theorem 0.1 of [Pink and Rütsche 2009] and Theorem 1.1
and Proposition 6.3 of [Devic and Pink 2012] imply:

Theorem 4.4. Assume that (A, K , ϕ) is primitive.

(a) If ϕ has generic characteristic, then 0ad is open in D×ad.

(b) If ϕ is nonisotrivial of special characteristic, then n > 2 and 0ad is commensu-
rable with 〈a0〉 · D1

ad.

(c) If ϕ is isotrivial of special characteristic, then n = 1 and 0ad = 〈a0〉 with a0

from 4.2(c).

Corollary 4.5. Assume that (A, K , ϕ) is primitive.

(a) Let2ad denote the closure of the Fp-subalgebra of Dad generated by 0ad. Then
there exists a nonzero ideal a of A with a 6⊂ p0 such that aDad ⊂2ad.

(b) There exist a scalar element γ ∈ 0ad and a nonzero ideal b of A with b 6⊂ p0

such that γ ≡ 1 modulo bAad but not modulo pbAad for any prime p 6= p0 of A.

Proof. Any open subgroup of D×ad, and for n>2 any open subgroup of D1
ad, generates

an open subring of Dad. Thus the assertion (a) follows from Theorem 4.4 unless ϕ is
isotrivial of special characteristic. But in that case we have2ad=Fp[a0]= Aad=Dad

and (a) follows as well.
In generic characteristic the assertion (b) follows directly from the openness

of 0ad. In special characteristic some positive power ai
0 lies in 0ad, and so (b) holds

with γ = ai
0 and the ideal b= (ai

0− 1). �
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5. The primitive case

Now we prove the following result, of which Theorem 1.6(c) is a special case:

Theorem 5.1. Assume that (A, K , ϕ) is primitive. Set R := EndK (ϕ) and let
M be a finitely generated torsion free R-submodule of K . Then the inclusions
1ad,M ⊂ HomR(M, Tad(ϕ)) and 0ad,M ⊂ 0ad nHomR(M, Tad(ϕ)) are both open.

So assume that (A, K , ϕ) is primitive. Let the subring 2ad ⊂ Dad, the element
γ ∈ 0ad, and the ideals a, b⊂ A be as in Corollary 4.5. Since M ⊂Div(p0)

K (M) has
finite index by Theorem 2.7, we can also choose a nonzero ideal c of A with c 6⊂ p0

such that c ·Div(p0)
K (M)⊂ M . With this data we prove the following more precise

version of Theorem 5.1:

Theorem 5.2. In the above situation we have abc ·HomR(M, Tad(ϕ))⊂1ad,M .

In the rest of this section we abbreviate Tad := Tad(ϕ) and M∗ad :=HomR(M, Tad).
Recall that the embedding 1ad,M ⊂ M∗ad is adjoint to the pairing 〈 , 〉 from (2.15).
The arithmetic part of the proof is a calculation in Div(p0)

K sep(M) with the following
result:

Lemma 5.3. For any prime p 6= p0 of A and any element m ∈ M satisfying
〈1ad,M ,m〉 ⊂ pbcTad we have m ∈ pM.

Proof. The assumption on γ , viewed as an element of Aad, means that

γ − 1 ∈ bAad r pbAad.

By the Chinese remainder theorem we can find an element b ∈ Ar p0 satisfying
b ≡ γ − 1 modulo pbcAad. Then by construction we have b ∈ br pb, and γ acts
on all pbc-torsion points of ϕ through the action of 1+ b ∈ A. By the Chinese
remainder theorem we can also find elements a, c ∈ A r p0 with a ∈ pr p2 and
c ∈ cr pc. Then the product abc lies in pbcr (p2bc∪ p0). In particular the order
of abc at p is equal to that of pbc, and so we can also choose an element d ∈ Ar p

such that dpbc⊂ (abc).
For better readability we abbreviate the action of any element e ∈ A on an

element x ∈ K sep by ex := ϕe(x). Since abc ∈ A r p0, we can select an element˜̃m ∈ Div(p0)
K sep(M) with abc˜̃m = m. Then m̃ := d ˜̃m is an element of Div(p0)

K sep(M)
which satisfies abcm̃ = dm. By construction m̃ lies in K sep, but we shall see that it
actually lies in a specific subfield.

Choosing a compatible system of division points of m̃ we can find an A-linear
map t̃ : A(p0)→ Div(p0)

K sep(M) satisfying t̃
( 1

abc

)
= m̃. Then t̃(1)= abcm̃ = dm lies

in M ; hence t̃ induces an A-linear map t : A(p0)/A → Div(p0)
K sep(M)/M . By the

construction (2.11) this map is an element of Tad(ϕ,M) whose image in M ⊗A Aad
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is dm ⊗ 1. For any δ ∈ 1ad,M the definition (2.15) of the pairing now says that
〈δ, dm〉 = δ(t)− t . But the assumption 〈1ad,M ,m〉 ⊂ pbcTad implies that

〈1ad,M , dm〉 ⊂ dpbcTad ⊂ abcTad

and therefore δ(t)− t ∈ abcTad. Thus δ(t)− t is the multiple by abc of an A-
linear map A(p0)/A→ Div(p0)

K sep({0}); hence it is zero on the residue class of 1
abc .

By the construction of t this means that δ(m̃)− m̃ = 0. Varying δ we conclude
that m̃ is fixed by 1ad,M ; in other words, it lies in the subfield Kad ⊂ K sep with
Gal(Kad/K )= 0ad.

Now consider any element σ ∈ Gal(K sep/K ). The fact that m lies in K implies
that

abc(σ − 1)(˜̃m)= (σ − 1)(abc˜̃m)= (σ − 1)(m)= 0.

Thus (σ − 1)(˜̃m) is annihilated by abc and hence by the ideal dpbc⊂ (abc). The
element (σ − 1)(m̃)= d(σ − 1)(˜̃m) is therefore annihilated by the ideal pbc. Since
γ acts on all pbc-torsion points through the action of 1+ b ∈ A, it follows that

(1+ b− γ )((σ − 1)(m̃))= 0.

On the other hand we have m̃ ∈ Kad, and since γ lies in the center of 0ad, its action
on Kad commutes with the action of σ on Kad. Thus the last equation is equivalent
to

(σ − 1)((1+ b− γ )(m̃))= 0.

As σ ∈ Gal(K sep/K ) was arbitrary, it follows that (1+ b− γ )(m̃) ∈ K .
Since m̃ lies in Div(p0)

K sep(M), we can now deduce that (1+b−γ )(m̃)∈Div(p0)
K (M).

By the choice of c and c it follows that c(1+b−γ )(m̃)∈M . The fact that dm=abcm̃
thus implies that

(1+ b− γ )(dm)= (1+ b− γ )(abcm̃)= abc(1+ b− γ )(m̃) ∈ abM.

But dm is an element of K and therefore satisfies (1− γ )(dm)= 0. Thus the last
relation shows that actually bdm ∈ abM and so dm ∈ aM . Since a ∈ p and d 6∈ p,
this implies that m ∈ pM , as desired. �

The rest of the proof of Theorem 5.2 is a technical argument involving rings and
modules. It is easier to understand if R = A, in which case Dp

∼=Matr×r (Ap) for
all p, so the readers may want to restrict themselves to that case on first reading.
For general facts on maximal orders in semisimple algebras, see [Reiner 2003].

Using Corollary 11.6 of that reference, the assumptions in Definition 4.2 imply
that for any prime p 6= p0 of A the ring Rp := R⊗A Ap is a maximal order in a finite
dimensional central simple algebra over Fp. By [Reiner 2003, Theorem 17.3] we
can therefore identify it with the matrix ring Matnp×np(Sp), where Sp is the maximal
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order in a finite dimensional central division algebra over Fp. Here np> 1 may vary
with p. Let Lp := S⊕np

p denote the tautological left Rp-module. Since Tp := Tp(ϕ)
is a nontrivial finitely generated torsion free left Rp-module, it is isomorphic to
L⊕mp
p for some mp > 1 by [ibid., Theorem 18.10]. Thus

Dp := EndRp(Tp)

is isomorphic to the matrix ring Matmp×mp(S
opp
p ) over the opposite algebra Sopp

p .
Let Np := (S

opp
p )⊕mp denote the tautological left Dp-module; then as a Dp-module

Tp is isomorphic to N⊕np
p . Moreover, by biduality, using Morita equivalence [ibid.,

Theorem 16.14] or direct computation, we have

Rp
∼= EndDp(Tp). (5.4)

Next, since R is a maximal order in a division algebra over the Dedekind ring A,
and M is a finitely generated torsion free R-module, M is a projective R-module
by [ibid., Corollary 21.5], say of rank ` > 0. For each p 6= p0 we therefore have
Mp :=M⊗A Ap

∼= R⊕`p as an Rp-module. Consequently M∗p :=HomR(M, Tp)∼=T⊕`p

as a Dp-module via the action of Dp on Tp. Using the biduality (5.4) we obtain a
natural isomorphism

Mp
∼= HomDp(M

∗

p , Tp). (5.5)

Taking the product over all p 6= p0 yields adelic versions of all this with Tad =
∏

Tp
and Rad =

∏
Rp and Dad =

∏
Dp and M∗ad =

∏
M∗p .

Recall that 1ad,M is a closed additive subgroup of M∗ad =
∏

M∗p . Let 1p denote
its image under the projection to M∗p .

Lemma 5.6. For any p 6= p0 and any Dp-linear map f : M∗p → Np satisfying
f (1p)⊂ pbcNp, we have f (M∗p )⊂ pNp.

Proof. Since Np is a Dp-module isomorphic to a direct summand of Tp, it is
equivalent to show that for every Dp-linear map g : M∗p → Tp with g(1p)⊂ pbcTp
we have g(M∗p ) ⊂ pTp. Let 〈 , 〉 : M∗p × Mp→ Tp denote the natural Ap-bilinear
map. Then the biduality (5.5) says that g = 〈 ,mp〉 for an element mp ∈ Mp. Write
pbc = pid for an integer i > 1 and an ideal d of A that is prime to p. Choose
any element m ∈ M which is congruent to mp modulo pi Mp and congruent to
0 modulo dM . Then the assumption 〈1p,mp〉 = g(1p) ⊂ pbcTp implies that
〈1ad,M ,m〉 ⊂ pbcTad. By Lemma 5.3 it follows that m ∈ pM . Consequently
mp ∈ pMp and therefore g(M∗p )= 〈1p,mp〉 ⊂ pTp, as desired. �

Now observe that 1ad,M ⊂ M∗ad is a closed additive subgroup that is invariant
under the action of 0ad. It is therefore a submodule with respect to the subring
2ad := Fp[0ad] of Dad from Corollary 4.5(a). By Corollary 4.5(a) we therefore
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have
1′ad := aDad1ad,M ⊂1ad,M . (5.7)

By construction 1′ad is a submodule over Dad=
∏

Dp and therefore itself a product
1′ad =

∏
1′p for Dp-submodules 1′p ⊂ M∗p .

Lemma 5.8. For any p 6= p0 and any Dp-linear map f : M∗p → Np satisfying
f (1′p)⊂ pabcNp, we have f (M∗p )⊂ pNp.

Proof. The definition of 1′p implies that aDp1p ⊂ 1
′
p. Thus by assumption we

have a f (1p)⊂ f (aDp1p)⊂ f (1′p)⊂ pabcNp and therefore f (1p)⊂ pbcNp. By
Lemma 5.6 this implies that f (M∗p )⊂ pNp. �

Lemma 5.9. For any p 6= p0 we have abcM∗p ⊂1
′
p.

Proof. Let mp denote the maximal ideal of Sopp
p . Then by [Reiner 2003, Theo-

rem 13.2] we have pSopp
p =me

p for some integer e > 1. The general theory says the
following about the structure of the module M∗p/1

′
p over the maximal order Dp.

On the one hand, by [Knebusch 1967, Satz 7] the torsion submodule of M∗p/1
′
p is a

finite direct sum of indecomposable modules isomorphic to Np/m
jν
p Np for certain

integers jν > 1. On the other hand, the factor module of M∗p/1
′
p by its torsion

submodule is projective by [Reiner 2003, Corollary 21.5] and hence isomorphic
to a direct sum of copies of Np. That the factor module is projective also implies
that M∗p/1

′
p is isomorphic to the direct sum of its torsion submodule with the

factor module. Together it follows that M∗p/1
′
p is a finite direct sum of modules

isomorphic to Np or to Np/m
jν
p Np for certain integers jν > 1.

To use this fact, let pi denote the highest power of p dividing abc. If no summand
isomorphic to Np occurs in M∗p/1

′
p and all exponents jν are 6 ei , then M∗p/1

′
p is

annihilated by pi Sopp
p =mei

p . In this case it follows that abcM∗p = pi M∗p ⊂1
′
p, as

desired.
Otherwise there exists a surjective Dp-linear map M∗p/1

′
p� Np/m

ei+1
p Np. Com-

posed with the isomorphism

Np/m
ei+1
p Np

∼=me−1
p Np/p

i+1 Np =me−1
p Np/pabcNp,

this yields a Dp-linear map M∗p/1
′
p→ Np/pabcNp whose image is not contained

in pNp/pabcNp =me
pNp/pabcNp. As M∗p is a projective Dp-module, the latter map

can be lifted to a Dp-linear map f : M∗p → Np. By construction this map then
satisfies f (1′p) ⊂ pabcNp and f (M∗p ) 6⊂ pNp. But that contradicts Lemma 5.8;
hence this case is not possible and the lemma is proved. �

Taking the product over all p, Lemma 5.9 and the inclusion (5.7) imply that
abcM∗ad ⊂ 1

′

ad ⊂ 1ad,M . This finishes the proof of Theorem 5.2. In particular it
proves the first assertion of Theorem 5.1, from which the second assertion directly
follows.
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6. The general case

First we note the following general fact on homomorphisms of modules:

Proposition 6.1. Let S be a unitary ring, not necessarily commutative, and let
M and N be left S-modules. Let X be a subset of M and SX the S-submodule
generated by it. Let Hom(S)(X, N ) denote the set of maps ` : X → N such that
for any finite collection of si ∈ S and xi ∈ X with

∑
i si xi = 0 in M we have∑

i si`(xi )= 0 in N.

(a) The restriction of maps induces a bijection HomS(SX, N )
∼
→ Hom(S)(X, N ).

(b) If R is a unitary subring of S such that X is an R-submodule and the natural
map S⊗R X→ M ,

∑
i si ⊗ xi 7→

∑
i si xi is injective, then Hom(S)(X, N )=

HomR(X, N ).

(c) If X is an S-submodule of M , then Hom(S)(X, N )= HomS(X, N ).

Proof. Let F :=
⊕

x∈X S · [x] be the free left S-module over the set X and consider
the natural S-linear map F → M ,

∑
i si [xi ] 7→

∑
i si xi . Since S is unitary, the

image of this map is SX . Let T denote its kernel. Then giving an S-linear map
SX → N is equivalent to giving an S-linear map F → N which vanishes on T .
Using the universal property of F we find that the latter is equivalent to giving
an element of Hom(S)(X, N ). The total correspondence is given by restriction of
maps, proving (a).

In (b) we have S ⊗R X
∼
→ SX ; hence the adjunction between tensor product

and Hom yields bijections HomS(SX, N )
∼
→ HomS(S⊗R X, N )

∼
→ HomR(X, N ).

Their composite is again just restriction of maps; so by (a) the restriction map
Hom(S)(X, N )→ HomR(X, N ) is also bijective, proving (b).

Finally, (c) is a special case of (a) or (b), according to taste. �

Now we return to the situation of Section 4. We choose data (A′, K ′, ϕ′, f, B)
as in Proposition 4.3(c), that is: We let A′ denote the normalization of the center
of EndK sep(ϕ), take a finite extension K ′ ⊂ K sep of K , a Drinfeld A′-module
ϕ′ : A′→ K ′[τ ], an isogeny f : ϕ→ ϕ′|A over K ′, and an integrally closed infinite
subring B ⊂ A′ such that A′ is the center of EndK sep(ϕ′) and (B, K ′, ϕ′|B) is
primitive. By Proposition 4.3(e) the characteristic p′0 of ϕ′ is then the only prime
ideal of A′ above the characteristic q0 of ϕ′|B. We will apply the reduction steps
from Section 3 to the isogeny f and to each of the inclusions A ⊂ A′ ⊃ B.

Specifically, let us set ψ ′ := ϕ′|B and S′ := EndK sep(ψ ′). Then M ′ := A′ f (M)
is a finitely generated A′-submodule of K ′ for the action of A′ through ϕ′, and so
N ′ := S′M ′ is a finitely generated B-submodule for the action of B through ψ ′.
The modules M ′ and N ′ may have torsion, but since they are finitely generated,
their torsion is annihilated by some nonzero element a′ ∈ A′. Replacing the isogeny
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f by ϕ′a′ ◦ f replaces M ′ by a′M ′ and N ′ by a′N ′; hence we may without loss of
generality assume that M ′ and N ′ are torsion free.

Let 1ϕ
′

ad,M ′ ⊂ 0
ϕ′

ad,M ′ � 0
ϕ′

ad denote the Galois groups as in (2.14) associated to
(K ′, ϕ′,M ′) in place of (K , ϕ,M), and similarly for (K ′, ϕ′, N ′), respectively for
(K ′, ψ ′, N ′), and so on. Then Proposition 3.5 for the inclusion A′ ⊃ B yields a
natural commutative diagram with exact rows

0 // Tad(ϕ
′) //

o

Tad(ϕ
′, N ′) //

o

N ′⊗A′ A′ad
//

o

0

0 // Tad(ψ
′) // Tad(ψ

′, N ′) // N ′⊗B Bad // 0.

(6.2)

The action of S′ on the lower row thus yields a natural action on the upper row.
Recall from (2.19) that any S′-equivariant splitting induces an embedding

0
ψ ′

ad,N ′ ↪→ 0
ψ ′

ad nHomS′(N ′, Tad(ψ
′)). (6.3)

Since (B, K ′, ψ ′) is primitive, this embedding is open by Theorem 5.1. The
isomorphisms from (3.6) thus yield an open embedding

0
ϕ′

ad,N ′ ↪→ 0
ϕ′

ad nHomS′(N ′, Tad(ϕ
′)). (6.4)

Since N ′ = S′M ′, the Galois action on Tad(ϕ
′, N ′) is completely determined by the

action on Tad(ϕ
′,M ′); in other words the restriction induces a natural isomorphism

0
ϕ′

ad,N ′
∼= 0

ϕ′

ad,M ′ . This together with Proposition 6.1(a) yields an open embedding

0
ϕ′

ad,M ′ ↪→ 0
ϕ′

ad nHom(S′)(M ′, Tad(ϕ
′)). (6.5)

The next natural step would be the passage from (K ′, ϕ′,M ′) to (K ′, ϕ′|A,M ′).
However, this runs into the problem that S′ does not necessarily act on Tad(ϕ

′
|A),

because Tad(ϕ
′
|A) is obtained from Tad(ϕ

′)∼=
∏

p′ 6=p′0
Tp′(ϕ′) by removing all factors

with p′|p′0, which are not necessarily preserved by the noncommutative ring S′.
Thus if p′0 is not the only prime above p0, it would be ugly to precisely describe
the image of Hom(S′)(M ′, Tad(ϕ

′)) in HomA(M ′, Tad(ϕ
′
|A)) in general, though of

course it can be done. We therefore restrict ourselves to two special cases, with the
following results:

Theorem 6.6. Assume that A is the center of EndK sep(ϕ). With A′ := A let
(K ′, ϕ′, f, B) be as in Proposition 4.3(c), and set S := EndK sep(ϕ|B). Let M
be a finitely generated torsion free A-submodule of K . Then 1ad,M is commen-
surable with the subgroup Hom(S)(M, Tad(ϕ)) of HomA(M, Tad(ϕ)), and 0ad,M is
commensurable with 0ad nHom(S)(M, Tad(ϕ)).

Proof. With the above notation f induces an isomorphism M
∼
→ M ′ and an

embedding of finite index Tad(ϕ) ↪→ Tad(ϕ
′). It also induces an isomorphism
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S⊗B Quot(B)∼= S′⊗B Quot(B) under which the intersection of S and S′ has finite
index in both. Since Tad(ϕ) and Tad(ϕ

′) are torsion free Aad-modules, this implies
the equalities and an inclusion of finite index in the diagram

Hom(S)(M, Tad(ϕ)) Hom(S∩S′)(M, Tad(ϕ))
� _

f ◦( )◦ f −1

��

Hom(S′)(M ′, Tad(ϕ
′)) Hom(S∩S′)(M ′, Tad(ϕ

′)).

With (3.2) and the open embedding (6.5) this shows that the image of Gal(K sep/K ′)
associated to (K ′, ϕ,M) is an open subgroup of 0ad nHom(S)(M, Tad(ϕ)). This
implies the assertion about 0ad,M , from which the assertion about 1ad,M directly
follows. �

In the other special case we drop all assumptions on endomorphisms, but instead
assume something about M :

Theorem 6.7. Let (A′, K ′, ϕ′, f, B) be as in Proposition 4.3(c), and set

S′ := EndK sep(ϕ′|B).

Let M be a finitely generated torsion free A-submodule of K such that the natural
map

S′⊗A M→ K sep,
∑

i si ⊗mi 7→
∑

i si f (mi )

is injective. Then1ad,M is an open subgroup of HomA(M, Tad(ϕ)), and 0ad,M is an
open subgroup of 0ad nHomA(M, Tad(ϕ)).

Proof. With the above notation the assumption implies that the natural map

S′⊗A f (M)→ S′ f (M)= N ′,
∑

i s ′i ⊗m′i 7→
∑

i s ′i m
′

i

is injective and therefore an isomorphism. Thus by Proposition 6.1 the restriction
induces a natural isomorphism

HomS′(N ′, Tad(ϕ
′))
∼
→ HomA( f (M), Tad(ϕ

′)).

The openness of the embedding (6.4), together with the surjectivity in (3.6) for the
inclusion A ⊂ A′, thus implies the openness of the embedding

0
ϕ′|A
ad, f (M) ↪→ 0

ϕ′|A
ad nHomA( f (M), Tad(ϕ

′
|A)).

With (3.2) it follows that

0ad,M ↪→ 0ad nHomA(M, Tad(ϕ))

is an open embedding. This proves the assertion about 0ad,M , from which the
assertion about 1ad,M directly follows. �
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Parity and symmetry in intersection
and ordinary cohomology

Shenghao Sun and Weizhe Zheng

To the memory of Torsten Ekedahl

We show that the Galois representations provided by `-adic cohomology of
proper smooth varieties, and more generally by `-adic intersection cohomology
of proper varieties, over any field, are orthogonal or symplectic according to the
degree. We deduce this from a preservation result of orthogonal and symplectic
pure perverse sheaves by proper direct image. We show, moreover, that the
subgroup of the Grothendieck group generated by orthogonal pure perverse
sheaves of even weights and symplectic pure perverse sheaves of odd weights
are preserved by Grothendieck’s six operations. Over a finite field, we deduce
parity and symmetry results for Jordan blocks appearing in the Frobenius action
on intersection cohomology of proper varieties, and virtual parity results for the
Frobenius action on ordinary cohomology of arbitrary varieties.

1. Introduction

The n-th cohomology of a compact Kähler manifold X is equipped with a pure
Hodge structure of weight n,

Hn(X,Q)⊗Q C=
⊕

p+q=n

Hpq ,

where Hpq
' Hq(X, �p

X ) satisfies Hpq = Hqp. In particular, Hn(X,Q) is even-
dimensional for n odd. Hodge decomposition and Hodge symmetry extend to proper
smooth schemes over C [Deligne 1968, Proposition 5.3] by Chow’s lemma and
resolution of singularities. Thus, in this case, Hn(X (C),Q) is also even-dimensional
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for n odd. Moreover, the pure Hodge structure of weight n on Hn(X (C),Q) is
polarizable, in the sense that there exists a morphism of Hodge structures

Hn(X (C),Q)⊗Hn(X (C),Q)→Q(−n),

symmetric for n even and alternating for n odd, satisfying certain positivity condi-
tions, which implies that the pairing is perfect.

Now let k̄ be a separably closed field of characteristic p ≥ 0 and let ` 6= p be a
prime number. For a projective smooth scheme X of finite type over k̄, the hard
Lefschetz theorem [Deligne 1980, Théorème 4.1.1] and Poincaré duality equip
the n-th `-adic cohomology Hn(X,Q`) of X with a nondegenerate bilinear form
that is symmetric for n even and alternating for n odd. In particular, Hn(X,Q`)

is even-dimensional for n odd. Deligne predicts, in a remark following [1980,
Corollaire 4.1.5], that the evenness of the odd-degree Betti numbers should hold
more generally for proper smooth schemes over k̄. This was recently shown by Suh
[2012, Corollary 2.2.3] using crystalline cohomology.

The goal of this article is to study problems of parity and symmetry in more gen-
eral settings, including symmetry of Galois actions on cohomology. Our approach
is different from that of Suh as we do not use p-adic cohomology.

For a general scheme X of finite type over k̄, the n-th cohomology Hn(X,Q`)

is not “pure” and not necessarily even-dimensional for n odd. Before going into
results for such mixed situations, let us first state our results in the pure case for
intersection cohomology.

Theorem 1.1. Let k be an arbitrary field of characteristic p ≥ 0 and let k̄ be
its separable closure. Let X be a proper, equidimensional scheme over k. Then,
for n even (resp. odd), the n-th `-adic intersection cohomology group admits a
Gal(k̄/k)-equivariant symmetric (resp. alternating) perfect pairing

IHn(Xk̄,Q`)⊗ IHn(Xk̄,Q`)→Q`(−n).

Here Gal(k̄/k) denotes the Galois group of k, and Xk̄ = X ⊗k k̄.

By definition, we have IHn(Xk̄,Q`)= Hn−d(Xk̄, ICX ), where ICX = j!∗(Q`[d])
and d = dim(X), and where j : U → X is an open dense immersion such that
Ured is regular. For X proper smooth, we have IHn(Xk̄,Q`)= Hn(Xk̄,Q`), and the
theorem takes the following form. The statement was suggested to us by Takeshi
Saito. One may compare such pairings with polarizations of pure Hodge structures,
mentioned at the beginning of the Introduction.

Corollary 1.2. Let X be a proper smooth scheme over k. Then, for n even (resp.
odd), the n-th `-adic cohomology group admits a Gal(k̄/k)-equivariant symmetric
(resp. alternating) perfect pairing

Hn(Xk̄,Q`)⊗Hn(Xk̄,Q`)→Q`(−n).
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Ignoring Galois actions, we obtain the following corollary. For X proper smooth,
this gives another proof of Suh’s result mentioned earlier.

Corollary 1.3. Let X be a proper, equidimensional scheme over k. Then IHn(Xk̄,Q`)

is even-dimensional for n odd.

To demonstrate the strength of Theorem 1.1, we give a reformulation in the
case where k = Fq is a finite field. In this case, the Galois action is determined
by Frobenius action. We let Frobq ∈ Gal(Fq/Fq) denote the geometric Frobenius
x 7→ x1/q . The eigenvalues of Frobq acting on IHn(XFq

,Q`) are q-Weil integers of
weight n, by which we mean algebraic integers λ such that, for every embedding
α :Q(λ)→ C, we have |α(λ)|2 = qn . We let µλ ∈ Z≥0 denote the multiplicity of
the eigenvalue λ for the action of Frobq on IHn(XFq

,Q`). In other words, we set

det(1− T Frobq | IHn(XFq
,Q`))=

∏
λ

(1− λT )µλ . (1-3-1)

For e≥ 1, let µλ,e ∈Z≥0 denote the number of e×e Jordan blocks with eigenvalue λ
in the Jordan normal form of Frobq acting on IHn(XFq

,Q`). Then µλ=
∑

e≥1 eµλ,e.

Corollary 1.4. Let X be a proper, equidimensional scheme over Fq . In the above
notation, µλ,e = µqn/λ,e. Moreover, µ√qn,e and µ−√qn,e are even for n+ e even. In
particular, µλ = µqn/λ and, for n odd, µ√qn and µ−√qn are even.

The last statement of Corollary 1.4 implies that, for n odd,

det(Frobq | IHn(XFq
,Q`))= qnbn/2,

det(1− T Frobq | IHn(XFq
,Q`))= qnbn/2T bn det(1− q−nT−1Frobq | IHn(XFq

,Q`)),

where bn=dim IHn(XFq
,Q`). It also implies that dim IHn(XFq

,Q`)=
∑

λ µλ is even.

Remark 1.5. Some special cases of the last statement of Corollary 1.4 were previ-
ously known.

(1) Gabber’s theorem on the independence of ` for intersection cohomology [Fuji-
wara 2002, Theorem 1] states that (1-3-1) belongs to Z[T ] and is independent
of `. The fact that (1-3-1) belongs to Q[T ] implies µλ=µλ′ , for λ and λ′ in the
same Gal(Q/Q)-orbit. In particular, µλ = µqn/λ, and, if q is not a square and
n is odd, µ√qn =µ−

√
qn , so that dim IHn(XFq

,Q`)=
∑

λ µλ is even in this case.

(2) For X proper smooth, the fact that µ√qn and µ−√qn are even for n odd follows
from a theorem of Suh [2012, Theorem 3.3.1].

Remark 1.6. The first two statements of Corollary 1.4 are consistent with the con-
jectural semisimplicity of the Frobenius action on IHn(XFq

,Q`) (namely, µλ,e = 0
for e≥2), which would follow from the standard conjectures. To see this implication,
let X ′→ X be a surjective generically finite morphism such that X ′ is projective
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smooth over Fq , which exists by de Jong’s alterations [1996, Theorem 4.1]. Then
IHn(XFq

,Q`) as a Gal(Fq/Fq)-module is a direct summand of Hn((X ′)Fq
,Q`).1

The semisimplicity of the Frobenius action on Hn((X ′)Fq
,Q`) would follow from

the Lefschetz type standard conjecture for X ′ and the Hodge type standard conjecture
for X ′× X ′ [Kleiman 1994, Theorem 5.6(2)].

To prove Theorem 1.1, we may assume that k is finitely generated over its prime
field. We will keep this assumption in the rest of the Introduction. This includes
notably the case of a number field. We deduce Theorem 1.1 from a relative result
with coefficients. In the case where k is a finite field, the coefficients are pure
perverse sheaves. In the general case, we apply the formalism of pure horizontal
perverse sheaves of Annette Huber [1997], as extended by Sophie Morel [2012].
Since the proofs are the same in the two cases, we recommend readers not familiar
with horizontal perverse sheaves to concentrate on the case of a finite field and to
ignore the word “horizontal”. Unless otherwise stated, we will only consider the
middle perversity. We let Q` denote the algebraic closure of Q`.

Definition 1.7. Let X be a scheme of finite type over k and let A ∈ Db
c (X,Q`) be

a horizontal perverse sheaf on X , pure of weight w. We say that A is orthogonal
if there exists a symmetric perfect pairing A⊗ A→ KX (−w). We say that A is
symplectic if there exists an alternating perfect pairing A⊗ A→ KX (−w).

Here KX = Ra!X Q` is the dualizing complex on X , where aX : X→ Spec(k) is
the structural morphism.

Theorem 1.8 (special case of Theorem 5.1.5). Let f : X→Y be a proper morphism
of schemes of finite type over k and let A ∈ Db

c (X,Q`) be an orthogonal (resp.
symplectic) pure horizontal perverse sheaf on X. Then

R f∗A '
⊕

n

(pRn f∗A)[−n], (1-8-1)

and pRn f∗A is orthogonal (resp. symplectic) for n even and symplectic (resp. or-
thogonal) for n odd.

Recall that the Beilinson–Bernstein–Deligne–Gabber decomposition theorem
[Beilinson et al. 1982, Théorème 5.4.5] implies that (1-8-1) holds after base change
to the algebraic closure k̄ of k.

Theorem 1.1 follows from Theorem 1.8 applied to the morphism aX : X→Spec(k).
Even if one is only interested in Theorem 1.1, our proof leads one to consider the
relative situation of Theorem 1.8.

Next we state results for operations that do not necessarily preserve pure (hor-
izontal) complexes. For a scheme X of finite type over k, we let Korth(X,Q`)

1This argument is also used in Gabber’s proof of the integrality of (1-3-1).
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denote the subgroup of the Grothendieck group K(X,Q`) of Db
c (X,Q`) generated

by orthogonal pure horizontal perverse sheaves of even weights and symplectic
pure horizontal perverse sheaves of odd weights.

Theorem 1.9 (special case of Theorem 5.2.2). Grothendieck’s six operations pre-
serve Korth.

Note that the preservation of Korth by each of the six operations is nontrivial. The
crucial case turns out to be the preservation by the “extension by zero” functor j!
for certain open immersions j (Proposition 4.3.1).

As Michel Gros points out, one may compare these theorems to Morihiko Saito’s
theory [1990] of mixed Hodge modules. By definition, a mixed Hodge module
admits a weight filtration for which the graded pieces are polarizable pure Hodge
modules. One may compare Definition 1.7 to polarizable pure Hodge modules.

Let us state a consequence of Theorem 1.9 on Galois action on cohomology in
the case where k = Fq is a finite field. Let X be a scheme of finite type over Fq . The
eigenvalues of Frobq acting on H∗(XFq

,Q`) are q-Weil integers2 of integral weights.
We let mλ ∈ Z denote the multiplicity of the eigenvalue λ. In other words, we set∏

n

det(1− T Frobq | Hn(XFq
,Q`))

(−1)n
=

∏
λ

(1− λT )mλ . (1-9-1)

Applying the theorem to (aX )∗, where aX : X→ Spec(Fq), we obtain the following.

Corollary 1.10. Let X be a scheme of finite type over Fq . In the above notation,
mλ = mqw/λ for every q-Weil integer λ of weight w, and, for w odd, m√qw and
m−√qw are even. In particular, for w odd,

∑
λ mλ (where λ runs through q-Weil

integers of weight w), the dimension of the weight-w part of H∗(XFq
,Q`), is even.

Theorem 1.9 also implies analogues of Corollary 1.10 for compactly supported
cohomology H∗c(X,Q`), and, if X is equidimensional, intersection cohomology
IH∗(X,Q`) and compactly supported intersection cohomology IH∗c(X,Q`). In the
case of H∗c(X,Q`), the analogue of (1-9-1) is the inverse of the zeta function, and
the analogue of Corollary 1.10 was established by Suh [2012, Theorem 3.3.1] using
rigid cohomology.

Remark 1.11. Some special cases of Corollary 1.10 were previously known. By
Gabber’s theorem on the independence of ` [Fujiwara 2002, Theorem 2], (1-9-1)
belongs to Q(T ) and is independent of `. The fact that (1-9-1) belongs to Q(T )
implies that mλ = mλ′ , for λ and λ′ in the same Gal(Q/Q)-orbit. In particular,
mλ = mqw/λ for every q-Weil integer λ of weight w, and, if q is not a square and
w is odd, m√qw = m−√qw so that

∑
λ mλ (where λ runs through q-Weil integers of

weight w) is even in this case.

2The integrality is a special case of [Zheng 2008, Variante 5.1].
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One ingredient in the proof of Theorem 1.9 is de Jong’s alterations. Note that,
even for a finite étale cover f : X→ Y , one cannot recover the parity of an object
on Y from the parity of its pullback to X . More precisely, for an element A
in the Grothendieck group of mixed horizontal perverse sheaves on Y such that
f ∗A ∈ Korth, we do not have A ∈ Korth in general. We use equivariant alterations to
compensate for this loss of information. In order to better deal with the equivariant
situation, we will work systematically with Deligne–Mumford stacks in the main
text. We note however that the proofs of Theorems 1.1 and 1.8 (and the corollaries
to Theorem 1.1) do not depend on stacks, and readers only interested in these results
may, in the corresponding portions of the text (Sections 2, 3 and 5.1), assume every
stack to be a scheme.

The paper is organized as follows. In Section 2, we study symmetry of complexes
and perverse sheaves over a general field. In Section 3, we study symmetry and
decomposition of pure complexes over a finite field and prove Theorem 1.8 in this
case. In Section 4, we study symmetry in Grothendieck groups over a finite field and
prove Theorem 1.9 in this case. In Section 5, we study symmetry of horizontal com-
plexes over a general field finitely generated over its prime field and finish the proof
of the theorems. In the Appendix, we collect some general symmetry properties in
categories with additional structures, which are used in the main body of the paper.

Conventions. Unless otherwise indicated, X , Y , etc., will denote Deligne–Mumford
stacks of finite presentation (i.e., of finite type and quasiseparated) over a base
field k; this rules out stacks such as BZ. We recall that, for schemes, being of finite
presentation over k is the same as being of finite type over k.

We let ` denote a prime number invertible in k, and we let Db
c (X,Q`) denote the

derived category of Q`-complexes on X . We refer the reader to [Zheng 2015b] for
the construction of Db

c (X,Q`) and of Grothendieck’s six operations. We denote by
aX : X→ Spec(k) the structural morphism, by KX :=Ra!X Q` the dualizing complex
on X , and by DX the dualizing functor DKX := RHom(−, KX ).

As mentioned above, we will only consider the middle perversity unless otherwise
stated. We let Perv(X,Q`) ⊆ Db

c (X,Q`) denote the full subcategory of perverse
Q`-sheaves on X . For a separated quasifinite morphism f : X → Y , the middle
extension functor f!∗ : Perv(X,Q`)→ Perv(Y,Q`) is the image of the support-
forgetting morphism pH 0 f!→ pH 0R f∗.

Throughout the article, we let σ and σ ′ represent elements of {±1}.

2. Symmetry of complexes and perverse sheaves

In this section, we study symmetry properties of Q`-complexes, namely objects
of Db

c (X,Q`), over an arbitrary field k. In Section 2.1, we define σ-self-dual com-
plexes and we study their behavior under operations that commute with duality. In
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Section 2.2, we analyze σ-self-dual semisimple perverse sheaves. In this generality
none of the results is difficult, but they will be used quite often in the sequel.

2.1. Symmetry of complexes. The tensor product endows Db
c (X,Q`) with the

structure of a closed symmetric monoidal structure. The definition below only
makes use of the symmetry constraint cAB : A⊗ B −→∼ B ⊗ A and the internal
mapping object RHom.

Definition 2.1.1 (σ-self-dual complexes). Let A,C ∈ Db
c (X,Q`). We say that A is

1-self-dual with respect to C (resp. −1-self-dual with respect to C) if there exists a
pairing A⊗ A→ C that is

• symmetric (resp. alternating), in the sense that the diagram

A⊗ A
cAA

//

##

A⊗ A

{{
C

(2-1-1)

commutes (resp. anticommutes), and

• perfect, in the sense that the pairing induces an isomorphism A −→∼ DC A :=
RHom(A,C).

We say that A is self-dual with respect to C if there exists an isomorphism A−→∼ DC A.

The symmetry of the pairing A⊗ A→ C can also be expressed in terms of the
induced morphism f : A→ DC A. In fact, the diagram (2-1-1) σ-commutes if and
only if the diagram

A
f

//

ev
$$

DC A

DC DC A
DC f

99

σ-commutes (Lemma A.4.2).

Remark 2.1.2. Similarly one can define self-dual and σ-self-dual Eλ-complexes,
where Eλ is any algebraic extension of Q`. Note that, for A,C ∈ Db

c (X, Eλ),
A is self-dual (resp. σ-self-dual) with respect to C if and only if A⊗Eλ Q` satisfies
the same property with respect to C ⊗Eλ Q`. Indeed, the “only if” part is obvious.
To see the “if” part, consider U = Isom(Ak̄, DC Ak̄) as in Lemma 2.1.3 below. Here
Ak̄ denotes the pullback of A to Xk̄ . Recall that rational points form a Zariski dense
subset of any affine space over an infinite field. If A ⊗Eλ Q` is self-dual (resp.
σ-self-dual) with respect to C ⊗Eλ Q`, then U ∩ V is nonempty, and hence has an
Eλ-point. Here V ⊆ Hom(Ak̄, DC Ak̄) is represented by the Eλ-vector subspace,
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image of morphisms (resp. σ-symmetric morphisms) A→ DC A. For the above
reason, we will work almost exclusively with Q`-complexes.

Lemma 2.1.3. Let A, B ∈ Db
c (X, Eλ) satisfy dimEλHom(A, B) <∞. Then there

exists a Zariski open subscheme U = Isom(A, B) of the affine space Hom(A, B)
over Eλ represented by the Eλ-vector space Hom(A, B) such that, for any algebraic
extension E ′λ of Eλ, the subset U (E ′λ) is the set of isomorphisms A⊗Eλ E ′λ −→

∼

B⊗Eλ E ′λ.

Proof. Assume A, B ∈ D[a,b]. Choose a stratification of X by connected, geomet-
rically unibranch substacks such that the restrictions of H nA and H nB to each
stratum are lisse sheaves. Choose a geometric point x in each stratum. Then a mor-
phism f : A⊗Eλ E ′λ→ B⊗Eλ E ′λ is an isomorphism if and only if H n fx is for every
n ∈ [a, b] and every x in the finite collection. Then Isom(A, B) is the intersection of
the pullbacks of the open subsets Isom(H nAx ,H

nBx)⊆Hom(H nAx ,H
nBx). �

We will mostly be interested only in duality with respect to Tate twists KX (−w),
w∈Z, of the dualizing complex KX =Ra!X Q`. In this case, the evaluation morphism
A→DKX (−w)DKX (−w)A is an isomorphism. The functor DKX (−w) preserves perverse
sheaves. We will sometimes write K for KX when no confusion arises.

In the rest of this subsection, we study the behavior of σ-self-dual complexes
under operations that commute with the dualizing functors (up to shift and twist).
The results are mostly formal, but for completeness we provide a proof for each
result, based on general facts on symmetry in categories collected in the Appendix.
Readers willing to accept these results may skip the proofs.

Most of the proofs consist of showing that the natural isomorphism representing
the commutation of the functor in question with duality is symmetric in the sense
of Definition A.3.3. It then follows from Lemma A.3.9 that the functor in question
preserves σ-self-dual objects.

Remark 2.1.4 (preservation of σ-self-dual complexes). Let f : X→ Y be a mor-
phism. Let w,w′ ∈ Z.

(1) For n ∈ Z, Tate twist A 7→ A(n) carries Q`-complexes σ-self-dual with respect
to C to Q`-complexes σ-self-dual with respect to C(2n); the shift functor A 7→ A[n]
carries Q`-complexes σ-self-dual with respect to C to Q`-complexes (−1)nσ-self-
dual with respect to C[2n].

This follows from Lemma A.5.6.

(2) DX carries Q`-complexes σ-self-dual with respect to KX (−w) to Q`-complexes
σ-self-dual with respect to KX (w).

Since DX A ' (DKX (−w)A)(w), the assertion follows from (1).

(3) Assume that f is proper. Then R f∗ :Db
c (X,Q`)→Db

c (Y,Q`) preserves σ-self-
dual objects with respect to K (−w). In other words, R f∗ carries Q`-complexes



Parity and symmetry in intersection and ordinary cohomology 243

σ-self-dual with respect to KX (−w) to Q`-complexes σ-self-dual with respect to
KY (−w).

Since R f∗ is a right-lax symmetric functor (Definition A.1.5), the morphism
R f∗DX → DR f∗KX R f∗ is symmetric by Construction A.4.6. Composing with the
adjunction map R f∗KX ' R f!KX → KY , we obtain a symmetric isomorphism
R f∗DX −→

∼ DY R f∗.

(4) Assume that f is a closed immersion, and let A ∈ Db
c (X,Q`). Then A is

σ-self-dual with respect to KX (−w) if and only if f∗A is σ-self-dual with respect
to KY (−w).

Since the functor f∗ is fully faithful in this case, the assertion follows from the
proof of (3) above and Lemma A.3.9.

(5) Assume that f is an open immersion and let A∈Perv(X,Q`) be a perverse sheaf.
Then A is σ-self-dual with respect to KX (−w) if and only if f!∗A is σ-self-dual
with respect to KY (−w).

Since f! is a symmetric functor, the morphism f!DX → Df!KX f! is symmetric by
Construction A.4.6. It follows that the composite map in the commutative square

f!DX

��

α
// R f∗DX

β'

��

Df!KX f! // DY f!

is symmetric. Here the lower horizontal map is given by the adjunction map
f!KX → KY . Moreover, we have a commutative square

f!∗DX
γ

∼
//

��

DY f!∗

��

RpR0 f∗DX

pH 0β

∼
// DY

pR0 f!

By Lemma A.3.10, γ is symmetric. Since the functor f!∗ is fully faithful by
Lemma 2.1.5 below, it suffices to apply Lemma A.3.9. The “if” part also follows
from (8) below.

(6) Let A∈Db
c (X,Q`) be σ-self-dual with respect to KX (−w) and let B∈Db

c (X
′,Q`)

be σ ′-self-dual with respect to KX ′(−w
′). Then the exterior tensor product A� B

in Db
c (X × X ′,Q`) is σσ ′-self-dual with respect to KX×X ′(−w−w

′).
Since −�− is a symmetric monoidal functor, the Künneth isomorphism (see

[Grothendieck 1977, Equation (1.7.6), Proposition 2.3])

DX (−)� DX ′(−)−→
∼ DKX�KX ′

(−�−)' DX×X ′(−�−)
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is symmetric by Construction A.4.6.

(7) If f is smooth, purely of dimension d , then f ∗[d] carries Q`-complexes σ-self-
dual with respect to KY (−w) to Q`-complexes (−1)dσ-self-dual with respect to
KX (−d −w).

Since f ∗ is a symmetric monoidal functor, the isomorphism

f ∗T d DY −→
∼ Df ∗KY [2d] f ∗T d

' DKX (−d) f ∗T d

is (−1)d -symmetric by Construction A.4.6 and Remark A.5.10.

(8) If X and Y are regular, purely of dimension d and e, respectively, then f ∗[d−e] :
Db

lisse(Y,Q`) → Db
lisse(X,Q`) carries Q`-complexes σ-self-dual with respect to

KY (−w) to Q`-complexes (−1)d−eσ-self-dual with respect to KX (−(d − e)−w).
Here Db

lisse denotes the full subcategory of Db
c consisting of complexes with lisse

cohomology sheaves.
Let r = d − e. As in (7), the natural transformation

f ∗T rDY → Df ∗KY [2r ] f ∗T r
' DKX (−r) f ∗T r

is (−1)r -symmetric. For A ∈ Db
c (Y,Q`), this natural transformation can be com-

puted as

f ∗T rDY A ' f ∗T rDKY (−r)A⊗R f !Q`
α
−→R f !DKY (−r)T rA ' DKX (−r) f ∗T rA.

For A ∈ Db
lisse, α is an isomorphism.

Similar results hold for self-dual Q`-complexes.

Lemma 2.1.5. Let j :U→X be an immersion. Then the functor j!∗ :Perv(U,Q`)→

Perv(X,Q`) is fully faithful.

Proof. Let A and B be perverse Q`-sheaves on U , and let α : Hom(A, B) →
Hom( j!∗A, j!∗B) be the map induced by j!∗. As the composite map

Hom(A,B) α
−→Hom( j!∗A, j!∗B)

β
−→Hom(pH 0 j!A,pH 0 R j∗B)'Hom( j!A,R j∗B)

is an isomorphism and β is an injection, α is an isomorphism. �

Example 2.1.6. Assume that X is equidimensional. We define the intersection
complex of X by ICX = j!∗(Q`[d]), where j :U → X is a dominant open immer-
sion such that Ured is regular and d equals dim X . Then by parts (5) and (7) of
Remark 2.1.4, ICX is (−1)d -self-dual with respect to KX (−d).

Although we do not need it, let us mention the following stability of σ-self-dual
complexes under nearby cycles.

Remark 2.1.7. Let S be the spectrum of a Henselian discrete valuation ring, of
generic point η and closed point s, on which ` is invertible. Let X be a Deligne–
Mumford stack of finite presentation over S. Then the nearby cycle functor
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R9 : Db
c (Xη,Q`)→ Db

c (Xs ×s η,Q`) preserves σ-self-dual objects with respect
to K (−w).

Indeed, R9 is a right-lax symmetric monoidal functor. Hence, by Construction
A.4.6, the composite R9DXη → DR9KXη

R9→ DXs R9, which is a natural iso-
morphism (see [Illusie 1994, Théorème 4.2]), is symmetric.

Remark 2.1.4(6) can be applied to the exterior tensor power functor (−)�m
:

Db
c (X,Q`)→ Db

c (X
m,Q`), m ≥ 0. We now discuss a refinement

Db
c (X,Q`)→ Db

c ([X
m/Sm],Q`), A 7→ A�m, (2-1-2)

given by permutation. Readers not interested in this refinement may skip this part
as it will not be used in the proofs of the results mentioned in the Introduction.

We briefly recall one way to define the symmetric product stack [Xm/Sm].
For every k-scheme S, the groupoid [Xm/Sm](S) is the groupoid of pairs (T, x),
where T is a finite étale cover of S of degree m and x is an object of X (T ), with
isomorphisms of pairs defined in the obvious way.

Remark 2.1.8. The functor (2-1-2) carries complexes σ-self-dual with respect to
KX (−w) to complexes σm-self-dual with respect to K[Xm/Sm ](−mw).

Indeed, (−)�m is a symmetric monoidal functor. Hence, the isomorphism

(DX (−))
�m
−→∼ DK�m

X
((−)�m)' D[Xm/Sm ]((−)

�m)

is symmetric by Construction A.4.6.

2.2. Symmetry of perverse sheaves. In this subsection, we study σ-self-dual per-
verse sheaves. We first prove a two-out-of-three property, which will play an
important role in later sections. We then discuss a trichotomy for indecomposable
perverse Q`-sheaves. From this we deduce a criterion for semisimple perverse
Q`-sheaves to be σ-self-dual in terms of multiplicities of simple factors.

Proposition 2.2.1 (two-out-of-three). Let A be a perverse Q`-sheaf satisfying
A ' A′⊕ A′′. If A and A′ are σ-self-dual with respect to KX (−w), then so is A′′.

Proof. We write D for DKX (−w) and let f : A −→∼ DA and g′ : A′ −→∼ DA′ be
σ-symmetric isomorphisms. We let f ′ : A′→ DA′ denote the restriction of f to A′,
namely the composite

A′ i
−→ A f

−→
∼

DA Di
−→ DA′,

where i : A′ → A is the inclusion. Let g : A → DA be the direct sum of g′

with the zero map A′′ → DA′′. These are σ-symmetric morphisms. Consider
linear combinations ha,b = a f + bg and h′a,b = a f ′ + bg′, where a, b ∈ Q`. By
Lemma 2.1.3, there are only finitely many values of (a : b) for which ha,b is not an
isomorphism. The same holds for h′a,b. Therefore, there exist a, b ∈Q` such that
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ha,b and h′a,b are isomorphisms. Consider the orthogonal complement of A′ in A
with respect to ha,b:

B = Ker(A ha,b
−−→
∼

DA Di
−→ DA′).

Then ha,b induces a σ-symmetric isomorphism B −→∼ DB. Moreover, A ' A′⊕ B,
so that B' A′′. Here we used the Krull–Schmidt theorem [Atiyah 1956, Theorem 1]
and the fact that perverse sheaves have finite lengths. �

Remark 2.2.2. The two-out-of-three property also holds more trivially for self-dual
complexes. In fact, if we have decompositions of perverse Q`-sheaves A' A′⊕ A′′

and B ' B ′⊕ B ′′ such that A ' DX B(−w) and A′ ' DX B ′(−w), then we have
A′′ ' DX B ′′(−w) by the Krull–Schmidt theorem.

Proposition 2.2.3 (trichotomy). Let A be an indecomposable perverse Q`-sheaf
on X. Then exactly one of the following occurs:

• A is 1-self-dual with respect to KX (−w);

• A is −1-self-dual with respect to KX (−w);

• A is not self-dual with respect to KX (−w).

This follows from general facts (Lemma A.2.7 and Remark A.2.8) applied to the
category of perverse Q`-sheaves.

Remark 2.2.4. In the case of a simple perverse Q`-sheaf, the proof can be somewhat
simplified with the help of Schur’s lemma. This case is analogous to a standard result
on complex representations of finite or compact groups [Serre 1998, Section 13.2,
Proposition 38; Bröcker and tom Dieck 1995, Proposition II.6.5].

Remark 2.2.5. An indecomposable perverse Eλ-sheaf on X , self-dual with re-
spect to KX (−w), is either 1-self-dual or −1-self-dual, by Lemma A.2.7 and
Remark A.2.8. Note that a simple perverse Eλ-sheaf can be 1-self-dual and −1-self-
dual with respect to KX (−w) at the same time.

Corollary 2.2.6. Let A '
⊕

B BnB be a semisimple perverse Q`-sheaf on X , where
B runs through isomorphism classes of simple perverse Q`-sheaves on X. Then A
is σ-self-dual with respect to KX (−w) if and only if the following conditions hold:

(1) nB = n(DX B)(−w) for B not self-dual with respect to KX (−w);

(2) nB is even for B that are −σ-self-dual with respect to KX (−w).

Moreover, A is self-dual with respect to KX (−w) if and only if (1) holds.

In particular, if B and B ′ are respectively 1-self-dual and−1-self-dual simple per-
verse sheaves on X , then B⊕B ′ is self-dual but neither 1-self-dual nor−1-self-dual.



Parity and symmetry in intersection and ordinary cohomology 247

Proof. It is clear that (1) is equivalent to the condition that A is self-dual. If (1) and (2)
hold, then A is σ-self-dual by Proposition 2.2.3 and the fact that B⊕(DX B)(−w) is
σ-self-dual with respect to KX (−w) for all B (Remark A.2.6(2)). It remains to show
that if A is σ-self-dual, then (2) holds. Let B be −σ-self-dual. As B⊕nB ' B⊗ V
is σ-self-dual, where V =Q

⊕nB
` , the isomorphism

Hom(B⊗ V, DX (B⊗ V )(−w))

' Hom(B, (DX B)(−w))⊗Hom(V, V ∗)' Hom(V, V ∗)

provides a skew-symmetric nB × nB matrix with entries in Q`, which implies that
nB is even. More formally, we can apply the second part of Lemma A.3.9 to the
fully faithful functor F : V 7→ B ⊗ V from the category of finite-dimensional
Q`-vector spaces to Db

c (X,Q`). The natural isomorphism FD −→∼ DKX (−w)F is
−σ-self-dual. �

Remark 2.2.7. The semisimplification of a σ-self-dual perverse sheaf is σ-self-dual
by Lemma A.2.9. The converse does not hold. See Example 3.1.5 below.

We will need to consider more generally geometrically semisimple perverse
sheaves, namely perverse sheaves whose pullbacks to Xk̄ are semisimple. Part (1)
of the following lemma extends [Beilinson et al. 1982, Corollaire 5.3.11] for pure
perverse sheaves.

Lemma 2.2.8. Let A be a geometrically semisimple perverse Q`-sheaf on X.

(1) Let i : Y → X be a closed immersion with complementary open immersion
j :U → X. Then A admits a unique decomposition A ' j!∗ j∗A⊕ i∗B, where
B is a perverse sheaf on Y . Moreover, we have B ' pH 0i∗A ' pR0i !A.

(2) A admits a unique decomposition A '
⊕

V AV , where V runs through irre-
ducible closed substacks of X , and the support of each indecomposable direct
summand of the perverse sheaf AV is V .

Assume additionally that A is indecomposable. Then, by part (1) of the lemma,
we have j!∗ j∗A ' A if U intersects with the support of A (and j∗A = 0 otherwise).
Moreover, the support of A is irreducible, and A is isomorphic to f!∗(F [d]) for
some immersion f :W→ X , with W regular irreducible of dimension d , and some
lisse Q`-sheaf F on V .

Proof. (1) The proof is identical to that of [Beilinson et al. 1982, Corollaire 5.3.11].
The uniqueness of the decomposition is clear. For existence, it suffices to check that

• the adjunction map pH 0 j! j∗A→ A factorizes through the quotient j!∗ j∗A
of pH 0 j! j∗A, and the adjunction map A→ pR0 j∗ j∗A factorizes through the
subobject j!∗ j∗A of pR0 j∗ j∗A;
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• the composite of the adjunction maps i∗ pR0i !A → A → i∗ pH 0i∗A is an
isomorphism;

and these maps provide a decomposition of A. These statements can be easily
checked over k̄.

(2) Again the uniqueness is clear. The existence follows from the fact that the
support of every indecomposable direct summand of A is irreducible. �

Remark 2.2.9. In Lemma 2.2.8, A is σ-self-dual with respect to KX (−w) if and
only if each direct summand AV in the support decomposition is σ-self-dual with
respect to KX (−w).

As an application, we show that for geometrically semisimple perverse sheaves
the property of being σ-self-dual is local for the Zariski topology. This Zariski local
nature will be useful in Section 4.

Proposition 2.2.10. Let (Xα)α∈I be a Zariski open covering of X , and let A and B
be geometrically semisimple perverse Q`-sheaves on X. Then A ' (DX B)(−w) if
and only if A | Xα ' (DXα B | Xα)(−w) for every α ∈ I . Moreover, A is σ-self-dual
with respect to KX (−w) if and only if A | Xα is so with respect to KXα (−w) for
every α ∈ I .

Proof. We prove the second assertion, the proof of the first assertion being simpler. It
suffices to show the “if” part. Let jα : Xα→ X . By parts (5) and (8) of Remark 2.1.4,
jα!∗ j∗α A is σ-self-dual. Since jα!∗ j∗α A '

⊕
V AV , where V satisfies V ∩ Xα 6= ∅,

we conclude that each AV is σ-self-dual.
Alternatively we may apply Lemma 2.2.11 below. Indeed, by quasicompactness,

we may assume that I is finite. For J ⊆ I nonempty, jJ !∗ j∗J A is σ-self-dual. Thus
the same holds for A ' j∅!∗ j∗∅A by the two-out-of-three property. �

Lemma 2.2.11. Let (Xα)α∈I be a finite Zariski open covering of X , and let A be a
geometrically semisimple perverse Q`-sheaf on X. Then⊕

J⊆I
#J even

jJ !∗ j∗J A '
⊕
J⊆I

#J odd

jJ !∗ j∗J A,

where jJ :
⋂
α∈J Xα→ X is the open immersion.

Proof. We may assume that A is indecomposable. Then both sides are direct sums
of copies of A and the multiplicities are equal:∑

0≤i≤m
i even

(m
i

)
=

∑
0≤i≤m

i odd

(m
i

)
.

Here m ≥ 1 is the number of indices α ∈ I such that the support of A intersects
with Xα. �
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3. Symmetry and decomposition of pure complexes

In this section, we study symmetry of pure perverse sheaves and, more generally, of
pure complexes that decompose into shifts of perverse sheaves. We first work over
a finite field. In Section 3.1, we analyze σ-self-dual pure perverse sheaves and give
a criterion in terms of multiplicities of factors. In Section 3.2, we study the behavior
of such perverse sheaves under operations that preserve purity. The main result of
this section is the preservation of a certain class of complexes under derived proper
direct image (Theorem 3.2.3), which implies the finite field case of Theorem 1.8.
Such preservation results constitute the starting point of the analysis in Section 4 of
the effects of more general operations in the mixed case. In Section 3.3, we work
over a separably closed base field and we prove preservation results for certain
semisimple complexes, by reducing to the finite field case.

3.1. Symmetry of pure perverse sheaves over a finite field. In this subsection and
the next, we work over a finite field k = Fq . Recall that X , Y , etc., denote Deligne–
Mumford stacks of finite presentation over Fq . Let ι :Q`→ C be an embedding.

In this subsection, we study σ-self-dual ι-pure perverse sheaves. We give a crite-
rion for ι-pure perverse sheaves to be σ-self-dual in terms of multiplicities of factors.

For n ≥ 1, let En be the sheaf on Spec(Fq) of stalk (Q`)
n
=
⊕n

i=1Q`ei on
which Frobenius F = Frobq acts unipotently with one Jordan block: Fe1 = e1 and
Fei = ei + ei−1 for i > 1. Recall that any indecomposable ι-pure perverse sheaf A
on X is isomorphic to a perverse sheaf of the form B⊗ a∗X En , where B is a simple
perverse sheaf on X , n ≥ 1, and where aX : X→ Spec(Fq).

Proposition 3.1.1. Let w ∈ Z, and let A be a perverse Q`-sheaf on X , isomorphic
to
⊕

B(B⊗ a∗X En)
mB,n , where B runs over simple perverse Q`-sheaves on X. Then

A is σ-self-dual with respect to KX (−w) if and only if the following conditions hold:

(1) mB,n = m(DX B)(−w),n for B not self-dual with respect to KX (−w);

(2) mB,n is even for B σ-self-dual with respect to KX (−w) and n even;

(3) mB,n is even for B −σ-self-dual with respect to KX (−w) and n odd.

Moreover, A is self-dual with respect to KX (−w) if and only if (1) holds.

Proof. The equivalence between (1) and the condition that A is self-dual follows
from the isomorphism DX (B⊗a∗X En)'DX B⊗a∗X En . For the “if” part of the σ-self-
dual case, note that C⊕DX C(−w) is σ-self dual with respect to KX (−w), so that, by
the trichotomy in Proposition 2.2.3, it suffices to show that B⊗a∗X En is σ ′-self-dual
(resp.−σ ′-self-dual) for B σ ′-self-dual and n odd (resp. even). For the “only if” part,
we reduce to the case where mB,n = 0 for all B except for one σ ′-self-dual B. For
both parts, consider the functor F = B⊗a∗X− :Perv(Spec(Fq),Q`)→Perv(X,Q`),
which is fully faithful by Lemma 3.1.2 below. The natural isomorphism FDSpec(Fq )'
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DKX (−w)F is σ ′-symmetric. By Lemma A.3.8, we are then reduced to the case
where X = Spec(Fq) and B = (Q`)X , which follows from Lemma 3.1.3 below. �

Lemma 3.1.2. Let B be a simple perverse Q`-sheaf on X. Then the functor
B ⊗ a∗X− is fully faithful. In other words, for Q`-sheaves E and E ′ on Spec(Fq),
the map α : Hom(E, E ′)→ Hom(B⊗ a∗X E, B⊗ a∗X E ′) is an isomorphism.

Proof. We have B ' j!∗(F [d]), where j : U → X is an immersion, with Ured

connected regular, purely of dimension d , and where F is a simple lisse Q`-sheaf
on U . We have B⊗ a∗X E ' j!∗((F ⊗ a∗U E)[d]). The map α is the composite

Hom(E, E ′) β
−→Hom(F ⊗ a∗U E,F ⊗ a∗U E ′) γ

−→Hom(B⊗ a∗X E, B⊗ a∗X E ′),

where γ is an isomorphism by Lemma 2.1.5. The map β is obviously injective. To
show that β is an isomorphism, we may assume that E = En , E ′ = Em . Since the
socle of F ⊗ a∗U Em is F ,

Hom(F ,F )' Hom(F ,F ⊗ a∗U Em)

is one-dimensional. Dually, since the cosocle of F ⊗ a∗U En is F ,

Hom(F ⊗ a∗U En,F )' Hom(F ,F )

is one-dimensional. Thus

dim Hom(F ⊗ a∗U En,F ⊗ a∗U Em)≤min{n,m} = dim Hom(En, Em).

It follows that β is an isomorphism. �

Lemma 3.1.3. Let L be a field of characteristic 6= 2, and let Nn ∈ Mn×n(L) be
the matrix defined by (Nn)i, j = 1 for i = j − 1 and (Nn)i, j = 0 otherwise. Let
m1, . . . ,ml ≥ 0 be integers, and let

N := N (m1, . . . ,ml) := diag(N1, . . . , N1, . . . , Nl, . . . , Nl),

where each Nn is repeated mn times. Then there exists an invertible symmetric (resp.
invertible skew-symmetric) matrix A such that AN = −N TA if and only if mn is
even for n even (resp. mn is even for n odd).

For L of characteristic 0, the equality is equivalent to exp(N )TA exp(N )= A.

Proof. We denote the entries of A by an′,c′,i ′
n,c,i , where

1≤ n,n′ ≤ l, 1≤ c ≤ mn, 1≤ c′ ≤ mn′, 1≤ i ≤ n, 1≤ i ′ ≤ n′.

Then we have AN = −N TA if and only if an′,c′,i ′
n,c,i = −an′,c′,i ′+1

n,c,i−1 for 1 < i ≤ n,
1≤ i ′< n′ and an′,c′,i ′

n,c,i = 0 for i+i ′≤max{n, n′}. Let An be the n×n matrix given by
(An)i j = (−1)i for i + j = n+ 1 and (An)i j = 0 otherwise. For N = Nn , n odd
(resp. even), we can take A = An . For N = diag(Nn, Nn), n even (resp. odd), we
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can take A =
( 0
−An

An
0

)
. The “if” part follows. The “only if” part follows from

the case σ = −1 of Proposition A.6.8, because P1−n is (−1)1−n-self-dual (resp.
(−1)n-self-dual) and dim P1−n equals mn . Let us give a more elementary proof of
the “only if” part by induction on l. For l = 1, the assertion is void (resp. A defines a
nondegenerate alternating bilinear form on an m1-dimensional vector space, which
implies that m1 is even). For l ≥ 2, consider the ml×ml submatrices B=

(
al,c′,l

l,c,1

)
c,c′ ,

C=
(
al,c′,1

l,c,l

)
c,c′ of A. Let A′ be the matrix obtained from A by removing the rows and

columns in A that contain entries of B or C . Note that for i ′< l we have an′,c′,i ′
l,c,1 = 0,

and for i < l we have al,c′,1
n,c,i = 0. Thus, up to reordering the indices, we have

A =

A′ 0 B ′

0 0 B
C ′ C D

 .
It follows that BT

= σ ′C = (−1)l−1σ ′B, where σ ′ = 1 (resp. σ ′ = −1), and
that B is invertible, so that ml is even for l even (resp. l odd). Moreover, A′ is
invertible symmetric (resp. invertible skew-symmetric) and A′N ′ =−N ′TA′, where
N ′ = N (m1, . . . ,ml−3,ml−2+ml,ml−1) (N ′ = N (m1) for l = 2). The assertion
then follows from the induction hypothesis. �

Example 3.1.4. Let A and A′ be sheaves on X = Spec(Fq) and let w ∈ Z. For
n ≥ 1 and λ ∈Q×` , we let µλ,n and µ′λ,n denote the number of n× n Jordan blocks
of eigenvalue λ in the Jordan normal forms of the Frobenius Frobq acting on AFq

and (A′)Fq
, respectively. Then:

• A ' (DX A′)(−w) if and only if µλ,n = µ′qw/λ,n for all n ≥ 1 and all λ. In
particular, A is self-dual with respect to Q`(−w) if and only if µλ,n =µqw/λ,n

for all n≥ 1 and all λ. Note that the last condition trivially holds for λ=±qw/2.

• A is 1-self-dual (resp. −1-self-dual) with respect to Q`(−w) if and only if it
is self-dual with respect to Q`(−w) and µqw/2,n , µ−qw/2,n are even for n even
(resp. n odd).

Example 3.1.5. Let B be a simple perverse sheaf ι-pure of weight w, not self-dual
with respect to KX (−w). Then A = B⊕2

⊕ ((DX B)(−w)⊗ a∗X E2) is not self-dual,
but the semisimplification of A is both 1-self-dual and −1-self-dual.

Remark 3.1.6. (1) An ι-pure complex self-dual with respect to KX (−w) is nec-
essarily of weight w.

(2) Every simple perverse Q`-sheaf is ι-pure by a theorem of Lafforgue [2002,
Corollaire VII.8] (with a gap filled by Deligne [2012, Théorème 1.6]; see [Sun
2012b, Remark 2.8.1] for the case of stacks).

(3) The two-out-of-three property (Proposition 2.2.1) in the case of ι-pure perverse
sheaves also follows from the criterion of Proposition 3.1.1.
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(4) Since ι-pure perverse sheaves are geometrically semisimple, for such perverse
sheaves the property of being self-dual (resp. σ-self-dual) is local for the Zariski
topology by Proposition 2.2.10.

3.2. Symmetry and decomposition of pure complexes over a finite field. In this
subsection, we study the behavior of σ-self-dual ι-pure perverse sheaves under
operations that preserve purity. The main goal is to prove the finite field case of
Theorem 1.8 on derived proper direct image of σ-self-dual ι-pure perverse sheaves.
The behavior of σ-self-dual complexes has already been described in Section 2.1.
The focus of this subsection is on decomposition and on the self-duality of individual
perverse cohomology sheaves. To state our results, it is convenient to introduce the
following terminology.

Definition 3.2.1 (split complexes). We say that a complex of Q`-sheaves A is
split if it is a direct sum of shifts of perverse sheaves, or, in other words, if
A '

⊕
i (

pH iA)[−i].

Definition 3.2.2 (Dw
ι,σ ). Letw∈Z. Denote by Dw

ι,σ (X,Q`)⊆Ob(Db
c (X,Q`)) (resp.

Dw
ι,sd(X,Q`)⊆ Ob(Db

c (X,Q`))) the subset consisting of split ι-pure complexes A
of weight w such that pH iA is (−1)w+iσ-self-dual (resp. self-dual) with respect to
KX (−w− i) for all i . Denote by Dw

ι,d(X,Q`)⊆ Ob(Db
c (X,Q`)×Db

c (X,Q`)) the
subset consisting of pairs (A, B) of split ι-pure complexes of weight w such that
pH iA is isomorphic to (DX

pH iB)(−w− i) for all i .

By definition, we have Dw
ι,sd(X,Q`)=1

−1(Dw
ι,d(X,Q`)), where1:Db

c (X,Q`)→

Db
c (X,Q`)×Db

c (X,Q`) is the diagonal embedding.
Since in this subsection we will only consider operations that preserve purity,

the factor (−1)w in the definition above is fixed, hence not essential. We include
this factor here to make the definition compatible with the mixed case studied in
Section 4, where the factor is essential (see Definition 4.2.1).

The main result of this section is the following preservation result under proper
direct image, which clearly implies the finite field case of Theorem 1.8.

Theorem 3.2.3. Let f : X→ Y be a proper morphism of Deligne–Mumford stacks
of finite presentation over Fq , where Y has finite inertia. Then R f∗ preserves Dw

ι,σ

and Dw
ι,d. In other words, for A ∈ Dw

ι,σ (X,Q`) we have R f∗A ∈ Dw
ι,σ (Y,Q`), and

for (A, B) ∈ Dw
ι,d(X,Q`) we have (R f∗A,R f∗B) ∈ Dw

ι,d.

The preservation of Dw
ι,d has the following two consequences, obtained respec-

tively by considering the diagonal embedding and the first factor.

Corollary 3.2.4. Let f : X→ Y be a proper morphism, where Y has finite inertia.
Then R f∗ preserves Dw

ι,sd.
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Corollary 3.2.5. Let f : X→ Y be a proper morphism, where Y has finite inertia.
Then R f∗ preserves split ι-pure complexes of weight w. In other words, if A is
a split ι-pure complex of weight w on X , then R f∗A is a split ι-pure complex of
weight w on Y .

Corollary 3.2.5 clearly extends to the case where w ∈ R. Recall that the
Beilinson–Bernstein–Deligne–Gabber decomposition theorem [Beilinson et al. 1982,
Théorème 5.4.5] ([Sun 2012a, Theorem 1.2] for the case of stacks) implies that the
pullback of R f∗A (or any ι-pure complex on Y ) to Y ⊗Fq Fq is split.

Remark 3.2.6. For w ∈ Z, let Dw
ι,spl(X,Q`)⊆ Db

c (X,Q`) be the full subcategory
consisting of split ι-pure complexes of weight w. Consider the twisted dualizing
functor Dw

ι,X : Dw
ι,spl(X,Q`)

op
→ Dw

ι,spl(X,Q`) that carries each complex A to⊕
i (DX

pH iA)(−w− i)[−i]. Then Dw
ι,d is the collection of pairs (A, Dw

ι,X A). Thus
the preservation of Dw

ι,d by R f∗ is equivalent to the preservation of Dw
ι,spl and

the existence of an isomorphism R f∗Dw
ι,X A ' Dw

ι,X R f∗A for every object A of
Dw
ι,spl(X,Q`). Our proof of Theorem 3.2.3 relies on the two-out-of-three property,

and the resulting isomorphism is not necessarily functorial in A. Thus our proof does
not provide a natural isomorphism between the functors R f∗Dw

ι,X and Dw
ι,X R f∗.

Let us first recall that the following operations preserve ι-pure complexes [Beilin-
son et al. 1982, Stabilités 5.1.14, Corollaire 5.4.3] ([Sun 2012a] for the case of
stacks). The proof makes use of the fact that these operations commute with duality
(up to shift and twist).

Remark 3.2.7 (preservation of ι-pure complexes). Let f : X→ Y be a morphism,
and let w,w′ ∈ R.

(1) For A ∈ Db
c (X,Q`) ι-pure of weight w, A(n) is ι-pure of weight w− 2n and

A[n] is ι-pure of weight w+ n for n ∈ Z.

(2) A∈Db
c (X,Q`) is ι-pure of weightw if and only if DX A is ι-pure of weight−w.

(3) If f is an open immersion, the functor f!∗ preserves ι-pure perverse sheaves
of weight w.

(4) Assume that f is smooth. Then f ∗ preserves ι-pure complexes of weight w.
Moreover, if f is surjective, then A ∈ Db

c (Y,Q`) is ι-pure of weight w if and
only if f ∗A is so.

(5) Assume that X and Y are regular. Then f ∗ preserves ι-pure complexes of
weight w in Db

lisse. Moreover, if f is surjective, then A ∈Db
lisse(Y,Q`) is ι-pure

of weight w if and only if f ∗A is so.

(6) For A∈Db
c (X,Q`) ι-pure of weightw and A′∈Db

c (X
′,Q`) ι-pure of weightw′,

A� A′ ∈ Db
c (X × X ′,Q`) is ι-pure of weight w+w′.
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(7) A ∈ Db
c (X,Q`) is ι-pure of weight w if and only if A�m

∈ Db
c ([X

m/Sm],Q`)

is ι-pure of weight mw, where m ≥ 1.

(8) If f is a proper morphism, R f∗ preserves ι-pure complexes of weight w.

(9) Assume that f is a closed immersion and let A ∈Db
c (X,Q`). Then A is ι-pure

of weight w if and only if f∗A is so.

Recall that these operations also preserve σ-self-dual complexes (Remark 2.1.4).
With the exception of derived proper direct image, the operations also preserve per-
versity (up to shift). Hence, they also preserve Dw

ι,σ , up to modification of w and σ .
The details are given below. The case of (−)�m requires some additional arguments
and will be given in Proposition 3.2.14 later.

Remark 3.2.8 (preservation of Dw
ι,σ , easy part). Let f : X → Y be a morphism,

and let w,w′ ∈ Z.

(1) If A ∈ Dw
ι,σ (X,Q`), then A[n] ∈ Dw+n

ι,σ (X,Q`) and A(n) ∈ Dw−2n
ι,σ (X,Q`)

for n ∈ Z.

(2) DX carries Dw
ι,σ (X,Q`) to D−wι,σ (X,Q`).

(3) Assume that X is regular and let F be a lisse Q`-sheaf on X , punctually
ι-pure of weight w. Then there exists a nondegenerate σ-symmetric pairing
F ⊗F →Q`(−w) if and only if F belongs to Dw

ι,(−1)wσ (X,Q`).

(4) If f is smooth, then f ∗ preserves Dw
ι,σ .

(5) If X and Y are regular, then f ∗ preserves Dw
ι,σ ∩Db

lisse.

(6) The functor −�− carries Dw
ι,σ (X,Q`)×Dw′

ι,σ ′(X
′,Q`) to Dw+w′

ι,σσ ′ (X×X ′,Q`).

(7) Assume that f is a closed immersion and let A ∈ Db
c (X,Q`). Then we have

A ∈ Dw
ι,σ (X,Q`) if and only if f∗A ∈ Dw

ι,σ (Y,Q`).

(8) Assume that f is an open immersion and let A ∈ Perv(X,Q`). Then we have
A ∈ Dw

ι,σ (X,Q`) if and only if f!∗A ∈ Dw
ι,σ (Y,Q`).

Similar properties hold for Dw
ι,d.

Next we transcribe the two-out-of-three property (Proposition 2.2.1) established
earlier in terms of Dw

ι,σ .

Remark 3.2.9. If A, A′, A′′ ∈Db
c (X,Q`) satisfy A' A′⊕ A′′ and two of the three

complexes are in Dw
ι,σ , then so is the third one. A similar property holds for Dι,d.

Note that the proper direct image R f∗ does not preserve perversity and in general
there seems to be no canonical way to produce pairings on the perverse cohomology
sheaves pRi f∗A from pairings on A. In the case of projective direct image, the
relative hard Lefschetz theorem provides such pairings. Let us first fix some
terminology on projective morphisms of Deligne–Mumford stacks.
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Definition 3.2.10. Let f : X → Y be a quasicompact schematic morphism of
Deligne–Mumford stacks. We say that an invertible sheaf L on X is f -ample if, for
one (or, equivalently, for every) étale surjective morphism g : Y ′→ Y where Y ′ is a
scheme, h∗L is f ′-ample [Grothendieck 1961, Définition 4.6.1]. Here h and f ′

are as shown in the following Cartesian square:

X ′ h
//

f ′
��

X

f
��

Y ′
g
// Y

We say that a morphism f : X→ Y of Deligne–Mumford stacks is quasiprojective
if it is schematic, of finite presentation, and if there exists an f-ample invertible
sheaf on X . We say that f is projective if it is quasiprojective and proper.

The following is an immediate extension of the case of schemes [Beilinson et al.
1982, Théorème 5.4.10].

Proposition 3.2.11 (relative hard Lefschetz). Let f : X→ Y be a projective mor-
phism of Deligne–Mumford stacks of finite presentation over Fq . Let η∈H2(X,Q`(1))
be the first Chern class of an f-ample invertible sheaf on X. Let A be an ι-pure
perverse sheaf on X. Then, for i ≥ 0, the morphism

pR−i f∗(ηi
⊗ idA) :

pR−i f∗A→ pRi f∗A(i)

is an isomorphism.

By Deligne’s decomposition theorem [1994], the proposition implies that R f∗A
is split.

Proposition 3.2.12. Let f : X→ Y be a projective morphism, and let w ∈ Z. Then
R f∗ preserves Dw

ι,σ and Dw
ι,d.

Proof. We prove the case of Dw
ι,σ , the case of Dw

ι,d being simpler. It suffices to
show that, for every (−1)wσ-self-dual ι-pure perverse sheaf A of weight w, R f∗A
belongs to Dw

ι,σ . Given a (−1)wσ-symmetric isomorphism A −→∼ (DX A)(−w), the
isomorphism

pR−i f∗A−→∼ pR−i f∗(DX A)(−w) ∼−→
ηi

pRi f∗(DX A)(i−w)−→∼ (DY
pR−i f∗A)(i−w)

corresponding to the pairing obtained from

R f∗A[−i]⊗R f∗A[−i] → R f∗(A⊗ A)[−2i]

→ R f∗KX (−w)[−2i] ηi
−→R f∗KX (i −w)→ KY (i −w)

is (−1)w+iσ-symmetric by Lemma A.5.11. �
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Proof of Theorem 3.2.3. We will prove the case of Dw
ι,σ . The case of Dw

ι,d is similar.
Consider the diagram

X
f1
// Y ×Ȳ X̄ //

��

Y

��

X̄
f̄
// Ȳ

in which f̄ is the morphism of coarse moduli spaces (they exist by the Keel–Mori
theorem [1997]) associated to f . Since f1 is proper and quasifinite, R f1∗ is t-exact
for the perverse t-structures, and by Remarks 3.2.7(8) and 2.1.4(3) we see that the
theorem holds for f1. Thus we may assume that f is representable. We proceed by
induction on the dimension of X . Let A ∈ Dw

ι,σ (X,Q`); we may assume that A is
perverse. Applying Chow’s lemma [Raynaud and Gruson 1971, Corollaire I.5.7.13]
to the proper morphism f̄ of algebraic spaces, we obtain a projective birational
morphism ḡ : X̄ ′→ X̄ such that f̄ ḡ : X̄ ′→ Ȳ is projective. Let g : X ′→ X be the
base change of ḡ. Let U be a dense open substack of X such that g induces an
isomorphism g−1(U )−→∼ U . Let j and j ′ be the open immersions, as shown in the
commutative diagram

X ′

g
��

U
j
//

j ′
>>

X

By [Beilinson et al. 1982, Corollaire 5.3.11] (see also Lemma 2.2.8), we have

A ' j!∗ j∗A⊕ B,

where B ∈ Perv(X,Q`) is supported on X\U . By parts (4) and (8) of Remark 3.2.8,
we have j!∗ j∗A ∈ Dw

ι,σ (X,Q`). By the two-out-of-three property, B ∈ Dw
ι,σ (X,Q`).

Since g is projective, by Proposition 3.2.12 we have Rg∗ j ′
!∗

j∗A ∈ Dw
ι,σ (X,Q`), so

Rg∗ j ′
!∗

j∗A ' j!∗ j∗A⊕C,

where C ∈ Dw
ι,σ (X,Q`) is supported on X\U . Now by applying R f∗ to A⊕C '

Rg∗ j ′
!∗

j∗A⊕ B, we obtain

R f∗A⊕R f∗C ' R f∗Rg∗ j ′
!∗

j∗A⊕R f∗B.

By the induction hypothesis, R f∗B and R f∗C belong to Dw
ι,σ (Y,Q`). As f g is

projective, by Proposition 3.2.12 we have R( f g)∗ j ′
!∗

j∗A ∈ Dw
ι,σ (Y,Q`). It then

follows from the two-out-of-three property that R f∗A belongs to Dw
ι,σ (Y,Q`). �

Remark 3.2.13 (Gabber). In the case Y = Spec(Fq), the proof of Theorem 3.2.3
still makes use of the relative hard Lefschetz theorem (applied to the morphism g).
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With the help of a refined Chow’s lemma, it is possible to prove this case of
Theorem 3.2.3 using only the absolute hard Lefschetz theorem, at least in the case
of schemes.

The following is a preservation result for the exterior tensor power functor (−)�m .
Unlike the functors listed in Remark 3.2.8, (−)�m is not additive and the reduction
to the case of perverse sheaves is not trivial.

Proposition 3.2.14. Let A be an ι-mixed Q`-complex of integral weights on X such
that, for all n, w ∈ Z, grW

w
pH nA is (−1)wσ-self-dual with respect to KX (−w).

Then grW
w

pH n(A�m) is (−1)wσm-self-dual with respect to K[Xm/Sm ](−w) for all
n, w ∈ Z. Here W denotes the ι-weight filtrations. In particular, the functor (−)�m

carries Dw
ι,σ (X,Q`) to Dmw

ι,σm ([Xm/Sm],Q`).

Similar results hold for Dι,d.

Proof. Let An
=

pH nA. Then τ∈Sm acts on Xm by (x1, . . . , xm)7→(xτ(1), . . . , xτ(m)).
By the Künneth formula,

pH n(A�m)'
⊕

n1+···+nm=n

An1 � · · ·� Anm ,

where τ acts on the right-hand side by
∏

i< j,τ (i)>τ( j)(−1)ni nj times the canonical
isomorphism

τ ∗(Anτ(1) � · · ·� Anτ(m))−→∼ An1 � · · ·� Anm .

Note that Ww
pH n(A�m)⊆ pH n(A�m) is the perverse subsheaf given by∑

n1+···+nm=n
w1+···+wm=w

Ww1 An1 � · · ·� Wwm Anm .

So
grW
w

pH n(A�m)'
⊕

n1+···+nm=n
w1+···+wm=w

grW
w1

An1 � · · ·� grW
w1

Anm .

Thus the (−1)wiσ-symmetric isomorphisms

grW
wi

Ani −→∼ (DX grW
wi

Ani )(−wi )

induce a (−1)wσm-symmetric isomorphism

grW
w

pH n(A�m)−→∼ (DXm grW
w

pH n(A�m))(−w),

compatible with the actions of Sm . �

We conclude this subsection with a symmetry criterion in terms of traces of
squares of Frobenius, an analogue of the Frobenius–Schur indicator theorem in rep-
resentation theory (see [Serre 1998, Section 13.2, Proposition 39; Bröcker and tom



258 Shenghao Sun and Weizhe Zheng

Dieck 1995, Proposition II.6.8]). This criterion will be used to show a result on the
independence of ` of symmetry (Corollary 4.2.14). We refer the reader to [Katz 2005,
Theorem 1.9.6] for a related criterion on the symmetry of the geometric monodromy.
For a groupoid C , we let |C | denote the set of isomorphism classes of its objects.

Proposition 3.2.15. Let X be a Deligne–Mumford stack of finite presentation over
Fq , connected and geometrically unibranch of dimension d. Let F be a semisimple
lisse Q`-sheaf on X , punctually ι-pure of weight w ∈ Z. Consider the series

L(2)(T )= exp
(∑

m≥1

∑
x∈|X (Fqm )|

ι tr(Frob2
x |Fx̄)

# Aut(x)
T m

m

)
,

where x̄ denotes a geometric point above x , and where Frobx = Frobqm . Then the
series L(2)(T ) converges absolutely for |T | < q−w−d and extends to a rational
function satisfying

− ordT=q−w−d L(2)(T )

= dim H0(X, (Sym2(F∨))(−w))− dim H0(X, (∧2(F∨))(−w)).

In particular, if F is simple and σ-self-dual (resp. not self-dual) with respect to
Q`(−w), then

− ordT=q−w−d L(2)(T )= σ (resp. = 0).

Proof. For x ∈ X (Fqm ),

tr(Frob2
x |Fx̄)= tr(Frobx | Sym2Fx̄)− tr(Frobx | ∧

2Fx̄).

Thus L(2)(T )= L ι(X,Sym2F , T )/L ι(X,∧2F , T ) (see [Sun 2012b, Definition 4.1]
for the definition of the L-series L ι(X,−, T )). Note that F ⊗F is lisse punc-
tually ι-pure of weight 2w, and semisimple by a theorem of Chevalley [1955,
Chapitre IV, Proposition 5.2]. The same holds for Sym2F and ∧2F . For G lisse
punctually ι-pure of weight 2w on X , the series L ι(X,G , T ) converges absolutely
for |T |< q−w−d and extends to a rational function

ι
∏

i

det(1− T Frobq | Hi
c(XFq

,G ))(−1)i+1

by [Sun 2012b, Theorem 4.2]. Only the factor i = 2d may contribute to poles on the
circle |T | = q−w−d , by [Sun 2012b, Theorem 1.4]. For every dense open substack
U of X such that Ured is regular, we have

H2d
c (XFq

,G )' H0(UFq
,G ∨)∨(−d)' H0(XFq

,G ∨)∨(−d).
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Here in the second assertion we used the hypothesis on X , which implies that the
homomorphism π1(U )→ π1(X) is surjective. Therefore,

− ordT=q−w−d L ι(X,G , T )= dim H0(X,G ∨(−w))

for G semisimple. �

3.3. Variant: semisimple complexes over a separably closed field. In this subsec-
tion, let k be a separably closed field. We establish variants over k of results
of Section 3.2. The main result is a preservation result under proper direct im-
age (Theorem 3.3.7). We also include an example of Gabber (Remark 3.3.13)
showcasing the difference in parity of Betti numbers between zero and positive
characteristics.

One key point in Section 3.2 is the relative hard Lefschetz theorem for pure
perverse sheaves. If k has characteristic zero, a conjecture of Kashiwara states that all
semisimple perverse sheaves satisfy relative hard Lefschetz. Kashiwara’s conjecture
was proved by Drinfeld [2001] assuming de Jong’s conjecture for infinitely many
primes `, which was later proved by Gaitsgory [2007] for ` > 2.

Drinfeld’s proof uses the techniques of reduction from k to finite fields in [Beilin-
son et al. 1982, Section 6]. The reduction holds, in fact, without restriction on the
characteristic of k and provides a class of semisimple perverse sheaves over k for
which the relative hard Lefschetz theorem holds. Let us briefly recall the reduction.
Let X be a Deligne–Mumford stack of finite presentation over k. There exist a
subring R ⊆ k of finite type over Z[1/`] and a Deligne–Mumford stack XR of finite
presentation over Spec(R) such that X ' XR ⊗R k. For extra data (T ,L ) on X ,
we have an equivalence [Beilinson et al. 1982, 6.1.10]

Db
T ,L (X,Q`)−→

∼ Db
T ,L (Xs,Q`) (3-3-1)

for every geometric point s above a closed point of Spec(R), provided that R is big
enough (relative to the data (T ,L )). Here Xs denotes the base change of XR by
s→ Spec(R). Note that s is the spectrum of an algebraic closure of a finite field.
Each A ∈ Db

c (X,Q`) is contained in Db
T ,L (X,Q`) for some (T ,L ).

Definition 3.3.1 (admissible semisimple complexes). Let A be a semisimple per-
verse Q`-sheaf on X . If k is an algebraic closure of a finite field, we say that A is
admissible if there exists a Deligne–Mumford stack X0 of finite presentation over
a finite subfield k0 of k, an isomorphism X ' X0⊗k0 k, and a perverse Q`-sheaf
A0 on X0 such that A is isomorphic to the pullback of A0. More generally, if k
has characteristic > 0, we say that A is admissible if the images of A under the
equivalences (3-3-1), for all geometric points s over a closed point of Spec(R),
are admissible, for some R big enough. If k has characteristic zero, we adopt the
convention that every semisimple perverse Q`-sheaf is admissible.
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We say that a complex B ∈ Db
c (X,Q`) is admissible semisimple if we have

B '
⊕

i (
pH iB)[−i] and if, for each i , the i-th perverse cohomology sheaf pH iB

is admissible semisimple.

Remark 3.3.2. In the case where k is the algebraic closure of a finite field k0, for
X0 as above, the pullback of an ι-pure complex on X0 to X is admissible semisimple
by the decomposition theorems [Beilinson et al. 1982, Théorèmes 5.3.8, 5.4.5]
([Sun 2012a] for the case of stacks). Conversely, if a semisimple perverse Q`-sheaf
A on X is the pullback of A0 on X0 as above, then we may take A0 to be pure (of
weight 0, for example) by Lafforgue’s theorem [2002, Corollaire VII.8], mentioned
in Remark 3.1.6(2).

Remark 3.3.3. Following [Beilinson et al. 1982, 6.2.4], we say that a simple
perverse Q`-sheaf on X is of geometric origin if it belongs to the class of simple
perverse Q`-sheaves generated from the constant sheaf Q` on Spec(k) by taking
composition factors of perverse cohomology sheaves under the six operations.
By [Beilinson et al. 1982, Lemme 6.2.6] (suitably extended), simple perverse
Q`-sheaves of geometric origin are admissible.

The operations that preserve purity also preserve admissible semisimple com-
plexes. The details are given below.

Remark 3.3.4 (preservation of admissible semisimple complexes). Let f : X→ Y
be a morphism.

• The full subcategory of Db
c consisting of objects A such that the composition

factors of pH iA are admissible for all i is stable under the operations R f∗,
R f!, f ∗, R f !, ⊗, RHom, and (−)�m .

• DX : Db
c (X,Q`)

op
→ Db

c (X,Q`) preserves admissible semisimple complexes.

• If f is an open immersion, f!∗ preserves admissible semisimple perverse
sheaves.

• Assume that f is a closed immersion and let A ∈ Db
c (X,Q`). Then A is

admissible semisimple if and only if f∗A is admissible semisimple.

• If f is smooth, f ∗ preserves admissible semisimple complexes.

• If X and Y are regular, f ∗ preserves admissible semisimple complexes in Db
lisse.

• The functors

−�− : Db
c (X,Q`)×Db

c (X
′,Q`)→ Db

c (X × X ′,Q`),

(−)�m
: Db

c (X,Q`)→ Db
c ([X

m/Sm],Q`), m ≥ 0,

preserve admissible semisimple complexes.

• If f is a proper morphism, R f∗ preserves admissible semisimple complexes.
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These properties reduce to the corresponding properties for pure complexes over
a finite field (Remark 3.2.7). Since the equivalences (3-3-1) are compatible with
these operations, this reduction is clear in positive characteristic. The reduction in
characteristic zero is more involved. The case of R f∗ is done in [Drinfeld 2001]
and the other cases can be done similarly.

Definition 3.3.5 (Dσ ). We let

Dσ (X,Q`)⊆ Ob(Db
c (X,Q`))

(
resp. Dsd(X,Q`)⊆ Ob(Db

c (X,Q`))
)

be the subset consisting of admissible semisimple complexes A such that pH iA
is (−1)iσ-self-dual (resp. self-dual) with respect to KX , for all i . We denote by
Dd(X,Q`) ⊆ Ob(Db

c (X,Q`)×Db
c (X,Q`)) the subset consisting of pairs (A, B)

such that both A and B are admissible semisimple, and such that pH iA is isomorphic
to DX

pH iB.

By definition, we have Dsd(X,Q`)=1
−1(Dd(X,Q`)), where 1 :Db

c (X,Q`)→

Db
c (X,Q`)×Db

c (X,Q`) is the diagonal embedding.

Example 3.3.6. For X = Spec(k), every object A of Db
c (X,Q`) is admissible

semisimple and belongs to Dsd(X,Q`). Let di = dim H i (A). Then:

• A is 1-self-dual with respect to Q` if and only if it is self-dual with respect
to Q`, namely if di = d−i for all i . (Recall that in general self-dual objects are
not necessarily 1-self-dual.)

• A is −1-self-dual with respect to Q` if and only if di equals d−i for all i and
d0 is even.

• A ∈ D1(X,Q`) if and only if di is even for i odd.

• A ∈ D−1(X,Q`) if and only if di is even for i even.

• For A, B ∈ Db
c (X,Q`), we have (A, B) ∈ Dd(X,Q`) if and only if A ' B.

The main result of this subsection is the following.

Theorem 3.3.7. Let f : X→Y be a proper morphism of Deligne–Mumford stacks of
finite presentation over k, where Y has finite inertia. Then R f∗ preserves Dσ and Dd.

Corollary 3.3.8. Let f : X→ Y be a proper morphism, where Y has finite inertia.
Then R f∗ preserves Dsd.

The strategy for proving Theorem 3.3.7 is the same as for Theorem 3.2.3. Let us
recall that the operations listed in Remark 3.3.4 that preserve admissible semisimple
complexes also preserve σ-self-dual complexes (Remark 2.1.4). With the exception
of proper direct image R f∗, they also preserve perversity, hence they preserve Dσ .
The details are given below.
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Remark 3.3.9 (preservation of Dσ , easy part). Let f : X→ Y be a morphism, and
let n ∈ Z.

(1) If A ∈ Dσ (X,Q`), then A[n] ∈ D(−1)nσ (X,Q`).

(2) DX preserves Dσ (X,Q`).

(3) Assume that X is regular and let F be a lisse Q`-sheaf on X , admissi-
ble semisimple. Then there exists a nondegenerate σ-symmetric pairing
F ⊗F →Q` if and only if F belongs to Dσ (X,Q`).

(4) If f is smooth, then f ∗ preserves Dσ .

(5) If X and Y are regular, then f ∗ preserves Dσ ∩Db
lisse.

(6) Assume that f is a closed immersion and let A ∈ Db
c (X,Q`). Then we have

A ∈ Dσ (X,Q`) if and only if f∗A ∈ Dσ (Y,Q`).

(7) The exterior tensor product functors induce functors

−�− : Dσ (X,Q`)×Dσ ′(X ′,Q`)→ Dσσ ′(X × X ′,Q`),

(−)�m
: Dσ (X,Q`)→ Dσm ([Xm/Sm],Q`), m ≥ 0.

For (−)�m , the reduction to perverse sheaves is nontrivial and is similar to
Proposition 3.2.14.

Similar properties hold for Dd.

By Proposition 2.2.1, the two-out-of-three property holds for Dσ and Dd.
We state a relative hard Lefschetz theorem over an arbitrary field F in which `

is invertible.

Proposition 3.3.10 (relative hard Lefschetz). Let f : X→ Y be a projective mor-
phism of Deligne–Mumford stacks of finite presentation over F. Let η∈H2(X,Q`(1))
be the first Chern class of an f-ample invertible sheaf on X. Let A be a perverse
Q`-sheaf on X whose pullback to X⊗F F̄ is admissible semisimple. Then, for i ≥ 0,
the morphism

pH −i (ηi
⊗ idA) :

pR−i f∗A→ pRi f∗A(i)

is an isomorphism.

That the morphism is an isomorphism can be checked on X ⊗F F̄ . Thus we are
reduced to the case where F = k is separably closed. As mentioned earlier, the
relative hard Lefschetz theorem in this case is obtained by reduction to the finite
field case (Proposition 3.2.11).

Combining Proposition 3.3.10 with Lemma A.5.11, we obtain the following
preservation result under projective direct image.

Proposition 3.3.11. Let f : X→ Y be a projective morphism (over k). Then R f∗
preserves Dσ and Dd.
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The proof of Theorem 3.2.3 can now be repeated verbatim to prove Theorem 3.3.7.
Over an arbitrary field F in which ` is invertible, we may exploit the relative

hard Lefschetz theorem to get analogues for split complexes that are geometrically
semisimple.

Proposition 3.3.12. Let f : X→ Y be a proper morphism of separated Deligne–
Mumford stacks of finite type over F. Assume that X is regular. Let F be a lisse
Q`-sheaf on X , whose pullback to XF̄ is admissible semisimple. Then we have
R f∗F '

⊕
i (

pRi f∗F )[−i].

Proof. By [Laumon and Moret-Bailly 2000, Théorème 16.6], there exists a finite
surjective morphism g1 : X ′→ X where X ′ is a scheme. Up to replacing X ′ by its
normalization, we may assume that X ′ is normal. By de Jong’s alterations [1996,
Theorem 4.1], there exists a proper surjective morphism g2 : X ′′→ X ′, generically
finite, such that X ′′ is regular and quasiprojective over k. Let g = g1g2 : X ′′→ X .
By the relative hard Lefschetz theorem (Proposition 3.3.10) and Deligne’s decom-
position theorem [1994], we have

R( f g)∗g∗F '
⊕

i

(pRi ( f g)∗g∗F )[−i].

Note that g∗F ' g∗F ⊗Rg!Q` ' Rg!F . Consider the composite

α :F → Rg∗g∗F ' Rg!Rg!F →F

of the adjunction morphisms. Since α is generically multiplication by the degree
of g, it is an isomorphism. It follows that F is a direct summand of Rg∗g∗F , so
that R f∗F is a direct summand of R( f g)∗g∗F . �

Remark 3.3.13 (Gabber). Let X be a proper smooth algebraic space over k and
let F be a lisse Q`-sheaf on X with finite monodromy, −1-self-dual with respect
to Q`. Then F is admissible semisimple (since each simple factor is of geometric
origin), and F belongs to D−1. By Theorem 3.3.7, bn(F ) := dim Hn(X,F ) is
even for n even.

If k has characteristic 0, then bn(F ) is even for all n. To see this, we may assume
k = C, X connected, and F simple. Let G be the monodromy group of F and let
f : Y → X be the corresponding Galois étale cover. Then

Hn(X,F )' Hn(Y, f ∗F )G ' (Hn(Y,Q`)⊗Q`
V )G,

where V is the representation of G corresponding to F . Thus bn(F ) is the multiplic-
ity of V∨ in the representation Hn(Y,Q`) of G. Since the complex representation
Hn(Y (C),C) of G has a real structure Hn(Y (C),R), it admits a G-invariant non-
degenerate symmetric bilinear form. In other words, it is 1-self-dual. The same
holds for Hn(Y,Q`). Therefore, the multiplicity of V∨, which is −1-self-dual, is
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necessarily even (see [Serre 1998, Section 13.2, Theorem 31; Bröcker and tom
Dieck 1995, Proposition II.6.6 (i)–(iii)]).

By contrast, if k has characteristic 2 or 3, then bn(F ) may be odd for n odd,
as shown by the following counterexample. Let E be a supersingular elliptic
curve over k and let G be its automorphism group. Let X ′→ X be a finite étale
cover of connected projective smooth curves over k of Galois group G, which
exists by [Pacheco and Stevenson 2000, Theorem 7.4], as explained in [Partsch
2013, Section 3]. Let f : Y = (X ′× E)/G→ X be the projection, where G acts
diagonally on X ′× E . Then F = R1 f∗Q` is a −1-self-dual simple lisse sheaf of
rank 2 on X , of monodromy G. Note that f ∗F is a −1-self-dual simple lisse sheaf
on Y of monodromy G, since π1(Y ) maps onto π1(X). We claim that b1( f ∗F )
and b1(F ) are not of the same parity. Indeed, consider the Leray spectral sequence
for ( f, f ∗F ):

E pq
2 = Hp(X, Rq f∗ f ∗F )⇒ Hp+q(Y, f ∗F ).

By the projection formula,

f∗ f ∗F ' f∗Q`⊗F 'F , R1 f∗ f ∗F ' R1 f∗Q`⊗F =F ⊗F ,

so we have an exact sequence

0→ H1(X,F )→ H1(Y, f ∗F )→ H0(X,F ⊗F )→ E20
2 = 0.

Since dim H0(X,F⊗F )=1, we get b1( f ∗F )=b1(F )+1. (That the Leray spectral
sequence degenerates at E2 also follows from a general theorem of Deligne [1968].)
By the Grothendieck–Ogg–Shafarevich formula, b1(F )= (2g−2) rk(F )= 4g−4
is even, where g is the genus of X . It follows that b1( f ∗F )= 4g− 3 is odd.

4. Symmetry in Grothendieck groups

In Section 3, we studied the behavior of σ-self-dual pure perverse sheaves under
operations that preserve purity. Mixed Hodge theory suggests that one may expect
results for more general operations in the mixed case. This section confirms such
expectations in a weak sense, by working in Grothendieck groups. We work over a
finite field k = Fq . In Section 4.1, we review operations on Grothendieck groups.
In Section 4.2, we define certain subgroups of the Grothendieck groups and state
the main result of this section (Theorem 4.2.5), which says that these subgroups
are preserved by Grothendieck’s six operations, and which contains the finite field
case of Theorem 1.9. The proof is a bit involved and is given in Section 4.3.

4.1. Operations on Grothendieck groups. In this subsection, we review Grothen-
dieck groups and operations on them. The six operations are easily defined. The
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action of the middle extension functor f!∗ on Grothendieck groups is more subtle,
and we justify our definition with the help of purity.

Construction 4.1.1 (six operations on Grothendieck groups). Let X be a Deligne–
Mumford stack of finite presentation over a field. We let K(X,Q`) denote the
Grothendieck group of Db

c (X,Q`), which is a free abelian group generated by the
isomorphism classes of simple perverse Q`-sheaves. For an object A of Db

c (X,Q`),
we let [A] denote its class in K(X,Q`). The usual operations on derived cate-
gories induce maps between Grothendieck groups. More precisely, for a morphism
f : X→ Y of Deligne–Mumford stacks of finite presentation over a field, we have
Z-(bi)linear maps

−�− : K(X,Q`)×K(Y,Q`)→ K(X × Y,Q`),

−⊗−,Hom(−,−) : K(X,Q`)×K(X,Q`)→ K(X,Q`),

DX : K(X,Q`)→ K(X,Q`),

f ∗, f ! : K(Y,Q`)→ K(X,Q`),

f∗, f! : K(X,Q`)→ K(Y,Q`).

The tensor product (−⊗−) endows K(X,Q`) with a ring structure. The map f ∗

is a ring homomorphism.
The Grothendieck ring is equipped with the structure of a λ-ring as follows.

Readers not interested in this structure may skip this part as it is not used in the
proof of the theorems in the Introduction. For m ≥ 0, we have a map

(−)�m
: K(X,Q`)→ K([Xm/Sm],Q`),

which preserves multiplication and satisfies (n[A])�m
= nm
[A]�m (with the con-

vention 00
= 1) for n ≥ 0 and (−[A])�m

= (−1)m[S ] ⊗ [A]�m , where S is the
lisse sheaf of rank 1 on [Xm/Sm] given by the sign character Sm → Q×` . The
maps λm

:K(X,Q`)→K(X,Q`) given by λm(x)= (−1)m p∗1∗(−x)�m , where1 :
X×BSm→[Xm/Sm] is the diagonal morphism and p : X×BSm→ X is the projec-
tion, endow K(X,Q`) with the structure of a special λ-ring. The map f ∗ is a λ-ring
homomorphism. We refer the reader to [Grothendieck 1958, Section 4] and [Atiyah
and Tall 1969] for the definitions of special λ-ring and λ-ring homomorphism.

Remark 4.1.2. For a separated quasifinite morphism f : X → Y , the functor
f!∗ : Perv(X,Q`)→ Perv(Y,Q`) is not exact in general. There exists a unique
homomorphism f!∗ :K(X,Q`)→K(Y,Q`) such that f!∗[A]=[ f!∗A] for A perverse
semisimple. As we shall see in Lemma 4.1.8, over a finite field this identity also
holds for A pure perverse.

We note the following consequence of Lemma 2.2.11 (applied to semisimple
perverse sheaves).



266 Shenghao Sun and Weizhe Zheng

Lemma 4.1.3. Let (Xα)α∈I be a finite Zariski open covering of X. Let A∈K(X,Q`).
Then ∑

J⊆I
#J even

jJ !∗ j∗J A =
∑
J⊆I

#J odd

jJ !∗ j∗J A,

where jJ :
⋂
α∈J Xα→ X is the open immersion.

In the rest of this section we work over a finite field k = Fq . We first recall the
following injectivity, which will be used in the proof of Corollary 4.2.10.

Lemma 4.1.4. The homomorphism K(X,Q`)→Map
(∐

m≥1|X (Fqm )|,Q`

)
sending

A to x 7→ tr(Frobx | Ax̄) is injective.

As in [Laumon 1987, Théorème 1.1.2], this injectivity follows from Chebotarev’s
density theorem [Serre 1965, Theorem 7], which extends to the case of Deligne–
Mumford stacks as follows.

Lemma 4.1.5. Let Y→ X be a Galois étale cover of irreducible Deligne–Mumford
stacks of dimension d of finite presentation over Fq , and let G be the Galois group.
Let R ⊆ G be a subset stable under conjugation. Then

lim
T→(q−d )−

∑
m≥1

∑
x

1
# Aut(x)

T m

m

/
log

1
T − q−d = #R/#G,

where x runs through isomorphism classes of X (Fqm ) such that the image Fx of
Frobx in G (well-defined up to conjugation) lies in R.

Proof. For a character χ :G→Q` of a Q`-representation of G, consider the L-series

L(X, ιχ, T )= L ι(X,Fχ , T )= exp
(∑

m≥1

∑
x∈|X (Fqm )|

ιχ(Fx)

# Aut(x)
T m

m

)

associated to the corresponding lisse Q`-sheaf Fχ on X [Sun 2012b, Definition 4.1].
The series L(X, ιχ, T ) converges absolutely for |T |< q−d and extends, by [Sun
2012b, Theorem 4.2], to a rational function

ι
∏

i

det(1− T Frobq | Hi
c(XFq

,Fχ ))
(−1)i+1

.

As H2d
c (XFq

,Fχ ) ' H0(UFq
,F∨χ )

∨(−d) for a dense open substack U of X such
that Ured is regular, − ordT=q−d L(X, ιχ, T )= dim H0(U,F∨χ ) is the multiplicity
of the identity character in χ , so that

lim
T→(q−d )−

∑
m≥1

∑
x∈|X (Fqm )|

ιχ(Fx)

# Aut(x)
T m

m

/
log

1
T − q−d =

∑
g∈G

ιχ(g)/#G.
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This equality extends to an arbitrary class function χ : G→ Q`. It then suffices
to take χ to be the characteristic function of R. �

Next we discuss purity.

Notation 4.1.6. For w ∈ R, we let Kw
ι (X,Q`) ⊆ K(X,Q`) denote the subgroup

generated by perverse sheaves ι-pure of weight w on X . We set KZ
ι (X,Q`) :=⊕

w∈Z Kw
ι (X,Q`).

The group Kw
ι (X,Q`) is a free abelian group generated by the isomorphism

classes of simple perverse sheaves ι-pure of weight w on X . We also have⊕
w∈R Kw

ι (X,Q`)⊆K(X,Q`), and the λ-subring KZ
ι (X,Q`)⊆K(X,Q`) is stable

under Grothendieck’s six operations and duality. Forw∈Z, the group Kw(X,Q`) :=⋂
ιK
w
ι (X,Q`) is a free abelian group generated by the isomorphism classes of

perverse sheaves pure of weight w on X .

Remark 4.1.7. In fact, we have
⊕

w∈R Kw
ι (X,Q`)=K(X,Q`), as every Q`-sheaf

on X is ι-mixed by Lafforgue’s theorem [2002, Corollaire VII.8], mentioned in
Remark 3.1.6(2).

For a subset I ⊆ R, we let PervI
ι (X,Q`) ⊆ Perv(X,Q`) denote the full sub-

category of perverse sheaves ι-mixed of weights contained in I . Lemmas 4.1.8
and 4.1.9 below, which justify the definition of the map f!∗ in Remark 4.1.2, are
taken from [Zheng 2005, Lemme 2.9, Corollaire 2.10].

Lemma 4.1.8. Let f : X→ Y be a separated quasifinite morphism. For w ∈R, the
functor

f!∗ : Perv{w,w+1}
ι (X,Q`)→ Perv{w,w+1}

ι (Y,Q`)

is exact. In particular, f!∗[A] = [ f!∗A] for A ∈ Perv{w,w+1}
ι (X,Q`).

Proof. As the assertion is local for the étale topology on Y and trivial for f proper
quasifinite, we may assume that f is an open immersion. Let i : Z→Y be the closed
immersion complementary to f . We proceed by induction on the dimension d of Z .
Let 0→ A1→ A2→ A3→ 0 be a short exact sequence in Perv{w,w+1}

ι (X,Q`). As
in Gabber’s proof of his theorem on the independence on ` for middle extensions
[Fujiwara 2002, Theorem 3], up to shrinking Z , we may assume that Z is smooth
equidimensional and that H ni∗R f∗Aj is lisse for every j and every n. It follows
that the distinguished triangle

i∗Ri ! f!∗Aj → f!∗Aj → R f∗Aj →

induces isomorphisms f!∗Aj−→
∼ Pτ≤−d−1R f∗Aj and Pτ≥−dR f∗Aj−→

∼ i∗Ri ! f!∗Aj [1]
for every j . Here P denotes the t-structure obtained by gluing (Db

c (X,Q`), 0) and
the canonical t-structure on Db

c (Z ,Q`). Thus PR−d−1 f∗Aj ' i∗H −d−1i∗ f!∗Aj

has punctual ι-weights≤w−d , while PR−d f∗Aj ' i∗H −d+1Ri ! f!∗Aj has punctual
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ι-weights ≥ w− d + 1. Therefore, the morphism PR−d−1 f∗A3→
PR−d f∗A1 is

zero. Applying Lemma 4.1.9 below, we get a distinguished triangle

Pτ≤−d−1R f∗A1→
Pτ≤−d−1R f∗A2→

Pτ≤−d−1R f∗A3→ .

Taking perverse cohomology sheaves, we get the exactness of the sequence

0→ f!∗A1→ f!∗A2→ f!∗A3→ 0. �

Lemma 4.1.9. Let P be a t-structure on a triangulated category D and let A a
−→

B b
−→C c

−→ A[1] be a distinguished triangle such that PH0c : PH0C→ PH1A is
zero. Then there exists a unique nine-diagram of the form

Pτ≤0A
Pτ≤0a

//

��

Pτ≤0B
Pτ≤0b

//

��

Pτ≤0C
c0
//

u
��

(∗)

(Pτ≤0A)[1]

��

A a
//

��

B b
//

��

C c
//

��
(∗∗)

A[1]

v
��

Pτ≥1A
Pτ≥1a

//

��

Pτ≥1B
Pτ≥1b

//

��

Pτ≥1C
c1
//

��

(Pτ≥1A)[1]

��

(Pτ≤0A)[1]
(Pτ≤0a)[1]

// (Pτ≤0B)[1]
(Pτ≤0b)[1]

// (Pτ≤0C)[1]
c0[1]

// (Pτ≤0A)[2]

(4-1-1)

in which the columns are the canonical distinguished triangles.

By a nine-diagram in a triangulated category (see Proposition 1.1.11 of [Beilinson
et al. 1982]), we mean a diagram

A //

��

B //

��

C //

��

A[1]

��

A′ //

��

B ′ //

��

C ′ //

��

A′[1]

��

A′′ //

��

B ′′ //

��

C ′′ //

��

A′′[1]

��

A[1] // B[1] // C[1] // A[2]

−

in which the square marked with “−” is anticommutative and all other squares are
commutative, the dashed arrows are induced from the solid ones by translation, and
the rows and columns in solid arrows are distinguished triangles.
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Proof. First note that vcu is the image of PH0c under the isomorphism

Hom(PH0C, PH1A)−→∼ Hom(Pτ≤0C, (Pτ≥1 A)[1]).

Hence vcu = 0. Moreover, Hom(Pτ≤0C, Pτ≥1 A) = 0. Thus by [Beilinson et al.
1982, Proposition 1.1.9], there exist a unique c0 making (∗) commutative and a
unique c1 making (∗∗) commutative. This proves the uniqueness of (4-1-1). It
remains to show that (4-1-1) thus constructed is a nine-diagram. To do this, we
extend the upper left square of (4-1-1) into a nine-diagram

Pτ≤0A
Pτ≤0a

//

��

Pτ≤0B //

��

C0 //

��

(Pτ≤0A)[1]

��

A a
//

��

B b
//

��

C c
//

��

(∗∗∗)

A[1]

��

Pτ≥1A
Pτ≥1a

//

��

Pτ≥1B //

��

C1 //

��

(Pτ≥1A)[1]

��

(Pτ≤0A)[1]
(Pτ≤0a)[1]

// (Pτ≤0B)[1] // C0[1] // (Pτ≤0A)[2]

(4-1-2)

By the first and third rows of (4-1-2), C0 ∈
PD≤0 and C1 ∈

PD≥0. Taking PH0 of
(∗ ∗ ∗), we obtain a commutative diagram

PH0C 0
//

e
��

PH1A

PH0C1
d
// PH1A

in which e is an epimorphism and d is a monomorphism. Thus PH0C1 = 0, so that
C1 ∈

PD≥1. Further applying [Beilinson et al. 1982, Proposition 1.1.9], we may
identify (4-1-2) with (4-1-1). �

4.2. Statement and consequences of main result. In this subsection, we define a
subgroup Kι,σ of the Grothendieck group and state its preservation by Grothen-
dieck’s six operations, given in Theorem 4.2.5 which contains the finite field case of
Theorem 1.9. We then give a number of consequences and discuss the relationship
with the independence of ` and Laumon’s theorem on Euler characteristics.

Definition 4.2.1 (Kι,σ ). We define Kw
ι,σ (X,Q`)⊆Kw

ι (X,Q`) (resp. Kw
ι,sd(X,Q`)⊆

Kw
ι (X,Q`)), for w ∈Z, to be the subgroup generated by [B], for B perverse, ι-pure



270 Shenghao Sun and Weizhe Zheng

of weightw, and (−1)wσ-self-dual (resp. self-dual) with respect to KX (−w). We set

Kι,σ (X,Q`)=
⊕
w∈Z

Kw
ι,σ (X,Q`)

(
resp. Kι,sd(X,Q`)=

⊕
w∈Z

Kw
ι,sd(X,Q`)

)
.

We define the twisted dualizing map

Dι,X : KZ
ι (X,Q`)→ KZ

ι (X,Q`)

to be the direct sum of the group automorphisms Dw
ι,X : K

w
ι (X,Q`)→ Kw

ι (X,Q`)

sending [A] to [(DX A)(−w)]. We let Kw
ι,d(X,Q`)⊆Kw

ι (X,Q`)
2 denote the graph

of Dw
ι,X . We set

Kι,d(X,Q`)=
⊕
w∈Z

Kw
ι,d(X,Q`).

Note that Dι,X Dι,X = id, and that Kι,d(X,Q`)⊆KZ
ι (X,Q`)

2 is the graph of Dι,X .

Example 4.2.2. For X = Spec(Fq), an element A ∈K(X,Q`) is determined by the
determinant

P(A, T ) := det(1− T Frobq | AFq
) ∈Q`(T ).

Assume A ∈ Kw
ι (X,Q`), w ∈ Z. For λ ∈ Q` satisfying |ι(λ)| = qw/2, we let mλ

and m′λ denote the order at T = 1/λ of P(A, T ) and P(Dι,X A, T ), respectively.
We then have mλ = m′qw/λ; in other words,

ιP(A, T )= ῑP(Dι,X A, T ). (4-2-1)

We also have Kw
ι,(−1)w+1(X,Q`)⊆ Kw

ι,(−1)w(X,Q`)= Kw
ι,sd(X,Q`). The following

conditions are equivalent:

(1) A ∈ Kw
ι,(−1)w(X,Q`)= Kw

ι,sd(X,Q`);

(2) mλ = mqw/λ for all λ;

(3) ιP(A, T ) ∈ R(T ).

Furthermore, the following conditions are equivalent:

(1) A ∈ Kw
ι,(−1)w+1(X,Q`);

(2) mqw/2 , m−qw/2 are even, and we have mλ = mqw/λ for all λ;

(3) the rank b =
∑

λ mλ ∈ Z of A is even, and we have ιP(A, T ) ∈ R(T ) and
det(Frobq | AFq

)= qwb/2.

Remark 4.2.3. Let w ∈ Z.

(1) By definition, Kι,σ (X,Q`)⊆K(X,Q`) (resp. Kι,sd(X,Q`)⊆K(X,Q`)) is gen-
erated by the image of Dw

ι,σ (X,Q`) (resp. Dw
ι,sd(X,Q`)), from Definition 3.2.2.

Moreover, Kι,d(X,Q`)⊆K(X,Q`)
2 is generated by the image of Dw

ι,d(X,Q`).
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(2) By Remark 2.2.7, in the definition of Kw
ι,σ , one may restrict to semisimple per-

verse sheaves. This also holds for Kw
ι,sd. Thus Kw

ι,σ (X,Q`) (resp. Kw
ι,sd(X,Q`))

is generated by [A]+[(DX A)(−w)] for A simple perverse ι-pure of weight w,
and [B] for B simple perverse ι-pure of weight w and (−1)wσ-self-dual (resp.
self-dual) with respect to KX (−w).

(3) By Proposition 2.2.3, we have Kw
ι,sd(X,Q`)= Kw

ι,1(X,Q`)+Kw
ι,−1(X,Q`).

(4) Kι,d(X,Q`) is generated by ([B], [(DX A)(−w)]) for B simple perverse ι-pure
of weight w. Thus Kι,sd(X,Q`)=1

−1(Kι,d(X,Q`)), where1 :KZ
ι (X,Q`)→

KZ
ι (X,Q`)

2 is the diagonal embedding. In other words, for A ∈ KZ
ι (X,Q`),

A belongs to Kι,sd(X,Q`) if and only if A = Dι,X A.

(5) For A ∈ KZ
ι (X,Q`) and n ∈ Z, we have Dι,X (A(n)) = (Dι,X A)(n). For

A ∈ Kw
ι,σ (X,Q`), we have A(n) ∈ Kw−2n

ι,σ (X,Q`).

(6) Let A be a perverse sheaf on X , ι-pure of weight w. By Corollary 2.2.6,
[A] ∈ Kw

ι,σ (X,Q`) if and only if the semisimplification of A is (−1)wσ-self-
dual with respect to KX (−w). Similar results hold for Kι,sd and Kι,d.

Remark 4.2.4. Although we do not need it in the sequel, let us give two more
descriptions of Kw

ι,σ . In our definition of Kw
ι,σ , we consider self-dual perverse

sheaves B only and do not take the bilinear form B ' DX B(−w) as part of the
data. Alternatively, we can also include the form and consider the Grothendieck
group GS of symmetric spaces in Perv{w}ι (equipped with the duality DX (−w) and
the evaluation map modified by a factor of (−1)wσ ). The Grothendieck–Witt group
GW is a quotient of GS, equipped with a homomorphism GW→Kw

ι . We refer the
reader to [Quebbemann et al. 1979, page 280; Schlichting 2010, Section 2.2] for
the definition of the Grothendieck–Witt group of an abelian category with duality
(generalizing Quillen’s definition [1971, Section 5.1] for representations). In our
situation, the canonical maps

GS→ GW→ Kw
ι,σ

are isomorphisms. In fact, by definition, Kw
ι,σ is the image of GW. Moreover,

since we work over the algebraically closed field Q`, symmetric spaces with isomor-
phic underlying objects are isometric [Quebbemann et al. 1979, Applications 3.4(3)].

We now consider preservation of Kι,σ and Kι,d by cohomological operations.
The preservation of Kι,d is equivalent to the commutation with the twisted dual-
izing map Dι. The main result of this section is the following generalization of
Theorem 1.9.

Theorem 4.2.5. Let f : X→ Y be a morphism between Deligne–Mumford stacks
of finite inertia and finite presentation over Fq . Then Grothendieck’s six operations
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induce maps

−⊗−,Hom(−,−) :Kι,σ (X,Q`)×Kι,σ ′(X,Q`)→ Kι,σσ ′(X,Q`),

f ∗, f ! :Kι,σ (Y,Q`)→ Kι,σ (X,Q`),

f∗, f! :Kι,σ (X,Q`)→ Kι,σ (Y,Q`).

Moreover, Grothendieck’s six operations on KZ
ι commute with the twisted dualizing

map Dι.

The proof will be given in the next section. We now make a list of pure cases in
which the preservation has already been established. Most items of the list below
follow from Remark 3.2.8.

Remark 4.2.6 (preservation of Kι,σ , pure cases). Let f : X→ Y be a morphism,
and let w,w′ ∈ Z.

(1) DX carries Kw
ι,σ (X,Q`) to K−wι,σ (X,Q`).

(2) If f is smooth, then f ∗ preserves Kw
ι,σ .

(3) If f is an open immersion, then f!∗ preserves Kw
ι,σ .

(4) The functor −�− carries Kw
ι,σ (X,Q`)×Kw′

ι,σ ′(X
′,Q`) to Kw+w′

ι,σσ ′ (X×X ′,Q`),
and the functor (−)�m , m ≥ 0, carries Kw

ι,σ (X,Q`) to Kmw
ι,σm ([Xm/Sm],Q`).

For the latter we use Proposition 3.2.14.

(5) Assume that f is a closed immersion and let A ∈ K(X,Q`). Then we have
A ∈ Kw

ι,σ (X,Q`) if and only if f∗A ∈ Kw
ι,σ (Y,Q`).

(6) Assume that f is proper. If f is projective or Y has finite inertia, then f∗
preserves Kw

ι,σ , by Proposition 3.2.12 and Theorem 3.2.3.

Similar properties hold for Kι,d.

The Zariski local nature of Kw
ι,σ will be used in the proof of Theorem 4.2.5. It fol-

lows from the Zariski local nature of σ-self-dual perverse sheaves (Proposition 2.2.1).
It also follows from Remark 4.2.6(3) and Lemma 4.1.3.

Remark 4.2.7 (Zariski local nature). Let (Xα)α∈I be a Zariski open covering of X
and let A ∈ K(X,Q`). Then A ∈ Kw

ι,σ (X,Q`) if and only if A | Xα ∈ Kw
ι,σ (Xα,Q`)

for every α. The same holds for Kι,d.

We now turn to consequences of Theorem 4.2.5. The ring part of the next two
corollaries follows from the two assertions of Theorem 4.2.5 applied to a∗X (recall
aX : X→ Spec(Fq)) and −⊗−. For the λ-ring part, we apply Remark 4.2.6(4) to
the map (−)�m and Theorem 4.2.5 to the maps 1∗ and p∗ in the definition of λm in
Construction 4.1.1.
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Corollary 4.2.8. Assume that X has finite inertia. Then Kι,1(X,Q`) is a λ-subring
of K(X,Q`). In particular, Kι,1(X,Q`) contains the class [Q`] of the constant
sheaf Q` on X.

Corollary 4.2.9. Assume that X has finite inertia. Then Dι,X : KZ
ι (X,Q`) →

KZ
ι (X,Q`) is a λ-ring homomorphism. In particular, Dι,X [Q`] = [Q`].

Another consequence of Theorem 4.2.5 is the following pointwise character-
ization of Kι,d and Kι,sd. We let Kι,ῑ(X,Q`) ⊆ K(X,Q`)

2 (resp. Kι,R(X,Q`) ⊆

K(X,Q`)) denote the subgroup consisting of elements (A, A′) (resp. A) such that,
for every morphism x :Spec(Fqm )→ X and every geometric point x̄ above x , we have

ι tr(Frobx , Ax̄)= ῑ tr(Frobx , A′x̄) (resp. ι tr(Frobx , Ax̄) ∈ R).

The notation Kι,ῑ and Kι,R will only be used in Corollary 4.2.10 and Remark 4.2.11.

Corollary 4.2.10. Assume that X has finite inertia. Let A ∈ KZ
ι (X,Q`). Then for

every m ≥ 1, every morphism x : Spec(Fqm )→ X , and every geometric point x̄
above x , we have

ι tr(Frobx , Ax̄)= ῑ tr(Frobx , (Dι,X A)x̄). (4-2-2)

Moreover, Kι,d(X,Q`)= Kι,ῑ(X,Q`)∩KZ
ι (X,Q`)

2. In particular, Kι,sd(X,Q`)=

Kι,R ∩KZ
ι (X,Q`).

Proof. By the second assertion of Theorem 4.2.5 applied to x∗, we see that
Dι,Spec(Fqm )x∗A = x∗Dι,X A. Therefore, (4-2-1) in Example 4.2.2 implies (4-2-2).
It follows that Kι,d(X,Q`) ⊆ Kι,ῑ(X,Q`) ∩ KZ

ι (X,Q`)
2. The inclusion in the

other direction follows from the injectivity of the homomorphism K(X,Q`)→

Map
(∐

m≥1|X (Fqm )|,Q`

)
(Lemma 4.1.4). The last assertion of Corollary 4.2.10

follows from the second one. �

Remark 4.2.11. Corollary 4.2.10 also follows from [Katz 2005, Parts (1) and (4) of
Lemma 1.8.1], which in turn follow from Gabber’s theorem on the independence of
` for middle extensions [Fujiwara 2002, Theorem 3]. By Gabber’s theorem on the
independence of ` for Grothendieck’s six operations [Fujiwara 2002, Theorem 2]
(see [Zheng 2009, 3.2] for a different proof and [Zheng 2009, Proposition 5.8]
for the case of stacks), Kι,ῑ and Kι,R in Corollary 4.2.10 are stable under the six
operations. Thus the second assertion of Theorem 4.2.5 follows from Gabber’s
theorems on the independence of `. We will not use Gabber’s theorems on the
independence of ` in our proof of Theorem 4.2.5.

Remark 4.2.12. The pointwise characterization of Kι,sd in Corollary 4.2.10 does
not extend to Kι,σ . For instance, if X is regular and geometrically connected and
if f : E → X is a family of elliptic curves with nonconstant j-invariant, then
F = R1 f∗Q` is a geometrically simple lisse Q`-sheaf on X by [Deligne 1980,
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Lemme 3.5.5]. Thus we have [F ] ∈ K1
ι,1(X,Q`)\K1

ι,−1(X,Q`), but, for every
closed point x of X , we have [Fx ] ∈ K1

ι,1(x,Q`)⊆ K1
ι,−1(x,Q`).

Remark 4.2.13. Let f : X→Y be as in Theorem 4.2.5 and let I(Y,Q`)⊆K(Y,Q`)

be the ideal generated by [Q`(1)] − [Q`]. A theorem of Laumon [1981] ([Illusie
and Zheng 2013, Theorem 3.2] for the case of Deligne–Mumford stacks) states that
f∗ ≡ f! modulo I(Y,Q`). This is equivalent to the congruence DY f∗ ≡ f∗DX (and
to DY f! ≡ f!DX ) modulo I(Y,Q`). Thus the second assertion of Theorem 4.2.5
can be seen as a refinement of Laumon’s theorem.

In the case of Kι,σ , we have the following result on the independence of (`, ι).
Let `′ 6= q be a prime number and let ι′ :Q`′→ C be an embedding.

Corollary 4.2.14. Assume that X has finite inertia. Let A ∈ KZ
ι (X,Q`) and let

A′ ∈ KZ
ι′ (X,Q`′). Assume that A and A′ are compatible in the sense that, for every

morphism x : Spec(Fqm )→ X and every geometric point x̄ above x , we have

ι tr(Frobx , Ax̄)= ι
′ tr(Frobx , A′x̄).

Then A belongs to Kι,σ (X,Q`) if and only if A′ belongs to Kι′,σ (X,Q`′).

Proof. Let (Xα)α∈I be a stratification of X . Then we have A =
∑

α∈I jα! j∗α A and
A′ =

∑
α∈I jα! j∗α A′, where jα : Xα→ X is the immersion. Thus, by Theorem 4.2.5,

up to replacing X by a stratum, we may assume that X is regular and A belongs
to the subgroup generated by lisse Q`-sheaves, that is, A =

∑
F nF [F ], where F

runs over isomorphism classes of simple lisse Q`-sheaves. For each F appearing in
the decomposition, let F ′ be the companion of F [Drinfeld 2012] ([Zheng 2015a]
for the case of stacks), namely the simple lisse Weil Q`′-sheaf such that

ι tr(Frobx ,Fx̄)= ι
′ tr(Frobx ,F

′

x̄)

for all x and x̄ as above. Since A′ =
∑

F nF [F
′
], each F ′ is an honest Q`′-sheaf.

By Corollary 4.2.10, we have (DF )′ = D(F ′). Therefore, we may assume that
A = [F ] and A′ = [F ′]. In this case, the assertion follows from the symmetry
criterion in terms of squares of Frobenius (Proposition 3.2.15). �

4.3. Proof of main result. The situation of Theorem 4.2.5 is quite different from
that of Gabber’s theorem on the independence of ` [Fujiwara 2002, Theorem 2]. In
Gabber’s theorem, the preservation by −⊗− and f ∗ is trivial and the preservation
by f! follows from the Grothendieck trace formula. The key point of Gabber’s
theorem is thus the preservation by DX . The preservation by middle extensions
[Fujiwara 2002, Theorem 3] follows from the preservation by the six operations. In
Theorem 4.2.5, the stability under each of the six operations is nontrivial, but the
preservation by DX and middle extensions is easy. To prove Theorem 4.2.5, we
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will first deduce that f! preserves Kι,σ and Kι,d in an important special case from
the preservation by middle extensions.

Proposition 4.3.1. Let X be a regular Deligne–Mumford stack of finite presentation
over Fq and let D =

∑
α∈I Dα be a strict normal crossing divisor, with Dα regular.

Assume that there exists a finite étale morphism f : Y → X such that f −1(Dα)

is defined globally by tα ∈ 0(Y,OY ) for all α ∈ I . Let F be a lisse Q`-sheaf
on U = X − D, tamely ramified along D. Assume that [F ] ∈ KZ

ι (U,Q`). Then
Dι,X [ j!F ] = j!Dι,U [F ] and, if [F ] ∈ Kι,σ (U,Q`), [ j!F ] belongs to Kι,σ (X,Q`),
where j :U → X is the open immersion.

Proof. We will prove the case of Kι,σ . The case of Kι,d is similar.
We may assume that f is a Galois étale cover of group G. Note that, for g∈G, we

have gtα = utα for some root of unity u in k. We apply the construction of [Deligne
1980, 1.7.9] to our setting as follows. For J ⊆ I , let UJ = X −

⋃
β∈I−J Dβ and

let D∗J =
⋂
β∈J Dβ ∩UJ . For a locally constant constructible sheaf of sets G on U ,

tamely ramified along D, there exists an integer n invertible in k such that f −1G

extends to G ′ on the cover ( f −1UJ )[t
1/n
α ]α∈J of f −1UJ . We let ( f −1G )[ f −1 D∗J ]

denote the restriction of G ′ to D∗J , which is locally constant constructible and
equipped with an action of a central extension GJ of G by µJ

n , compatible with the
action of G on f −1 D∗J . Extending this construction to Q`-sheaves by taking limits,
we obtain a lisse Q`-sheaf ( f ∗F )[ f −1 D∗J ] on f −1 D∗J endowed with an action of a
central extension of G by ẐJ

L (1), compatible with the action of G on f −1 D∗J . Here
L denotes the set of primes invertible in k.

Let us first show that, for all J ⊆ I , we have [ j∗J R j∗F ] ∈ Kι,σ (D∗J ,Q`), where
jJ : D∗J → X is the immersion. We proceed by induction on #J . The assertion
is trivial for J empty, as j∅ = j . For J nonempty, choose β ∈ J . Consider the
diagram with Cartesian square

D∗J
j ′
β,J ′

��

D∗
{β}

i ′β
��

j ′β
//

j{β}

!!

Dβ

iβ
��

U
jβ
// Uβ jβ

// X

in which Uβ = X −
⋃
α∈I−{β}Dα, D{β} = Dβ ∩Uβ , and J ′ = J −{β}. By [Zheng

2008, Lemme 3.7] (or by direct computation using [Deligne 1980, 1.7.9]), the base
change morphism

i∗βR j∗F → R j ′β∗i
′∗

β R jβ
∗

F
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is an isomorphism, so that

j∗J R j∗F ' ( j ′β,J ′)
∗i∗βR j∗F ' ( j ′β,J ′)

∗R j ′β∗i
′∗

β R jβ
∗

F .

Since #J ′ < #J , by the induction hypothesis applied to j ′β and J ′, it suffices to
show that the class of i ′∗β R jβ∗F ' j∗

{β}R j∗F is in Kι,σ (D∗{β},Q`). For this, we may
assume F ι-pure of weight w ∈ Z. Let Hβ < ẐL(1){β} < G{β} be an open subgroup
whose action on V = ( f ∗F )[ f −1 D∗

{β}] is unipotent. Let N : V (1)→ V be the
logarithm of this action and let M be the monodromy filtration on V . We have
j∗
{β}R j∗ ∈ D[0,1],

j∗
{β} j∗F ' (Ker(N )(−1))G{β}/Hβ ,

j∗
{β}R

1j∗F ' (Coker(N ))G{β}/Hβ (−1),

grM
i (Ker(N )(−1))'

{
Pi (V, N ) i ≤ 0,

0 i > 0,

grM
i (Coker(N ))'

{
P−i (V, N )(−i) i ≥ 0,

0 i < 0.

By [Deligne 1980, Corollaire 1.8.7, Remarque 1.8.8], Pi (V, N ) is pure of weight
w+ i for i ≤ 0. Moreover, Pi (V, N ) is (−1)w+iσ-self-dual by Proposition A.6.8.
It follows that [ j∗

{β} j∗F ], [ j
∗

{β}R
1j∗F ] ∈ Kι,σ .

Next we show that, if F is ι-pure of weight w ∈ Z, then, for all n ≥ 0 and J ⊆ I ,
we have [ j∗J R jn∗ jn

!∗
F ] ∈ Kι,σ (D∗J ,Q`). Here U jn

−→Un
jn
−→ X are immersions,

where Un = X−
⋃

K⊆I,#K≥n D∗K and jn
!∗

F := ( jn
!∗
(F [d]))[−d], where d = dim(X)

(a function on π0(X)). The proof is similar to Gabber’s proof of the independence
of ` for middle extensions [Fujiwara 2002, Theorem 3]. We proceed by induction
on n. For n = 0, we have U0 = U and the assertion is shown in the preceding
paragraph. For n ≥ 1, consider the immersions

Un −Un−1
in
−→Un

jn
n−1
←−−Un−1

and the distinguished triangle

in∗Ri !n jn
!∗

F → jn
!∗

F → R( jn
n−1)∗ jn−1

!∗
F → .

The second and third arrows induce isomorphisms jn
!∗

F −→∼ τ≤n−1R( jn
n−1)∗ jn−1

!∗
F

and τ≥nR( jn
n−1)∗ jn−1

!∗
F −→∼ in∗Ri !n jn

!∗
F [1]. By the induction hypothesis, the left-

hand side of
[i∗n R( jn

n−1)∗ jn−1
!∗

F ] = [i∗n jn
!∗

F ] − [Ri !n jn
!∗

F ]

belongs to Kι,σ . The first term of the right-hand side belongs to
⊕

w′≤w+n−1Kw′

ι

and the second term belongs to
⊕

w′≥w+n+1Kw′

ι . It follows that both terms belong
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to Kι,σ . Thus, by the preceding paragraph, [ j∗J R( jnin)∗Ri !n jn
!∗

F ] ∈Kι,σ . Moreover,
by the induction hypothesis, [ j∗J R( jn−1)∗ jn−1

!∗
F ] ∈ Kι,σ . Therefore, we have

[ j∗J R jn∗ jn
!∗

F ] = [ j∗J R( jnin)∗Ri !n jn
!∗

F ] + [ j∗J R( jn−1)∗ jn−1
!∗

F ] ∈ Kι,σ .
Taking n = 1 + #I so that Un = X in the preceding paragraph, we get that
[ j∗J j!∗F ] ∈Kι,σ (D∗J ,Q`), for F ι-pure and J ⊆ I . Here j!∗F := ( j!∗(F [d]))[−d].

Finally, we show the proposition by induction on #I . The assertion is trivial for
I empty. For I nonempty, we may assume F ι-pure. We have

[ j!∗F ] = [ j!F ] +
∑

∅6=J⊆I

[ jJ ! j∗J j!∗F ].

By the preceding paragraph and the induction hypothesis, for ∅ 6= J ⊆ I , we
have [ jJ ! j∗J j!∗F ] ∈ Kι,σ (X,Q`). Moreover, [ j!∗F ] ∈ Kι,σ (X,Q`). It follows that
[ j!F ] ∈ Kι,σ (X,Q`). �

Lemma 4.3.2. Let X be a Noetherian Deligne–Mumford stack with separated
diagonal. Then there exist a finite group G and a G-equivariant dominant open
immersion V →W of schemes such that the induced morphism [V/G] → [W/G]
fits into a commutative diagram

[V/G] //

j
%%

[W/G]

f
��

X

in which j is an open immersion and f is quasifinite, proper, and surjective.

Proof. By [Laumon and Moret-Bailly 2000, 16.6.3], there exists a finite group G
acting on a scheme V that fits into a Cartesian square

V //

��

Z

g
��

[V/G]
j
// X

in which Z is a scheme, g is finite surjective, and j is a dense open immersion. It
then suffices to take W to be the schematic closure of V in (Z/X)G (fiber product
over X of copies of Z indexed by G) endowed with the action of G by permutation
of factors. �

Proof of Theorem 4.2.5. We will prove the preservation of Kι,σ . The commutation
with Dι is similar.

(1) Let us first show the case of f! for an open immersion f . Since Y has finite
inertia, there exists a Zariski open covering (Yα) of Y with Yα separated. By the
Zariski local nature of Kι,σ (Remark 4.2.7), we may assume Y separated. We may
assume f dominant.
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We proceed by induction on d = dim X . For d < 0 (i.e., X =∅), the assertion is
trivial. For d ≥ 0, let A ∈ Kι,σ (X,Q`). Note that if A′ ∈ K(X,Q`) is such that the
support of A− A′ has dimension < d, then, by the induction hypothesis, to show
f!A ∈ Kι,σ (Y,Q`), it suffices to show A′ ∈ Kι,σ (X,Q`) and f!A′ ∈ Kι,σ (Y,Q`).
This applies in particular to A′ = j! j∗A, where j : U → X is a dominant open
immersion. In this case f!A′ = ( f j)! j∗A. This allows us to shrink X .

Applying Lemma 4.3.2 to Y , we obtain a finite group G, a G-equivariant domi-
nant open immersion of schemes V →W , and a commutative diagram

[V/G] //

%%

[W/G]

p
��

Y

in which p is proper quasifinite surjective, and the oblique arrow is an open im-
mersion. Let j :U → X , where U = X ∩ [V/G] = [V ′/G]. By the remark above,
it suffices to show that j! and ( f j)! preserve Kι,σ . In the case of j!, up to replacing
Y by X and p by its restriction to X , we are reduced to the case of ( f j)!. Since
( f j)!= f ′

!
p∗, where f ′ :U→[W/G], we are reduced to the case of f ′

!
. Thus, chang-

ing notation, we are reduced to the case of f!, where f : X = [V/G]→ [W/G] = Y
is given by a G-equivariant open immersion of schemes V →W .

The reduction of this case to the case where V is the complement of a G-strict
normal crossing divisor of W is similar to parts of [Zheng 2009, Section 3]. We may
assume V reduced. Shrinking V , we may assume V normal and A = [F ], where
F =FO⊗O Q`, where FO is a lisse O-sheaf and O is the ring of integers of a finite
extension of Q`. Applying [Zheng 2009, Lemme 3.5], we obtain a G-stable dense
open subscheme U of V and an equivariant morphism (u, α) : (U ′,G ′)→ (U,G),
where α is surjective and u is a Galois étale cover of group Ker(α) trivializing
FO/mFO , where m is the maximal ideal of O. By Nagata compactification, this
can be completed into a commutative diagram

(U ′,G ′)

(u,α)
��

( f ′,id)
// (W ′,G ′)

(w,α)

��

(U,G) // (W,G)

in which w is proper and f ′ is an open immersion. Since [u/α] is an isomorphism
and Remark 4.2.6(6) applies to [w/α]∗, shrinking X and changing notation, we are
reduced to the case where FO/mFO is constant on every connected component. We
may assume W reduced. Let k ′ be a finite extension of k such that the irreducible
components of W ⊗k k ′ are geometrically irreducible. Up to replacing W by
W ⊗k k ′ and G by G×Gal(k ′/k), we may assume that the irreducible components
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of W are geometrically irreducible and that there exists a G-equivariant morphism
W → Spec(k ′). Shrinking V , we may assume V regular. Moreover, we may
assume that G acts transitively on π0(V ). Let V0 be an irreducible component
of V and let G0 be the decomposition group. Then f can be decomposed as
X ' [V0/G0] → [W/G0]

g
−→[W/G] = Y , where g is finite. Changing notation,

we may assume V irreducible. Up to replacing W by the closure of V , we may
assume W irreducible, thus geometrically irreducible.

Applying Gabber’s refinement [Zheng 2009, Lemme 3.8] (see also [Vidal 2004,
4.4]) of de Jong’s alterations [1997], we obtain a diagram with Cartesian square

(U ′,G ′) // (V ′,G ′)

(v,α)

��

// (W ′,G ′)

(w,α)

��

(V,G) // (W,G)

in which (w, α) is a Galois alteration, W ′ is regular quasiprojective over k, and U ′

is the complement of a G ′-strict normal crossing divisor of W ′. As F is lisse and
[V/G], [V ′/G ′] are regular, A′ = [v/α]∗A belongs to Kι,σ ([V ′/G ′],Q`), so that
[v/α]∗A belongs to Kι,σ ([V/G],Q`). Moreover, the support of A− [v/α]∗A′ has
dimension < d. Thus it suffices to show that f![v/α]∗A′ = [w/α]∗ f ′

!
A′ belongs

to Kι,σ (Y,Q`), where f ′ : [W ′/G ′] → [V ′/G ′]. Let j ′ : [U ′/G ′] → [V ′/G ′]. It
suffices to show that j ′

!
j ′∗A′ and ( f ′ j ′)! j ′∗A′ belong to Kι,σ . Changing notation,

we are reduced to showing f![F ] ∈ Kι,σ ([W/G],Q`) for f : [V/G] → [W/G],
where V is the complement of a G-strict normal crossing divisor D of a regular
quasiprojective scheme W over k and F is a lisse sheaf on [V/G] tame along D
such that [F ] ∈ Kι,σ ([V/G],Q`).

Note that W admits a Zariski open covering by G-stable affine schemes. Thus,
by the Zariski local nature of Kι,σ (Remark 4.2.7), we may assume W affine. In
this case, the assertion is a special case of Proposition 4.3.1. This finishes the proof
of the case of f! for f an open immersion.

(2) Next we establish the general case of f!. Let (Xα)α∈I be a Zariski open covering
of X with Xα separated. For J ⊆ I , let jJ :

⋂
β∈J Xβ→ X be the open immersion. Let

A ∈Kι,σ (X,Q`). Then, by Lemma 4.1.3, A=
∑

∅6=J⊆I (−1)1+#J jJ ! j∗J A. Thus we
may assume X separated. Applying Nagata compactification [Conrad et al. 2012] to
the morphism X̄→ Ȳ of coarse spaces, we obtain a diagram with Cartesian squares

X
f1
// X̄ ×Ȳ Y

f2
//

��

Z̄ ×Ȳ Y
f3
//

��

Y

��

X̄
g2

// Z̄
g3

// Ȳ
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in which f1 is proper and quasifinite, g2 is an open immersion, and g3 is proper.
Thus f! = f3∗ f2! f1∗ preserves Kι,σ .

The case of f∗ = DY f!DX follows immediately.

(3) Next we establish the case of f ∗. The argument is similar to the deduction
of the congruence f ∗ ≡ f ! modulo I(X,Q`) [Zheng 2015b, Corollary 9.5] from
Laumon’s theorem, mentioned in Remark 4.2.13. Let B ∈ Kι,σ (Y,Q`). If f is a
closed immersion, then B = j! j∗B+ f∗ f ∗B, where j is the complementary open
immersion. It follows that f∗ f ∗B ∈Kι,σ (Y,Q`), so that f ∗B ∈Kι,σ . In the general
case, let (Yα)α∈I be a stratification of Y such that each Yα is the quotient stack of
an affine scheme by a finite group action. For each α, form the Cartesian square

Xα

fα
��

j ′α
// X

f
��

Yα
jα
// Y

Then f ∗B=
∑

α∈I f ∗ jα! j∗α B=
∑

α∈I j ′α! f
∗
α j∗α B. Thus we may assume Y =[Y ′/H ],

where Y ′ is an affine scheme endowed with an action of a finite group H . Similarly,
we may assume X=[X ′/G], where X ′ is an affine scheme endowed with an action of
a finite group G. Up to changing X ′ and G, we may further assume that f =[ f ′/γ ],
for ( f, γ ) : (X ′,G)→ (Y ′, H), by [Zheng 2009, Proposition 5.1]. In this case f ′

can be decomposed into G-equivariant morphisms X ′ i
−→ Z ′ p

−→ Y ′ where i is a
closed immersion and p is an affine space. Thus f ∗'[i/ id]∗[p/γ ]∗ preserves Kι,σ .

The assertions for the other operations follow immediately: f ! = DX f ∗DY ,
−⊗−=1∗X (−�−), Hom(−,−)= D(−⊗ D−). �

5. Variant: horizontal complexes

In this section, let k be a field finitely generated over its prime field. This includes,
notably, the case of a number field. Many results in previous sections over finite
fields can be generalized to Annette Huber’s horizontal complexes [1997], as
extended by Sophie Morel [2012], over k. In Section 5.1, after briefly reviewing
horizontal complexes, we discuss symmetry and decomposition of pure horizontal
complexes and prove analogues of results of Section 3.2. In Section 5.2, we discuss
symmetry in Grothendieck groups of horizontal complexes and give analogues of
results of Section 4. This section stems from a suggestion of Takeshi Saito.

5.1. Symmetry and decomposition of pure horizontal complexes. Let X be a
Deligne–Mumford stack of finite presentation over k. Huber [1997] (see also [Morel
2012]) defines a triangulated category Db

h(X,Q`) of horizontal complexes. For a
finite extension 3 of Z`, Db

h(X,3) is the 2-colimit of the categories Db
c (XR,3),
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indexed by triples (R, XR, u), where R ⊆ k is a subring of finite type over Z[1/`]
such that k = Frac(R), XR is a Deligne–Mumford stack of finite presentation over
Spec(R), and u : X→ XR ⊗R k is an isomorphism. We may restrict to R regular
and XR flat over Spec(R). We have Grothendieck’s six operations on Db

h(X,3).
The triangulated category Db

h(X,Q`) is equipped with a canonical t-structure
and a perverse t-structure. We let Shh(X,Q`) and Pervh(X,Q`) denote the re-
spective hearts. The pullback functors via X→ XR induce a conservative functor
η∗ :Db

h(X,Q`)→Db
c (X,Q`) t-exact for the canonical t-structures and the perverse

t-structures, and compatible with the six operations. Moreover, η∗ induces fully
faithful exact functors Shh(X,Q`)→Sh(X,Q`) and Pervh(X,Q`)→Perv(X,Q`)

[Morel 2012, Propositions 2.3 and 2.5]. Every object of Pervh(X,Q`) has fi-
nite length.

Remark 5.1.1. The functor η∗ : Pervh(X,Q`)→ Perv(X,Q`) preserves indecom-
posable objects. By the description of simple objects, the functor also preserves
simple objects. Thus, via the functor, Pervh(X,Q`) can be identified with a full
subcategory of Perv(X,Q`) stable under subquotients. The subcategory is not
stable under extensions in general.

By restricting to closed points of Spec(R[1/`]), we get a theory of weights for
horizontal complexes. Weight filtration does not always exist, but this will not be a
problem for us. The analogue of Remark 3.2.7 for the preservation of pure complexes
holds. Moreover, the analogues of [Beilinson et al. 1982, Théorèmes 5.3.8 and
5.4.5] hold for the decomposition of the pullbacks of pure horizontal complexes
to k̄. In other words, the functor

η̄∗ : Db
h(X,Q`)

η∗
−→Db

c (X,Q`)→ Db
c (Xk̄,Q`)

obtained by composing η∗ with the pullback functor carries pure complexes to admis-
sible semisimple complexes (Definition 3.3.1). Indeed, both theorems follow from
[Beilinson et al. 1982, Proposition 5.1.15(iii)], which has the following analogue,
despite the fact that the analogue of [Beilinson et al. 1982, Proposition 5.1.15(ii)]
does not hold in general.

Proposition 5.1.2. Let K , L ∈ Db
h(X,Q`), with K mixed of weights ≤ w and L

mixed of weights ≥ w. Then Exti (η̄∗K , η̄∗L)Gal(k̄/k)
= 0 for i > 0. In particular,

the map Exti (η∗K , η∗L)→ Exti (η̄∗K , η̄∗L) is zero.

Proof. The second assertion follows from the first one, as the map factors through
E i
:= Exti (η̄∗K , η̄∗L)Gal(k̄/k). For the first assertion, consider the horizontal

complex E = RaX∗RHom(K , L) on Spec(k), which has weight ≥ 0. Therefore,
E i
' 0(Spec(k),H iE )= 0 for i > 0. �

As pure horizontal perverse sheaves are geometrically semisimple, Lemma 2.2.8
on the support decomposition applies (see [Beilinson et al. 1982, Corollaire 5.3.11]).



282 Shenghao Sun and Weizhe Zheng

The general preservation properties of σ-self-dual complexes listed in Remark
2.1.4 still hold for Db

h . The two-out-of-three property (Proposition 2.2.1) holds
for σ-self-dual horizontal perverse sheaves. The trichotomy for indecomposable
horizontal perverse sheaves (Proposition 2.2.3) also holds.

We say that a horizontal complex of Q`-sheaves A is split if it is a direct sum
of shifts of horizontal perverse sheaves, or, in other words, if A '

⊕
i (

pH iA)[−i].
Definition 3.2.2 can be repeated as follows.

Definition 5.1.3 (Dw
h,σ ). Let w ∈ Z. We denote by Dw

h,σ (X,Q`)⊆ Ob(Db
h(X,Q`))

(resp. Dw
h,sd(X,Q`) ⊆ Ob(Db

c (X,Q`))) the subset consisting of split pure hori-
zontal complexes A of weight w such that pH iA is (−1)w+iσ-self-dual (resp.
self-dual) with respect to KX (−w − i) for all i . We denote by Dw

h,d(X,Q`) ⊆

Ob(Db
h(X,Q`)×Db

h(X,Q`)) the subset consisting of pairs (A, B) of split pure hor-
izontal complexes of weightw such that pH iA is isomorphic to (DX

pH iB)(−w−i)
for all i .

The analogue of Remark 3.2.8 holds for the preservation of Dw
h,σ and Dw

h,d.
The two-out-of-three property, an analogue of Remark 3.2.9, also holds for Dw

h,σ
and Dw

h,d. We have the following analogue of Proposition 3.2.14, which holds with
the same proof as before, and a similar result for Dw

h,d.

Proposition 5.1.4. Let m ≥ 0. Let A be a mixed horizontal complex on X such
that, for all n ∈ Z, pH nA admits a weight filtration W , and such that grW

w
pH nA

is (−1)wσ-self-dual with respect to KX (−w) for all w ∈ Z. Then, for all n ∈ Z,
pH n(A�m) admits a weight filtration W , and grW

w
pH n(A�m) is (−1)wσm-self-dual

with respect to K[Xm/Sm ](−mw) for allw∈Z. Moreover, the functor (−)�m carries
Dw

h,σ (X,Q`) to Dmw
h,σm ([Xm/Sm],Q`).

We have the following analogues of Theorem 3.2.3 and Corollary 3.2.5, which
hold with the same proofs as before.

Theorem 5.1.5. Let f : X→ Y be a proper morphism of Deligne–Mumford stacks
of finite presentation over k. Assume that Y has finite inertia. Then R f∗ preserves
Dw

h,σ and Dw
h,d.

Corollary 5.1.6. Assume that Y has finite inertia. Then R f∗ preserves split pure
complexes of weight w.

The analogue of Corollary 3.2.4 also holds for Db
h,sd.

Theorem 1.8 is a special case of Theorem 5.1.5. Applying it to aX , we obtain
Theorem 1.1. Indeed, as we remarked in the Introduction, in Theorem 1.1 we may
assume that k is finitely generated over its prime field. The horizontal perverse sheaf
ICX , pure of weight d , is (−1)d -self-dual with respect to KX (−d) by Example 2.1.6,
so ICX [−d] ∈ D0

h,1, hence RaX∗ ICX [−d] ∈ D0
h,1 by Theorem 1.8, which proves

Theorem 1.1.
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5.2. Symmetry in Grothendieck groups of horizontal complexes. We let X be a
Deligne–Mumford stack of finite presentation over k, and we let Kh(X,Q`) denote
the Grothendieck group of Db

h(X,Q`), which is a free abelian group generated by
the isomorphism classes of simple horizontal perverse Q`-sheaves. The functor η∗

induces an injection Kh(X,Q`)→ K(X,Q`), which identifies Kh(X,Q`) with a
λ-subring of K(X,Q`). The operations on Grothendieck groups in Construction 4.1.1
and Remark 4.1.2 induce operations on Kh .

For w ∈ Z, we let Kw
h (X,Q`) ⊆ Kh(X,Q`) denote the subgroup generated

by pure horizontal perverse sheaves of weight w on X , and we let KZ
h (X,Q`) =⊕

w∈Z Kw
h (X,Q`)⊆Kh(X,Q`). The analogue of Lemma 4.1.8 holds, which further

justifies the definition of the map f!∗ in Remark 4.1.2.
We repeat Definition 4.2.1 as follows.

Definition 5.2.1 (Kh,σ ). We let Kw
h,σ (X,Q`)⊆ Kw

h (X,Q`) (resp. Kw
h,sd(X,Q`)⊆

Kw
h (X,Q`)), for w ∈Z, be the subgroup generated by [B], for B perverse, ι-pure of

weight w, and (−1)wσ-self-dual (resp. self-dual) with respect to KX (−w). We set

Kh,σ (X,Q`)=
⊕
w∈Z

Kw
h,σ (X,Q`)

(
resp. Kι,sd(X,Q`)=

⊕
w∈Z

Kw
h,sd(X,Q`)

)
.

We define the twisted dualizing map

Dh,X : KZ
h (X,Q`)→ KZ

h (X,Q`)

to be the direct sum of the group automorphisms Dw
h,X : K

w
h (X,Q`)→ Kw

h (X,Q`)

sending [A] to [(DX A)(−w)]. We let Kw
h,d(X,Q`)⊆Kw

h (X,Q`)
2 denote the graph

of Dw
h,X and set

Kh,d(X,Q`)=
⊕
n∈Z

Kw
h,d(X,Q`).

The subgroup Korth(X,Q`) in the Introduction is Kh,1(X,Q`). If k is a finite
field, Kh,σ (X,Q`) is the intersection

⋂
ιKι,σ (X,Q`) of the subgroups Kι,σ of

Definition 4.2.1, where ι runs over embeddings Q` ↪→ C.
The analogue of Remark 4.2.3 holds for the definition of Kh,σ , Kh,sd, and Kh,d.

The analogues of Remarks 4.2.6 and 4.2.7 hold for the preservation and Zariski
local nature of Kh,σ and Kh,d with the same proofs.

The following analogue of Theorem 4.2.5 holds with the same proof. In particular,
the analogue of Proposition 4.3.1 holds.

Theorem 5.2.2. Let X and Y be Deligne–Mumford stacks of finite inertia and finite
presentation over k and let f : X → Y be a morphism. Then Grothendieck’s six
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operations induce maps

−⊗−,Hom(−,−) :Kh,σ (X,Q`)×Kh,σ ′(X,Q`)→ Kh,σσ ′(X,Q`),

f ∗, f ! :Kh,σ (Y,Q`)→ Kh,σ (X,Q`),

f∗, f! :Kh,σ (X,Q`)→ Kh,σ (Y,Q`).

Moreover, Grothendieck’s six operations on KZ
h commute with the twisted dualizing

map Dh .

The analogues of Corollaries 4.2.8 and 4.2.9 hold. The relationship with Lau-
mon’s theorem (Remark 4.2.13) also holds.

Theorem 1.9 is a special case of Theorem 5.2.2.

Appendix: Symmetry and duality in categories

In the appendix, we collect some general symmetry properties in categories with
additional structures. The tensor product equips the derived category of `-adic
sheaves with a symmetric structure. We discuss symmetry of pairings in symmetric
categories in Section A.1. The category of perverse sheaves is not stable under
tensor product, but is equipped with a duality functor. We study symmetry in
categories with duality in Sections A.2 and A.3. We discuss the relation of the two
points of view in Section A.4. We then study the effects of translation on symmetry
in Section A.5; these results are applied in the main text to the Lefschetz pairing.
In Section A.6, we study symmetry of primitive parts under a nilpotent operator;
these results are applied in the main text to the monodromy operator. The results
of the appendix are formal but are used in the main text. The presentation here is
influenced by [Quebbemann et al. 1979], [Riou 2014, Section 12], and [Schlichting
2010]. Recall that σ, σ ′ ∈ {±1}.

A.1. Symmetric categories. In this subsection, we discuss symmetry of pairings
in symmetric categories.

Definition A.1.1 (symmetric category). A symmetric category is a category C

endowed with a bifunctor −⊗− : C ×C → C and a natural isomorphism (called
the symmetry constraint) cAB : A⊗B→ B⊗A, for objects A and B of C , satisfying
c−1

AB = cB A. We say that the symmetric category C is closed if for every object
A of D , the functor −⊗ A : C → C admits a right adjoint, which we denote by
Hom(A,−).

In our applications, we mostly encounter symmetric monoidal categories (see, for
example, [Mac Lane 1998, Section VII.7] for the definition), but the associativity
and unital constraints are mostly irrelevant to the results of this article.

To deal with signs, we need the following additive variant of Definition A.1.1.
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Definition A.1.2. A symmetric additive category is a symmetric category (D,⊗)
such that D is an additive category and −⊗− :D×D→D is an additive bifunctor
(namely, a bifunctor additive in each variable). A closed symmetric additive category
is a closed symmetric category (D,⊗) such that D is an additive category.

A closed symmetric additive category is necessarily a symmetric additive category
and the internal Hom functor Hom(−,−) : Dop

×D→ D is an additive bifunctor.

Definition A.1.3. Let (C ,⊗, c) be a symmetric category. Assume that C is an
additive category if σ =−1. Let A, B, K be objects of C .

(1) We define the transpose of a pairing g : B⊗ A→ K to be the composite

gT
: A⊗ B c

−→ B⊗ A g
−→ K .

We call σgT the σ-transpose of g.

(2) We say that a pairing f : A⊗ A→ K is σ-symmetric if f = σ f T .

We have (gT )T = g. We will often say “symmetric” instead of “1-symmetric”.
Note that, for a pair of pairings f : A ⊗ B → K and g : B ⊗ A → K in a

symmetric additive category, (2 f, 2g) is a sum of a pair of 1-transposes and a pair
of −1-transposes:

(2 f, 2g)= ( f + gT , g+ f T )+ ( f − gT , g− f T ).

Remark A.1.4. Let (C ,⊗, c) be a symmetric category such that C is an additive
category. Then (C ,⊗,−c) is another symmetric category. The −1-transpose in
(C ,⊗, c) of a pairing g : A⊗ B→ K is the transpose in (C ,⊗,−c) of g.

Next we consider effects of functors on symmetry.

Definition A.1.5. Let C and D be symmetric categories. A right-lax symmetric
functor (resp. symmetric functor) from C to D is a functor G : C → D endowed
with a natural transformation (resp. natural isomorphism) of functors C ×C → D

given by morphisms G(A)⊗G(B)→ G(A⊗ B) in D for objects A, B of C , such
that the following diagram commutes:

G(A)⊗G(B) //

cGA,GB

��

G(A⊗ B)

G(cA,B)

��

G(B)⊗G(A) // G(B⊗ A)

Between symmetric monoidal categories, one has the notions of symmetric
monoidal functors and lax symmetric monoidal functors, which are compatible
with the associativity constraints and unital constraints. In our applications we will
need to consider symmetric functors between symmetric monoidal categories that
are not symmetric monoidal functors. For example, if f is an open immersion,
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then f! is a symmetric functor compatible with the associativity constraint, but not
compatible with the unital constraints except in trivial cases. Again we emphasize
that the compatibility with the associativity and unital constraints is irrelevant to
the results in this article.

Example A.1.6. Let C and D be symmetric categories. Let F :C→D be a functor
admitting a right adjoint G :D→ C . Then every symmetric structure on F induces
a right-lax symmetric structure on G, given by the morphism G(A)⊗ G(B)→
G(A⊗ B) adjoint to

F(G(A)⊗G(B))−→∼ F(G(A))⊗ F(G(B))→ A⊗ B.

This construction extends to left-lax symmetric structures on F and provides a
bijection between left-lax symmetric structures on F and right-lax symmetric
structures on G. Since we do not need this extension, we omit the details.

Example A.1.7. Let C be a symmetric monoidal category. Then C × C is a
symmetric monoidal category and the functor −⊗− : C ×C → C is a symmetric
monoidal functor and, in particular, a symmetric functor. The symmetric structure of
the functor is given by the isomorphisms (A⊗A′)⊗(B⊗B ′)−→∼ (A⊗B)⊗(A′⊗B ′)
for objects A, A′, B, B ′ of C .

Construction A.1.8. Let C and D be symmetric categories and let G : C → D be
a right-lax symmetric functor. Let A, B, K be objects of C . A pairing A⊗ B→ K
induces a pairing G(A)⊗G(B)→ G(A⊗ B)→ G(K ).

The following lemma follows immediately from the definitions.

Lemma A.1.9. Let C and D be symmetric categories and let G : C → D be a
right-lax symmetric functor. Let A, B, K be objects of C . Let A⊗ B→ K and
B⊗A→K be transposes of each other. Then the induced pairings GA⊗GB→GK
and GB⊗GA→ GK are transposes of each other.

A.2. Categories with duality. In this subsection, we study symmetry in categories
with duality.

Definition A.2.1 (duality). Let C be a category. A duality on C is a functor
D : Dop

→ D endowed with a natural transformation ev : idC → DD such that the
composite D evD

−−→DDD D ev
−−→D is isomorphic to idD . The duality (D, ev) is said

to be strong if ev is a natural isomorphism.

We are mostly interested in strong dualities in the main text. However, for the
proofs of many results on strong dualities, it is necessary to consider general dualities
(for example, the duality DR f∗KX in the proof of Remark 2.1.4(3) is not strong in
general). Our terminology here is consistent with [Schlichting 2010, Definition 3.1].
Some authors refer to a strong duality simply as “duality” [Quebbemann et al. 1979].
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The underlying functor of a strong duality is an equivalence of categories. If C is
an additive category, we say that a duality on C is additive if the underlying functor
is additive. By an additive category with duality, we mean an additive category
equipped with an additive duality.

A basic example of duality is provided by the internal Hom functor in a closed
symmetric category. We will discuss this in detail in Section A.4. By analogy with
this case, we sometimes refer to morphisms B→ DA in a category with duality as
forms. We have the following notion of symmetry for forms.

Definition A.2.2 (symmetry of forms). Let (C , D, ev) be a category with duality for
σ = 1 (resp. additive category with duality for σ =−1) and let A, B be objects of D .

(1) We define the transpose of a morphism g : B→ DA to be the composite

A ev
−→ DDA Dg

−→ DB.

We call σgT the σ-transpose of g.

(2) We say that a morphism f : A→ DA is σ-symmetric if f = σ f T .

Again we will often say “symmetric” instead of “1-symmetric”. The terminology
above is justified by the following lemma.

Lemma A.2.3. We have (gT )T = g. The map HomC (B, DA)→ HomC (A, DB)
carrying g to gT is a bijection.

Proof. The first assertion follows from the commutativity of the diagram

DA

DDDA

D ev

OO

DDB

D(gT )
ee

DDg
oo

DA

evD

::
id

CC

Bg
oo

ev

99

For the second assertion, note that the map carrying h : A→ DB to hT is the inverse
of the map g 7→ gT , by the first assertion. �

Remark A.2.4. If (C , D, ev) is an additive category with duality, then (C , D,−ev)
is another additive category with duality. The −1-transpose in (C , D, ev) of a
morphism g : B→ DA is the transpose in (C , D,−ev) of g. This allows us in the
sequel to omit the −1-symmetric case in many results without loss of generality.

We will be especially interested in objects A that admit isomorphisms A−→∼ DA.

Definition A.2.5. Let (C , D, ev) be a category with duality and A an object of C .

(1) We say that A is self-dual if there exists an isomorphism A −→∼ DA.
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(2) Assume that (C , D, ev) is an additive category with duality if σ = −1. We
say that A is σ-self-dual if there exists a σ-symmetric isomorphism A−→∼ DA.

We warn the reader that being 1-self-dual is more restrictive than being self-dual.
If A is 1-self-dual or −1-self-dual, then ev : A→ DDA is an isomorphism.

Remark A.2.6. Let (C , D, ev) be an additive category with duality.

(1) The classes of self-dual objects and σ-self-dual objects of D are stable under
finite products.

(2) If A is an object of D such that ev : A→ DDA is an isomorphism, then A⊕DA
is 1-self-dual and −1-self-dual. In fact, the isomorphism A ⊕ DA σev⊕id

−−−→

DDA⊕ DA ' D(A⊕ DA) is σ-symmetric.

(3) Some self-dual objects are neither 1-self-dual nor−1-self-dual (Corollary 2.2.6).

We close this subsection with a couple of lemmas on σ-self-dual objects. They
are used in Section 2.2 but not in the rest of this appendix.

A σ-symmetric isomorphism f : A −→∼ DA induces an involution on End(A)
carrying g ∈ End(A) to f −1(Dg) f . If C is a k-linear category and D is a k-linear
functor, then the involution is k-linear.

Lemma A.2.7. Let (C , D, ev) be an additive category with duality. Let A be an
object of D such that R = End(A) is a local ring and 2 is invertible in R.

(1) If A is self-dual with respect to D, then A is 1-self-dual or −1-self-dual with
respect to D.

(2) If A is both 1-self-dual and −1-self-dual with respect to D, then every sym-
metric (resp. −1-symmetric) isomorphism f : A→ DA induces a nontrivial
involution on the residue division ring of R.

This is essentially [Quebbemann et al. 1979, Proposition 2.5]. We recall the proof
in our notation. It will be apparent from the proof that the additional assumption in
[Quebbemann et al. 1979] that D is a strong duality is not used.

Proof. (1) Since A ' DA, we have End(A) ' Hom(A, DA). The image M ⊆
Hom(A, DA) of the maximal ideal of R = End(A) is the complement of the set of
isomorphisms. For any f ∈ Hom(A, DA), we have 2 f = ( f + f T )+ ( f − f T ),
where f + f T is symmetric and f − f T is −1-symmetric. If f is an isomorphism,
then 2 f is an isomorphism, so that either f + f T or f − f T is an isomorphism.

(2) Let g : A→ DA be a −1-symmetric (resp. symmetric) isomorphism. Then
h = f −1g is a unit of R whose image under the involution induced by f is −h.
Thus the involution is nontrivial on the residue field of R. �

Remark A.2.8. (1) If C is an abelian category and A is an indecomposable object
of finite length, then End(A) is a local ring [Atiyah 1956, Lemma 7].
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(2) Let k be a separably closed field of characteristic 6= 2. Assume that C is a
k-linear category, D is a k-linear functor, and R = End(A) is a finite k-algebra.
Then any k-linear involution on R is trivial on the residue field. It follows then
from Lemma A.2.7 that exactly one of the following holds: A is 1-self-dual; A is
−1-self-dual; A is not self-dual.

Lemma A.2.9. Let (D, ev) be a strong duality on an abelian category C . Let A
be a σ-self-dual object of finite length. Then the semisimplification Ass of A is
σ-self-dual.

Note that by assumption D is an equivalence of categories, hence an exact functor.

Proof. We fix a σ-symmetric isomorphism f : A→ DA. For any subobject N of A,
we let N⊥ denote the kernel of the morphism A f

−→
∼

DA→ DN . Then we have
A/N⊥ ' DN , so that N ss

⊕ (A/N⊥)ss is σ-self-dual by Remark A.2.6. If N is
totally isotropic, namely N ⊆ N⊥, then f induces a σ-symmetric isomorphism
N⊥/N −→∼ D(N⊥/N ) (see [Quebbemann et al. 1979, Lemma 5.2]). Now let
N be a maximal totally isotropic subobject of A. By [Quebbemann et al. 1979,
Theorem 6.12], N⊥/N is semisimple. Therefore, Ass

' N ss
⊕ (A/N⊥)ss

⊕ N⊥/N
is σ-self-dual. �

A.3. Duality and functors. In this subsection, we study symmetry of functors
between categories with duality.

Given categories with duality (C , DC , ev) and (D, DD , ev), and functors F,G :
C → D , we sometimes refer to natural transformations GDC → DD F as form
transformations. If C is the category with one object ∗ and one morphism id, and
if we identify functors {∗}→ D with objects of D , then a form transformation is
simply a form in D . Form transformations are composed as follows.

Construction A.3.1. Let (B, DB, ev), (C , DC , ev), and (D, DD , ev) be categories
with duality. Let F,G :C→D and F ′,G ′ :B→C be functors. Let α :FDC→DD G
and α′ : F ′DB→ DC G ′ be natural transformations. We define the composite of
α and α′ to be

αα′ : F F ′DB
Fα′
−→ FDC G ′ αG ′

−→ DD GG ′.

As the name suggests, form transformations act on forms. This can be seen as
the case B = {∗} of the preceding construction, as follows.

Construction A.3.2. Let (C , DC , ev) and (D, DD , ev) be categories with duality.
Let F,G : C →D be functors and let α : FDC → DD G be a natural transformation.
Let A, B be objects of C and let f : A→ DC B be a morphism in C . The action
of α on f is the composite

α f : FA F f
−→ FDC B αB

−→ DD GB.
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We have the following notion of symmetry for form transformations.

Definition A.3.3 (symmetry of form transformations). Let (C ,DC ,ev), (D,DD ,ev)
be categories with duality. Let F,G : C →D be functors. Assume that (D,DD ,ev)
is an additive category with duality if σ =−1.

(1) We define the transpose of a natural transformation β : GDC → DD F to be
the composite

βT
: FDC

evFDC
−−−→ DD DD FDC

DDβDC
−−−−→ DD GDC DC

DD Gev
−−−−→ DD G.

We call σβT the σ-transpose of β.

(2) We say that a natural transformation α :FDC→DD F is σ-symmetric if α=σαT.

Again we will often say “symmetric” instead of “1-symmetric”. The terminology
above is justified by the following easy lemma.

Lemma A.3.4. We have (βT )T=β. The map Nat(GDC ,DD F)→Nat(FDC ,DD G)
carrying β to βT is a bijection.

The transpose α = βT is uniquely characterized by the commutativity of the
diagram

F Fev
//

evF
��

FDC DC

αDC

��

DD DD F
DDβ

// DD GDC

(A-3-1)

If C = {∗}, Definition A.3.3 reduces to Definition A.2.2.

Remark A.3.5. A more direct analogue of Definition A.2.2(1) for functors is as
follows. Let C be a category and let (D, DD , ev) be a category with duality. Let
G : C → D and H : C → Dop be functors. Then the map Nat(G, DD H) →
Nat(H, DD G) carrying γ : G→ DD H to γ ∗ : H evH

−−→ DD DD H DDγ
−−→ DD G is a

bijection. Indeed, γ is a collection (γA : GA→ DD H A)A of forms in D and γ ∗ is
characterized by (γ ∗)A = (γA)

T for all objects A of C , so that (γ ∗)∗ = γ . As one
of the referee points out, this operation does not lead to a notion of symmetry, since
G and H do not have the same variance.

Remark A.3.6. In the situation of Definition A.3.3, we have a bijection

Nat(GDC , DD F)−→∼ Nat(F, DD GDC ) (A-3-2)

carrying β to β∗. Note that β∗ is the composite F Fev
−−→ FDC DC

βT DC
−−−→ DD GDC ,

and βT is the composite FDC
β∗DC
−−−→ DD GDC DC

DD Gev
−−−−→ DD G.

If we equip the functor category Fun(C ,D) with the duality carrying G to
DD GDC and the evaluation transformation given by G evGev

−−−→DD DD GDC DC , then
natural transformations F→ DD GDC are forms in this category with duality, and
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Definition A.3.3 of transposes of forms applies. Definition A.3.3 is compatible with
Definition A.2.2 via the bijection (A-3-2) in the sense that we have (β∗)T = (βT )∗.

Composition of form transformations is compatible with transposition.

Lemma A.3.7. Let (B, DB, ev), (C , DC , ev), (D, DD , ev) be categories with du-
ality. Let F,G :C →D and F ′,G ′ :B→C be functors. Let α : FDC → DD G and
α′ : F ′DB→ DC G ′ be natural transformations and let αα′ : F F ′DB→ DD GG ′

be the composite. Then (αα′)T = αTα′T .

Proof. In the diagram

F F ′ ev
//

ev

''

ev
��

F F ′DB DB

α′

''

DD DD F F ′

αT

''

FDC DC F ′ α′T
//

α

��

FDC G ′DB

α

��

DD GDC F ′ α′T
// DD GG ′DB

all inner cells commute. It follows that the outer hexagon commutes. �

Taking B = {∗}, we obtain the following compatibility of transposition with the
action of form transformations.

Lemma A.3.8. Let (C , DC , ev) and (D, DD , ev) be categories with duality. Let
F,G :C→D be functors equipped with a natural transformation α : FDC→ DD G.
Let f : A→ DC B be a morphism in C . Then (α f )T = αT f T .

The following consequence of Lemma A.3.8 is used many times in Section 2.

Lemma A.3.9. Let (C , DC , ev) and (D, DD , ev) be categories with duality, and
let F : C → D be a functor endowed with a symmetric natural isomorphism
α : FDC −→

∼ DD F.

(1) F carries 1-self-dual objects of C to 1-self-dual objects of D .

(2) If F is fully faithful, then the converse holds: any object A of C such that FA
is 1-self-dual is 1-self-dual.

Proof. For (1), let f : A −→∼ DC A be a symmetric isomorphism. By Lemma A.3.8,
α f is symmetric. The assertion follows from the fact that α f is an isomorphism.
For (2), let g : FA−→∼ DD FA be a symmetric isomorphism. Since F is fully faithful,
there exists a unique morphism f : A→ DC A such that α f = g. Note that f is an
isomorphism. Since α f T

= g, we have f T
= f . �

The following lemma is used in Section 2.1 to show the symmetry of the middle
extension functor.
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Lemma A.3.10. Let (C , DC , ev) and (D, DD , ev) be categories with duality. As-
sume that D is an abelian category and that DD carries epimorphisms in D

to monomorphisms. Let E,G : C → D be functors endowed with natural trans-
formations α : E→ G and β : GDC → DD E such that the composite EDC

αDC
−−→

GDC
β
−→ DD E is symmetric and such that the image functor F : C → D of α fits

into a commutative diagram

FDC

γ
//

��

DD F

��

GDC

β
// DD E

Then the natural transformation γ : FDC → DD F is symmetric.

Proof. In fact, in the diagram

E

&& &&

ev
//

ev

��

EDC DC
α

//

&&

GDC DC

β

��

F

ev
��

ev
// FDC DC

88

γ

��

DD DD F
γ
// DD FDC� s

&&

DD DD E
β
//

88

DD GDC
α

//

88

DD EDC

the outer square commutes by the symmetry of βα and all inner cells except the
inner square commute. It follows that the inner square commutes. �

We conclude this subsection with another example of form transformation, which
will be used to handle the sign of the Lefschetz pairing (see Lemma A.5.11). We
refer to [Kashiwara and Schapira 2006, Remark 10.1.10(ii)] for the convention on
distinguished triangles in the opposite category of a triangulated category.

Lemma A.3.11. Let D be a triangulated category equipped with a t-structure P.
Let (D, ev) : Dop

→ D be a duality on the underlying category of D . Assume
that D underlies a right t-exact triangulated functor. We consider τ = Pτ≥a and
τ ′ = Pτ≤−a as functors D → D . Then the form transformations τD→ Dτ ′ and
τ ′D→ Dτ induced by the diagrams

τD→ τDτ ′←−∼ Dτ ′, (A-3-3)

τ ′D←−∼ τ ′Dτ → Dτ (A-3-4)

are transposes of each other.
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The second arrow in (A-3-3) is an isomorphism by the assumption that D carries
Pτ≤−a to Pτ≥−a . To see that the first arrow in (A-3-4) is an isomorphism, consider,
for any object A of D , the distinguished triangle

DPτ≥a A f
−→ DA→ DPτ≤a−1 A→ .

By assumption, DPτ≤a−1 A is in PD≥1−a . Thus, by Lemma 4.1.9, Pτ≤−a f is an
isomorphism.

Proof. The commutativity of (A-3-1) follows from the commutativity of the diagram

τ //

��

τDD // τDτ ′D

��

Dτ ′D∼
oo

��

DDτ

��

DDτDτ ′D

��

DDDτ ′D

��

&&

∼
oo

Dτ ′DτD // Dτ ′DτDD // Dτ ′DτDτ ′D Dτ ′D

'

��

Dτ ′D

'

OO

// Dτ ′DDD

''

'

OO

// Dτ ′DDτ ′D

&&

'

gg

Dτ ′D ∼
// Dτ ′τ ′D �

Remark A.3.12. For any truncation functor τ = Pτ [a,b] with dual truncation functor
τ ′ = Pτ [−b,−a], combining the two form transformations in the lemma, we obtain a
form transformation γτ : τD→ Dτ ′ whose transpose is γ ′τ . The form transformation
γτ is an isomorphism if D is t-exact.

A.4. Duality in closed symmetric categories. In this subsection, we study dualities
given by internal Hom functors in closed symmetric categories. Let (C ,⊗, c) be a
closed symmetric category (Definition A.1.1).

Construction A.4.1. Let K be an object of C , and let DK denote the functor
Hom(−, K ) : Dop

→ D . For an object A, the composite

A⊗ DK A c
−→ DK A⊗ A adj

−→ K ,

where adj denotes the adjunction morphism, corresponds by adjunction to a mor-
phism A→DK DK A. This defines a natural transformation ev : idD→DK DK , which
makes DK a duality on D . The latter follows by adjunction from the commutativity
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of the diagram

DK A⊗ DK DK A c
// DK DK A⊗ DK A

adj

��

DK A⊗ A

id⊗ev

OO

c
//

adj
++

A⊗ DK A

ev⊗id

OO

K

We defined transposes of pairings in symmetric categories (Definition A.2.2) and
in categories with duality (Definition A.1.3). The two definitions are compatible
via the above construction, by the following lemma.

Lemma A.4.2. Let A, B, K be objects of C , and set D = DK . Then the following
diagram commutes:

Hom(B⊗ A, K )

'

��

−◦c
// Hom(A⊗ B, K )

'

��

Hom(B, DA) D
// Hom(DDA, DB)

−◦ev(A)
// Hom(A, DB)

Proof. Let f ∈Hom(B, DA). The two images of f in Hom(A⊗ B, K ) are the two
composite morphisms in the commutative diagram

A⊗ B c
//

id⊗ f
��

B⊗ A

f⊗id
��

A⊗ DA c
// DA⊗ A

adj
// K �

Following Definition A.2.5, we say A is self-dual with respect to K if A' DK A.
We say A is σ-self-dual with respect to K if there exists a σ-symmetric isomorphism
A −→∼ DK A, or, in other words, if there exists a σ-symmetric pairing A⊗ A→ K
that is perfect in the sense that it induces an isomorphism A −→∼ DK A.

Definition A.4.3. A dualizing object of C is an object K of C such that the evalua-
tion transformation ev : idC → DK DK is a natural isomorphism, or, in other words,
such that (DK , ev) is a strong duality.

Remark A.4.4. Let B be a closed symmetric monoidal category and let K be an
object of B. The associativity constraint induces an isomorphism Hom(A, DK B)'
DK (A⊗ B) for objects A, B of D . In particular, if K is a dualizing object, then
Hom(A, B)'Hom(A, DK DK B)' DK (A⊗ DK B).
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We close this subsection by constructing two symmetric form transformations.

Construction A.4.5. For a morphism f : K → L of C , the natural transformation
Df : idC DK → DL idC is symmetric. This follows from the commutativity of the
diagram

A⊗ DK A c
//

id⊗Df

��

DK A⊗ A
adj
//

Df⊗id
��

K

f
��

A⊗ DL A c
// DL A⊗ A

adj
// L

The action of Df on forms (Construction A.3.2) carries A⊗B→K to the composite
A⊗ B→K f

−→L .

Construction A.4.6. Let C and D be closed symmetric categories and let G :C→D

be a right-lax symmetric functor (Definition A.1.5). For objects A, K of C , consider
the morphism

GHom(A, K ) adj
−→Hom(GA,GHom(A, K )⊗GA)

→Hom(GA,G(Hom(A, K )⊗ A)) adj
−→Hom(GA,GK ).

This induces a symmetric natural transformation G DK → DGK G (see [Riou 2014,
Théorème 12.2.5]), whose action on forms carries A ⊗ B → K to the pairing
GA⊗GB→ GK of Construction A.1.8.

A.5. Symmetry and translation. The derived category of `-adic sheaves is equipped
with a shift functor A 7→ A[1] and the Tate twist functor A 7→ A(1). In this subsec-
tion, we study the effects of such translation functors on symmetry. Lemma A.5.11
is used in the main text to handle the symmetry of the Lefschetz pairing.

Recall that a category with translation [Kashiwara and Schapira 2006, Definition
10.1.1(i)] is a category D equipped with an equivalence of categories T : D→ D .
We let T−1

: D→ D denote a quasi-inverse of T . For an integer n, we will often
write [n] for T n . Recall that a functor of categories of translation [Kashiwara and
Schapira 2006, Definition 10.1.1(ii)] (D, T )→ (D ′, T ′) is a functor F : D→ D ′

endowed with a natural isomorphism η : FT −→∼ T ′F . Recall that a morphism of
functors of categories with translation (F, η)→ (G, ξ) is a natural transformation
α : F→ G of functors such that the following diagram commutes:

FT
η

∼
//

αT
��

T ′F

T ′α
��

GT
ξ

∼
// T ′G
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Our first goal is to define duality on categories with translation, a variant of
Definition A.2.1. We endow Dop with the translation functor (T op)−1

:Dop
→Dop.

We endow Fop
: A op

→ A ′op with the isomorphism Fop(T op)−1
−→∼ (T ′op)−1 Fop

induced by

ηop
: T ′op Fop

−→∼ FopT op.

Definition A.5.1 (duality on a category with translation). Let (D, T ) be a category
with translation. A duality on (D, T ) is a functor of categories with translation
(D, η) : (Dop, (T op)−1) → (D, T ) endowed with a structure of duality on the
underlying functor D : Dop

→ D such that ev : idD → DDop is a morphism of
functors of categories with translation. This means that the diagram

T ev
//

ev
��

DDopT

D(T op)−1ηopT
��

TDDop D(T op)−1 DopηDop
oo

commutes. In other words, the isomorphisms η−1
:TD−→∼ D(T op)−1 and T−1ηT op

:

T−1 D −→∼ DT op are transposes of each other in the sense of Definition A.3.3.

The above definitions have obvious additive variants. An additive category with
translation is defined to be a category with translation whose underlying category
is additive. For additive categories with translation D and D ′, a functor of additive
categories with translation D→ D ′ is defined to be a functor of categories with
translation whose underlying functor is additive. An additive duality on an additive
category with translation is a duality on the category with translation such that the
underlying functor is additive.

As in the case without translation, a basic example of dualities on categories
with translation is provided by closed symmetric categories with translation (see
Construction A.5.9 below). Our next goal is to define symmetric categories with
translation, a variant of Definition A.1.1. Note that in the example of `-adic sheaves,
the shift and twist functors differ in signs with regard to tensor products. To deal
with the two cases simultaneously, we let ε=±1. The case ε=−1 of the following
definition corresponds to [Kashiwara and Schapira 2006, Definition 10.1.1(v)]. For
a more general notion, see [Verdier 1996, Définition I.1.4.4].

Definition A.5.2. Let D , D ′, D ′′ be additive categories with translation. An
ε-bifunctor of additive categories with translation F : D ×D ′→ D ′′ is an additive
bifunctor endowed with functorial isomorphisms F(A[1], B) ' F(A, B)[1] and
F(A, B[1])' F(A, B)[1] for objects A of D and B of D ′, such that the following
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diagram ε-commutes:

F(A[1], B[1]) ∼
//

'

��

F(A, B[1])[1]

'

��

F(A[1], B)[1] ∼
// F(A, B)[2]

Therefore, the following diagram εmn-commutes:

F(X [m], Y [n]) ∼
//

'

��

F(X, Y [n])[m]

'

��

F(X [m], Y )[n] ∼
// F(X, Y )[m+ n]

Definition A.5.3 (symmetric category with translation). An ε-symmetric additive
category with translation is an additive category with translation D endowed with
a symmetric structure ⊗ and a structure of an additive ε-bifunctor of categories
with translation on −⊗− : D ×D→ D , such that the symmetry constraint, when
restricted to each variable, is a morphism of functors of categories with translation
D→ D . We say that an ε-symmetric additive category with translation is closed if
its underlying symmetric category is closed.

For ε = 1, Definitions A.5.2 and A.5.3 make sense without assuming that the
categories in question are additive.

Example A.5.4. Let C be a symmetric monoidal category and let X be a dualizable
object of C , that is, there exists an object B of C such that A⊗ B ' 1. Then −⊗ A
endows C with the structure of a 1-symmetric category with translation. This
applies in particular to the Tate twist functor on the abelian category of perverse
Q`-sheaves.

Example A.5.5. The derived category of any commutatively ringed topos is a closed
−1-symmetric additive category with translation. Similarly, the derived category of
Q`-sheaves is a closed −1-symmetric additive category with translation.

Let D be an ε-symmetric additive category with translation.

Lemma A.5.6. The diagram

A[m]⊗ B[n]

c '
��

∼
// (A⊗ B[n])[m] ∼

// (A⊗ B)[m+ n]

c[m+n]'

��

B[n]⊗ A[m] ∼
// (B⊗ A[m])[n] ∼

// (B⊗ A)[m+ n]

εmn-commutes for all objects A, B of D and all integers m, n. Here c denotes the
symmetry constraint.



298 Shenghao Sun and Weizhe Zheng

Proof. In the diagram

A[m]⊗ B[n] ∼
//

c
��

(A⊗ B[n])[m] ∼
//

c[m]
��

(A⊗ B)[m+ n]

c[m+n]
��

B[n]⊗ A[m] ∼
//

∼

((

(B[n]⊗ A)[m] ∼
// (B⊗ A)[m+ n]

(B⊗ A[m])[n]

∼

66

the upper squares commute by functoriality, and the lower triangle εmn-commutes
by the definition of ε-bifunctor of additive categories with translation. �

Construction A.5.7. Let A, B, K be objects of D . A pairing A⊗ B→ K induces
a pairing

(A[m])⊗ (B[n])' (A⊗ B[n])[m] ' (A⊗ B)[m+ n] → K [m+ n].

Lemma A.5.6 implies the following.

Lemma A.5.8. Let A, B, K be objects of D . Let A⊗ B→ K and B ⊗ A→ K
be two pairings that are σ-transposes of each other. Then the induced pairings
(A[m])⊗(B[n])→K [m+n] and (B[n])⊗(A[m])→K [m+n] are εmnσ-transposes
of each other.

Let D be a closed ε-symmetric additive category with translation.

Construction A.5.9. Consider the isomorphisms

αn :Hom(A[−n], B)−→∼ Hom(A, B)[n],

βn :Hom(A, B[n])−→∼ Hom(A, B)[n],

given by the isomorphisms

Hom(C,Hom(A[−n], B))' Hom(C ⊗ A[−n], B)' Hom((C ⊗ A)[−n], B),

Hom(C,Hom(A, B[n]))' Hom(C ⊗ A, B[n])' Hom((C ⊗ A)[−n], B),

and

Hom((C ⊗ A)[−n], B)' Hom(C[−n]⊗ A, B)

' Hom(C[−n],Hom(A, B))' Hom(C,Hom(A, B)[n])

for objects A, B, C of D . We have αmαn=ε
mnαm+n , βmβn=βmn , αmβn=ε

mnβnαm .
We endow Hom(−,−) :Dop

×D→D with the structure of an ε-bifunctor of addi-
tive categories with translation given by εα1 and β1.3 Let α̃n= (εα1)

n
= εn(n+1)/2αn .

3The sign convention is adopted only for concreteness. Our results do not depend on the convention.
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In particular, DA : D
op
→ D is endowed with the structure of a functor of

additive categories with translation, which, together with ev : idD→ DA Dop
A , defines

an additive duality on the additive category with translation (see [Calmès and
Hornbostel 2009, Proposition 3.2.1]).

Remark A.5.10. Construction A.5.7 corresponds to the construction that sends
f : A→ DK B to εn(n−1)/2 times the morphism

A[m] f [m]
−−→ (DK B)[m] α̃−n

−−→
∼

DK (B[n])[m+ n] β
−1
m+n
−−→ DK [m+n](B[n]),

where α̃ and β are as in Construction A.5.9. In fact, the following diagram εn(n−1)/2-
commutes:

Hom(A[m]⊗B[n],K [m+n])

'

��

∼
//Hom((A⊗B[n])[m],K [m+n])

'

��

Hom(A[m],DK [m+n](B[n]))

' α̃−n
��

Hom((A⊗B)[m+n],K [m+n]) ∼ //Hom(A⊗B,K)

'

��

Hom(A[m],DK(B[n])[m+n])
β−1

m+n

∼
//Hom(A[m],DKB[m])

∼
//Hom(A,DKB)

Thus, Construction A.5.7 corresponds to the form transformation γm,n :T mDK −→
∼

DK [m+n]T n , defined to be εn(n−1)/2 times the isomorphism

T mDK
α̃−n
−−→
∼

T m+n DK T n β−1
m+n
−−→
∼

DK [m+n]T n

given by Construction A.5.9. By the above, the εmn-transpose of γm,n is γn,m .

We combine the above discussion on translation with our previous discus-
sion on truncation into the following lemma, which is applied in the proof of
Proposition 3.2.12 to the Lefschetz pairing.

Lemma A.5.11. Let D be a closed−1-symmetric additive category with translation.
Assume that the underlying category with translation is further equipped with a
triangulated structure and a t-structure P. Let K and L be objects of D such that
DL is a right t-exact triangulated functor. For any σ-symmetric pairing A⊗ A→ K
and any morphism ξ : K [2n] → L , the pairing PHnA⊗ PHnA→ L induced by

A[n]⊗ A[n] −→∼ (A⊗ A)[2n] → K [2n] ξ
−→ L

is (−1)nσ-symmetric.

In fact, the form transformation PHn DK → DL
PHn given by

τ [0,0]T nDK
γn,n
−→ τ [0,0]DK [2n]T n Dξ

−→ τ [0,0]DL T n γτ
−→ DLτ

[0,0]T n

is (−1)n-symmetric. Here γn,n and γτ are as in Remarks A.5.10 and A.3.12.
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Remark A.5.12. Let us mention in passing that Lurie’s theory [2014, Chapter 1] of
stable∞-categories provides a nicer framework for symmetric monoidal structures
in derived categories. If (D,⊗) is a closed symmetric monoidal∞-category such
that the underlying ∞-category D is stable, then − ⊗ − and Hom(−,−) are
automatically exact in each variable and the homotopy category of D is a closed
−1-symmetric additive category with translation.

A.6. Duality and nilpotence. In this subsection, we study symmetry of primitive
parts under a (twisted) nilpotent operator. We formulate the problem in the language
of duality on a category with translation introduced in Definition A.5.1. The main
result of this subsection is Proposition A.6.8. This is applied in the main text to the
logarithm of the monodromy operator associated to a normal crossing divisor to show
that Grothendieck’s six operations preserve Korth (see the proof of Proposition 4.3.1).

Let (A , T ) be an additive category with translation. In this subsection, we denote
T n A by A(n) instead of A[n]. Our first goal is to define a category of objects with
nilpotent operators and record its relation with duality.

Construction A.6.1. Consider the additive category Nil(A , T ) of pairs (A, N ) of
an object A of A and a morphism N : A(1)→ A which is nilpotent in the sense
that there exists an integer d ≥ 0 such that

N d
:= N ◦ N (1) ◦ · · · ◦ N (d − 1) : A(d)→ A

is the zero morphism. A morphism (A, N )→ (A′, N ′) is a morphism f : A→ A′

of A satisfying N ′ f (1)= f N .
There are two ways to identify Nil(A , T )op and Nil(A op, (T op)−1), which differ

by a sign. We fix σ =±1 and consider the isomorphism of categories

EA = E(A ,T ),σ : Nil(A , T )op
→ Nil(A op, (T op)−1)

sending (A, N : A(1)→ A) to (A, σN (−1) : A→ A(−1)). The composite

Nil(A , T ) Eop
A−−→Nil(A op, (T op)−1)op EA op

−−→Nil(A , T )

equals the identity. The duality we put on Nil(A , T ) will depend on the choice
of σ . In the main text we take σ =−1.

Let F : (A , T )→ (A ′, T ′) be a functor of additive categories with translation.
Then F induces an additive functor NilF : Nil(A , T ) → Nil(A ′, T ′) carrying
(A, N : T A → A) to (FA, T ′FA ' FT A FN

−→ FA) and f : (A, N )→ (A′, N ′)
to F f . Let γ : F→ F ′ be a morphism of functors of categories with translation.
Then γ induces a natural transformation Nilγ : NilF → NilF ′ , which is a natural
isomorphism if γ is an isomorphism.
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The following diagrams commute:

Nil(A , T )op Nilop
F

//

EA

��

Nil(A ′, T ′)op

EA ′

��

EA ′ Nilop
F ′

Nilop
γ
// EA ′ Nilop

F

Nil(A op, (T op)−1)
NilFop

// Nil(A ′op, (T ′op)−1) NilFop EA ′
Nilγ op

// NilFop EA .

Construction A.6.2. Let D : (A op, (T op)−1)→ (A , T ) be an additive duality on
the additive category with translation (see the comment following Definition A.5.1).
Consider the functor DNil(A ,T ), composite of

Nil(A , T )op EA
−−→
∼

Nil(A op, (T op)−1)
NilD
−−→Nil(A , T ),

and the natural transformation

idNil(A ,T )
Nilev
−−→NilD NilDop = NilD NilDop EA op Eop

A

= NilD EA Nilop
D Eop

A = DNil(A ,T )D
op
Nil(A ,T ).

These define an additive duality on the additive category Nil(A , T ), which is strong
if D is strong on A .

In the rest of this section, let (A , T ) be an abelian category with translation,
namely an additive category with translation whose underlying category A is
abelian. Our next goal is to review the decomposition into primitive parts. The
following is a variant of [Deligne 1980, Proposition 1.6.1, 1.6.14], with essentially
the same proof.

Lemma A.6.3. Let (A, N ) be an object of Nil(A , T ). Then there exists a unique
finite increasing filtration M of A satisfying N Mj (1) ⊆ Mj−2 and such that N k

induces an isomorphism grM
k A(k)−→∼ grM

−k A, for k ≥ 0.

Proof. Let d ≥ 0 be an integer such that N d+1
= 0. We proceed by induction on d .

We have Md = A and M−d−1 = 0. For d > 0, we have Md−1 = Ker(N d)(−d)
and M−d = Im(N d). We have N d

= 0 on Ker(N d)(−d)/ Im(N d). Let M ′ be the
corresponding filtration given by the induction hypothesis. Then, for−d ≤ i ≤ d−1,
Mi is the inverse image in Ker(N d)(−d) of M ′i ⊆ Ker(N d)(−d)/ Im(N d). �

The following is an immediate consequence of the construction of the filtration M .

Lemma A.6.4. Let f : (A, N )→ (A′, N ′) be a morphism of Nil(A , T ). Then f is
compatible with the corresponding filtrations. More precisely, if M and M ′ denote
the corresponding filtrations, then f (Mj )⊆ M ′j .

For i ≤ 0, let Pi (A, N ) = Ker(N : grM
i A(1)→ grM

i−2 A)(−1). The inclusion
Ker(N )(−1) ⊆ A induces an isomorphism grM

i (Ker(N )(−1)) −→∼ Pi (A, N ). We
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thus obtain functors

Pi = Pi,A : Nil(A , T )→ A .

For all j , we have

grM
j A '

⊕
k≥| j |

k≡ j (mod 2)

P−k(A, N )
(
−

j+k
2

)
.

We now proceed to define form transformations on the primitive part functors.
Let (A, N ) be an object of Nil(A , T ). If M = M(A, N ) and M∗ = M(EA (A, N )),
then we have the following short exact sequence in A :

0→ M− j−1→ A→ M∗j → 0.

Thus grM
− j A can be identified with grM∗

j A. Moreover, N−i
: grM
−i A(−i)−→∼ grM

i A
induces an isomorphism in A

αA (A, N ) : Pi,A op(EA (A, N ))(−i)' grM
−i (Coker(N ))(−i)

−→∼ grM
i (Ker(N )(−1))' Pi,A (A, N ).

This defines a natural isomorphism of functors αA : P
op
i,A −→

∼ (T op)−i Pi,A op EA . By
definition, we have the following.

Lemma A.6.5. The isomorphism T−i Pop
i,A op Eop

A

αA op
−−→
∼

Pi,A EA op Eop
A = Pi,A is σ iα

op
A .

Let (A , T ), (A ′, T ′) be abelian categories with translation and let F : (A , T )→
(A ′, T ′) be a functor of categories with translation such that the underlying functor
A → A ′ is exact. Let (A, N ) be an object of (A , T ) and let M = M(A, N ),
M ′ = M(NilF (A, N )). The exactness of F allows us to identify F(Mj A) as a
subobject of FA, and under this identification we have F(Mj A) = M ′j (FA). We
have an obvious natural isomorphism βF : Pi,A ′ NilF −→

∼ FPi,A . The following
functoriality of β is obvious.

Lemma A.6.6. Let F, F ′ : (A , T )→ (A ′, T ′) be functors of categories with trans-
lation such that the underlying functors are exact, and let γ : F→ F ′ be a morphism
of functors of categories with translation. Then the following diagram commutes:

Pi,A ′ NilF
βF

∼
//

Nilγ
��

FPi,A

γ

��

Pi,A ′ NilF ′
βF ′

∼
// F ′Pi,A

By construction, the isomorphisms α and β have the following compatibility.
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Lemma A.6.7. The following diagram commutes:

(T ′op)−i Fop Pi,A op EA Fop(T op)−i Pi,A op EA
∼

oo Fop Pop
i,A

αA

∼
oo

β
op
F'

��

(T ′op)−i Pi,A ′op NilFop EA

βFop '

OO

(T ′op)−i Pi,A ′op EA ′ Nilop
F Pop

A ′ Nilop
F

αA ′

∼
oo

The following is the main result of this subsection.

Proposition A.6.8. Let (A , T ) be an abelian category with translation and let
D : (A op, (T op)−1) → (A , T ) be a duality such that the underlying functor
A op
→ A is exact. Then, for i ≤ 0, the composite isomorphism

Pi,A DNil(A ,T ) = Pi,A NilD EA
βD
−→
∼

DPi,A op EA
α−1
A−−→
∼

(D(T op)i )Pop
i,A

is σ i -symmetric.

Note that T−i D' D(T op)i :A op
→A endowed with the natural transformation

idA
ev
−→DDop

' (D(T op)i )(T−i D)op is a duality on A . By the proposition, Pi,A

carries σ ′-self-dual objects of Nil(A , T ) to σ iσ ′-self-dual objects of A .

Proof. In the diagram

Pi
Nilev

//

ev

��

Pi,A NilD NilDop

βD'

��

Pi,A NilD NilDop

× EA op Eop
A

βD'

��

Pi,A NilD EA

×Nilop
D Eop

A

βD'

��

DPi,A op NilDop

βDop

∼

ww

DPi,A op NilDop

× EA op Eop
A

βDop

∼

ww

DPi,A op EA

×Nilop
D Eop

A

α−1
A

��

DDop Pi

'

��

(α
op
A )−1

∼

''

DDop Pi,A EA op Eop
A

α−1
A op
��

DDopT−i Pop
i,A op Eop

A

'

��

D(T op)i Dop

× T i Pi,A

(α
op
A )−1

//
D(T op)i Dop

× Pop
i,A op Eop

A

β
op
D

∼
//
D(T op)i Pop

i,A
×Nilop

D Eop
A

the triangle σ i -commutes by Lemma A.6.5, the upper-left inner cell commutes by
Lemma A.6.6, the lower-right inner cell commutes by Lemma A.6.7, and the other
inner cells trivially commute. �
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We consider normalized newforms f ∈ Sk(00(N ), εf ) whose nonconstant term
Fourier coefficients are congruent to those of an Eisenstein series modulo some
prime ideal above a rational prime p. In this situation, we establish a congruence
between the anticyclotomic p-adic L-function of Bertolini, Darmon, and Prasanna
and the Katz two-variable p-adic L-function. From this we derive congruences
between images under the p-adic Abel–Jacobi map of certain generalized Heegner
cycles attached to f and special values of the Katz p-adic L-function.

Our results apply to newforms associated with elliptic curves E/Q whose
mod-p Galois representations E[p] are reducible at a good prime p. As a conse-
quence, we show the following: if K is an imaginary quadratic field satisfying
the Heegner hypothesis with respect to E and in which p splits, and if the bad
primes of E satisfy certain congruence conditions mod p and p does not divide
certain Bernoulli numbers, then the Heegner point PE (K ) is nontorsion, implying,
in particular, that rankZ E(K ) = 1. From this we show that if E is semistable
with reducible mod-3 Galois representation, then a positive proportion of real
quadratic twists of E have rank 1 and a positive proportion of imaginary quadratic
twists of E have rank 0.
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1. Notation and conventions

Throughout the paper, let us fix the following notational conventions.
For m, n ∈ Z, let (m, n) denote the greatest common divisor of m and n, and let

lcm(m, n) denote the least common multiple. We let ` ‖ N indicate that ` strictly
divides N . We let 8 : Z→ Z denote the Euler totient function. Given an extension
of number fields L/K and an integral ideal a of OL , let NmL/K a denote the relative
ideal norm of a and let |a| denote the smallest positive rational integer in a. For
ideals a, b, we let (a, b) denote the greatest common ideal divisor and lcm(a, b)
the least common ideal multiple. For a place v of a number field, let Frobv denote
the arithmetic Frobenius attached to v, i.e., the Frobenius element which is sent
to v under the (inverse of the) Artin reciprocity map.

Throughout, we will fix an algebraic closure Q of Q. All number fields in our
discussion will be viewed as being embedded in Q. For each rational prime p,
we will fix an algebraic closure Qp of Qp and let Cp denote the topological
closure of Qp. We fix an embedding i∞ : Q ↪→ C as well as an embedding
ip :Q ↪→ Cp for each p. We also fix field identifications i : C −→∼ Cp for each p.
(We will use the same symbol i for all p, as the underlying p will be clear from
context.)

Let K denote a general number field. Let AK and A×K denote the adèles and
idèles over K , respectively, and let AK , f and A×K , f denote the finite adèles and
idèles, respectively. For a Hecke character χ : A×K → C×, let f(χ)⊂OK denote the
conductor of χ . As usual, if a ⊂ OK is an integral ideal with (a, f(χ)) 6= 1, then
we set χ(a)= 0.

Given a Dirichlet (i.e., finite order) character ψ over a number field K of con-
ductor f⊂OK , we will identify ψ with its associated finite order Hecke character
on idèles, taking the following convention: for x ∈ (O/f)×,

ψ(x mod f)=
∏
v - f

ψv(x)=
∏
v | f

ψ−1
v (x),

where, in the first product, v runs over all places of E which do not divide f. When
K =Q, we define the Gauss sum of ψ by

g(ψ) :=
∑

a∈(Z/fZ)×
ψ(a)e2π i(a/|f|).

For a finite prime `, we define the Gauss sum of the local character ψ` :Q×` → C×

similarly: letting |f| =
∏
``

e` , we set

g`(ψ) := ψ`(`
e`)

∑
a∈(Z`/`e`Z`)×

ψ−1
` (a)e2π i{a/`e` }`,
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where {x}` denotes the `-fractional part of x ∈ Z`. Thus∏
` | f

g`(ψ)= g(ψ)
∏
` | f

ψ`(|f|)= g(ψ)
∏
` - f

ψ−1
` (|f|)= g(ψ).

Let NQ : AQ → C denote the adèlic norm, normalized so that NQ,∞ equals
| · |∞ (the usual archimedean absolute value). Then, for any number field K , let
NmK/Q : AK → AQ denote the norm homomorphism (which induces the ideal
norm recalled above), and set NK :=NQ ◦NmK/Q. Note that when K is imaginary
quadratic, NK :A

×

K →C× is an algebraic Hecke character of infinity type (−1,−1).
For any Hecke character χ : A×K → C×, let

χ j := χN
− j
K .

Using the fixed isomorphism i : C−→∼ Cp and the Artin isomorphism, we can
view N−1

K as a character N−1
K :Gal(K/K )→ Z×p . Then any x ∈ Z×p can be uniquely

written as ω(x) · 〈x〉, where ω(x) ∈ µ2(p−1) and 〈x〉 ∈ 1+ 2pZp. We then define
the Teichmüller character ω : Gal(K/K )→ µ2(p−1) by ωK (a) := ω(N−1

K (a)). For
simplicity, we will let ωQ = ω. Given an extension of number fields K/L and a
Hecke character φ over L , we will let φ/K := φ ◦NmK/L ; note that, viewing φ
as a character Gal(L/L)→ C×, this corresponds to restriction to the subgroup
Gal(K/K ).

For a quadratic field K/Q with K =Q(
√

D), where D is a squarefree integer,
we recall that the fundamental discriminant of K is given by

DK =

{
D if D ≡ 1 (mod 4),
4D if D ≡ 2, 3 (mod 4).

For quadratic K , let εK be the associated Dirichlet character of conductor DK ;
conversely, for a quadratic Dirichlet character χ , let Kχ be the associated imagi-
nary quadratic field. Given two quadratic fields L = Q(

√
D) and K = Q(

√
D′),

we will let L ·K denote the quadratic field Q(
√

DD′). Unless otherwise noted, all
Dirichlet characters over Q are taken to be primitive, and so are uniquely identified
with finite order Hecke characters over Q under the arithmetic normalization de-
scribed above. Given Dirichlet characters ψ1, ψ2 over Q, we define ψ1ψ2 to be the
primitive Dirichlet character equal to ψ1(a)ψ2(a) for a ∈

(
Z/ lcm(f(ψ1), f(ψ2))

)×
(and indeed this equality holds for the associated Hecke characters). In particular,
for quadratic L and K as above, we have εL·K = εLεK .

Given a normalized newform f ∈ Sk(01(N )), let an( f ) denote the n-th Fourier
coefficient of f (i.e., the n-th coefficient of the q-expansion at ∞); when f is
obvious from context, we will often abbreviate an( f ) to an . Moreover, when f is
defined over Q and thus associated with an elliptic curve E/Q, we will sometimes
write an(E) = an( f ). Let E f denote the finite extension of Q generated by the
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Fourier coefficients an( f ). Given a Hecke character χ , let Eχ denote the finite
extension of Q generated by its values. Set E f,χ = E f Eχ .

For s ∈C, let <(s) and =(s) denote the real and imaginary parts of s, respectively.
We let H+ := {s ∈ C : =(s) > 0}.

2. Introduction

The study of Heegner points has provided some of the greatest insights into the
Birch and Swinnerton-Dyer conjecture. In particular, given an elliptic curve E/Q
and an imaginary quadratic field K satisfying a suitable Heegner hypothesis with
respect to E , the nontriviality of the Heegner point PE(K ) ∈ E(K )⊗Q intro-
duced in Section 3.4 implies, via the descent argument of [Kolyvagin 1990], that
rankZ E(K ) = 1. Our main result establishes, for elliptic curves E with E[p] a
reducible Galois representation at a good prime p, a congruence mod p between
the formal logarithm of the Heegner point and a special value of the Katz p-adic
L-function with certain Euler factors removed. Using Gross’s factorization [1980]
of the Katz p-adic L-function on the cyclotomic line, we can then find an explicit
congruence between the formal logarithm of the Heegner point and a quantity
involving certain Bernoulli numbers and (inverses of) Euler factors at primes of
bad reduction. Thus we derive an explicit criterion (involving Bernoulli numbers)
for the nontriviality of PE(K ) ∈ E(K )⊗Q in certain families of E .

Our results also have higher-dimensional applications, namely in computing
with algebraic cycle classes in Chow groups of motives attached to newforms.
Suppose N is a positive integer and K is an imaginary quadratic field satisfying the
Heegner hypothesis with respect to N , suppose f =

∑
n≥1anqn is a weight-k ≥ 2

level-N normalized newform whose Fourier coefficients are congruent to those of an
Eisenstein series outside the constant term modulo some prime ideal above p, and
suppose χ is an algebraic Hecke character over K central critical with respect to f .
We consider the Rankin–Selberg motive Mf,χ−1 := Mf/K ⊗Mχ−1 , defined over K ,
associated with ( f, χ), where Mf is the motive associated with f (see [Scholl 1990]),
Mf/K is its base change to K , and Mχ is the motive associated with χ (see [Deninger
1990]). For convenience of notation, we will formulate our discussion with respect to

M( f,χ−1)/F = Mf/F ⊗M(χ−1)/F ,

where F/K is some large enough abelian extension in “situation (S)” as described
on page 314, and f/F and χ/F are the corresponding base extensions to F . In fact,
one may recover Mχ−1 as a direct factor of the Grothendieck restriction of M(χ−1)/F ;
see [Deninger 1990] or [Geisser 1997]. Indeed, we have a factorization

M( f,χ−1)/F =

⊕
χ0:Gal(F/K )→C×

Mf,χ−1χ0 .
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Under certain conditions guaranteeing that the value of L(πf × πχ−1, s) =
L(Mf,χ−1, s) (and thus also that of L((πf × πχ−1)/F , s) = L(M( f,χ−1)/F , s)) will
vanish at the central point of the functional equation, we seek to construct algebraic
cycle classes in the Chow group associated with M( f,χ−1)/F , thus providing evidence
for the Beilinson–Bloch conjecture for Chow motives associated with ( f, χ)/F .
Natural candidates for representatives of such classes are generalized Heegner
cycles (in the sense of [Bertolini et al. 2013]), generated by algebraic cycles on
a suitable generalized Kuga–Sato variety which arise from graphs of isogenies
between products of CM curves. Under the above hypotheses, our main theorem
provides a criterion for a generalized Heegner cycle class associated with ( f, χ),
with χ in a certain infinity type range, to be nontrivial, namely that an associated
special value of the Katz p-adic L-function (with certain Euler factors removed)
is not (too) divisible by p. One may thus use special value formulas of p-adic
L-functions in order to get explicit p-nondivisibility criteria for the nontriviality of
Heegner cycle classes. In our main corollary, we explicitly address the case when
Gross’s factorization theorem can be applied, which corresponds precisely with the
case when the relevant generalized Heegner cycle arises from a classical Heegner
cycle (see Remark 8).

2.1. Chow motives. To make our discussion more precise, let us briefly recall
some definitions pertaining to Chow motives. Let X be a nonsingular variety
over a number field F . An algebraic cycle of X is a formal sum of subvarieties
of X . We let CH j (X) denote the group generated by algebraic cycles of X of
codimension j modulo rational equivalence. Call CH j (X) the j-th Chow group
of X , and call CH(X) :=

⊕
0≤ j≤dim X CH j (X) the Chow group of X . For varieties

X , Y over F , call Corrd(X, Y ) := CHdim Y+d(X ×F Y ) the group of (degree-d) cor-
respondences from X to Y . The group Corr(X, X) :=

⊕
0≤d≤dim X Corrd(X, X) has

a ring structure defined by composition of correspondences: given g ∈Corrd1(X, Y )
and h ∈ Corrd2(Y, Z), we define

h ◦ g := π13,∗(π
∗

12(g).π
∗

23(h)) ∈ Corrd1+d2(X, Z),

where π12, π13, π23 : X ×F Y ×F Z→ X ×F Y, X ×F Z , Y ×F Z are the canonical
projections, and “.” denotes the Chow intersection pairing. We call Corr(X, X)
the ring of correspondences on X . For any number field E , let Corrd(X, Y )E :=
Corrd(X, Y )⊗Z E . A Chow motive over F with coefficients in E is a triple (X, e,m)
consisting of a nonsingular variety X over F , an idempotent e ∈Corr0(X, X)E , and
an integer m. Define the category of Chow motives MF,E whose objects consist of
Chow motives over F with coefficients in E , and with morphisms given by

HomMF,E ((X, e,m), (Y, f, n)) := f ◦Corrn−m(X, Y )Q ◦ e.
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Define the category of Grothendieck motives Mhom
F,E with objects being cycles of X

modulo (motivic) homological equivalence, and with morphisms defined in the same
way as above. Note that since rational equivalence is stronger than homological
equivalence, there is a natural functor

MF,E →Mhom
F,E .

Let CH j (X)0 denote the subgroup of CH j (X) consisting of null-homologous cycles.

2.2. The Beilinson–Bloch conjecture for Rankin–Selberg motives. Now let K
be an imaginary quadratic field, and let H denote the Hilbert class field over K .
Fix f ∈ Sk(00(N ), εf ), where k ≥ 2, and let r := k−2. Let χ be a Hecke character
over K of infinity type (r − j, j) which is central critical with respect to f , and
where 0≤ j ≤ r . Suppose also that every prime ` | N splits in K , i.e., K satisfies
the Heegner hypothesis with respect to N . Then we can choose an ideal N of OK

with OK /N= Z/N . Assume also that f(χ) |N.
The ambient motive in our setup will be M := (Xr , εX , 0) ∈MF,E f,χ , where F ,

to be fixed later, is some large enough abelian extension of K containing H , and
εX is some projector in the ring of correspondences on X which has induced actions
on the various cohomological realizations of M via the corresponding cycle class
maps. (The projector εX essentially picks out the part of the cohomology of Xr

which comes from the Galois representations attached to pairs ( f, χ)/F .) Here the
underlying ((2r + 1)-dimensional) variety is the generalized Kuga–Sato variety
Xr :=Wr × Ar , defined over H , where A is a fixed CM elliptic curve of OK -type
(i.e., with EndH (A)=OK ) and Wr := Er (the classical Kuga–Sato variety) is the
(canonical desingularization of the) r -fold fiber product of copies of the universal
elliptic curve E with 01(N )-level structure over the (compactified) modular curve
X1(N ) :=Y1(N ) (and thus is defined over Q). This is well-defined in the case where
the cusps of Y1(N ) are regular in the sense of [Diamond and Shurman 2005, Section
3.2], which holds in particular when N > 4. The fibers of Xr → X1(N ), outside of
the cusps of X1(N ), are of the form Er

× Ar where E varies over elliptic curves.
The motive Mf is given by the triple (Wr , εf , 0) for some projector in the

ring of correspondences on Wr which picks out the f-isotypic component of the
cohomology of Wr under the Hecke action; in particular, this Chow motive is
defined over Q, with coefficients in E f . For an extension F/Q, we let Mf/F

denote the base change to F . The definition of the motive M(χ−1)/F is slightly
more subtle. Let F/K be an abelian extension such that χr− j

A χ̄
j
A = χ/F , where

χA : A
×

F → K× is the Hecke character associated with the CM elliptic curve A
having infinity type (1, . . . , 1, 0, . . . , 0) (with the first [F : K ] places corresponding
to the embeddings F ↪→Q preserving our fixed embedding K ↪→Q, and the next
[F : K ] places to their complex conjugates). We then say F is in “situation (S)”.
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(Such an F always exists; see [Deninger 1990, Proposition 1.3.1].) We have a motive
M(χ−1)/F := (A

r , εχ/F , 0) ∈MF,Eχ for some suitable projector εχ/F picking out the
χ/F =χ

r− j
A χ̄

j
A-isotypic component of the cohomology of Ar under the Galois action.

Let HN be the field over which the individual points of A[N] are defined. We
will henceforth take and fix an abelian extension F/K large enough so that it
contains HN and is in situation (S). (Note that this is possible since HN is an
abelian extension of K .) The Rankin–Selberg motive

M( f,χ−1)/F := Mf/F ⊗M(χ−1)/F = (Wr , ε f/F , 0)⊗ (Ar , εχ/F , 0)= (Xr , ε( f,χ)/F , 0)

is a submotive of M (in fact, it is the ( f, χ)/F -isotypic component ε( f,χ)/F M), and
the Beilinson–Bloch conjecture predicts that

dimE f,χ ε( f,χ)/F CHr+1(Xr )0,E f,χ (F)= ords=r+1 L(H 2r+1
ét (M( f,χ−1)/F ), s)

= ords=r+1 L(ε( f,χ)/F H 2r+1
ét (M), s)

= ords=r+1 L((Vf/K ⊗χ
−1)/F (r + 1), s)

= ords=0 L((Vf/K ⊗χ
−1)/F , s)

= ords=0 L(Vf/K ⊗χ
−1
⊗ IndK

F 1, s)

= ords=0
∏
χ0:

Gal(F/K )→C×

L(Vf/K ⊗ (χ
−1χ0), s)

= ords= 1
2

∏
χ0:

Gal(F/K )→C×

L(πf ×πχ−1χ0, s).

Here ε( f,χ)/F is the projector corresponding to the ( f, χ)/F -isotypic component of
the cohomology of Xr under the Hecke and Galois actions, Vf is the 2-dimensional
(unique semisimple) Gal(Q/Q)-representation associated with f , Vf/K is its re-
striction to Gal(K/K ), and πf , πχ−1 are the automorphic representations (over K )
associated with f and θχ−1 under the unitary normalizations.

Under the Heegner hypothesis, we have L
(
πf×πχ−1, 1

2

)
=0, and so the Beilinson–

Bloch conjecture predicts that

dimE f,χ ε( f,χ)/F CHr+1(Xr )0,E f,χ (F)≥ 1.

Thus we should be able to find a null-homologous cycle class with nonvanishing
ε( f,χ)/F -isotypic component in the above Chow group. To this end, we can use
the p-adic Waldspurger formula of Bertolini, Darmon, and Prasanna [Bertolini
et al. 2013] to consider images under the p-adic Abel–Jacobi map of generalized
Heegner cycles. Generalized Heegner cycles are, essentially, generated by graphs 0ϕ
of isogenies ϕ : A→ A′ between CM elliptic curves with 01(N )-level structure
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(i.e., such that ker(ϕ)∩ A[N] = 0). We can then view the graph 0ϕ inside Xr :

0ϕ ⊂ Ar
× (A′)r ⊂ Ar

×Wr = Xr .

We define the associated generalized Heegner cycle associated with (ϕ, A) as

1ϕ := εX0ϕ ∈ CHr+1(Xr )0,E f,χ (F).

(See Section 3.3 for a precise definition.) It is also a fact that εX H 2r+2(Xr ,Q)= 0,
and so 1ϕ is indeed null-homologous. Generalized Heegner cycles are those cycles
in CHr+1(Xr )0,E f,χ (F) generated by formal E f,χ -linear combinations of 1ϕ for
varying ϕ. The space CH(Xr )0,E f,χ (F) has an isotypic decomposition with respect
to the action of the Hecke algebra (which is indexed by cuspidal eigenforms) and
that of Gal(F/F) (which is indexed by Hecke characters).

Let Fp denote the p-adic completion of F determined by our fixed embedding
ip :Q ↪→Cp. We can now apply the p-adic Abel–Jacobi map over Fp to 1ϕ , which
is a map

AJFp : CHr+1(Xr )0,Q(Fp)→ (Filr+1 εX H 2r+1
dR (Xr/Fp))

∨

∼= (Sk(01(N ), Fp)⊗Symr H 1
dR(A/Fp))

∨,

where the superscript ∨ denotes the Fp-linear dual, and Fil j denotes the j-th step
of the Hodge filtration. A basis of εX H 2r+1

dR (Xr/F) is given by elements of the
form ω f ∧ω

j
Aη

r− j
A for 0≤ j ≤ r , where

ω f ∈ Filr+1 εX H r+1
dR (Wr/F)∼= Sk(01(N ), F)

is associated with f ∈ Sk(01(N ), F), and the ω j
Aη

r− j
A form a basis of

Filr+1 εX H r
dR(A

r/F)∼= Symr H 1
dR(A/F).

(Here ωA ∈�
1(A/F)= H 1,0

dR (A/F) is a nowhere vanishing differential on A, and
ηA ∈H 0,1

dR (A/F) is such that 〈ωA, ηA〉=1 under the cup product pairing on de Rham
cohomology.)

Bertolini, Darmon, and Prasanna’s p-adic Waldspurger formula relates a special
value of an anticyclotomic p-adic L-function Lp( f, χ) to the Abel–Jacobi image of
a certain generalized Heegner cycle 1, evaluated at the basis element ω f ∧ω

j
Aη

r− j
A .

The dual basis element of this latter element is in the ( f, χ)/F -isotypic component of
(Filr+1 εX H 2r+1

dR (Xr/F))∨, and the idempotent ε( f,χ)/F induces the projection onto
this ( f, χ)/F -isotypic component. By functoriality of projectors, the nonvanishing of
AJFp(1) at ω f ∧ ω

j
Aη

r− j
A shows the nontriviality of ε( f,χ)/F1. Hence, showing

the nonvanishing of a special value of Bertolini, Darmon, and Prasanna’s p-adic
L-function verifies one consequence of the Beilinson–Bloch conjecture for the
motive M( f,χ−1)/F = (Xr , ε( f,χ)/F , 0).
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More precisely, nonvanishing of the anticyclotomic p-adic L function Lp( f, χ)
and functoriality of the action of correspondences on Xr imply

0 6= AJFp(1)(ω f ∧ω
j
Aη

r− j
A )

= AJFp(1)(ε( f,χ)/F (ω f ∧ω
j
Aη

r− j
A ))

= AJFp(ε( f,χ)/F1)(ω f ∧ω
j
Aη

r− j
A )

and thus 0 6= ε( f,χ)/F1 ∈ ε( f,χ)/F CHr+1(Xr )0,E f,χ (F).
The classical situation r = 0 (i.e., k = 2) is perhaps instructive. In this case,

the underlying generalized Kuga–Sato variety is simply X0 = X1(N ). Moreover,
χ : Gal(F/K ) → C× is of finite order, so that χ/F = 1. Therefore, we have
CH1(X1(N ))0,E f,χ (F)= J1(N )E f,χ (F). The p-adic Abel–Jacobi map

AJFp : J1(N )E f,χ (Fp)→ Sk(01(N ), Fp)
∨

E f,χ

is given by P 7→ ( f 7→ logω f
P), where logω f

is the formal logarithm at p associated
with the nonvanishing differential ω f . Note that Gal(Q/Q) acts on modular forms
(as one may see by letting Gal(Q/Q) act on the coefficients of q-expansions), and
that this action also preserves eigenspaces of Hecke operators. For a modular
form f , let [ f ] denote its Gal(Q/Q)-orbit, and let Snew

k (01(N )) denote the space
of 01(N )-cuspidal newforms of weight k. Given a normalized newform f , Eichler–
Shimura theory attaches to f an abelian variety Af which arises as a quotient
of J1(N ). Let Af,E := Af ⊗E f E for any ring E containing E f . We have an isotypic
decomposition of the component of J1(N ) under the Hecke algebra action in the
isogeny category,

J1(N )new
∼

⊕
{[ f ], f ∈Snew

k (01(N ))}

Af ,

which implies

J1(N )new
E f,χ
=

⊕
{[ f ], f ∈Snew

k (01(N ))}

Af,E f,χ .

We thus have natural surjections 8f : J1(N )� Af (called modular parametriza-
tions) and hence maps 8f : J1(N )E f,χ (F)� Af,E f,χ (F). Let χ0 :Gal(F/K )→C×.
Denote by 8χ0 : Af,E f,χ (F)� Af,E f,χ (F)

χ0 the projection onto the χ0-isotypic com-
ponent under the action of Gal(F/K ), and set 8f,χ0 =8χ0 ◦8f : J1(N )E f,χ (F)�
Af,E f,χ (F)

χ0 . Let ωAf be the unique invariant differential on the abelian variety
Af /F satisfying 8∗f ωAf = ω f . Generalized Heegner cycles are simply classi-
cal Heegner points, i.e., degree-0 divisors P(χ0) ∈ J1(N )E f,χ (F) arising from
χ0-twisted Gal(F/K )-traces of CM points on X1(N )(F). Therefore, Pf (χ0) :=

8f,χ0(P(χ0)) ∈ Af,E f,χ (F)
χ0 . Note that, when χ0 = 1, we have Pf (1) ∈ Af,E f,χ (K ).
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The nonvanishing of the p-adic Abel–Jacobi map implies

0 6= logω f
P(χ0)= log8∗f,χ0

ωAf
P(χ0)= logωAf

8f,χ0(P(χ0))= logωAf
Pf (χ0),

and so Pf (χ0) ∈ Af,E f,χ (F)
χ0 is nontrivial. Suppose χ0 = 1. If E f = Q, then Af

is an elliptic curve, and Pf (1) ∈ Af,Q(K ) is nontrivial. By Kolyvagin’s theorem
[1990], we have rankZ Af (K )= 1.

2.3. Main results. In the case where f ∈ Sk(00(N ), εf ) is a normalized newform
with partial Eisenstein descent (see Definition 31), i.e., a newform whose Fourier
coefficients are congruent to those of an Eisenstein series except possibly at the
constant term, we will establish a congruence between Bertolini, Darmon, and
Prasanna’s anticyclotomic p-adic L-function and the Katz two-variable p-adic
L-function which holds wherever the former 1-variable p-adic L-function is defined.
A more precise statement is given in our main theorem below. Fix the following
assumptions.

Assumptions 1. (1) Let f ∈ Sk(00(N ), εf ) be a normalized newform of weight
k ≥ 2 and level N > 4.

(2) Let p - N be a rational prime.

(3) Let K/Q be an imaginary quadratic extension with odd fundamental discrimi-
nant DK <−4 and p split in K .

(4) (Heegner hypothesis) For any prime ` | N , ` is split in K/Q.

Note that assumption (4) guarantees the existence of an integral ideal N | N
of OK with

OK /N= Z/N .

Fix such an N and write N=
∏
` | N v as a product of primes v of OK with v | ` for

rational primes ` | N .

Remark 2. The assumption that DK <−4 is odd is made for calculational conve-
nience in [Bertolini et al. 2013, Remark 4.7] and can most likely be removed. See
Liu, Zhang, and Zhang’s recent generalization of Bertolini, Darmon, and Prasanna’s
L-function and their p-adic Waldspurger formula [Liu et al. 2014].

Note that our fixed embedding ip :Q ↪→ Cp determines a prime ideal p of OK

above p. Let Lp( f, χ) denote Bertolini, Darmon, and Prasanna’s anticyclotomic
p-adic L-function described in Section 3.4, and let Lp(χ, 0) denote the Katz
p-adic L-function described in Section 3.5. Let F ′ and HN be the fields defined in
Section 3.4, and let p′ be the prime ideal of OF ′ above p determined by ip.

Theorem 3 (main theorem). Let ( f, p, K ) be as in Assumptions 1. Suppose f
has Eisenstein descent of type (ψ1, ψ2, N+, N−, N0) mod m (see Definition 31) for
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some integral ideal m of the ring of integers of a p-adic local field M containing E f ,
and suppose ψ1 and ψ2 are Dirichlet characters over Q with ψ1ψ2 = εf . Let t be
an integral ideal of OK with OK /t = Z/f(ψ2) and t |N. For all χ ∈ 6̂cc(N) (see
Section 3.4 for a precise definition), we have the congruence

Lp( f, χ)≡ ψ−1
1 (DK )

(
|f(ψ2)|

kχ−1( t̄)

4g(ψ−1
2 )(2π i)k+2 j

·4 · Lp(ψ1/Kχ
−1, 0)

)2

(mod mOF ′
p′

M),

where k+2 j ∈Z/(p−1)×Zp is the signature of χ ∈ 6̂cc(N) (see Definition 23) and

4=
∏
` | N+

(1− (ψ2/Kχ
−1)(v̄)`k−1)

∏
` | N−

(1− (ψ1/Kχ
−1)(v̄))

×

∏
` | N0

(1− (ψ2/Kχ
−1)(v̄)`k−1)(1− (ψ1/Kχ

−1)(v̄)).

Invoking Bertolini, Darmon, and Prasanna’s p-adic Waldspurger formula, given
as Theorem 25, we can identify the left-hand side of Theorem 3 with a p-adic
Abel–Jacobi image of a generalized Heegner cycle, and thus derive the following
congruence.

Corollary 4. Suppose χ ∈6(1)cc (N) (see Section 3.4 for a precise definition) with
infinity type (k − 1− j, 1+ j), where 0 ≤ j ≤ k − 2. In the setting of Theorem 3,
we have, for 0≤ j ≤ k− 2,

�2(k−2−2 j)
p

(
1−χ−1(p̄)ap( f )+χ−2(p̄)εf (p)pk−1

0( j + 1)

)2(
AJF ′

p′
(1(χNK))(ω f∧ω

j
Aη

k−2− j
A )

)2

≡ ψ−1
1 (DK )

(
|f(ψ2)|

kχ−1( t̄)

4g(ψ−1
2 )(2π i)k−2−2 j

·4 · Lp(ψ1/Kχ
−1, 0)

)2

(mod mOF ′
p′

M).

Here �p is the p-adic period defined in Section 3.4, and

1(χNK) :=
∑

[a]∈Cl(OK )

(χNK)
−1(a) ·1ϕaϕ0 ∈ CHk−1(Xk−2)0,Eχ (HN),

where 1ϕaϕ0 is defined as in Section 3.4.

Remark 5. Corollary 4 can be viewed as providing a new method for verifying
a consequence of the Beilinson–Bloch conjecture. In light of the discussion in
Section 2.2, we note that for χ ∈ 6(1)cc (N) we have L

(
πf × πχ−1, 1

2

)
= 0, which

implies L
(
πf×π(χ−1)/F ,

1
2

)
=0 for any F/HN in situation (S). Hence, the Beilinson–

Bloch conjecture predicts that dimE f,χ ε( f,χ)/F CHk−1(Xk−2)(F) ≥ 1. Corollary 4
shows that, in the setting where f has Eisenstein descent mod m, if

4 · Lp(ψ1/Kχ
−1, 0) 6≡ 0 (mod mOF ′

p′
),
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then the generalized Heegner cycle 1(χNK) induces the ostensibly nontrivial
algebraic cycle class. We are thus reduced to verifying the p-nondivisibility of the
above special values of the Katz p-adic L-function. In Theorem 7 we explicitly
evaluate Katz L-values corresponding to classical Heegner cycles (see Remark 8)
using a theorem of Gross in order to find explicit non-p-divisibility criteria. One
might expect to be able to carry out studies of p-nondivisibility for more general
Katz L-values in order to establish similar explicit nontriviality criteria for more
general Heegner cycles, but we do not do this here.

Suppose that εf = 1 and that k is even. Note that the anticyclotomic line intersects
with the cyclotomic line when j = k/2− 1, in the notation of Corollary 4. For
this j , we can take the particular character χ =N

−k/2
K ∈6

(1)
cc (N). Applying Gross’s

factorization (Theorem 28) of the Katz L-function on the cyclotomic line to the right-
hand side of Theorem 3, we get the following explicit congruences between special
values of p-adic L-functions. First, fix the following notation for convenience.

Definition 6. Suppose we are given an imaginary quadratic field K . For any
Dirichlet character ψ over Q, let

ψ0 :=

{
ψ if ψ even,
ψεK if ψ odd.

Theorem 7. In the setting of Theorem 3, specializing to εf = 1, k even, and
ψ1 = ψ

−1
2 = ψ ,(

pk/2
− ap( f )+ pk/2−1

pk/20
( k

2

) )2

AJF ′
p′

(
1(N

1−k/2
K )

)2(
ω f ∧ω

k/2−1
A η

k/2−1
A

)
is congruent to

42

4

(
1
k
(1−ψ−1(p)pk/2−1)Bk

2 ,ψ
−1
0 ε

k/2
K
· Lp

(
ψ0(εKω)

1−k/2,
k
2

))2

(mod mOF ′
p′

M)

if ψ0(εKω)
1−k/2

6= 1 or k > 2, and

42

4

(
p− 1

p
logp ᾱ

)2

(mod mOF ′
p′

M)

otherwise.
If m= λ, where λ is some prime ideal of OM above p, then more explicitly(

pk/2
− ap( f )+ pk/2−1

pk/20
( k

2

) )2

AJF ′
p′

(
1f (N

1−k/2
K )

)2(
ω f ∧ω

k/2−1
A η

k/2−1
A

)
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is congruent to

42

4

(
1
k
(1−ψ−1(p)pk/2−1)(1−(ψω−k/2)(p))Bk

2 ,ψ
−1
0 ε

k/2
K

B1,ψ0εK (εKω)−k/2

)2

(mod λOF ′
p′

M)

if ψ0(εKω)
1−k/2

6= 1,

42

4

(
1
k
(1−ψ−1(p)pk/2−1)Bk

2 ,ψ
−1
0 ε

k/2
K
· Lp

(
1,

k
2

))2

(mod λOF ′
p′

M)

if ψ0(εKω)
1−k/2

= 1, k > 2, and

42

4

(
p− 1

p
logp ᾱ

)2

(mod λOF ′
p′

M)

otherwise.
Here

1(N
1−k/2
K ) :=

∑
[a]∈Cl(OK )

N
k/2−1
K (a) ·1ϕaϕ0 ∈ CHk−1(Xk−2)0,Q(HN),

where 1ϕaϕ0 is defined as in Section 3.4,

4=
∏
` | N+

(
1−

ψ−1(`)

`1−k/2

) ∏
` | N−

(
1−

ψ(`)

`k/2

) ∏
` | N0

(
1−

ψ−1(`)

`1−k/2

)(
1−

ψ(`)

`k/2

)
,

logp is the Iwasawa p-adic logarithm (i.e., with branch logp p = 0), and ᾱ ∈ OK

such that (ᾱ)= p̄hK .

Remark 8. In the setting of Theorem 7, the generalized Heegner cycle 1(N1−k/2
K )

can be mapped via a correspondence to a classical Heegner cycle arising on the
classical Kuga–Sato variety Wk−2 defined in Section 2.2; see, for example, [Bertolini
et al. 2015, Proposition 4.1.1, Theorem 4.1.3]. Therefore, in view of Remark 5,
Theorem 7 gives an explicit congruence criterion for showing the nontriviality of a
classical Heegner cycle class and thus verifying the aforementioned consequence
of the Beilinson–Bloch conjecture.

Remark 9. For any x ∈ p̄, we have ordp(x)= 0, so we can write x = a+ 2π for
π ∈ pOKp and a ∈O×Kp

. Then xhK = ahK + hK ahK−12π + · · · , so

ordp

(
p− 1

p
logp ᾱ

)
= ordp(2hK).

Remark 10. In certain situations, one can use explicit special value formulas to
further evaluate the right-hand side of the congruences in Theorem 7. For example,
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when k = 2 and ψ0 6= 1, by Leopoldt’s formula and the fact that εK (p)= 1 since p
is split in K , we have

Lp(ψ0, 1)=
(

1−
ψ(p)

p

)
g(ψ0)

|f(ψ0)|

|f(ψ0)|∑
a=1

ψ−1
0 (a) logp

(
1− exp

(
2π ia
|f(ψ0)|

))
.

Furthermore, Diamond computes explicit formulas for the values of Lp(χ, n) when
n is a positive integer; see [Diamond 1979].

Definition 11. Attached to any normalized newform f ∈ Sk(00(N ), εf ) and prime λ
above p of a number field M containing E f is a unique semisimple λ-adic Ga-
lois representation ρ f : Gal(Q/Q) → GL2(Mλ) (see Section 3.6). Choosing a
Gal(Q/Q)-invariant lattice in M2

λ , one obtains an associated semisimple mod-λ
Galois representation ρ̄ f (which turns out to be independent of the choice of lattice).
If p - N and if ρ̄ f is reducible, we will see (in Theorem 34) that N =N+N−N0, where
N+N− is squarefree and N0 is squarefull, such that there are Dirichlet characters
ψ1 and ψ2 over Q with ψ1ψ2 = εf , and where ` | N+ implies a` ≡ ψ1(`) (mod λ),
` | N− implies a` ≡ ψ2(`)`

k−1 (mod λ), and ` | N0 implies a` ≡ 0 (mod λ). We
then say that ρ̄ f is reducible of type (ψ1, ψ2, N+, N−, N0).

By Theorem 34, we immediately get the following corollary.

Corollary 12. Let ( f, p, K ) be as in Assumptions 1, and suppose ρ̄ f is reducible
of type (ψ1, ψ2, N+, N−, N0), where ρ̄ f is the semisimple mod-λ residual represen-
tation of ρ f for some prime ideal λ of the ring of integers of a p-adic local field M
containing E f . Then the conclusions of Theorems 3 and 7 hold with m= λ.

Applying Theorem 7 to the case when k is 2 and f is defined over Q, and is thus
associated with an elliptic curve E/Q of conductor N , we can show the Heegner
point PE(K ) is nontorsion when the primes dividing pN satisfy certain congruence
conditions and p does not divide certain Bernoulli numbers. First, decompose the
conductor N = Nsplit Nnonsplit Nadd into factors such that ` | Nsplit implies ` is of split
multiplicative reduction, ` | Nnonsplit implies ` is of nonsplit multiplicative reduction,
and ` | Nadd implies ` is of additive reduction.

Theorem 13. Suppose E/Q is any elliptic curve of conductor N with reducible
mod-p Galois representation E[p], or equivalently, E[p]ss ∼= Fp(ψ)⊕ Fp(ψ

−1ω),
where p > 2 is a prime of good reduction for E and ψ is some Dirichlet character
with f(ψ)2 | Nadd. Suppose further that

(1) ψ(p) 6= 1,

(2) Nsplit = 1 (i.e., E has no primes of split multiplicative reduction),

(3) ` | Nadd implies either ψ(`) 6= 1 and ` 6≡ −1 (mod p), or ψ(`)= 0.
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Then, for any imaginary quadratic field K in which p splits, such that K satisfies
the Heegner hypothesis with respect to E , and p - B1,ψ−1

0 εK
B1,ψ0ω−1 , the associated

Heegner point PE(K ) ∈ E(K ) (see Section 3.4) is nontorsion. In particular,
rankZ E(K )= 1.

Remark 14. When ψ is quadratic, the condition p - B1,ψ0εK of Theorem 13 is
equivalent to p - hKψ0 ·K . (This follows because B1,ψ−1

0 εK
=−2hKψ0 ·K /|O

×

Kψ0 ·K
| by

the functional equation and analytic class number formula.)

Remark 15. In light of Theorems 34 and 35, which imply that a`(E)≡ ψ(`) or
ψ−1(`)` (mod p) for `‖N (i.e., ` |Nsplit Nnonsplit) when E[p]ss∼=Fp(ψ)⊕Fp(ψ

−1ω),
condition (2) can be phrased as

(2)′ for every ` ‖ N , ψ(`)≡−1 or −` (mod p).

In terms of local root numbers w`(E), since w`(E)=−a`(E) for ` ‖ N , conditions
(2) and (2)′ can also be viewed as requiring the corresponding local root numbers
to all be +1.

Remark 16. Theorem 13 (at least partially) recovers a much earlier result of Mazur
[1979, Theorem, p. 231], which considers the case N = prime 6= p. In Mazur’s
setting, we suppose that E[p]ss ∼= Fp ⊕ Fp(ω), where N = ` 6= p, let ψ be an
even quadratic character and choose an imaginary quadratic field K . (In Mazur’s
notation, we are taking χ = ψεK and Kχ = Kψ ·K = KψεK .) The case of Mazur’s
theorem we recover is as follows.

Suppose (E, p, ψ, K ) as above are such that

(1) K satisfies the Heegner hypothesis with respect to E ⊗ψ ,

(2) p splits in K and DK <−4,

(3) ψ(p)=−1,

(4) p - B1,ψω−1 ,

(5) lcm(`, |f(ψ)|2) > 4, ψ(`) 6= 1 and p - hKψ ·K .

Then rankZ(E ⊗ψεK )(Q)= 0.
This follows from Theorem 13 since the latter implies rankZ(E ⊗ψ)(K ) = 1,

and then rankZ(E ⊗ψεK )(Q)= 0 follows from root number considerations (see
Proposition 50).

Assumptions (1)–(4) above are extraneous in the full generality of Mazur’s theo-
rem, with (5) being the pertinent hypothesis. These assumptions have the following
effects: (1) is part (4) of Assumptions 1 and guarantees that L((E⊗ψ)/K , 1)= 0;
(2) is part (3) of Assumptions 1; (3) excludes the possibility of a “trivial zero”
from the Kubota–Leopoldt factor Lp(ψεKω, 0), which shows up in the congruence
of Theorem 7; (4) essentially controls the Selmer group Selp((E ⊗ψ)/Q) (see
Remark 45) so that rankZ(E ⊗ψ)(Q)≤ 1. Mazur’s original statement also allows
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for p | f(ψ), which is ruled out by part (2) of Assumptions 1. We should note,
however, that Mazur requires the additional assumptions

(6) `≥ 11,

(7) p divides the numerator of
(
`−1
12

)
,

(8) (p, |f(ψεK )|) 6= (3, 3).

Assumption (6) is a technical assumption and is stronger than our assumption
lcm(`, |f(ψ)|2) > 4 on the level of E⊗ψ , which in turn originates from part (1) of
Assumptions 1; (7) means that the newform fE ∈ S2(00(`)) of E has full Eisenstein
descent (see Definition 31), and is automatically satisfied when E[p] is reducible
and p > 3 (see Remark 33); (8) is taken care of by our assumption DK <−4 from
part (3) of Assumptions 1.

Perhaps more interesting is the connection between Theorem 13 and the “sup-
plement” to Mazur’s theorem, which states that a Heegner point is nontorsion
when “ψ(`) 6= 1” in Assumption (5) above is replaced with “ψ(`) = 1” (see
[Mazur 1979, Theorem, p. 237]). In particular, E satisfies the Heegner hypoth-
esis with respect to both K and Kψ ·K , and E ⊗ ψεK has root number −1 so
that PE⊗ψ(K ) ∈ (E ⊗ψεK )(Q). As is pointed out in [Mazur 1979], under this
assumption, the Kubota–Leopoldt factor Lp(ψ

−1εKω, 0) from Theorem 7 can be
related mod p to (1/p) d

ds L(E, ψεK , s)|s=1, itself being related to the p-adic height
mod p of

PE(Kψ ·K )− := PE(Kψ ·K )− PE(Kψ ·K ) ∈ (E ⊗ψεK )(Q).

Note that ψ(`)= 1 places E⊗ψ outside the scope of Theorem 13, but perhaps this
descent result in tandem with Mazur’s observation and the mod-p factorization of
Theorem 7 suggests an identity (in certain cases) relating the formal logarithm of
PE⊗ψ(K )∈ (E⊗ψεK )(Q) with the p-adic height of PE(Kψ ·K )− ∈ (E⊗ψεK )(Q)

times another quantity, perhaps related to the order of X(E⊗ψ/Q)[p∞]. A deeper
comparison between the results of this paper and Mazur’s would be an interesting
direction for further investigation.

Remark 17. One of the referees has also pointed out an analogy between Mazur’s
result and Theorem 13 and the two “reciprocity laws” which Bertolini and Darmon
[2005] established in their work on the anticyclotomic Iwasawa main conjecture for
elliptic curves. Let E/Q be an elliptic curve with newform fE . Mazur’s descent
result assumes E ⊗ εK has root number −1 over Q and computes the image of
PE(K )− inside the p-primary part of the component group of the special fiber of a
Néron model of E over ZN . Using an Eisenstein congruence at p, Mazur shows
that nonvanishing of this image is equivalent to p - hK , i.e., the p-nondivisibility
of a special value of a certain Kubota–Leopoldt p-adic L-function. Bertolini and
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Darmon’s first reciprocity law also assumes E has root number −1 over K and
computes the image inside the p-primary part of the component group of the special
fiber of a Néron model over Z`2 of some abelian variety (arising as a quotient of
J1(N`) for some prime ` - N which is inert in K ). (Here Z`2 is the unramified
quadratic extension of Z`.) Using a level-raising congruence modulo some power
of p of fE with an eigenform g of level N` (so that g has root number +1 over K ),
Bertolini and Darmon equate this image (using a Waldspurger-type formula) with a
special value of an anticyclotomic p-adic L-function attached to g.

In Theorem 7 applied to E , we assume that E has root number −1 over K and
computes the p-adic formal logarithm of PE(K ) modulo some power of p. We
then use an Eisenstein congruence at p to equate this with a special value of a
Katz p-adic L-function. Bertolini and Darmon’s second reciprocity law similarly
assumes E has root number −1 over K and computes the image of PE(K ) inside
the finite part of some power-of-p-(Bloch–Kato) Selmer group of E . The formal
logarithm at p modulo this same power of p in particular maps into this Selmer
group. Using another level-raising congruence to an eigenform g of level N`1`2

for distinct “admissible” primes `1, `2 - N , Bertolini and Darmon again equate this
image with a special value of an anticyclotomic p-adic L-function of g. It should
be noted that the p-adic Waldspurger formula of Bertolini, Darmon, and Prasanna
(Theorem 25) is itself established through exploiting yet another “sign change”
congruence, namely by considering congruences with a newform f and its various
anticyclotomic twists, considering these twists in a p-adic family, varying the twists
through the interpolation region where the global root number is +1, and taking a
p-adic limit into a region where the root number is −1.

Let us return to the setting of Theorem 13. Considering quadratic twists of E
when E[p]ss ∼= Fp(ψ)⊕Fp(ψ

−1ω) (which amounts to varying ψ through quadratic
characters), we obtain congruence criteria for the f(ψ) which, when satisfied, imply
rankZ(E ⊗ψ)(K )= 1. In Section 5.5, we consider p = 3 and use quadratic class
number 3-divisibility results to show the following.

Corollary 18. Suppose E/Q has reducible mod-3 Galois representation E[3].
Then we have:

(1) If E is reducible of type (ψ,ψ−1, N+, N−, N0) for some quadratic characterψ ,
then a positive proportion of quadratic twists of E , ordered by absolute value
of discriminant, have rank 0 or 1.

(2) If E is semistable, then a positive proportion of real quadratic twists of E , or-
dered by absolute value of discriminant, have rank 1 and a positive proportion
of imaginary quadratic twists of E , likewise ordered, have rank 0.

Remark 19. For E as in the statement of Corollary 18, explicit lower bounds for
these proportions are given in the statement of Theorems 53 and 54, respectively.
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One can also use congruence criteria provided by Theorem 13 to find explicit
examples of quadratic twists E ⊗ψ with rankZ(E ⊗ψ)(K )= 1.

Remark 20. Recent work of Harron and Snowden [2015] in particular shows that

lim
X→∞

NZ/3(X)
X1/3 ≈ 1.5221,

where NG(X) denotes the number of (isomorphism classes of) elliptic curves E
over Q up to (naive) height X with E(Q)tor ∼= G. Corollary 18 applies to all curves
with nontrivial rational 3-torsion, and so applies to at least a number of curves on
the order of X1/3 up to height X .

The organization of this paper is as follows. In Section 3, we review some
preliminaries, including definitions pertinent to our discussion and a review of
algebraic and p-adic modular forms. In Section 3.4, we recall Bertolini, Darmon,
and Prasanna’s anticyclotomic p-adic L-function as well as their p-adic Waldspurger
formula, which gives the value of the image of a certain generalized Heegner cycle
under the p-adic Abel–Jacobi in terms of a special value of their p-adic L-function.
In Section 3.5, we recall Katz’s p-adic L-function attached to Hecke characters
over imaginary quadratic fields K as well as recall Gross’s factorization of the
L-function on the cyclotomic line. In Section 3.6, we define the notion of a
normalized newform f having Eisenstein descent, and relate it to the reducibility
of the residual p-adic Galois representation of f .

In Section 4, we prove our main congruence by showing that certain twisted traces
over CM points of Maass–Shimura derivatives ∂ j of Eisenstein series represent
special values of complex L-functions of Hecke characters. The twisted traces
considered in [Bertolini et al. 2013] are exactly of the same kind, with the sole
difference being that the Eisenstein series is replaced by a cusp form. Interpolating
these twisted traces yields the Katz p-adic L-function and Bertolini, Darmon, and
Prasanna’s anticyclotomic p-adic L-functions, respectively. When f has partial
Eisenstein descent with associated Eisenstein series G, we use the corresponding
congruence between the twisted traces of ∂ j f and ∂ j G to derive the congruence
between p-adic L-functions.

In Section 5, we apply our congruence formula to the problem of finding nontrivial
algebraic cycles whose existence is predicted by the Beilinson–Bloch conjecture.
We also give examples of Eisenstein descent, including ways to construct such
newforms (see Constructions 38 and 40), and applications of our main theorem
to showing nontriviality of algebraic cycle classes. In Section 5.4, we address the
particular case of showing nontriviality of generalized Heegner cycles attached to
quadratic twists of the Ramanujan ∆ function. In Section 5.5, we examine the
case of elliptic curves and derive an explicit criterion to show rankZ(E(K ))= 1 for
elliptic curves E/Q with reducible mod-p Galois representation.
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In Section 5.6, we show that when E has reducible mod-3 Galois representation,
a positive proportion of quadratic twists of E have rank 0 or 1. These results in
certain cases extend those of [Vatsal 1999], who exhibited an infinite family of
elliptic curves (namely, those which are semistable with rational 3-torsion), for
each member of which a positive proportion of its imaginary quadratic twists have
rank 0. Our result gives a larger infinite family of elliptic curves (namely, those
which are semistable with reducible mod-3 Galois representation), for each member
of which a positive proportion of its imaginary quadratic twists have rank 0 and a
positive proportion of its real quadratic twists have rank 1.

3. Preliminaries

In this section, we review some preliminaries relating to Bertolini, Darmon, and
Prasanna’s and Katz’s p-adic L-functions. Our discussion follows [Bertolini et al.
2013].

3.1. Algebraic modular forms. Recall

01(N ) :=
{
γ ∈ SL2(Z) : γ ≡

(
1 ∗
0 1

)
(mod N )

}
,

00(N ) :=
{
γ ∈ SL2(Z) : γ ≡

(
∗ ∗

0 ∗

)
(mod N )

}
,

and note that 01(N )⊂00(N ). From now on, let 0 be 01(N ) or 00(N ). For i = 0, 1,
let Yi (N ) be the associated modular curve whose complex points are in bijection
with the Riemann surface 0i (N )\H+, and which classifies pairs (E, t) consisting of
an elliptic curve E and a 0i (N )-level structure t on E (so Z/N ∼= t ⊂ E[N ] for i = 0,
and t ∈ E[N ] of exact order N for i = 1). Let X i (N ) denote the compactification
of Yi (N ). Let π : E→ Y1(N ) denote the universal elliptic curve with 01(N )-level
structure. Throughout the paper, we shall use the interpretation of algebraic modular
forms as global sections of powers ω̄k of the Hodge bundle ω̄ := π∗�1

E/Y1(N ) of
relative differentials E/Y1(N ) (which we may extend to X1(N ) when N > 4), so
that an algebraic modular form can be thought of as a function on isomorphism
classes of triples [(E, t, ω)] satisfying base-change compatibility and homogeneity
conditions; here E is an elliptic curve, t a 0-level structure, and ω an invariant
differential on E . For details, see [Bertolini et al. 2013, Section 1.1]. Denote by

Sk(0, R)⊂ Mk(0, R)⊂ M∗k (0, R)

the space of weight-k algebraic 0-cuspforms over a ring R, the space of weight-k al-
gebraic 0-modular forms, and the space of weight-k weakly holomorphic 0-modular
forms, respectively. (See Section 1.1 of loc. cit. for precise definitions.) We have
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similar inclusions for the corresponding spaces considered with nebentypus ε. We
will suppress the base ring “R” when it is obvious from context.

Suppose F ⊂ C is a field containing the values of a Dirichlet character ε, and
suppose f ∈ M∗k (00(N ), F, ε). Then we have an associated holomorphic function
on H+ given by

f (τ ) := f
(

C/(Z+Zτ),
1
N
, 2π idz

)
,

where dz is the standard differential on C/3 with period lattice equal to 3. Note
that f (τ ) satisfies the usual weight-k, ε-twisted modularity condition for 00(N ),

f (γ · τ)= ε(d)(cτ + d)k f (τ )

for γ =
(a

c
b
d

)
∈00(N ). The function f (τ ) in fact completely determines the weakly

holomorphic modular form f ∈ M∗k (00(N ), F, ε).
Denote the space of weight-k nearly holomorphic 0-modular forms over F and

nebentypus ε by Nk(0, F, ε). (See Section 1.2 of loc. cit. for precise definitions.)
We have the classical Maass–Shimura operator ∂k : Nk(0, F, ε)→ Nk+2(0, F, ε)
acting on nearly holomorphic 0-modular forms by the formula

∂k f (τ ) :=
1

2π i

(
d

dτ
+

k
τ − τ̄

)
f (τ ).

Note that ∂k does not preserve holomorphy, but preserves near-holomorphy. We
let ∂ j

k := ∂k+2( j−1) ◦ · · · ◦ ∂k : Nk(0, F, ε)→ Nk+2 j (0, F, ε), and omit k when it is
obvious from context.

3.2. p-adic modular forms. Fix a rational prime p. We will interpret p-adic
modular forms analogously to the previous definition of algebraic modular forms,
i.e., as global sections of a rigid analytic line bundle over the ordinary locus of
X i (N )/Cp, or equivalently as functions on isomorphism classes of triples [(E, t, ω)]
defined over p-adic rings satisfying certain homogeneity and base-change properties.
(For details, see [Bertolini et al. 2013, Section 1.3].)

We have the classical Atkin–Serre operator θ : M (p)
k (0, F, ε)→ M (p)

k+2(0, F, ε)
acting on p-adic modular forms, whose effect on q-expansions is given by

θ

( ∞∑
n=0

anqn
)
= q

d
dq

∞∑
n=0

anqn
=

∞∑
n=1

nanqn.

Now recall our complex and p-adic embeddings i∞ : F ↪→ C and ip : F ↪→ Cp,
as well as our field isomorphism i : C −→∼ Cp such that ip = i ◦ i∞. Let K be an
imaginary quadratic field and let H be the Hilbert class field over K . Suppose E/F
is a curve with complex multiplication (i.e., such that EndH (E) is isomorphic to
an order of OK ), and let (E, t, ω) be a triple defined over F . Using i∞ and ip, we
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can view (E, t, ω) as a triple over C and Cp, respectively. Using i , we can view
f ∈ M∗k (0, F, ε) as an element of M (p)

k (0, F, ε) (after possibly rescaling). The
following theorem, due to Shimura and Katz, states that the values of ∂ j f and θ j f
coincide on ordinary CM triples.

Theorem 21 (see [Bertolini et al. 2013, Proposition 1.12]). Suppose (E, t, ω) is
a triple defined over F , where E has complex multiplication by an order of OK ,
and assume that E , viewed as an elliptic curve over OCp , is ordinary. Suppose
f ∈ M∗k (0, F, ε). Then, for j ≥ 0, we have:

(1) ∂ j f (E, t, ω) ∈ i∞(F).

(2) θ j f (E, t, ω) ∈ ip(F).

(3) Viewing these quantities as elements of F (i.e., identifying i∞(F)
ip◦i−1
∞

−−−→ip(F)),
we have

∂ j f (E, t, ω)= θ j f (E, t, ω).

Denote by [ the “p-depletion” operator on M (p)
k (0, F, ε) (see [Bertolini et al.

2013, Section 3.8]), whose action on q-expansions f (q)=
∑
∞

n=0 an( f )qn is given by

f [(q)= f (q)− ap( f ) f (q p)+ ε(p)pk−1 f (q p2
),

so that an( f [)= 0 for all n > 0 with (n, p) 6= 1.

3.3. Isogenies and generalized Heegner cycles. Recall our assumption that the
imaginary quadratic field K satisfies the Heegner hypothesis with respect to N :

for all primes ` | N , ` is split in K/Q.

This condition implies that there exists an integral ideal N of OK such that OK /N=

Z/N . Fix such an N and fix a CM elliptic curve A with EndH (A) = OK . Let
HN/H denote the extension over which the individual N-torsion points of A are
defined, which is an abelian extension of K . A choice of tA ∈ A[N] of order N
determines a 01(N )-level structure on A defined over any F/HN. Fix a choice of tA

once and for all.
Now consider the set

Isog(A) := {(ϕ, A′)}/Isomorphism,

where A′ is an elliptic curve and ϕ : A→ A′ is an isogeny defined over K , and two
pairs (ϕ1, A′1) and (ϕ2, A′2) are isomorphic if there is an isomorphism ι : A′1→ A′2
over K such that ιϕ1 = ϕ2. Let IsogN(A) ⊂ Isog(A) be the subset consisting of
isomorphism classes of (ϕ, A′) such that ker(ϕ)∩A[N]={0}. Note that the group IN

of OK -ideals relatively prime to N act on IsogN(A) via a?(ϕ, A′)= (ϕaϕ, A′/A′[a]),
where

ϕa : A′→ A′/A′[a]
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is the natural surjection. Given triples (A1, t1, ω1) and (A2, t2, ω2), we define an
isogeny from (A1, t1, ω1) to (A2, t2, ω2) to be an isogeny

ϕ : A1→ A2 such that ϕ(t1)= t2 and ϕ∗(ω2)= ω1.

We have an action of IN on (isomorphism classes of) triples (A′, t ′, ω′) with
End(A′)=OK and t ′ ∈ A′[N] given by

a ? (A′, t ′, ω′)= (A′/A′[a], ϕa(t ′), ω′a), where ϕ∗a (ω
′

a)= ω
′.

Definition 22. Note that a pair (ϕ, A′)∈ IsogN(A) determines a point (A′, ϕ(tA))∈

Y1(N )(HN) ⊂ Y1(N )(F) and, for any integer r ≥ 0, an embedding (A′)r ↪→ Wr .
(For the definition of Wr , see Section 2.2.) Using this we view the graph as being
embedded in Xr :=Wr × Ar :

0ϕ ⊂ Ar
× (A′)r ⊂ Ar

×Wr ∼= Xr .

We define the generalized Heegner cycle associated with (ϕ, A) as 1ϕ := εX0ϕ ,
where εX is the projector defined in [Bertolini et al. 2013, Section 2.2]. Note that 0ϕ
is defined over HN, and thus determines a class in the Chow group CHr+1

0 (Xr )(HN),
as defined in Section 2.2.

3.4. Bertolini, Darmon, and Prasanna’s p-adic L-function and p-adic Wald-
spurger formula. Fix a normalized newform f ∈ Sk(00(N ), εf ). Given a Hecke
character χ of infinity type ( j1, j2), recall that the central character εχ of χ is the
finite order character defined by

εχ = χ|A×
Q

N
j1+ j2
Q

.

We define

L( f, χ−1, 0) := L
(
πf ×πχ−1, s− 1

2(k− 1− j1− j2)
)
,

where πf and πχ−1 are the (unitarily normalized) automorphic representations
associated with f and χ , respectively. The Hecke character χ is said to be central
critical with respect to f if j1+ j2 = k and either

(1) 1≤ j1, j2 ≤ k− 1, or

(2) j1 ≥ k and j2 ≤ 0,

and if the following condition on the central character of χ is satisfied:

εχ = εf .

(Note, since we assume the Heegner hypothesis, this implies that χ is unramified
outside of f(εf ).) Central criticality of χ is equivalent to requiring that πf ×πχ−1 is
self-dual and that the point of symmetry for the functional equation of L( f, χ−1, s)
is s = 0.
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For central critical χ with infinity type in range (1) (resp. range (2)) above, the
root number satisfies ε∞( f, χ−1)=−1 (resp. ε∞( f, χ−1)=+1). We henceforth
make the auxiliary assumption that

the local root numbers of L( f, χ−1, s)
satisfy ε`( f, χ−1)=+1 at all finite primes `.

This assumption is automatic for `∈ S f ={` : ` | (N , DK ), ` - f(εf )} since we assume
the Heegner hypothesis, and thus is automatically satisfied when (N , DK )= 1, as
we assume in Assumptions 1. These conditions on the local root numbers of
L( f, χ−1, s) imply that the global root number is ε( f, χ−1)=−1 for χ in infinity
type range (1) above, and ε( f, χ−1)=+1 for χ in range (2) above. Thus we have
L( f, χ−1, 0)=0 in range (1) and expect L( f, χ−1, 0) 6=0 (generically) in range (2).

For any Hecke character ε over Q of conductor Nε | N , define Nε to be the unique
ideal in OK that divides N and has norm equal to Nε. For a Hecke character χ
over K , we say that χ is of finite type (N, ε) if

χ
|Ô×K
= ψε,

where ψε is the composite map

Ô×K →
∏
v |Nε

(OK ,v/NεOK ,v)
× ∼=

∏
` | Nε

(Z`/NεZ`)×
∏
` | Nε ε`−−−−→C×,

or equivalently,

Ô×K → (ÔK /NεÔK )
× ∼= (OK /NεK OK )

× ∼= (Z/NεZ)× ε−1
−→C×.

Let 6cc(N) denote the set of central critical characters of finite type (N, ε)
satisfying the above auxiliary condition on local root numbers, with f(χ) |N, and
let 6(1)cc (N) and 6(2)cc (N) denote the subsets of such characters with infinity type
(k + j,− j), where 1 − k ≤ j ≤ −1 and j ≥ 0, respectively, so that we have
6cc(N)=6

(1)
cc (N)t6

(2)
cc (N).

We now define a field F ′ as follows. Note that Gal(HN/H) ∼= (Z/N )×, and
let H ′N ⊂ HN be the subfield fixed by ker(εf ). The values χ(a) generate a finite
extension as χ ranges over 6(2)cc (N) and a ranges over A×K , f . Let F ′ be the field
which is the compositum of this latter extension with E f and H ′N, and let p′ be the
prime ideal of OF ′ above p determined by our embedding ip. The set 6(2)cc (N) has
a natural topology, namely, the topology of uniform convergence induced by the
p-adic metric on the completion of F ′ in Qp, when 6(2)cc (N) is viewed as a space
of functions on finite idèles prime to p. (See [Bertolini et al. 2013, Section 5.2]
for details.) Let 6̂cc(N) denote the completion of 6(2)cc (N) in this topology. As
explained in Section 5.3 of loc. cit., we may view 6

(1)
cc (N) as subset of 6̂cc(N).
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Definition 23. For a Hecke character over K of infinity type (a, b), we define the
signature of χ as a− b ∈ Z. For χ ∈6(2)cc (N) of infinity type (k+ j,− j), this is
k + 2 j . Given χ ∈ 6̂cc(N), we choose a Cauchy sequence {χi }

∞

i=1 ⊂ 6
(2)
cc (N)

converging to χ , where χi has infinity type (k+ ji ,− ji ). Given M ∈Z, there exists
an i(M) such that, for all i1, i2 ≥ i(M), we have χi1(x) ≡ χi2(x) (mod (p′)M)

for all x ∈ A
×,p
K , f . Evaluating on x ∈ A

×,p
K , f congruent to 1 (mod N), we see that

ji1 ≡ ji2 (mod (p−1)pM−1). Hence, the Cauchy sequence { ji }∞i=1⊂Z converges to
an element j ∈Z/(p−1)×Zp. Then the signature of χ is k+2 j ∈Z/(p−1)×Zp.

The elliptic curve A0 = C/OK over C has complex multiplication by OK , and
hence is defined over H . A choice of invariant differential ω0 ∈�

1
A0/H determines

a complex period �∞ ∈ C× via

ω0 =�∞ · 2π idz,

where z is the standard coordinate on C. We now make the assumption that

p is split in K/Q,

so that in particular ip(K )⊂Qp. Let p be a prime of K above p. Let A0 be a good
integral model over A0. The completion of A0 along its identity section Â0 is (non-
canonically) isomorphic to Ĝm over OCp . Fix an isomorphism ι :Â0−→

∼ Ĝm (which is
equivalent to fixing an isomorphism A0[p

∞
] := lim n

−→
A0[p

n
]−→∼ lim n

−→
µpn =:µp∞ ,

which is determined up to multiplication by a scalar in Z×p ). Let ωcan := ι
∗ du

u . Now
we define a p-adic period �p ∈ C×p via

ω0 =�p ·ωcan.

Bertolini, Darmon, and Prasanna [Bertolini et al. 2013] define an anticyclotomic
p-adic L-function associated with f and χ , interpolating a twisted trace over CM
triples attached to ( f, χ) for χ ∈ 6(2)cc (N). Recall our fixed triple (A, tA, ωcan).
Then there is an isogeny ϕ0 : A→ A0, and we let (A0, t0, ω0) denote the unique
triple fitting into an induced isogeny of triples ϕ0 : (A, tA, ωcan)→ (A0, t0, ω0)

in the sense of Section 3.3. Henceforth, fix a complex period �∞ and a p-adic
period �p associated with ω0. For a ∈ IN, let ϕa : A0 → a ? A0 be the natural
isogeny, so that (ϕaϕ0, A) ∈ IsogN(A).

Theorem 24 [Bertolini et al. 2013, Theorem 5.9]. Fix a normalized newform f in
Sk(00(N ), εf ). Suppose p is a prime split in K/Q. Let {a} be a set of representatives
of Cl(OK ) which are prime to N. Then there exists a unique continuous function
6̂cc(N)→ Cp : χ 7→ Lp( f, χ) satisfying

Lp( f, χ)=
( ∑
[a]∈Cl(OK )

(χ j )
−1(a) · (θ j f )[(a ? (A0, t0, ωcan))

)2
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for all χ ∈6(2)cc (N) of infinity type (k+ j,− j) with j ≥ 0.

Bertolini, Darmon, and Prasanna’s p-adic Waldspurger formula, which relates
the special value of Lp( f, χ) at some χ ∈6(1)cc (N)⊂ 6̂cc(N) to the p-adic Abel–
Jacobi image of a certain generalized Heegner cycle, is the main result of [Bertolini
et al. 2013].

Theorem 25 [Bertolini et al. 2013, Theorem 5.13]. Suppose χ ∈ 6(1)cc (N) has
infinity type (k− 1− j, 1+ j), where 0≤ j ≤ r = k− 2. Then

Lp( f, χ)

�
2(r−2 j)
p

= (1−χ−1(p̄)ap( f )+χ−2(p̄)εf (p)pk−1)2

×

(
1

0( j + 1)

∑
[a]∈Cl(OK )

(χNK)
−1(a) ·AJF ′

p′
(1ϕaϕ0)(ω f ∧ω

j
Aη

r− j
A )

)2

.

Here AJF ′
p′

is the p-adic Abel–Jacobi map defined in [Bertolini et al. 2013, Section
3.4], and 1ϕaϕ0 is the generalized Heegner cycle attached to (ϕaϕ0, A) ∈ IsogN(A)
as defined in Definition 22.

Suppose χ is a finite order Hecke character on K . We define the Heegner point
attached to χ as

P(χ) :=
∑

σ∈Gal(HN/K )

χ−1(σ ) ·1σ ∈ J1(N )(HN)⊗OEf
E f,χ ,

where 1 equals [(A0, t, ω0)] − (∞) ∈ J1(N )(HN) and the isomorphism class
[(A0, t, ω0)] is viewed as a point in X1(N )(HN). The embedding ip : Q ↪→ Cp

allows us to define the formal group logarithm on the formal group by

logω f
: Ĵ1(N )(p′OF ′

p′
)→ Cp,

which we extend to a map

logω f
: J1(N )(F ′p′)⊗OEf

E f,χ → Cp

by linearity.
For k = 2, we have AJF ′

p′
(P(χ))(ω f )= logω f

P(χ). Thus Theorem 25 becomes:

Theorem 26. Suppose χ is a finite order Hecke character on K with χNK ∈6
(1)
cc (N).

Then

Lp( f, χNK)= (1−χ−1(p̄)p−1ap( f )+χ−2(p̄)εf (p)p−1)2 log2
ω f

P(χ).

3.5. Katz’s p-adic L-function and Gross’s factorization on the cyclotomic line.
We can view any p-adic Hecke character χ : K×\A×K → C×p as a Galois character
χ : Gal(K/K )→O×

Cp
via the Artin isomorphism of class field theory. Let C be an

integral ideal of OK which is prime to p. Let K (Cpr ) denote the ray class field
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of K of conductor Cpr and let K (Cp∞)=
⋃

r K (Cpr ). Given a p-adic character χ
arising from a type A0 algebraic Hecke character, denote its complex counterpart
by (χ)∞. (Throughout this section only, we will make this distinction between
complex and p-adic avatars.)

We recall Katz’s p-adic L-function for CM fields (applied to our fixed imaginary
quadratic field K ), as well as Hida and Tilouine’s extension [1993] to the case of
general auxiliary conductor. Here we use the normalization found in [Gross 1980]
(with δ =

√
DK /2 and so c= 1, in the notation of [Katz 1978, Theorem 5.3.0]). Fix

a decomposition C= FFcI, where FFc consists of split primes in K , F is a subset
of Fc, and I consists of inert or ramified primes in K . Recall our fixed identification
i : C −→∼ Cp, the prime p | p determining K ↪→ Qp, and the periods �p and �∞
defined in Section 3.4.

Theorem 27 ([Katz 1978]; see also [Hida and Tilouine 1993]). There exists a
unique p-adic analytic function χ 7→ Lp(χ, 0) for χ : Gal(K (Cp∞)/K )→ C×p
which satisfies (under our fixed identification i : C−→∼ Cp)

Lp(χ, 0)= 4 Localp(χ)(−1)k1+k2

(
�p

�∞

)k1−k2
(

2π i
√

DK

)−k2

× (k1− 1)!(1−χ(p̄))(1− χ̌(p̄))L(χ, 0)
∏
v |C

(1−χ(v))

for characters χ with infinity type (−k1,−k2), where k1 ≥ 1 and k2 ≤ 0, and such
that f(χ) is divisible by all the prime factors of F. Here Localp(χ) is a complex
scalar associated with our fixed embedding K ↪→Qp, as in [Katz 1978]. (We have
in fact that Localp(χ)= 1 if χ is unramified at p.)

Recall the dual character χ̌ defined by χ̌(a) = χ−1(ā)NK (a). The function
Lp(χ, 0) satisfies the functional equation

W ((χ)∞,
√

DK )Lp(χ̌ , 0)= Lp(χ, 0),

where W ((χ)∞, δ) is given by

W ((χ)∞, δ)=
∏
v |F

G((χ)−1
∞,v, δ̄)

∏
v |Fc

G((χ)−1
∞,v̄, δ)

∏
v | I

G((χ)−1
∞,v, δ),

G((χ)∞,v, δ)= (χ)∞,v(π−e
v )

∑
u∈(OK ,v/π e

vOK ,v)×

(χ)∞,v(u)9K ,v(−uπ−e
v δ−1),

e is the exponent of v in f(χ), πv is a local uniformizer of Kv , and9K :AK→C is the
standard additive character normalized so that 9K ,∞(x∞)= exp(2π i TrC/R(x∞)).

Henceforth, set
G((χ)∞, δ)=

∏
v |F

G((χ)∞,v, δ).
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Now define the p-adic L-function

Lp(χ, s) := Lp(χ〈NK 〉
s, 0).

Gross gives the following factorization of Lp along the cyclotomic line.

Theorem 28 [Gross 1980]. In the situation of Theorem 27, suppose that Fc = F,
I= 1 and C= f OK =FF, where f ∈Z>0. Suppose χ :Gal(K (µf p∞)/Q)→C×p is
a continuous p-adic Galois character which is trivial on complex conjugation (and
so corresponds to an even p-adic Hecke character), and let χ/K be the restriction
of χ to Gal(K (µf p∞)/K ). Then

〈 f 〉s∏
` | f χ

−1
` (−

√
DK )g`(χ)

Lp(χ/K , s)= Lp(χεKω, s)Lp(χ
−1, 1− s)

for s ∈Zp, where f ∈Z>0 is viewed as f =ω( f )〈 f 〉 ∈µ2(p−1)×(1+2pZp)=Z×p ,
and on the right are Kubota–Leopoldt p-adic L-functions for p-adic Hecke charac-
ters over Q.

Remark 29. Gross [1980] originally proves Theorem 28 for auxiliary conductor
f = 1, even though his proof translates mutatis mutandis to the case of arbitrary f .

The general auxiliary conductor version of the theorem seems to be widely present
in the literature, although the author has not been able to locate a complete proof.
Thus, for the sake of completeness, we give a proof of Theorem 28, following
Gross’s method. We will first need a lemma.

Lemma 30. In the situation of Theorem 27, suppose that Fc = F, I = 1 and
C= f OK = FF. Suppose χ = χ̃ ◦NK for some Hecke character χ̃ over Q. Then

W ((χ)∞, δ)=
G((χ)−1

∞
, δ̄)

G((χ̌)−1
∞ ,−δ̄)

.

Proof. Since χ = χ̃ ◦NK , we have χv(x)= χv̄(x̄) for any place v of K . For each
v |FF, since Kv =Q` (where ` is the rational prime below v), we can choose rep-
resentatives {u} of (OK /π

e
vOK )

×
= (Z/`eZ)× such that ū = u and local uniformiz-

ers πv such that πv=πv . (This is accomplished by replacing πv with πvπv if needed.)
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Thus, we have, for any v |F,

G((χ̌)−1
∞,v, δ)

= (χ̌)−1
∞,v(π

−e
v )

∑
u∈(OK ,v/π e

vOK ,v)×

(χ̌)−1
∞,v(u)9K ,v(−uπ−e

v δ−1)

= (NK)
−1
∞,v(π

−e
v )(χ)∞,v̄(π

−e
v )

∑
u∈(OK ,v/π e

vOK ,v)×

(NK)
−1
∞,v(u)(χ)∞,v̄(ū)9K ,v(uπ−e

v δ−1)

= (NK)
−1
∞,v(π

−e
v )(χ)∞,v(π

−e
v )

∑
u∈(OK ,v/π e

vOK ,v)×

(χ)−1
∞,v(u)9K ,v(uπ−e

v δ−1)

= (χ)∞,v(π
−e
v )

( ∑
u∈(OK ,v/π e

vOK ,v)×

(χ)−1
∞,v(u)9K ,v(uπ−e

v δ−1)

)−1

=
(
G((χ)−1

∞,v,−δ̄)
)−1
,

where in the penultimate equality, we have used the fact that∣∣∣∣ ∑
u∈(OK ,v/π e

vOK ,v)×

(χ)−1
∞,v(u)9K ,v(−uπ−e

v δ−1)

∣∣∣∣2 = (NK)∞,v(π
−e
v ).

Now simply note that, by definition of W ((χ)∞, δ) and the above computation,

W ((χ)∞, δ)=
∏
v |F

G((χ)−1
∞,v, δ̄)

∏
v |F

G((χ)−1
∞,v, δ)=

G((χ)−1
∞
, δ̄)

G((χ̌)−1
∞ ,−δ̄)

. �

Proof of Theorem 28. Interpreting the statement as an assertion about p-adic
measures, and proceeding as in [Gross 1980] using Lemma 1.1 of loc. cit., it
suffices to prove the theorem at s = 0 and when χ is of finite order.

Let χ be unramified at each place dividing DK . Then χ :Gal(K (µf pr )/Q)→C×p
is an even Dirichlet character, where f prOK = f(χ/K ), ( f, p) = 1 and f pr > 1.
Let wf pr denote the number of roots of unity in K× congruent to 1 (mod f pr ),
and let Cl( f pr ) denote the ray class group of OK of modulus f prOK . Recall our
fixed embeddings i∞ :Q ↪→ C and ip :Q ↪→ Cp compatible with the identification
i : C−→∼ Cp. For a ∈ (Z/ f pr )×, let

C f pr (a)∞= 1−e
−2π ia

f pr , C f pr (a)= i−1
∞
(C f pr (a)∞), C f pr (a)p = i−1(C f pr (a)∞).

Further, let E f pr (c)∞ ∈Q× ⊂ C× be the “elliptic units” of [Robert 1973], and let

E f pr (c)= i−1
∞
(E f pr (c)∞), E f pr (c)p = i(E f pr (c)∞).
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Now, for a ∈ (Z/ f pr )×, choose c ∈ Cl( f pr ) so that NmK/Q(c) ≡ a (mod f pr ),
and let

Ff pr (a)= NmK ( f pr )/K (µf pr )(E f pr (c)).

Finally, for a ∈ A = (Z/ f pr )×/{±1}, let

F+(a)= Ff pr (a)Ff pr (−a), C+(a)= C f pr (a)C f pr (−a).

Note that in our situation, for any s ∈ Zp,

G((χ/K 〈NK 〉
s)−1
∞
,−
√

DK )=
∏
v |F

G((χ/K 〈NK 〉
s)−1
∞,v,−

√
DK )

= 〈 f 〉−s
∏
` | f

g`(χ)χ
−1
` (
√

DK ),

where f is viewed as in Z×p . Hence, using the special value formulas from [Katz
1976, Formulas 10.4.9–10.4.12] (suitably modified with respect to the normalization
of the p-adic L-function in [Gross 1980]) we have

1∏
` | f χ

−1
` (−

√
DK )g`(χ)

Lp(χ/K , 0)

=

∏
` | f χ`(−1)

G((χ/K )
−1
∞ ,−

√
DK )

Lp(χ/K , 0)

=−
1

3 f prwf pr
(1−χ/K (p̄))

(
1−

χ−1
/K (p)

p

)
g(χ−1)

f pr

∑
a∈A

χ(a) logp F+(a)p,

and
Lp(χεKω, 0)=−(1−χεK (p))B1,χεK ,

Lp(χ
−1, 1)=−

(
1−

χ−1(p)
p

)
g(χ−1)

f pr

∑
a∈A

χ(a) logp C+(a)p.

On the complex side, we have (by Kronecker’s second limit formula; see [Stark
1977])

L ′((χ/K )∞, 0)=−
1

6 f prwf pr

∑
a∈A

(χ)∞(a) log F+(a)∞,

L((χ)∞εK , 0)=−B1,(χ)∞εK ,

L((χ)−1
∞
, 1)=−

g((χ)−1
∞
)

f pr

∑
a∈A

(χ)∞(a) log C+(a)∞,
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and thus, by the functional equation, we have

L ′((χ)∞, 0)=−1
2

∑
a∈A

(χ)∞(a) log C+(a)∞,

where log : R×→ R is the map x 7→ log |x |. Now we claim that

1∏
` | f χ

−1
` (−

√
DK )g`(χ)

Lp(χ/K , 0)= Lp(χεKω, 0)Lp(χ
−1, 1).

Note that

(1−χ/K (p̄))

(
1−

χ−1
/K (p)

p

)
= (1−χεK (p))

(
1−

χ−1(p)
p

)
since εK (p)= 1. If this quantity is 0 then the above identity of special values of
p-adic L-functions is trivial, so assume this is not the case. By the above formulas,
this identity is equivalent to

−3 f prwf pr B1,χεK

∑
a∈A

χ(a) logp C+(a)p =
∑
a∈A

χ(a) logp F+(a)p.

From the complex factorization

L((χ/K )∞, s)= L((χ)∞εK , s)L((χ)∞, s),

we get, by taking the derivative at s = 0,

L ′((χ/K )∞, 0)= L((χ)∞εK , s)L ′((χ)∞, 0),

which is equivalent, by the above formulas, to

−3 f prwf pr B1,(χ)∞εK

∑
a∈A

(χ)∞(a) log C+(a)∞ =
∑
a∈A

(χ)∞(a) log F+(a)∞.

Now C+(a)∞ and F+(a)∞ are p-units in the field M∞=Q
(
cos 2π i

f pr

)
. Let E(M∞)

denote the group of all p-units viewed as a finitely generated subgroup of R×. Then
we claim that the identity

−3 f prwf pr B1,(χ)∞εK

∑
a∈A

(χ)∞(a)⊗C+(a)∞ =
∑
a∈A

(χ)∞(a)⊗ F+(a)∞

holds in C⊗Z E(M∞). The representation of A = Gal(M∞/Q) on this complex
vector space is isomorphic to the regular representation, and the elements∑

a∈A

(χ)∞(a)C+(a)∞,
∑
a∈A

(χ)∞(a)F+(a)∞
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are both in the (χ)−1
∞

-eigenspace. Because this eigenspace is one-dimensional, the
elements above differ by a complex scalar. Applying the C-linear map

C⊗Z E(M∞)
1⊗log
−−−→R⊗C

mult
−−→C

and considering the identity above concerning special values of complex L-functions,
we identify this scalar as −3 f prwf pr B1,(χ)∞εK . Thus our identity in C⊗Z E(M∞)
holds. Now applying our identification i : C−→∼ Cp, we obtain the identity

−3 f prwf pr B1,χεK

∑
a∈A

χ(a)⊗C+(a)∞ =
∑
a∈A

χ(a)⊗ F+(a)∞

in Cp⊗ E(Mp), where Mp = i(M∞). Finally, applying the homomorphism

Cp⊗Cp
1⊗logp
−−−→Cp⊗Cp

mult
−−→Cp,

we obtain our identity of special values of p-adic L-functions. Now, to extend
to general χ (including when χ is ramified at places dividing DK ), we use the
functional equation of Theorem 27 and Lemma 30:

〈 f 〉s∏
` | f χ

−1
` (−

√
DK )g`(χ)

Lp(χ/K , s)

=
1

G((χ/K 〈NK 〉
s)−1
∞ ,−

√
DK )

Lp(χ/K , s)

=
W ((χ/K 〈NK 〉

s)∞,
√

DK )

G((χ/K 〈NK 〉
s)−1
∞ ,−

√
DK )

Lp(χ
−1
/K ω

−1
K , 1− s)

=
1

G((χ̌/K 〈NK 〉
−s)−1
∞ ,
√

DK )
Lp((χωεK )

−1
/K , 1− s)

=
〈 f 〉1−s∏

` | f (χωεK )`(−
√

DK )g`((χωεK )−1)
Lp((χωεK )

−1
/K , 1− s).

Here χ̌/K denotes the dual of χ/K and we have used the fact that, for ` | f , the
characters ω and εK are unramified at `, as well as the equalities εK ,`(`)= 1, since
` is split in K , and (εK )/K = 1. �

3.6. Eisenstein descent. We now define the notion of cuspforms which have Eisen-
stein descent. In this setting, we prove a congruence between the BDP p-adic
L-function and the Katz p-adic L-function on the anticyclotomic line.

Definition 31. Fix a global or local field M containing E f and fix an integral ideal m
of OM . Suppose (N+, N−, N0) is a triple of pairwise coprime positive integers,
where N = N+N−N0, N+N− is squarefree, N0 is squarefull, and ψ1 and ψ2 are
Dirichlet characters over Q. We say that a normalized newform f =

∑
∞

n=1 anqn
∈
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Sk(00(N ), εf ), where k is a positive integer, has partial Eisenstein descent of type
(ψ1, ψ2, N+, N−, N0) (over M) mod m if ψ1ψ2 = εf and if we have

(1) a` ≡ ψ1(`)+ψ2(`)`
k−1 (mod m) for ` - N ,

(2) a` ≡ ψ1(`) (mod m) for ` | N+,

(3) a` ≡ ψ2(`)`
k−1 (mod m) for ` | N−,

(4) a` ≡ 0 (mod m) for ` | N0.

If, further, f satisfies

(5) δψ1=1
B1,ψ2 Bk,ψ1

k

∏
` | N+

(1−ψ1(`)`
k−1)

∏
` | N−

(1−ψ2(`))

×

∏
` | N0

(1−ψ1(`)`
k−1)(1−ψ2(`))≡ 0 (mod m),

where

δψ=1 :=

{
1 if ψ = 1,
0 otherwise,

then we say f has (full) Eisenstein descent of type (ψ1, ψ2, N+, N−, N0) mod m.

Remark 32. Recall, for k ≥ 2, that the Eisenstein series Eψ1,ψ2,(N )
k is an element of

Nk(00(N ), ψ1ψ2). (When either k > 2 or ψ1 6= 1 or ψ2 6= 1, then in fact Eψ1,ψ2,(N )
k

is an element of Mk(00(N ), ψ1ψ2).) It has q-expansion

Eψ1,ψ2,(N )
k (q)

:= −δψ1=1L(N−N0)(ψ2, 0)L(N+N0)(ψ1, 1−k)+
∞∑

n=1

σ
ψ1,ψ2,(N )
k−1 (n)qn

=−δψ1=1
Bk,ψ1

2k

∏
` | N+

(1−ψ1(`)`
k−1)

∏
` | N−

(1−ψ2(`))
∏
` | N0

(1−ψ1(`)`
k−1)(1−ψ2(`))

+

∞∑
n=1

σ
ψ1,ψ2,(N )
k−1 (n)qn,

where L(N )(ψ, s) denotes the L-function of a Dirichlet character ψ with Euler
factors at primes ` | N removed, and where

σ
ψ1,ψ2,(N )
k−1 (n) :=

∑
0<d | n
(d,N+)=1
(n/d,N−)=1
(n,N0)=1

ψ1(n/d)ψ2(d)dk−1.

Here, in keeping with our conventions, ψ(m) = 0 if (m, f(ψ)) 6= 1. Then for
f ∈ Sk(00(N ), εf ) to have partial Eisenstein descent of type (ψ1, ψ2, N+, N−, N0)
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at λ | p is equivalent to having

θ j f (q)≡ θ jEψ1,ψ2,(N )
k (q) (mod m)

for all j ≥ 1. When f has full Eisenstein descent, this congruence holds for j ≥ 0.

Remark 33. Suppose we are given f ∈ Sk(00(N ), εf ) with partial Eisenstein
descent of type (ψ1, ψ2, N+, N−, N0) over M mod m, in the sense of Definition 31.
In many situations, (5) is forced to hold a priori so that f automatically has full
Eisenstein descent. Suppose m 6=OM (for otherwise, the conditions of Definition 31
are vacuous).

If ψ1 is nontrivial, then δψ=1 = 0 and (5) holds. Now suppose that ψ1 = 1. If
k is odd, then Bk,ψ1 = Bk = 0, again forcing (5) to hold. Suppose k is even. Let
λ |m be a prime ideal of residual characteristic not equal to 2. By parts (3) and (1)
of Theorem 34, we have ψ1ψ2 = εf ; in particular, we have ψ2(−1) = εf (−1) =
(−1)k = 1. Hence ψ2 is even, and so B1,ψ2 = 0 unless ψ2= 1. Now further suppose
that ψ2 = 1. Then (5) is still forced to hold unless N−N0 = 1. Now suppose
N−N0 = 1. Let λ |m be a prime ideal of residual characteristic p. Then conditions
(1)–(4) still imply

θ f (q)≡ θEψ1,ψ2,(N )
k (q) (mod λ).

Suppose p > k+ 1, so that, by [Serre 1973, Corollary 3, p. 326], θ is injective on
mod-λ modular forms. Then the above congruence implies

f (q)≡ Eψ1,ψ2,(N )
k (q) (mod λ).

Hence, if m has order 0 or 1 at every prime of OM and if the residual characteristic p
of every prime λ |m satisfies p > k+ 1, then (5) is forced to hold. (See [Billerey
and Menares 2013, Theorem 4.1] where a similar argument is given.) In particular,

Bk

2k

∏
` | N+

(1− `k−1)≡ 0 (mod m).

When k = 2, we have

1
24

∏
` | N+

(1− `)≡ 0 (mod m),

and therefore there exists at least one ` | N+ = N such that ` ≡ 1 (mod m), i.e.,
`≡ 1 (mod m∩Z).

Suppose we have a normalized eigenform f (q)=
∑
∞

n=0 anqn
∈ Mk(00(N ), εf ).

Again let M be a number field containing E f . Let kλ denote the residue field
of OM at a prime λ | p. By a construction of Deligne [1971] we can attach a unique
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semisimple p-adic Galois representation ρ f : Gal(Q/Q)→ GL2(Mλ) unramified
outside pN and such that ρ f (Frob`) has characteristic polynomial

T 2
− a`T + εf (`)`

k−1

for all ` - pN . Taking a Gal(Q/Q)-stable lattice and the reduction mod λ, we get a
representation ρ̄ :Gal(Q/Q)→GL2(kλ) (whose semisimplification is independent
of the choice of lattice). By Theorem 3 of [Atkin and Lehner 1970], we have
a` =±`k/2−1 for ` ‖ N , and a` = 0 for `2

| N .
We have the following characterization of partial Eisenstein descent mod λ. See

[Billerey and Menares 2013, Theorem 4.1] for a similar result to part (2) below.
The elliptic curves case of part (1) was essentially done in [Serre 1972].

Theorem 34. Suppose f ∈ Sk(00(N ), εf ) is a normalized newform, and define
ρ̄ f :Gal(Q/Q)→GL2(kλ) to be (the semisimplification of ) the mod-λ reduction of
the associated semisimple Galois representation ρ f . Then the following hold:

(1) Suppose ρ̄ f is reducible. Then ρ̄ f ∼= kλ(ψ̃1)⊕ kλ(ψ̃2ω
k−1), where we have

ψ̃i = ψi (mod λ), i = 1, 2, for some Dirichlet characters ψ1 and ψ2 over Q

with ψ1ψ2 = εf .

(2) Suppose ρ̄ f is reducible. Then, for all ` ‖ N , either a` ≡ ψ1(`) (mod λ) and
a` ≡ ψ−1

1 (`)`k−2 (mod λ) and `k−2
≡ ψ2

1 (`) (mod λ), or a` ≡ ψ2(`)`
k−1

(mod λ) and a` ≡ ψ−1
2 (`)`−1 (mod λ) and `k

≡ ψ−2
2 (`) (mod λ).

(3) Let N+ denote any product of all primes ` ‖ N satisfying a` ≡ ψ1(`) (mod λ)
and N− any product of ` ‖ N satisfying a` ≡ ψ2(`)`

k−1 (mod λ), such that
N+N− is the squarefree part of N (so that, in particular, (N+, N−)= 1). Let
N0 be the squarefull part of N . Then ρ̄ f is reducible if and only if f has partial
Eisenstein descent of type (ψ1, ψ2, N+, N−, N0) over Mλ mod λ.

Proof. (1) Since ρ̄ f is reducible and semisimple, we can write ρ̄ f = kλ(χ1)⊕kλ(χ2),
where χ1, χ2 : Gal(Q/Q)→ k×λ . Hence χ1χ2 = det(ρ̄ f )= εf ω

k−1, and so for our
statement it suffices to show that one of χ1, χ2 is unramified outside the squarefull
part of N (since f(εf ) divides the squarefull part of N ). Since ρ̄ f is unramified
outside pN , clearly both χ1, χ2 are unramified outside pN . For ` ‖ N , the local rep-
resentation ρ̄ f,` (i.e., the restriction of ρ̄ f,` to the decomposition group Gal(Q`/Q`))
has conductor `. Thus the corresponding automorphic representation π` of ρ` has
conductor `, and so, by the classification of admissible representations of GL2 over
local fields (see [Gelbart 1975, p. 73]), at most one of χ1 and χ2 is ramified at `.
Thus χ1, χ2 are unramified inside the squarefree part of N . Finally, since ρ̄ f,p

is reducible, by a theorem of Deligne (see [Gross 1990, Introduction]), ap is not
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congruent to 0 mod λ and ρ̄ f,p is of the form(
ωk−1µp(εf (p)/ap) ∗

0 µp(ap)

)
,

where µp(α) is the unramified character of Gal(Qp/Qp) taking Frobp to α. Hence
exactly one of χ1, χ2 is ramified at p.

Putting this all together, we see that {χ1, χ2} = {ψ1 mod λ,ψ2ω
k−1 mod λ} for

some Dirichlet characters ψ1 and ψ2 with ψ1ψ2 = εf , and so we are done.

(2) It is a theorem of Langlands (see [Loeffler and Weinstein 2012, Proposition 2.8])
that, for ` ‖ N , ρ̄ f,` is of the form(

ω
k/2
` µ`(εf (`)`

k/2−1/a`) ∗

0 ω
k/2−1
` µ`(a`/`k/2−1)

)
,

where ω` is the localization of ω to `. Thus by (1), we have

{ψ1,` mod λ,ψ2,`ω
k−1
` mod λ} = {ωk/2

` µ`(εf (`)`
k/2−1/a`), ω

k/2
` µ`(a`/`k/2−1)}.

Note that µ`(`k/2−1/a`) is a quadratic character.
Suppose first that ψ1,` ≡ ω

k/2
` µ`(εf (`)`

k/2−1/a`) (mod λ), and that ψ2,`ω
k−1
` ≡

ω
k/2−1
` µ`(`

k/2−1/a`) (mod λ). Plugging in Frob` to both congruences, the first con-
gruence implies a`≡ψ2,`(`)`

k−1
=ψ2(`)`

k−1 (mod λ), and the second congruence
implies a` ≡ ψ−1

2,` (`)`
−1
= ψ−1

2 (`)`−1 (mod λ).
Suppose next that ψ1,` ≡ ω

k/2−1
` µ`(a`/`k/2−1) (mod λ), and that ψ2,`ω

k−1
` ≡

ω
k/2
` µ`(εf (`)`

k/2−1/a`) (mod λ). Plugging in Frob` to both congruences, the first
congruence implies both a` ≡ ψ1,`(`) = ψ1(`) (mod λ) and a` ≡ ψ−1

1,` (`)`
k−2
=

ψ−1
1 (`)`k−2 (mod λ) (we get both since we have µ`(a`/`k/2−1)=µ−1

` (a`/`
k/2−1)),

and the second congruence gives no new congruences.

(3) For ` - pN we have a` = trace(ρ̄ f )(Frob`) ≡ ψ1(`) + ψ2(`)`
k−1 (mod λ).

For ` | N+ we have a` ≡ ψ1(`) (mod λ), for ` | N− we have a` ≡ ψ2(`)`
k−1

(mod λ), and for ` | N0 we have a` ≡ 0 (mod λ). Finally, by the Cebotarev
density theorem and continuity of trace(ρ̄ f ), we have ap = trace(ρ̄ f (Frobp)) ≡

ψ1(p)+ψ2(p)pk−1
≡ ψ1(p) (mod λ). Hence f has partial Eisenstein descent of

type (ψ1, ψ2, N+, N−, N0) at λ | p.
If f has partial Eisenstein descent of type (ψ1, ψ2, N+, N−, N0) at λ | p, then

for ` - N we have trace(ρ̄ f )(Frob`) ≡ ψ1(`)+ψ2(`)`
k−1 (mod λ). Hence if ρ̄ :=

kλ(ψ1)⊕ kλ(ψ2ω
k−1), then trace(ρ̄ f )(Frob`)≡ trace(ρ̄)(Frob`) for all ` - N . Thus

by the Cebotarev density theorem and continuity of trace, trace(ρ̄ f )(g)≡ trace(ρ̄)(g)
for all g ∈ Gal(Q/Q). Hence, by the Brauer–Nesbitt theorem, ρ̄ f ∼= ρ̄. �

For k = 2 and M = E f =Q, we note the following corollary.
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Theorem 35. Suppose E/Q is an elliptic curve and p is a prime such that E[p] is
a reducible mod-p Galois representation. Then the associated normalized newform
fE ∈ S2(00(N )) has partial Eisenstein descent over Qp mod pZp.

4. Proof of the main theorem

First, we examine complex L-values arising from twisted traces of Eisenstein series
evaluated at CM points, analogous to such traces for normalized newforms interpo-
lated by Bertolini, Darmon, and Prasanna’s p-adic L-function (see Theorem 24).
Parts of the calculation in Section 4.1 are implicit in [Hida and Tilouine 1993], but
for our purposes which require explicit identities, and for the sake of completeness,
we include the full calculation here.

4.1. Twisted traces of Eisenstein series over CM points. Let k ≥ 2 be an integer,
and let ψ1, ψ2 be two Dirichlet characters over Q with conductors u and t , respec-
tively. (Here and throughout this section, for simplicity, we identify these ideals
in Z with their unique positive rational integer generators.) We also assume that
ut = N ′ (where u and t are not necessarily coprime), and that (ψ1ψ2)(−1)= (−1)k .
Recall our Eisenstein series (see Remark 32)

Eψ1,ψ2
k (τ ) := δψ1=1

1
2 L(ψ1, 1− k)+

∞∑
n=1

σ
ψ1,ψ2
k−1 (n)qn,

where q = e2π iτ and

σ
ψ1,ψ2
k−1 (n)=

∑
0<d | n

ψ1(n/d)ψ2(d)dk−1.

Note that the nebentypus of Eψ1,ψ2
k is εEψ1,ψ2

k
= ψ1ψ2.

Recalling the Maass–Shimura derivative ∂ defined in Section 3.1, one checks by
direct computation that

∂ jEψ1,ψ2
k (τ )=

tk0(k+ j)

2(2π i)k+ jg(ψ−1
2 )

u−1∑
c=0

t−1∑
d=0

u−1∑
e=0

∑
(m,n)≡

(ct,d+et)(N ′)

ψ1(c)ψ−1
2 (d)

(mτ + n)k+2 j

(
|mτ + n|2

τ − τ̄

)j

,

with the last sum over (m, n) ∈ Z2
\ {0} satisfying (m, n)≡ (ct, d + et) (mod N ′).

Recall that under our Assumptions 1, DK is taken to be odd. (The calculations
for the even case are entirely analogous to those of the odd case, but we do not
explicitly write them out here.) Given an integral primitive (i.e., having no rational
integral divisors other than ±1) ideal a of OK , we can write

a= Z
b+
√

DK

2
+Za,
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where a = |NmK/Q(a)| and b2
− 4ac = DK ; the triple (a,−b, c) determines the

primitive positive definite binary quadratic form associated with the ideal class of a.
We set

τa :=
b+
√

DK

2a

so that τa ∈H+ is the root of the dehomogenized quadratic form aτ 2
− bτ + c = 0

with positive imaginary part. We call τa a CM point. Note that 〈τa, 1〉 generates ā−1.
(Here, for τ ∈H+, we have 〈τ, 1〉 = Zτ +Z.)

Suppose that K satisfies the Heegner hypothesis with respect to N ′. Fix an
ideal N′ such that OK /N

′
= Z/N ′, and write

N′ = Z
bN ′ +

√
DK

2
+ZN ′, aN′ = Z

baN ′ +
√

DK

2
+ZaN ′,

where b2
aN ′ −4aN ′c= DK for some c ∈ Z. Write N′ = ut, where OK /u= Z/u and

OK /t= Z/t .
Suppose we have a Dirichlet character φ : (Z/N ′)×→ C×. By the identification

OK /N
′
=Z/N ′, we can view φ as a character φ :A×,N

′

K �
∏
v |N′(OK ,v/N

′OK ,v)
×∼=

(OK /N
′)×→ C×, where A

×,N′

K denotes the idèles prime to N′; when we view φ

in this way, we will write φ(x mod N′) for its value at x ∈ A
×,N′

K . Given a Hecke
character χ over K of finite type (N′, φ) and infinity type ( j1, j2), recall that the
associated Grossencharacter on ideals a prime to N′ is given by

χ(a)= χ(x)φ(x mod N′)x j1
∞

x̄ j2
∞
,

where x ∈ A
×,N′

K is such that ordv(x)= ordv(a) for all finite places v. We consider
the twisted trace ∑

[a]∈Cl(OK )

(χ j )
−1(aN′)∂ jEψ1,ψ2

k (τaN′),

where a ranges over a set of primitive integral ideal representatives of Cl(OK )

chosen to be prime to N ′, and where χ is of infinity type (k+ j,− j) and of finite
type (N′, ψ1ψ2) (so that the above summands depend only on the ideal classes of
the aN′).

Suppose α = m (baN ′ +
√

DK )/(2aut)+ n ∈ (au)−1 with (m, n) ≡ (ct, d + et)
(mod N ′). Then auα = m (baN ′ +

√
DK )/(2t) + aun ∈ au ⊂ OK is mapped

to baN ′c ∈ Z/u under the identification OK /ū = Z/u. We see this by writing
m = ct + qN ′ for some q ∈ Z and

auα =
mbaN ′

t
−m

baN ′ −
√

DK

2
+ aun

= baN ′c−m
baN ′ −

√
DK

2
+ qu ≡ baN ′c (mod ū).
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We thus haveψ1((auα) mod ū)=ψ1(baN ′c). Since baN ′+
√

DK ∈aN
′, in particular

we have baN ′ ≡−
√

DK (mod u), meaning ψ1(baN ′)= ψ1(−
√

DK mod u); hence-
forth we will write ψ1(−

√
DK )= ψ1(−

√
DK mod u) for simplicity. On the other

hand, note that α is mapped to d ∈ Z/t under the isomorphism (au)−1/(au)−1t∼=
OK /t= Z/t . Thus, ψ2(au(α) mod t)= ψ2(d) (since au is prime to t). In all,

ψ1(c)ψ2(d)
(mτaN′ + n)k+2 j

(
|mτaN′ + n|2

τaN′ − τaN′

)j

=
ψ−1

1 (−
√

DK )ψ1((auα) mod ū)ψ−1
2 (au(α) mod t)

αk+2 j

(
NmK/Q(aN′(α))

√
DK

)j

.

Suppose k > 2. Then we can rewrite each summand in the twisted trace as

(χ j )
−1(aN′)∂ jEψ1,ψ2

k (τaN′)

=
tk0(k+ j)ψ−1

1 (−
√

DK )

2(2π i)k+ jg(ψ−1
2 )

(χ j )
−1(aN′)

×

∑
α∈(aN′)−1

(aN′(α),ūN′)=1

ψ1((auα) mod ū)ψ−1
2 (au(α) mod t)

αk+2 j

(
|NmK/Q(aN′(α))|

√
DK

)j

=
tk0(k+ j)ψ−1

1 (−
√

DK )

2(2π i)k+ jg(ψ−1
2 )
√

DK
j

χ−1( t̄)(χ−k/2)
−1(au)

|NmK/Q(au)|k/2

×

∑
α∈(au)−1

(au(α),ūN′)=1

(
ᾱ

α

)k/2+ j ψ1((auα) mod ū)ψ−1
2 (au(α) mod t)

|NmK/Q(α)|k/2

=
tk0(k+ j)ψ−1

1 (−
√

DK )χ
−1( t̄)

2(2π i)k+ jg(ψ−1
2 )
√

DK
j

×

∑
α∈(au)−1

(au(α),ūN′)=1

(χ−k/2)
−1(au(α))ψ1(au(α) mod u)ψ2(au(α) mod t)

×
ψ1((auα) mod ū)ψ−1

2 (au(α) mod t)

|NmK/Q(au(α))|k/2

=
tk0(k+ j)ψ−1

1 (−
√

DK )χ
−1( t̄)

(2π i)k+ jg(ψ−1
2 )
√

DK
j

×

∑
α∈(au)−1

(au(α),ūN′)=1

(χ−k/2)
−1(au(α))

ψ1((au NmK/Q(α)) mod u)

|NmK/Q(au(α))|k/2

=
|O×K |

2
tk0(k+ j)ψ−1

1 (−
√

DK )χ
−1( t̄)

(2π i)k+ jg(ψ−1
2 )
√

DK
j

∑
b⊂OK

[b]=[au]∈Cl(OK )
(b,ūN′)=1

(ψ1/K (χ−k/2)
−1)(b)

|NmK/Q(b)|k/2
.
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The penultimate equality is justified since ψ1((auα) mod ū)=ψ1(au(α) mod ū)=

ψ1(au(ᾱ) mod u) (the first equality here follows since au is prime to ū). The factor
of |O×K | appears because any integral ideal b ⊂ OK can be written as au(α) for
some ideal class representative a and some element α ∈ (au)−1 determined uniquely
up to an element of O×K = {±1}. Since (ψ1ψ2)(−1)= (−1)k = (−1)k+2 j , we see
that each summand of the second line has the same value for α or −α. Now since
|O×K | = 2, we finally have, after summing both sides of the above equality over all
our ideal class representatives a,∑
[a]∈Cl(OK )

(χ j )
−1(aN′)∂ jEψ1,ψ2

k (τaN′)

=
tk0(k+ j)ψ−1

1 (−
√

DK )χ
−1( t̄)

(2π i)k+ jg(ψ−1
2 )
√

DK
j L

(
ψ1/K (χ−k/2)

−1,
k
2

)
.

For k = 2 note that, by the same calculation as above, we have, for all s ∈C with
<(s) > 0,∑
[a]∈Cl(OK )

(χ j )
−1(aN′)

∑
α∈(au)−1

(au(α),ūN′)=1

ψ−1
1 (−
√

DK )ψ1(ā(auα)mod ū)ψ−1
2 (au(α)mod t)

α2+2 j

(
|NmK/Q(aN′(α))|

√
DK

)j−s

=
ψ−1

1 (−
√

DK )χ
−1( t̄)

√
DK

j−s t s
L(ψ1/K(χ−1)

−1, 1+ s).

Note that each summand of the inner sum can be written as the special value of a
real analytic Eisenstein series at a certain CM point:

u−1∑
c=0

t−1∑
d=0

u−1∑
e=0

∑
(m,n)∈Z2

\{0}
(m,n)≡

(ct,d+et)(N ′)

ψ1(c)ψ−1
2 (d)

(mτaN′ + n)2+2 j

(
|mτaN′ + n|2

τaN′ − τaN′

)j−s

.

Using standard analytic arguments, one can show that the above expression tends
to ∂ jEψ1,ψ2

2 (τaN′) as s→ 0. Hence, combining the above, we have∑
[a]∈Cl(OK )

(χ j )
−1(aN′)∂ jEψ1,ψ2

2 (τaN′)

= lim
s→0

t20(2+ j)ψ−1
1 (−

√
DK )χ

−1( t̄)

(2π i)2+ jg(ψ−1
2 )
√

DK
j−s t s

L(ψ1/K (χ−1)
−1, 1+s)

=
t20(2+ j)ψ−1

1 (−
√

DK )χ
−1( t̄)

(2π i)2+ jg(ψ−1
2 )
√

DK
j L(ψ1/K (χ−1)

−1, 1).
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Proposition 36. Let k ≥ 2 be an integer. Suppose χ is of infinity type (k+ j,− j)
and χ−k/2 has trivial central character and is of finite type (N′, ψ1ψ2). Suppose
also that ψ1 and ψ2 are Dirichlet characters over Q with conductors u and t ,
respectively, such that ut = N and (ψ1ψ2)(−1)= (−1)k . Then∑
[a]∈Cl(OK )

(χ j )
−1(a)∂ jEψ1,ψ2

k (τa)=
tk0(k+ j)ψ−1

1 (−
√

DK )χ
−1( t̄)

(2π i)k+ jg(ψ−1
2 )
√

DK
j L(ψ1/Kχ

−1, 0).

4.2. Stabilization operators. We have the following “stabilization operators” act-
ing on normalized 00(N ′)-eigenforms F with character εF . Given a rational prime
` - N ′, let a` denote the eigenvalue of F under the Hecke operator T`, let (α`, β`) de-
note (some henceforth fixed ordering of) the algebraic numbers such that α`+β`=a`,
α`β` = `

k−1εF (`), and ord`(α`)≤ ord`(β`). Now define

F(q) 7→ F (`
+)(q) := F(q)−β`F(q`) ∈ Mk(00(N ′`), εF ),

F(q) 7→ F (`
−)(q) := F(q)−α`F(q`) ∈ Mk(00(N ′`), εF ),

F(q) 7→ F (`
0)(q) := F(q)− a`F(q`)+ εF (`)`

k−1 F(q`
2
) ∈ Mk(00(N ′`2), εF ).

Note that, for `1 6= `2, the stabilization operators F 7→ F (`
ε1
1 ) and F 7→ F (`

ε2
2 )

commute for any ε1, ε2 ∈ {+,−, 0}. Then we define, for integers S =
∏

i `
ei
i ,

ε, ε1, ε2 ∈ {+,−, 0},

F (S
ε)
:= F

∏
i (`

ε
i ), F (S

ε1
1 S

ε2
2 ) := F (S

ε1
1 ),(S

ε2
2 ).

These operators clearly extend to p-adic modular forms. On the p-adic modular
forms θ jEψ1,ψ2

k from Section 4.1, we explicitly have

θ jEψ1,ψ2,(`
+)

k (q):=δψ1=1, j=0L(ψ1, 1−k)(1−ψ2(`)`
k−1)+2

∞∑
n=1

n jσ
ψ1,ψ2,(`

+)

k−1 (n)qn

= θ jEψ1,ψ2
k (q)−ψ2(`)`

k−1+ jθ jEψ1,ψ2
k (q`),

θ jEψ1,ψ2,(`
−)

k (q) := δψ1=1, j=0L(ψ1, 1− k)(1−ψ2(`))+ 2
∞∑

n=1

n jσ
ψ1,ψ2,(`

−)

k−1 (n)qn

= θ jEψ1,ψ2
k (q)−ψ1(`)`

jθ jEψ1,ψ2
k (q`),

θ jEψ1,ψ2,(`
0)

k (q) := δψ1=1, j=0L(ψ1, 1− k)(1−ψ1(`)−ψ2(`)`
k−1
+ψ2(`

2)`k−1)

+ 2
∞∑

n=1

n jσ
ψ1,ψ2,(`

0)

k−1 (n)qn

= θ jEψ1,ψ2
k (q)− ` j (ψ1(`)+ψ2(`)`

k−1)θ jEψ1,ψ2
k (q`)

+ (ψ1ψ2)(`)`
k−1+2 jθ jE(q`

2
),
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where δψ=1, j=0 equals 1 if ψ is trivial and j = 0, and 0 otherwise, and

σ
ψ1,ψ2,(`

+)

k−1 (n) :=
∑

0<d | n
(d,`)=1

ψ1(n/d)ψ2(d)dk−1,

σ
ψ1,ψ2,(`

−)

k−1 (n) :=
∑

0<d | n
(n/d,`)=1

ψ1(n/d)ψ2(d)dk−1,

σ
ψ1,ψ2,(`

0)

k−1 (n) :=
∑

0<d | n
(n,`)=1

ψ1(n/d)ψ2(d)dk−1.

Let N ′ be as in Section 4.1, let N ′′ = N ′′
+

N ′′
−

N ′′0 be prime to N ′, and suppose
additionally that K satisfies the Heegner hypothesis with respect to N ′′ so that
every prime dividing N := N ′′N ′ is split in K . Let N = N′′N′, where N′ is as
in Section 4.1 and N′′ is some choice of integral ideal such that OK /N

′′
= Z/N ′′.

Write N as a product of (distinct) primes
∏
` | N v, where v | `; in other words, for

each ` | N , we can write

v = Z
b`+
√

DK

2
+Z`

for some b` ∈ Z such that b2
` ≡ DK (mod 4`).

For any integral primitive ideal a of OK coprime to N, recall the associated point

τaN =
baN +

√
DK

2aN
∈H+

such that (aN)−1
= ZτaN+Z. Note that, for v |N′′, where v | `, we have

v̄(aN)−1
=

(
a
∏
v′ 6=v

v′
)−1

= Z`
baN +

√
DK

2aN
+Z,

and hence

v̄−1 ? (aN ?C/OK )= C/(v̄(aN)−1)= C/(Z`τaN+Z).

In terms of the action of IN on CM triples (A′, t ′, ω′), for any F ∈Mk(00(N ), εF ),
we have

F(`τaN)= F(v̄−1 ?(C/(ZτaN+Z), t,2π idz))= F(v̄−1aN ?(C/OK , t,2π idz)),

F(`2τaN)= F(v̄−2 ?(C/(ZτaN+Z), t,2π idz))= F(v̄−2aN ?(C/OK , t,2π idz)).

Thus, for any normalized eigenform F , viewed as a p-adic modular form, recalling
our notation A0 = C/OK , t0 ∈ A0[N] from Section 3.4, and with ωcan as our
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“canonical” differential on Â0 under our fixed isomorphism i : Â0 −→
∼ Ĝm (see

Section 3.4), we have for ` - N ′

θ jF (`
+)(aN ? (A0, t0, ωcan))

= θ jF(aN?(A0, t0, ωcan))−β``
jθ jF(v̄−1aN?(A0, t0, ωcan)),

θ jF (`
−)(aN ? (A0, t0, ωcan))

= θ jF(aN?(A0, t0, ωcan))−α``
jθ jF(v̄−1aN?(A0, t0, ωcan)),

θ jF (`
0)(aN ? (A0, t0, ωcan))

= θ jF(aN ? (A0, t0, ωcan))− `
j a`θ jF(v̄−1aN ? (A0, t0, ωcan))

+ εF (`)`
k−1+2 jθ jF(v̄−2aN ? (A0, t0, ωcan)).

Choosing some set of representatives a prime to N, we thus have∑
[a]∈Cl(OK )

(χ j )
−1(a)θ jF (`

+)(a ? (A0, t0, ωcan))

=

∑
[a]∈Cl(OK )

(χ j )
−1(a)θ jF(a ? (A0, t0, ωcan))

−β``
j
∑

[a]∈Cl(OK )

(χ j )
−1(a)θ jF(v̄−1a ? (A0, t0, ωcan))

= (1−β`(χ j )
−1(v̄)` j )

∑
[a]∈Cl(OK )

(χ j )
−1(a)θ jF(a ? (A0, t0, ωcan)),

∑
[a]∈Cl(OK )

(χ j )
−1(a)θ jF (`

−)(a ? (A0, t0, ωcan))

=

∑
[a]∈Cl(OK )

(χ j )
−1(a)θ jF(a ? (A0, t0, ωcan))

−α``
j
∑

[a]∈Cl(OK )

(χ j )
−1(a)θ jF(v̄−1a ? (A0, t0, ωcan))

= (1−α`(χ j )
−1(v̄)` j )

∑
[a]∈Cl(OK )

(χ j )
−1(a)θ jF(a ? (A0, t0, ωcan)),

∑
[a]∈Cl(OK )

(χ j )
−1(a)θ jF (`

+)(a ? (A0, t0, ωcan))

=

∑
[a]∈Cl(OK )

(χ j )
−1(a)θ jF(a ? (A0, t0, ωcan))

− ` j a`
∑

[a]∈Cl(OK )

(χ j )
−1(a)θ jF(v̄−1a ? (A0, t0, ωcan))

+ εF (`)`
k−1+2 j

∑
[a]∈Cl(OK )

(χ j )
−1(a)θ jF(v̄−2a ? (A0, t0, ωcan))
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= (1− a`(χ j )
−1(v̄)` j

+ εF (`)(χ j )
−2(v̄)`k−1+2 j )

∑
[a]∈Cl(OK )

(χ j )
−1(a)θ jF(a ? (A0, t0, ωcan)).

Thus, rewriting the definitions of E
ψ1,ψ2,((N ′′+)

+(N ′′−)
−(N ′′0 )

0)

k in terms of triples, and
using the above general identities for p-adic modular forms and induction, we have∑
[a]∈Cl(OK )

(χ j )
−1(a)θ jE

ψ1,ψ2,((N ′′+)
+(N ′′−)

−(N ′′0 )
0)

k (a ? (A0, t0, ωcan))

=4χ (ψ1, ψ2, N+, N−, N0)
∑

[a]∈Cl(OK )

(χ j )
−1(a)θ jEψ1,ψ2

k (a ? (A0, t0, ωcan)),

where N+ = N ′′
+
· t/(u, t), N− = N ′′

−
· u/(u, t), N0 = N ′′0 · (u, t)2, and

4χ (ψ1, ψ2, N+, N−, N0)

=

∏
` | N+

(1− (ψ2/Kχ
−1)(v̄)`k−1)

∏
` | N−

(1− (ψ1/Kχ
−1)(v̄))

×

∏
` | N0

(1− (ψ2/Kχ
−1)(v̄)`k−1)(1− (ψ1/Kχ

−1)(v̄)).

Henceforth, let E (ψ1,ψ2,N+,N−,N0)

k := E
ψ1,ψ2,((N ′′+)

+(N ′′−)
−(N ′′0 )

0)

k . Now, using the above
calculation, Proposition 36, the fact that

ωcan =
�∞

�p
· 2π idz

(where �∞ and �p are the complex and p-adic periods defined in Section 3.4) and
part (3) of Theorem 21, we have:

Proposition 37. Let k ≥ 2 be an integer. Suppose χ is of infinity type (k+ j,− j)
and χ−k/2 has trivial central character and is of finite type (N, ψ1ψ2). Suppose
also that ψ1 and ψ2 are Dirichlet characters over Q with conductors u and t ,
respectively, such that ut = N and (ψ1ψ2)(−1)= (−1)k . Then∑
[a]∈Cl(OK )

(χ j )
−1(a)θ jE (ψ1,ψ2,N+,N−,N0)

k (a ? (A0, t0, ωcan))

=

(
�p

�∞

)k+2 j tk0(k+ j)ψ−1
1 (−

√
DK )χ

−1( t̄)

(2π i)k+ jg(ψ−1
2 )
√

DK
j

×4χ (ψ1, ψ2, N+, N−, N0)L(ψ1/Kχ
−1, 0),



352 Daniel Kriz

where

4χ (ψ1, ψ2, N+, N−, N0)

=

∏
` | N+

(1− (ψ2/Kχ
−1)(v̄)`k−1)

∏
` | N−

(1− (ψ1/Kχ
−1)(v̄))

∏
` | N0

(1− (ψ2/Kχ
−1)(v̄)`k−1)(1− (ψ1/Kχ

−1)(v̄)).

Finally, since p - N , note that the “p-depletion” operator [ of Section 3.2 coincides
with the ((p2)0)-stabilization operator on our family of Eisenstein series, i.e.,

(θ jE (ψ1,ψ2,N+,N−,N0)

k )[ = θ jE (ψ1,ψ2,N+,N−,p2N0)

k .

(Note that all the above stabilization operators on p-adic modular forms commute
with θ , so the above notation is unambiguous.)

4.3. Proof of main theorem.

Proof of Theorem 3. Suppose, as in our assumptions, that f ∈ Sk(00(N ), εf ) has
partial Eisenstein descent of type (ψ1, ψ2, N+, N−, N0) over M mod m, where M
is a p-adic field containing E f . Recall the field F ′ defined in Section 3.4, with p′

being the prime ideal of OF ′ above p determined by our embedding ip :Q ↪→Qp.
Thus,

θ j f (q)≡ θ jE (ψ1,ψ2,N+,N−,N0)

k (q) (mod mOF ′
p′

M),

viewed as p-adic modular forms for all j ≥ 1. Moreover,

θ j f [(q)≡ θ jE (ψ1,ψ2,N+,N−,p2N0)

k (q) (mod mOF ′
p′

M).

Henceforth, let E (N )k,ψ1,ψ2
= E (ψ1,ψ2,N+,N−,N0)

k and E (pN )
k,ψ1,ψ2

= E (ψ1,ψ2,N+,N−,p2N0)

k , and
recall our notation A0 = C/OK , t0 ∈ A0[N] (see Section 3.4). Since p being split
in K implies that the curves ip(a ? A0) are ordinary (viewed as curves over Cp), by
the congruence above and the q-expansion principle [Gouvêa 1988, Sections I.3.2
and I.3.5] we have∑
a∈Cl(OK )

(χ j )
−1(a)(θ j f )[(a ? (A0, t0, ωcan))

≡

∑
a∈Cl(OK )

(χ j )
−1(a)(θ j E (pN )

k,ψ1,ψ2
)(a ? (A0, t0, ωcan)) (mod mOF ′

p′
M).
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By assumption, εf equals ψ1ψ2 and χ is of finite type (N, εf )= (N, ψ1ψ2). Now
by Proposition 37, we have∑
a∈Cl(OK )

(χ j )
−1(a)(θ j E (pN )

k,ψ1,ψ2
)(a ? (A0, t0, ωcan))

=

(
�p

�∞

)k+2 j tk0(k+ j)ψ−1
1 (−

√
DK )χ

−1( t̄)

(2π i)k+ jg(ψ−1
2 )
√

DK
j

×4χ (ψ1, ψ2, N+, N−, p2N0)L(ψ1/Kχ
−1, 0),

where 4χ (ψ1, ψ2, N+, N−, p2N0) is defined as in Proposition 37.
Since χ is of finite type (N, εf ), it is unramified at p. Moreover, since p - uOK ,

ψ1/K is unramified at p. Hence, by [Katz 1978, 5.2.27 Lemma, 5.2.28], we have
Localp(ψ1/Kχ

−1)= 1 and Localp(ψ1/Kχ
−1N1−k

K )= 1.
Now using Theorems 24 and 27 with C = f(ψ1/Kχ

−1) = lcm(uOK , t), where
F= lcm(u, t), Fc = ū and I= 1, we can write

Lp( f, χ)

=

( ∑
a∈Cl(OK )

(χ j )
−1(a)(θ j f )[(a ? (A0, t0, ωcan))

)2

≡

( ∑
a∈Cl(OK )

(χ j )
−1(a)(θ jE (pN )

k,ψ1,ψ2
)(a ? (A0, t0, ωcan))

)2

=

((
�p

�∞

)k+2 j tk0(k+ j)ψ−1
1 (−

√
DK )χ

−1( t̄)

(2π i)k+ jg(ψ−1
2 )
√

DK
j

×4χ (ψ1, ψ2, N+, N−, p2N0)L(ψ1/Kχ
−1, 0)

)2

= ψ−1
1 (DK )

(
tkχ−1( t̄)

4g(ψ−1
2 )(2π i)k+2 j

4χ (ψ1, ψ2, N+, N−, N0)Lp(ψ1/Kχ
−1, 0)

)2

(mod mOF ′
p′

M).

The above congruence now extends by p-adic continuity from6
(2)
cc (N) to 6̂cc(N)

(with respect to the topology described in Section 3.4). Thus the congruence holds
on 6̂cc(N), and the theorem follows after setting4 :=4χ (ψ1, ψ2, N+, N−, N0). �

Proof of Theorem 7. In this more specialized situation, we have ψ1 = ψ
−1
2 = ψ

and u = t = |f(ψ)|. Thus ψ1ψ2 equals 1 and χ is of finite type (N, 1). Recall from
Bertolini, Darmon, and Prasanna’s p-adic Waldspurger formula (Theorem 25) that

Lp( f,N
−k/2
K )=

(
pk/2
− ap( f )+ pk/2−1

pk/20
( k

2

) )2(
AJF ′

p′
(1f (K ))(ω f ∧ω

k/2−1
A η

k/2−1
A )

)2
.
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The proof proceeds essentially by plugging χ =N
−k/2
K into Theorem 3. We have, by

Gross’s factorization formula (Theorem 28) applied to (ψω−k/2)0 (see Definition 6),

|f(ψ)|k/2

ψ(−
√

DK )g(ψ)
Lp(ψ/K N

k/2
K , 0)

=
〈|f(ψ)|〉k/2∏

` | f(ψ)(ψ
−1ωk/2)0,`(−

√
DK )ω

−k/2
` (`ord`(f(ψ)))g`(ψ)

Lp

(
(ψω−k/2)0/K ,

k
2

)

=
〈|f(ψ)|〉k/2∏

` | f(ψ)(ψ
−1ωk/2)0,`(−

√
DK )g`((ψω−k/2)0)

Lp

(
(ψω−k/2)0/K ,

k
2

)
= Lp

(
ψ0(εKω)

1−k/2,
k
2

)
Lp

(
ψ−1

0 (εKω)
k/2, 1−

k
2

)
.

Using the interpolation property of the Kubota–Leopoldt p-adic L-function, we have

Lp

(
ψ−1

0 (εKω)
k/2, 1−

k
2

)
=−(1− (ψ−1

0 ε
k/2
K )(p)pk/2−1)

2
k

Bk
2 ,ψ

−1
0 ε

k/2
K

=−(1−ψ−1
0 (p)pk/2−1)

2
k

Bk
2 ,ψ

−1
0 ε

k/2
K
,

where the last equality follows since p is split in K and so εK (p)= 1.
Suppose ψ0(εKω)

1−k/2
6= 1. In this case, since p2 - f(ψ0(εKω)

1−k/2) | p f , we
have by Corollary 5.13 of [Washington 1997] that

Lp

(
ψ0(εKω)

1−k/2,
k
2

)
≡ Lp(ψ0(εKω)

1−k/2, 0)

=−(1− (ψ0εK (εKω)
−k/2)(p))B1,ψ0εK (εKω)−k/2

=−B1,ψ0εK (εKω)−k/2 (mod p),

where the last equality holds since p | f(ψ0εK (εKω)
1−k/2). Note that this congruence

also holds mod λ for any prime λ | p.
Now suppose ψ0(εKω)

1−k/2
= 1 and k = 2, i.e., ψ0 = 1. From [Gross 1980,

p. 90], the Katz p-adic L-function at ψ0/K = 1/K has the special value

Lp(1/K , 0)=
4
|O×K |

p− 1
p

logp ᾱ = 2
p− 1

p
logp ᾱ,

where ᾱ ∈ OK such that (ᾱ) = p̄hK . (Recall that |O×K | = 2 since we assume that
DK <−4.) The statement now follows directly from Theorem 3. �

5. Concrete applications of the main theorem

In this section, we apply Theorem 7 to computations with algebraic cycles, in certain
instances verifying a weak form of the Beilinson–Bloch conjecture (as described
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in Section 2.2). In Section 5.5, we apply our results to the case of elliptic curves
with reducible mod-p Galois representation, in particular deriving criteria to show
that Heegner points on certain quadratic twists are nontorsion. In Section 5.6, we
use this criterion to show that for semistable curves with reducible mod-3 Galois
representation, a positive proportion of real quadratic twists have rank 1 and a
positive proportion of imaginary quadratic twists have rank 0.

5.1. Construction of newforms with Eisenstein descent of type (1, 1, 1, 1, 1).
We now give a procedure for constructing newforms f ∈ Sk(SL2(Z)) which have
Eisenstein descent of type (1, 1, 1, 1, 1).

Construction 38 (Eisenstein descent of type (1, 1, 1, 1, 1)). Fix an even integer
k ≥ 4 and a prime p | Bk . Recall the classical holomorphic Eisenstein series of
weight k:

Ek(q)=
ζ(1− k)

2
+

∞∑
n=1

σk−1(n)qn
=−

Bk

2k
+

∞∑
n=1

σk−1(n)qn.

(See Remark 32.) The Eisenstein series E4 and E6 generate Mk(SL2(Z))/Sk(SL2(Z))

as an algebra, and therefore if we normalize E4 and E6 to G4 = 240E4 and
G6 =−504E6 to have constant term 1, then we have a cuspform

fk := Ek +
Bk

2k
Ga

4 Gb
6 ∈ Sk(SL2(Z),Q)

for some a, b ∈ Z≥0 with k = 4a+ 6b.
Under our assumption p | Bk , we see immediately that fk ≡ Ek (mod p). How-

ever, there is no guarantee that fk is a newform, a problem we can remedy as follows.
Consider the Hecke algebra T⊂ EndZp(Sk(SL2(Z),Zp)) generated by the classical
Hecke operators T` at primes `. Since T is a finite torsion-free Zp-algebra, it is flat.
Minimal primes p of T correspond to Gal(Qp/Qp)-conjugacy classes of weight-k
eigenforms in Sk(SL2(Z)), which also correspond to Zp-algebra homomorphisms
φ : T→ Qp (with ker(φ) = p), which in turn correspond to eigenforms fφ such
that T` fφ = φ(T`) fφ .

Now write fk(q) =
∑
∞

n=1 anqn so that an ≡ σk−1(n) (mod p), and define a
homomorphism ϕ : T→ Fp given by ϕ(T`)= a` ≡ 1+ `k−1 (mod p). Since Fp is
a field, m := ker(ϕ) is maximal, and there exists a minimal prime p⊂m above p
since T is flat over Zp. Then the minimal prime p corresponds to a map φ :T→Qp

with ker(φ)= p that satisfies φ ≡ ϕ (mod p). Let F = Frac(φ(T)) denote the field
of fractions of φ(T), and note that φ(T)⊂OF ; since T is finite over Zp, F is finite
over Qp. Now let λ denote the maximal ideal of OF . Since T` ≡ 1+`k−1 (mod m)

(because ϕ : T/m −→∼ Fp), we have φ(T`) ≡ 1+ `k−1 (mod φ(m)). Hence since
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λ |φ(m), the modular form fφ corresponding to φ satisfies

fφ(q)≡
∞∑

n=1

σk−1(n)qn (mod λ)

and is our desired newform.

Remark 39. The last paragraph of Construction 38 is commonly known as the
“Deligne–Serre lifting lemma” (see [Deligne and Serre 1974, Lemme 6.11]).

5.2. Construction of newforms with Eisenstein descent of type (1,1,N+,N−,N0).

Construction 40 (Eisenstein descent of type (1, 1, N+, N−, N0)). We can easily use
the normalized newform with Eisenstein descent of type (1, 1, 1, 1, 1) obtained from
Construction 38 to produce a newform of descent of type (1, 1, N+, N−, N0). We ap-
ply certain stabilization operators, as in Section 4.2. Suppose we are given a normal-
ized newform f ∈ Sk(01(N ′)) with Eisenstein descent of type (1, 1, N ′

+
, N ′
−
, N ′0)

mod λ. Applying the (N++ N−− N 0
0 )-stabilization operator, the resulting newform

f (N
+

+ N−− N 0
0 ) ∈ Sk(01(N ′)∩00(N )) is a normalized newform which has Eisenstein

descent of type (1, 1, N ′
+

N+, N ′
−

N−, N ′0 N0) mod λ.
Applying the above (N++ N−− N 0

0 )-stabilization operator to fφ ∈ Sk(SL2(Z)) from
Construction 38, we have

f
(N++ N−− N 0

0 )

φ (q)≡
∞∑

n=1

σ
(N )
k−1(n)q

n (mod λ),

where σ (N )k−1 is defined as in Remark 32. In other words, f
(N++ N−− N 0

0 )

φ has Eisenstein
descent of type (1, 1, N+, N−, N0) mod λ.

Remark 41. We could similarly produce examples of newforms with Eisenstein
descent of type (ψ1, ψ2, N+, N−, N0) by starting out with the Eisenstein series
Eψ1,ψ2

k in Construction 38 and applying appropriate stabilization operators as in
Construction 40.

5.3. Application to algebraic cycles. We now calculate an explicit example to
demonstrate the main theorem. We first use Construction 38 to construct an ap-
propriate newform with Eisenstein descent of type (1, 1, 1, 1, 1). We thus look for
a positive integer k, a rational prime p, a real quadratic extension L/Q, and an
imaginary quadratic extension K/Q such that p splits in K and such that p | Bk ,
p - Bk

2 ,εLεK
and p - B1,εLω−k/2 . To this end, consider k = 18, p = 43867, L =Q and

K =Q(
√
−5). Then 43867 splits in K , and p| 43867

798 = B18 = Bk . Furthermore,

B9,εK =−5444415378≡ 5726 (mod 43867),

and so p - Bk
2 ,εL·K

= Bk
2 ,εK

.
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Remark 42. For certain values of k, we can simplify the above formula even
further. Let [m] denote the smallest nonnegative representative of the residue class
mod (p− 1) of an integer m. In the case that 2 ≤ [−k/2] ≤ p− 4, by standard
congruence theorems (see [Washington 1997, Chapter 5.3], for example), we have

B1,ω[−k/2] ≡
B[−k/2]+1

[−k/2] + 1
(mod p)

(and hence this congruence also holds mod λ|p).

Hence, by Remark 42, we have

B1,ω−9 ≡
B43858

43858
≡ 11867 (mod 43867),

and so p - B1,εLω−k/2 = B1,ω−9 . Hence, applying Construction 38, we get a newform
f18 ∈ S18(SL2(Z)) such that

f18(q)≡
∞∑

n=1

σ17(n)qn (mod λ)

for some prime ideal λ | p of a finite extension over Qp. Note that we can apply
the (N++ N−− N 0

0 )-stabilization operator of Construction 40 to obtain a newform
f (N )18 of weight 18 which has Eisenstein descent of type (1, 1, N+, N−, N0) mod λ.
Choose (N+, N−, N0)= (7, 1, 1). Then 7 splits in K =Q(

√
−5). Furthermore,

4(1, 1, 7, 1, 1)= 1− 78
≡ 25644 (mod 43867),

and thus 4(1, 1, 7, 1, 1) ∈Q is not congruent to 0 (mod λ).
Let F/HN/K be in situation (S) as defined in Section 2.2. Applying Theorem 7,

we determine the nontriviality of the associated generalized Heegner cycle

ε( f18,N
−8
K )/F

1(N−8
K ) ∈ ε( f18,N

−8
K )/F

CH17(X16)0,E f18
(F).

Thus we have constructed an algebraic cycle with nontrivial ( f18,N−8
K )-isotypic

component, whose existence is predicted by the Beilinson–Bloch conjecture since
by the Heegner hypothesis we have L( f18,N8

K , 0)= 0. (See Sections 2.2 and 3.4
for further details.)

5.4. Application to the Ramanujan∆ function. Recall the Ramanujan∆ function,
which is a weight-12 normalized newform of level 1 with q-expansion at∞ given by

∆(q)=
∑
n≥1

τ(n)qn.
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It is well-known that τ satisfies the congruence τ(n)≡ σ11(n) (mod 691), and so,
for any j ≥ 1 and any quadratic Dirichlet character ψ , we have

(θ j∆⊗ψ)(q)≡ (θ jE12⊗ψ)(q) (mod 691),

i.e., ∆⊗ψ has partial Eisenstein descent over Qp of type (ψ,ψ, 1, 1, 1) at 691.
Choosing an auxiliary imaginary quadratic field K satisfying Assumptions 1 with
respect to (681,∆⊗ψ) and applying Theorem 7, we get:

Theorem 43.(
6916
−ψ(691)τ (691)+ 6915

6916 · 5!

)2(
AJF ′

p′
(1∆⊗ψ(N

−5
K ))(ω∆ ∧ω

5
Aη

5
A)
)2

≡
(B6,ψ0 B1,ψ0εKω−6)2

576
(mod 691OF ′),

where ψ0 is defined as in Definition 6.

Corollary 44. Let F/HN/K be in situation (S) as defined in Section 2.2. Sup-
pose ψ is a quadratic character and K is an imaginary quadratic field with odd
discriminant DK <−4 such that

(1) 691 - f(ψ),
(2) each prime factor of 691 · f(ψ) splits in K ,

(3) 691 - B6,ψ0 B1,ψ0εKω−6 .

Then
ε(∆⊗ψ,N−5

K )/F
1∆⊗ψ(N

−5
K ) ∈ ε(∆⊗ψ,N−5

K )/F
CH11(X10)0,Q(F)

is nontrivial.

To elucidate this result, we include the following table exhibiting a few values
of quadratic characters ψ over Q and imaginary quadratic fields K for which
Theorem 43 implies the conclusion of Corollary 44:

Kψ f(ψ) K B6,ψ0 B1,ψ0εKω−6 (mod 691)

Q(
√

3) 12 Q(
√
−23) 583

Q(
√

3) 12 Q(
√
−95) 126

Q(
√

13) 13 Q(
√
−10) 583

Q(
√
−7) −7 Q(

√
−10) 176

5.5. Application to elliptic curves. We now focus on the case where fE ∈ S2(00(N ))
is the weight-2 normalized newform associated with an elliptic curve E/Q. If E[p]
is reducible, by Theorem 35, fE has Eisenstein descent over Qp mod p. We now
prove our main application to elliptic curves, which is Theorem 13.
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Proof of Theorem 13. Recall that fE determines an invariant differential ω fE =

2π i fE(z)dz ∈�1
X1(N )/Q. Let 8E : X1(N )� E be a modular parametrization (i.e.,

the Eichler–Shimura abelian variety quotient 8fE : X1(N )� AfE , postcomposed
with an appropriate isogeny) and let ωE ∈�

1
E/Q be an invariant differential chosen

so that 8∗EωE = ω fE .
By Theorems 35 and 7 with k = 2,(

1− ap + p
p

)2

log2
ωE

PE(K )=
(

1− ap + p
p

)2

log2
ω fE

P(K )

is congruent to

42

4

(
1
2
(1−ψ−1(p))B1,ψ−1

0 εK
B1,ψ0ω−1

)2

(mod pOKp)

if ψ 6= 1 and
42

4

(
p− 1

p
logp ᾱ

)2

(mod pOKp)

if ψ = 1, where ψ0 is defined as in Definition 6 and where

4=
∏
` | N+

(1−ψ−1(`))
∏
` | N−

(
1−

ψ(`)

`

) ∏
` | N0

(1−ψ−1(`))

(
1−

ψ(`)

`

)
.

(Note that our congruence holds mod pOKp because both sides of the congruence
are defined over Kp in this situation.)

Our hypotheses on (E, p, K ) and part (2) of Theorem 34 (with k= 2) ensure that
none of the terms on the right-hand side of the above congruences vanish mod p,
and hence logωE

PE(K ) 6= 0, i.e., PE(K ) is nontorsion. �

Remark 45. Suppose (E, p) is as in the statement of Theorem 13, and for simplicity
suppose ψ is even and nontrivial. Thus, in particular E[p](Q)= 0. We will show
(Theorem 54) that there always exists an imaginary quadratic K satisfying the
appropriate congruence conditions, so that the theorem gives rankZ E(K )= 1. In
particular, this implies that we should be able to see that rankZ E(Q)≤ 1 a priori
from the congruence conditions on (E, p).

Indeed, one can show that rankZ/p Selp(E/Q)≤1 (which implies rankZ E(Q)≤1)
through purely algebraic methods. Using standard techniques, one can show that the
congruence conditions on (N+, N−, N0) imply Selp(E/Q) ⊂ H 1(Q, E[p]; {p}).
(Here, for Gal(Q/Q)-module M and a finite set 6 of places of Q, H 1(Q,M;6)
denotes the subgroup of H 1(Q,M) consisting of classes unramified outside6.) See,
for example, [Li 2014, Section 2.2] for the case p= 3 and E semistable; the case for
general p > 2 and general E is completely analogous. The hypothesis p - B1,ψω−1

(which is equivalent to p - Lp(ψ, 1) since ψ 6= 1 and p - f(ψ)) implies, via the main
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theorem of Iwasawa theory over Q and standard Selmer group control theorems, that
H 1(Q, Fp(ψ); {p}) = 0. Since H 1(Q, Fp(ψ);∅) ⊂ H 1(Q, Fp(ψ); {p}), we have
H 1(Q, Fp(ψ);∅) = 0, which in turn implies that H 1(Q, Fp(ψ

−1ω); {p}) = Z/p
(see, for example, loc. cit. Proposition 2.13). Now if Fp(ψ) ⊂ E[p], from the
standard long exact sequence of cohomology (see Section 2.3 of loc. cit., for
example), one obtains a map φ : Selp(E/Q) → H 1(Q, Fp(ψ

−1ω)) such that
ker(φ) ⊂ H 1(Q, Fp(ψ); {p}) = 0 and im(φ) ⊂ H 1(Q, Fp(ψ

−1ω); {p}) = Z/p.
Thus we get Selp(E/Q) ⊂ im(φ) ⊂ H 1(Q, Fp(ψ

−1ω); {p}) = Z/p. If, on the
other hand, Fp(ψ

−1ω)⊂ E[p], one obtains φ : Selp(E/Q)→ H 1(Q, Fp(ψ)) with
ker(φ)⊂H 1(Q, Fp(ψ

−1ω); {p})=Z/p and im(φ)⊂H 1(Q, Fp(ψ); {p})=0. Thus
we get Selp(E/Q)⊂ ker(φ)⊂ H 1(Q, Fp(ψ

−1ω); {p})= Z/p.

Remark 46. Since the congruence in the proof of Theorem 13 comes from p-adic
interpolation of p-adically integral period sums, we should be able to see a priori
that both sides of the congruence are p-adically integral. This is self-evident for the
right-hand side, and also a priori true for the left-hand side as follows. Note that
since p - N , we have p+ 1− ap = |Ẽ(Fp)| by the Eichler–Shimura relation. Let
Ê denote the formal group of E , so that Ê(pOKp) has index |Ẽ(Fp)| in E(Kp).
(Recall that p is the previously fixed prime above p determined by our embedding
K ↪→Qp.) Then [1− ap + p]PE(K )= [|Ẽ(Fp)|]PE(K ) ∈ Ê(pOKp).

Suppose for the moment that X1(N ) � E is optimal (i.e., E is the strong
Weil curve in its isogeny class). Well-known results due to Mazur [1978] on
the Manin constant c(E) imply that if ` | c(E), then `2

| 4N . Thus for p odd
of good reduction, we have p - c(E). Thus letting logE denote the canonical
formal logarithm on E (i.e., the formal logarithm arising from the unique nor-
malized invariant differential on E), we have logωE

T = c(E)−1 logE T , meaning
our normalization of the formal logarithm does not change the p-divisibility on
the formal group. That is, logωE

Ê(pOKp)⊂ pOKp . Thus by the previous paragraph,
((1− ap + p)/p) logωE

PE(K ) is p-adically integral.
For E nonoptimal, the choice of modular parametrization might change the nor-

malization of the formal logarithm, since we are postcomposing the Eichler–Shimura
projection with a Q-isogeny which does not necessarily preserve normalizations
of the formal logarithm. This can still be shown to not affect p-adic integrality of
logωE

on Ê(pOKp).

Remark 47. Suppose that (E, p, K ) is as in the hypotheses of Theorem 13. One
can show that logωE

PE(K )≡ 0 (mod p) as follows. Let F = K (µp), and choose
a prime π | p of F ; note that p is totally ramified in K (µp), so that OFπ /π

∼= Fp

and ordπ (p)= p− 1. If PK (E) is torsion, then logωE
PE(K )= 0 by properties of

the formal logarithm (see [Silverman 2009, Chapter 4]), so assume that PE(K ) is
nontorsion. Supposeψ 6=1. Then |Ẽ(Fp)|−(1+ p)=−ap≡−ψ(p) 6=−1 (mod p)



Generalized Heegner cycles at Eisenstein primes and Katz p-adic L-function 361

implies |Ẽ(Fp)| 6≡ 0 (mod p). Therefore, Ê(πOFπ ) has index prime to p in E(Fπ ),
and so logωE

E(Fπ )⊂ πOFπ , and logωE
PE(K ) ∈ pOKp .

Now suppose ψ = 1, so that |Ẽ(Fp)|− (1+ p)=−ap ≡−ψ(p)=−1 (mod p),
and so |Ẽ(Fp)| ≡ 0 (mod p). Moreover, p is ordinary good reduction and so
|Ẽ(F)[p]| = |Ẽ(Fp)| = p implies p | |Ẽ(Fp)|. Then, by Theorem 35, we have
E[p] = E(F)[p], and so the exact sequence

0→ Ê(πOFπ )→ E(Fπ )→ Ẽ(Fp)→ 0

splits, i.e., E(Fπ ) = Ê(πOFπ )⊕ Ẽ(Fp), and moreover Ẽ(Fp) ⊂ E(Fπ )tor. (The
torsion of E(Fπ ) that is outside of p injects into Ẽ(Fp), and Ẽ(Fp)[p]⊂ E(Fπ )[p]).)
Thus since logωE

Ê(πOFπ)⊂πOFπ and logωE
Ẽ(Fp)=0, we have logωE

PE(K)∈πOFπ .
Now since PE(K ) ∈ E(K )⊂ E(Kp), we have logωE

PE(K ) ∈ Kp ∩πOFπ = pOKp .

Remark 48. While the proof of Theorem 13 accounts for the case ψ = 1, it gives
no new information since the left side of the relevant special value congruence
is always 0 (mod p): Remark 47 shows that logωE

PE(K )≡ 0 (mod p), and ap ≡

ψ(p) = 1 (mod p) implies that (1− ap + p)/p is a unit in OCp . Note that this
forces 4(1, Nsplit, Nnonsplit, Nadd)≡ 0 (mod p).

In fact, if ψ = 1, one can show that, for any elliptic curve, Nsplit Nadd 6= 1 in the
following way: assume Nadd = 1, so that N is squarefree. A theorem of Ribet then
shows that Nsplit 6= 1 (see the Ph.D. thesis of Hwajong Yoo [2015, Theorem 2.2] and
the ensuing remark therein). Thus if ψ = 1, we have4(1, Nsplit, Nnonsplit, Nadd)= 0.

Whenψ 6=1, we have ap≡ψ(p) 6=1 (mod p), and so the factor of (1−ap+p)/p
is congruent to (unit)/p (mod p), thus canceling out a p-divisibility of logωE

PE(K )
in the special value congruence.

Remark 49. Suppose we are in the situation of Theorem 13, so in particular p - N
is a good prime which is split in K . Let $ be a local uniformizer at p. (Recall
that p is the prime above p determining the embedding K ↪→ Qp.) Then as
1− ap+ p = |Ẽ(Fp)|, we have that P := [1− ap+ p]PE(K ) belongs to the formal
group Ê(pOKp). One can show that logE P ∈$O×Kp

= pO×Kp
if and only if the image

of P in E(Kp)/pE(Kp) is not in the image of E(Kp)[p] as follows. If P is not in
the image of E(Kp)[p] in E(Kp)/pE(Kp), then suppose logE P 6∈ $O×Kp

. Since
P ∈ Ê(pOKp), we know that P is either torsion (i.e., logE P = 0) or P ∈ p2OKp

(i.e., logE P ∈ p2OKp). However, in the first case this implies P ∈ E(Kp)[p] (since
Ê(pOKp) has no p-torsion) and in the second it implies P ∈ Ê(p2OKp); thus P
is p-divisible. Therefore, P ∈ Ê(pOKp)+ pE(Kp), a contradiction. Conversely,
if logE P ∈ $O×Kp

, then we have P 6∈ E(Kp)[p] + pE(Kp); otherwise, we have
P ∈ E(Kp)[p] + pÊ(pOKp) (since a priori P ∈ Ê(pOKp)); thus logE P ∈ p2OKp ,
a contradiction.
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Thus the nonvanishing results of logE P mod p provided by Theorem 13 give
information on local p-divisibility of P (and thus also of PE(K )). Note that if
p≥ 3, then Ê(pOKp)[p] = 0, and so E(Kp)[p] ↪→ Ẽ(Fp)[p]. In particular, if p is of
supersingular reduction, then Ẽ(Fp)[p] = 0, so E(Kp)[p] = 0 and the nonvanishing
of logE P mod p is equivalent to P having nontrivial image in E(Kp)/pE(Kp), i.e.,
the condition that P not be p-divisible in E(Kp).

For any elliptic curve E over Q, let w(E) denote the global root number, which
factors as a product of local root numbers

w(E)= w∞(E)
∏
`<∞

w`(E).

Proposition 50. Suppose that (E, p) is as in Theorem 13 and that ψ is a quadratic
character. If either

(1) p ≥ 5, or

(2) E = E ′⊗ψ for some semistable elliptic curve E ′ of conductor coprime to f(ψ),

then w(E) = −ψ(−1). Thus, rankZ E(Q) = 1
2(1+ψ(−1)), and rankZ EK (Q) =

1
2(1−ψ(−1)) for any imaginary quadratic K as in Theorem 13.

Proof. By our assumptions in the statement of Theorem 13, |f(ψ)|2 | Nadd and
Nsplit = 1. By standard properties of the root number (see [Dokchitser 2013,
Section 3.4]), we have

(1) if ` ‖ N (i.e., ` | Nnonsplit), then w`(E)= 1,

(2) w∞(E)=−1.

Hence,
w(E)=−

∏
` | Nadd

w`(E).

Suppose first that (1) in the statement of the proposition holds, i.e., p ≥ 5. By
Theorem 34, ρ̄ fE

∼= Fp⊕Fp(ω). Hence ρ̄ fE
∼= Fp(ψ)⊕Fp(ψ

−1ω) and thus E admits
a degree p isogeny φ : E→ E ′. Since p ≥ 5, by [Dokchitser 2013, Theorem 3.25],
for ` | Nadd we have

w`(E)= (−1, F/Q`),

where F :=Q` (coordinates of points in ker(φ)), and where ( · , F/Q`) is the norm
residue symbol. By our assumptions, we see that F = Q`(µ2p,

√
ψ(−1)|f(ψ)|),

which is ramified only if ` | pf(ψ). Thus Q`(µ2p)/Q` is an unramified extension.
Thus, by class field theory, (−1, F/Q`)= (−1,Q`(

√
ψ(−1)|f(ψ)|)/Q`)=ψ`(−1),

and so w`(E)= ψ`(−1). Hence, in all, we have

w(E)=−
∏
` | Nadd

w`(E)=−
∏
` | Nadd

ψ`(−1)=−ψ(−1),
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where the last equality follows since f(ψ) | Nadd.
Now suppose that (2) in the statement of the proposition holds. Let N ′ denote the

conductor of E ′. By the computations of [Balsam 2014, Proposition 1] describing
the changes of local root numbers under quadratic twists,

(1) if ` - N ′f(ψ) then w`(E)= 1,

(2) if ` | N ′ (so that ` - f(ψ)) then w`(E)= w`(E ′)ψ`(`)=−a`(E ′)ψ`(`),

(3) if ` | f(ψ) (so that ` - N ′) then w`(E)= w`(E ′)ψ`(−1)= ψ`(−1).

Hence by our assumptions in the statement of Theorem 13 and Remark 15, we
have w(E) = −ψ(−1)

∏
` | N ′(−a`(E ′)ψ`(`)) = −ψ(−1). Putting this together,

we compute w(E)=−ψ(−1).
Now, by Theorem 13 and parity considerations, we immediately get rankZ E(Q)=

1
2(1+ψ(−1)) and rankZ EK (Q)=

1
2(1−ψ(−1)) for any K as in Theorem 13. �

5.6. Calculating ranks in positive density subfamilies of quadratic twists. In the
case p = 3, the Teichmüller character ω is quadratic and is in fact the character
associated with the imaginary quadratic field Q(

√
−3). Thus we have (using

B1,ψω−1 =−L(ψω−1, 0), the functional equation, and the class number formula),

B1,ψω−1 = 2
hKψ ·Q(

√
−3)∣∣O×

Kψ ·Q(
√
−3)

∣∣ .
Hence our nondivisibility criterion involving Bernoulli numbers in Theorem 13
reduces to the non-3-divisibility of the class numbers of a pair of imaginary quadratic
fields, and is thus amenable to class number 3-divisibility results in the tradition of
[Davenport and Heilbronn 1971].

For the remainder of this section, suppose p = 3 and suppose we are given
E/Q of conductor N = Nsplit Nnonsplit Nadd such that E[3] is reducible of type
(1, 1, Nsplit, Nnonsplit, Nadd). Let L = Kψ , and furthermore suppose that L satisfies
the congruence conditions

(1) 3 is inert in L ,

(2) 3 - hL·Q(
√
−3),

(3) if ` | Nsplit, then ` is inert or ramified in L ,

(4) if ` | Nnonsplit, then ` is either split or ramified in L ,

(5) if ` | Nadd, then ` is either inert in L and ` 6≡ 2 (mod 3), or ` is ramified in L .

Then we can apply Theorem 13 and Proposition 50 to the curve E ⊗ψ (using the
fact that a`(E⊗ψ)=ψ(`)a`(E), so that, by conditions (2) and (3), a`(E⊗ψ)=−1
for ` | Nsplit Nnonsplit), thus obtaining rankZ(E ⊗ ψ)(Q) = 1

2(1+ ψ(−1)). Using
results of [Nakagawa and Horie 1988] and [Taya 2000] regarding 3-divisibilities
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of class numbers of quadratic fields, we can produce a positive proportion of real
quadratic L as above, thus showing that a positive proportion of quadratic twists
of E have rank 1

2(1+ψ(−1)) over Q.
Using these same class number divisibility results, we can also produce a positive

proportion of imaginary quadratic K such that

(1) 3 is split in K ,

(2) 3 - hL·K ,

(3) K satisfies the Heegner hypothesis with respect to E ,

and thus, using Theorem 13 and Proposition 50, we can show that a positive pro-
portion of imaginary quadratic twists EK of E have rankZ EK (Q)=

1
2(1−ψ(−1)).

To this end, let us recall the result of Horie and Nakagawa. For any x ≥ 0, let
K+(x) denote the set of real quadratic fields k with fundamental discriminant Dk< x
and K−(x) the set of imaginary quadratic fields k with fundamental discriminant
|Dk |< x . Set

K+(x,m,M) := {k ∈ K+(x) : Dk ≡ m (mod M)},

K−(x,m,M) := {k ∈ K−(x) : Dk ≡ m (mod M)}.

Moreover, for a quadratic field k, we denote by hk[3] the number of ideal classes
of k whose cubes are principal (i.e., the order of 3-torsion of the ideal class group).

Theorem 51 [Nakagawa and Horie 1988]. Suppose that m and M are positive
integers such that if ` is an odd prime number dividing (m,M), then `2 divides M
but not m. Further, if M is even, suppose that

(1) 4 |M and m ≡ 1 (mod 4), or

(2) 16 |M and m ≡ 8 or 12 (mod 16).

Then ∑
k∈K+(x,m,M)

hk[3] ∼ 4
3 |K

+(x,m,M)| (x→∞),

∑
k∈K−(x,m,M)

hk[3] ∼ 2|K−(x,m,M)| (x→∞).

Furthermore,

|K+(x,m,M)| ∼ |K−(x,m,M)| ∼
3x

π28(M)

∏
` |M

q
`+ 1

(x→∞).

Here f (x) ∼ g(x) (x →∞) means that limx→∞ f (x)/g(x) = 1, ` ranges over
primes dividing M , q = 4 if `= 2, and q = ` otherwise.
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Now set

K+
∗
(x,m,M) := {k ∈ K+(x,m,M) : hk[3] = 1},

K−
∗
(x,m,M) := {k ∈ K−(x,m,M) : hk[3] = 1}.

Taya’s argument [2000] for estimating |K±
∗
(x,m,M)| goes as follows. Since

hk[3] ≥ 3 if hk[3] 6= 1, we have the bound

|K±
∗
(x,m,M)| + 3(|K±(x,m,M)| − |K±

∗
(x,m,M)|)≤

∑
k∈K±(x,m,M)

hk[3].

Hence,
|K±
∗
(x,m,M)| ≥ 3

2
|K±(x,m,M)| − 1

2

∑
k∈K±(x,m,M)

hk[3].

Now, by Theorem 51, we have

3
2
|K+(x,m,M)| − 1

2

∑
k∈K+(x,m,M)

hk[3] ∼
5
6
|K+(x,m,M)| (x→∞),

3
2
|K−(x,m,M)| − 1

2

∑
k∈K−(x,m,M)

hk[3] ∼
1
2
|K−(x,m,M)| (x→∞),

and hence,

lim
x→∞

|K+
∗
(x,m,M)|

x
≥

5
2π28(M)

∏
` |M

q
`+ 1

,

lim
x→∞

|K−
∗
(x,m,M)|

x
≥

3
2π28(M)

∏
` |M

q
`+ 1

.

Thus, we have:

Proposition 52. Suppose m and M satisfy the conditions of Theorem 51. Then

lim
x→∞

|K+
∗
(x,m,M)|

|K+(x, 1, 1)|
≥

5
68(M)

∏
` |M

q
`+ 1

,

lim
x→∞

|K−
∗
(x,m,M)|

|K−(x, 1, 1)|
≥

1
28(M)

∏
` |M

q
`+ 1

,

where q = 4 if ` = 2 and q = ` otherwise. In particular, the set of real (resp.
imaginary) quadratic fields k such that Dk ≡ m (mod M) and 3 - hk has positive
density in the set of all real (resp. imaginary) quadratic fields.

Proof. This follows from the above asymptotic estimates and the fact that we have
|K±(x, 1, 1)| ∼ 3x/π2 by Theorem 51. �

We are now ready to prove our positive density results. For a quadratic field L ,
let EL denote the quadratic twist of E by L .
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Theorem 53. Suppose (Nsplit, Nnonsplit, Nadd) is a triple of pairwise coprime inte-
gers such that Nsplit Nnonsplit is squarefree, Nadd is squarefull and Nsplit Nnonsplit Nadd

equals N. If 2 - N let M ′ = N , if 2 ‖ N let M ′ = lcm(N , 8), and if 4 | N let
M ′ = lcm(N , 16). Then a proportion of at least

1
128(M ′)

∏
` | Nsplit Nnonsplit

` odd

1
2(`− 1)

∏
` | Nadd
` odd

`≡1 (mod 3)

1
2(`+ 2)(`− 1)

∏
` | Nadd
` odd

`≡2 (mod 3)

(`− 1)
∏

4 | Nadd

2
∏
` | 3M ′

q
`+ 1

real quadratic extensions L/Q satisfy

(1) 3 is inert in L ,

(2) 3 - hL·Q(
√
−3),

(3) ` | Nsplit implies ` is inert in L ,

(4) ` | Nnonsplit implies ` is split in L ,

(5) ` | Nadd implies ` is inert in L and ` 6≡ 2 (mod 3), or ` is ramified in L ,

(6) 4 | N implies DL ≡ 8 or 12 (mod 16).

Moreover, a proportion of at least

1
48(M ′)

∏
` | Nsplit Nnonsplit

` odd

1
2(`− 1)

∏
` | Nadd
` odd

`≡1 (mod 3)

1
2(`+ 2)(`− 1)

∏
` | Nadd
` odd

`≡2 (mod 3)

(`− 1)
∏

4 | Nadd

2
∏
` | 3M ′

q
`+ 1

imaginary quadratic extensions L/Q satisfy

(1) 3 is inert in L ,

(2) 3 - hL ,

(3) ` | Nsplit implies ` is inert in L ,

(4) ` | Nnonsplit implies ` is split in L ,

(5) ` | Nadd implies ` is inert in L and ` 6≡ 2 (mod 3), or ` is ramified in L ,

(6) 4 | N implies DL ≡ 8 or 12 (mod 16).

(Here, again, q = 4 for `= 2, and q = ` for odd primes `.)

Proof. We seek to apply Proposition 52. Let M = 9N if 2 - N , let M = 9 lcm(N , 8)
if 2 ‖ N , and let M = 9 lcm(N , 16) if 4 | N . Using the Chinese remainder theorem,
choose a positive integer m such that

(1) m ≡ 3 (mod 9),

(2) ` odd prime, ` | Nsplit =⇒ m ≡−3[quadratic nonresidue unit] (mod `),

(3) 2 | Nsplit =⇒ m ≡ 1 (mod 8),
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(4) ` odd prime, ` | Nnonsplit =⇒ m ≡−3[quadratic residue unit] (mod `),

(5) 2 | Nnonsplit =⇒ m ≡ 5 (mod 8),

(6) ` odd prime, ` | Nadd, `≡ 1 (mod 3)=⇒ m ≡−3[quadratic nonresidue unit]
(mod `) or m ≡ 0 (mod `) and m 6≡ 0 (mod `2),

(7) ` odd prime, ` | Nadd, `≡ 2 (mod 3)=⇒m ≡ 0 (mod `) and m 6≡ 0 (mod `2),

(8) 4 | Nadd =⇒ m ≡ 8 or 12 (mod 16).

Suppose L is any real quadratic field with fundamental discriminant DL and
−3DL ≡ m (mod M). Then the above congruence conditions on m along with our
assumptions imply

(1) 3 is inert in L ,

(2) ` prime, ` | Nsplit =⇒ ` is inert in L ,

(3) ` prime, ` | Nnonsplit =⇒ ` is split in L ,

(4) ` odd prime, ` | Nadd, `≡ 1 (mod 3)=⇒ ` is inert or ramified in L ,

(5) ` odd prime, ` | Nadd, `≡ 2 (mod 3)=⇒ ` is ramified in L ,

(6) 4 | Nadd =⇒ 2 is ramified in L ,

(7) if 2 ‖ N , then 4 |M and m ≡ 1 (mod 4),

(8) if 4 | N , then 16 |M and m ≡ 8 or 12 (mod 16).

Thus for real quadratic L such that DL·Q(
√
−3) =−3DL ≡ m (mod M), L satisfies

all the desired congruence conditions except for possibly 3 - hL·Q(
√
−3). Moreover,

the congruence conditions above imply that m and M are valid positive integers for
Theorem 51 (in particular implying that 4 | DL if 4 | N ). (Note that in congruence
conditions (2) and (3) above, we do not allow m ≡ 0 (mod `), i.e., ` ramified
in L , because the resulting pair m and M would violate the auxiliary hypothesis of
Theorem 51.) Thus, by Proposition 52,

lim
x→∞

|K−
∗
(x,m,M)|

|K−(x, 1, 1)|
≥

1
28(M)

∏
` |M

q
`+ 1

,

so a positive proportion of real quadratic L satisfy DL·Q(
√
−3)=−3DL≡m (mod M)

and 3 - hL·Q(
√
−3). Moreover, noticing that the congruence conditions (1)–(6) on m

above are independent (again by the Chinese remainder theorem), we have∏
` | Nsplit
` odd

1
2(`− 1)

∏
` | Nnonsplit
` odd

1
2(`− 1)

∏
` | Nadd
` odd

`≡1 (mod 3)

1
2(`+ 2)(`− 1)

∏
` | Nadd
` odd

`≡2 (mod 3)

(`− 1)
∏

4 | Nadd

2
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valid choices of residue classes for m mod M . Combining all the above and
summing over each valid residue class m mod M , we immediately obtain our lower
bound for the proportion of valid L (with M = 9M ′).

For the second case (concerning imaginary quadratic fields), the asserted state-
ment follows from taking M as above, then choosing a positive integer m such that

(1) m ≡−1 (mod 3),

(2) ` odd prime, ` | Nsplit =⇒ m ≡ [quadratic nonresidue unit] (mod `),

(3) 2 | Nsplit =⇒ m ≡ 5 (mod 8),

(4) ` odd prime, ` | Nnonsplit =⇒ m ≡ [quadratic residue unit] (mod `),

(5) 2 | Nnonsplit =⇒ m ≡ 1 (mod 8),

(6) ` odd prime, ` | Nadd, ` ≡ 1 (mod 3) =⇒ m ≡ [quadratic nonresidue unit]
(mod `) or m ≡ 0 (mod `) and m 6≡ 0 (mod `2),

(7) ` odd prime, ` | Nadd, `≡ 2 (mod 3)=⇒m ≡ 0 (mod `) and m 6≡ 0 (mod `2),

(8) 4 | Nadd =⇒ m ≡ 8 or 12 (mod 16),

and proceeding by the same argument as above. �

Theorem 54. Suppose E/Q is any elliptic curve whose mod-3 Galois representa-
tion E[3] is reducible of type (1, 1, Nsplit, Nnonsplit, Nadd), where 3 is a good prime
of E. Let L be any quadratic field such that

(1) 3 is inert in L ,

(2) 3 - hL·Q(
√
−3) if L is real, and 3 - hL if L is imaginary,

(3) ` | Nsplit implies ` is inert in L ,

(4) ` | Nnonsplit implies ` is split in L ,

(5) ` | Nadd implies ` is inert in L and ` 6≡ 2 (mod 3), or ` is ramified in L ,

(6) 4 | N implies DL ≡ 8 or 12 (mod 16).

Let M ′= lcm(N ,D2
L) if lcm(N ,D2

L) is odd, M ′= lcm(N ,D2
L , 8) if 2 ‖ lcm(N ,D2

L),
and M ′ = lcm(N , D2

L , 16) if 4 | lcm(N , D2
L). Then if L is real for a positive

proportion of at least

1
48(M ′)

∏
` | Nsplit Nnonsplit

` - DL
` odd

1
2(`− 1)

∏
` | Nadd
` - DL
` odd

1
2`(`− 1)

∏
` | DL
` odd

1
2(`− 1)

∏
` | 3M ′

q
`+ 1
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imaginary quadratic fields K , and if L is imaginary for a positive proportion of
at least

1
128(M ′)

∏
` | Nsplit Nnonsplit

` - DL
` odd

1
2(`− 1)

∏
` | Nadd
` - DL
` odd

1
2`(`− 1)

∏
` | DL
` odd

1
2(`− 1)

∏
` | 3M ′

q
`+ 1

imaginary quadratic fields K , then K satisfies the Heegner hypothesis with respect
to EL , we have (DK , DL)= 1, and the Heegner point PEL (K ) is nontorsion. (Here,
again, q = 4 for `= 2, and q = ` for odd primes `.)

Proof. Again we seek to apply Proposition 52, as well as Theorem 13. First suppose
that L is a real quadratic field. Let M = 3 lcm(N , D2

L) if lcm(N , D2
L) is odd,

M = 3 lcm(N , D2
L , 8) if 2 ‖ lcm(N , D2

L), and M = 3 lcm(N , D2
L , 16) otherwise.

Using the Chinese remainder theorem, choose a positive integer m such that

(1) m ≡ 2 (mod 3),

(2) ` odd prime, ` | Nsplit =⇒ m ≡ [quadratic nonresidue unit] (mod `),

(3) 2 | Nsplit =⇒ m ≡ 5 (mod 8),

(4) ` prime, ` | Nnonsplit =⇒ m ≡ [quadratic residue unit] (mod `),

(5) 2 | Nnonsplit =⇒ m ≡ 1 (mod 8),

(6) ` odd prime, ` | Nadd, ` - DL =⇒ m ≡ [quadratic nonresidue unit] (mod `),

(7) ` odd prime, ` | Nadd, ` | DL =⇒ m ≡ 0 (mod `), where m/DL ≡ [quadratic
residue unit] (mod `),

(8) 4 | N =⇒ m ≡ DL (mod 16).

Suppose K is any imaginary quadratic field with odd fundamental discriminant
DK such that (DL , DK )= 1 and DL DK ≡ m (mod M). Since DK is odd, we must
have DK ≡ 1 (mod 4), and this is compatible with condition (6) which forces
DK ≡ 1 (mod 8), which in turn forces 2 to split in K . Then the above congruence
conditions on m, along with the congruence conditions of our assumptions, imply

(1) 3 is inert in L , split in K , and inert in L ·K ,

(2) ` prime, ` | Nsplit, ` - DL =⇒ ` is inert in L , split in K , and inert in L ·K ,

(3) ` prime, ` | Nnonsplit, ` - DL =⇒ ` is split in L , split in K , and split in L ·K ,

(4) ` odd prime, ` | Nadd, ` - DL =⇒ ` is inert in L , split in K , and inert in L ·K ,

(5) ` odd prime, ` | DL =⇒ ` is ramified in L , split in K , and ramified in L ·K ,

(6) 4 | Nadd =⇒ 2 is ramified in L , split in K , and ramified in L ·K ,

(7) if 2 ‖ N , then 4 |M and m ≡ 1 (mod 4),

(8) if 4 | N , then 16 |M and m ≡ 8 or 12 (mod 16).
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Thus for imaginary quadratic K such that DL·K =DL DK ≡m (mod M), (E,3, L ,K)
satisfies all the congruence conditions of Theorem 13 except for possibly 3 - hL·K .
Moreover, the congruence conditions above imply that m and M are valid positive
integers for Theorem 51. Thus, by Proposition 52,

lim
x→∞

|K−
∗
(x,m,M)|

|K−(x, 1, 1)|
≥

1
28(M)

∏
` |M

q
`+ 1

,

so a positive proportion of imaginary quadratic K satisfy DL·K ≡ m (mod M) and
3 - hL·K . Thus, for these K , (E, 3, L , K ) satisfies all the congruence conditions of
Theorem 13, and so PEL (K ) is nontorsion. Moreover, noticing that the congruence
conditions (1)–(6) on m above are independent (again by the Chinese remainder
theorem), we have ∏

` | Nsplit Nnonsplit
` - DL
` odd

1
2(`− 1)

∏
` | Nadd
` - DL
` odd

1
2`(`− 1)

∏
` | DL
` odd

1
2(`− 1)

choices for residue classes of m mod M . Combining all the above and summing
over each valid residue class m mod M , we immediately obtain our lower bound
for the proportion of valid K (with M = 3M ′).

For the case when L is an imaginary quadratic field, let M be as above. Then
choose a positive integer m such that

(1) m ≡ 3 (mod 9),

(2) ` odd prime, ` | Nsplit =⇒ m ≡−3[quadratic nonresidue unit] (mod `),

(3) 2 | Nsplit =⇒ m ≡ 1 (mod 8),

(4) ` odd prime, ` | Nnonsplit =⇒ m ≡−3[quadratic residue unit] (mod `),

(5) 2 | Nnonsplit =⇒ m ≡ 5 (mod 8),

(6) ` odd prime, ` | Nadd, ` - DL =⇒ m ≡−3[quadratic nonresidue unit] (mod `),

(7) ` odd prime, ` | DL =⇒ m ≡ 0 (mod `), where m/DL ≡−3[quadratic residue
unit] (mod `),

(8) 4 | N =⇒ m ≡ DL (mod 16).

The argument then proceeds in the same way as above to establish 3 - hL·K ·Q(
√
−3)

and thus rankZ EL(K )= 1 by applying Theorem 13. �

Proof of Corollary 18. Since E[3] is a reducible mod-3 Galois representation,
E has Eisenstein descent of type (ψ,ψ−1, Nsplit, Nnonsplit, Nadd) mod 3, where ψ
is some quadratic Dirichlet character. We may assume without loss of generality
that ψ = 1 (after possibly replacing E by E ⊗ψ−1). From Theorem 53, a positive
proportion of quadratic twists EL satisfy the conditions of Theorem 54, and so
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by that theorem a positive proportion of imaginary quadratic K have that PEL (K )
is nontorsion. If E is semistable, then E necessarily has Eisenstein descent of
type (1, 1, Nsplit, Nnonsplit, Nadd) by part (3) of Theorem 34 and by Theorem 35.
Since Nadd = 1, Theorems 53 and 54 produce twists EL with (N , DL) = 1 and
rankZ E(K )=1. Then by part (2) of Proposition 50, each EL hasw(EL)=−εL(−1)
and so rankZ EL(Q) =

1
2(1+ εL(−1)) and rankZ EL·K (Q) =

1
2(1− εL(−1)). The

more precise lower bounds on these positive proportions follow immediately from
Theorems 53 and 54. �

Remark 55. There is no “double counting” resulting from using the lower bounds
of Theorems 53 and 54 in tandem. The real quadratic twists EL produced in
Theorem 53, which have discriminant DL prime to DK , are distinct from the real
twists EL ′·K produced in Theorem 54 (with L ′ imaginary), which have discriminant
DL ′DK . Similarly, the imaginary quadratic twists produced in Theorem 53 are
distinct from those produced in Theorem 54.

Example 56. Let E/Q be the elliptic curve 19a1 in Cremona’s labeling, which has
minimal Weierstrass model

y2
+ y = x3

+ x2
− 9x − 15.

Then E(Q)tor
= Z/3, and so taking p = 3, one sees that E[3] is a reducible mod-3

Galois representation. Furthermore, E has conductor N = 19, where 19 is of split
multiplicative reduction. Taking the real quadratic field L =Q(

√
41), one can check

that 3 and 19 are inert in L . Taking the imaginary quadratic field K =Q(
√
−2),

one sees that 3 splits in K and that K satisfies the Heegner hypothesis with respect
to the quadratic twist EL (and 3 and 19 split in K ). Furthermore, 3 does not divide
the class numbers hL·Q(

√
−3) = hQ(

√
−123) = 4 and hL·K = hQ(

√
−82) = 2. Our result

now gives rankZ EL(K ) = 1. By Proposition 50, one sees that rankZ EL(Q) = 1
and rankZ EL·K (Q)= 0. Taking the imaginary quadratic field L ′ =Q(

√
−7), one

can check that 3 and 19 are inert in L ′. Furthermore, 3 does not divide the class
numbers hL ′=1 and hL ′·K ·Q(

√
−3)=hQ(

√
−42)=4, so by Proposition 50 one sees that

rankZ EL ′(Q)= 0 and rankZ EL ′·K (Q)= 1. By Corollary 18 (and adding the explicit
lower bounds given in Theorems 53 and 54 applied to E , EL and EL ′), at least
19

640+
19

10240=
323

10240 real quadratic twists of E have rank 1 and at least 57
640+

19
17920=

323
3584

imaginary quadratic twists of E have rank 0.
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1. Introduction

The goal of this paper is to investigate the fluctuation of sums of two important
arithmetic functions, the Möbius function µ and the indicator function of the
squarefrees µ2, in the context of the ring Fq [t] of polynomials over a finite field Fq

of q elements, in the limit q→∞. The problems we address, which concern sums
over short intervals and arithmetic progressions, mirror long-standing questions
over the integers, where they are largely unknown. In our setting we succeed in
giving definitive answers.

Our approach differs from those traditionally employed in the number field setting:
we use recent equidistribution results due to N. Katz, valid in the large-q limit, to
express the mean and variance of the fluctuations in terms of matrix integrals over
the unitary group. Evaluating these integrals leads to explicit formulae and precise
ranges of validity. For many of the problems we study, the formulae we obtain match
the corresponding number-field results and conjectures exactly, providing further
support in the latter case. However, the ranges of validity that we can establish are
significantly greater than those known or previously conjectured for the integers,
and we see our results as supporting extensions to much wider ranges of validity in
the integer setting. Interestingly, in some other problems we uncover subtle and
surprising differences between the function-field and number-field asymptotics,
which we examine in detail.

We now set out our main results in a way that enables comparison with the
corresponding problems for the integers.

The Möbius function. It is a standard heuristic to assume that the Möbius func-
tion behaves like a random ±1 supported on the squarefree integers, which have
density 1/ζ(2) (see, e.g., [Chatterjee and Soundararajan 2012]). Proving any-
thing in this direction is not easy. Even demonstrating cancellation in the sum
M(x) :=

∑
1≤n≤x µ(n), that is that M(x)= o(x), is equivalent to the prime num-

ber theorem. The Riemann hypothesis is equivalent to square root cancellation:
M(x)= O(x1/2+o(1)).

For sums of µ(n) in blocks of length H ,

M(x; H) :=
∑

|n−x |<H/2

µ(n) (1-1)

it has been shown that there is cancellation for H � x7/12+o(1) [Motohashi 1976;
Ramachandra 1976], and assuming the Riemann hypothesis one can take H �
x1/2+o(1). If one wants cancellation only for “almost all” values of x , then more is
known. In particular, very recently Matomäki and Radziwiłł [2015] have shown



Squarefree polynomials and Möbius values 377

(unconditionally) that

1
X

∫ 2X

X
M(x; H)2dx = o(H 2)

whenever H = H(X)→∞ as X →∞, and in particular M(x; H) = o(H) for
almost all x ∈ [X, 2X ].

We expect the normalized sums M(x; H)/
√

H to have mean zero (this follows
from the Riemann hypothesis) and variance 6/π2

= 1/ζ(2):

1
X

∫ 2X

X
|M(x; H)|2 ∼

H
ζ(2)

. (1-2)

Moreover, M(x; H)/
√

H/ζ(2) is believed to have a normal distribution asymptoti-
cally. These conjectures were formulated and investigated numerically by Good
and Churchhouse [1968], and further studied by Ng [2008], who carried out an
analysis using the generalized Riemann hypothesis and a strong version of Chowla’s
conjecture on correlations of Möbius, showing that (1-2) is valid for H� X1/4−o(1)

and that a Gaussian distribution holds (assuming these conjectures) for H � X ε .
It is important that the length H of the interval be significantly smaller than its
location, that is H < X1−ε , since otherwise one expects non-Gaussian statistics,
see [Ng 2004].

Concerning arithmetic progressions, Hooley [1975] studied the following aver-
aged form of the total variance (averaged over moduli)

V (X, Q) :=
∑

Q′≤Q

∑
A mod Q′

( ∑
n≤X

n=A mod Q′

µ(n)
)2

(1-3)

and showed that for Q ≤ X ,

V (X, Q)=
6Q X
π2 + O(X2(log X)−C) (1-4)

for all C > 0, which yields an asymptotic result for X/(log X)C � Q < X .
For polynomials over a finite field Fq , the Möbius function is defined as for the

integers, namely by µ( f )= (−1)k if f is a scalar multiple of a product of k distinct
monic irreducibles, and µ( f )= 0 if f is not squarefree. The analogue of the full
sum M(x) is the sum over all monic polynomials Mn of given degree n, for which
we have ∑

f ∈Mn

µ( f )=


1, n = 0,
−q, n = 1,

0, n ≥ 2,
(1-5)
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so that in particular the issue of size is trivial1. However that is no longer the case
when considering sums over “short intervals”, that is over sets of the form

I(A; h)= { f : ‖ f − A‖ ≤ qh
} (1-6)

where A ∈Mn has degree n, 0≤ h ≤ n− 2 and2 the norm is

‖ f ‖ := #Fq [t]/( f )= qdeg f . (1-7)

To facilitate comparison between statements for number field results and for function
fields, we use a rough dictionary:

X ↔ qn, log X ↔ n,

H ↔ qh+1, log H ↔ h+ 1.
(1-8)

Set

Nµ(A; h) :=
∑

f ∈I(A;h)

µ( f ). (1-9)

The number of summands here is qh+1
=: H and we want to display cancellation

in this sum and study its statistics as we vary the “center” A of the interval.
We can demonstrate cancellation in the short interval sums Nµ(A; h) in the large

finite field limit q→∞, n fixed (we assume q is odd throughout the paper).

Theorem 1.1. If 2≤ h ≤ n− 2 then for all A of degree n,

|Nµ(A; h)| �n
H
√

q

the implied constant uniform in A, depending only on n = deg A.

For h = 0, 1 this is no longer valid; that is, there are A’s for which there is no
cancellation. See Section 3.

We next investigate the statistics of Nµ(A; h) as A varies over all monic poly-
nomials of given degree n, and q→∞. It is easy to see that for n ≥ 2, the mean
value of Nµ(A; h) is 0. Our main result concerns the variance.

Theorem 1.2. If 0≤ h ≤ n− 5 then as q→∞, q odd,

VarNµ( • ; h)=
1

qn

∑
A∈Mn

|Nµ(A; h)|2 ∼ H
∫

U (n−h−2)

|tr Symn U |2 dU = H

1This ceases to be the case when dealing with function fields of higher genus, see, e.g., [Cha 2011;
Humphries 2014].

2For h = n− 1, I(A; n− 1)=Mn is the set of all monic polynomials of degree n.
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This is consistent with the Good–Churchhouse conjecture (1-2) if we write it as
H/ζq(2), where

ζq(s)=
∑

f monic

1
‖ f ‖s

, Re(s) > 1,

which tends to 1 as q→∞, and H = qh+1 is the number of monic polynomials in
the short interval.

A version of Theorem 1.2 valid for h < n/2 (“very short” intervals) has recently
been obtained by Bae, Cha and Jung [2015] using the method of our earlier paper
[Keating and Rudnick 2014].

Analogous results can be obtained for sums over arithmetic progressions, see
Section 8.

Squarefrees. It is well known that the density of squarefree integers is 1/ζ(2)=
6/π2, and an elementary sieve shows

Q(x) := #{n ≤ x : n squarefree} =
x
ζ(2)
+ O(x1/2). (1-10)

No better exponent is known for the remainder term. Using zero-free regions
for ζ(s), Walfisz gave a remainder term of the form x1/2 exp(−c(log x)3/5+o(1)).
Assuming the Riemann hypothesis, the exponent 1/2 has been improved [Axer 1911;
Montgomery and Vaughan 1981; Baker and Pintz 1985], currently to 17/54= 0.31
[Jia 1993]. It is expected that

Q(x)=
x
ζ(2)
+ O(x1/4+o(1)). (1-11)

Since the density is known, we wish to understand to what extent we can guarantee
the existence of squarefrees in short intervals (x, x + H ]; moreover, when do we
still expect to have an asymptotic formula for the number

Q(x, H) :=
∑

|n−x |≤ H
2

µ2(n)= Q(x + H)− Q(x) (1-12)

of squarefrees in the interval (x, x + H ]; that is, when do we still have

Q(x; H)∼
H
ζ(2)

. (1-13)

In view of the bound of O(x1/2) for the remainder term in (1-10), this holds for
H� x1/2+o(1). However, one can do better without improving on the remainder term
in (1-10). This was first done by Roth [1951] who by an elementary method showed
that the asymptotic (1-13) persists for H � x1/3+o(1). Following improvements
by Roth himself (exponent 3/13) and Richert [1954] (exponent 2/9), the current
best bound is by Tolev [2006] (building on earlier work by Filaseta and Trifonov)
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who gave H � x1/5+o(1). It is believed that (1-13) should hold for H � xε for any
ε > 0, though there are intervals of size H � log x/ log log x which contain no
squarefrees, see [Erdös 1951].

As for almost-everywhere results, one way to proceed goes through a study
of the variance of Q(x, H). In this direction, Hall [1982] showed that provided
H = O(x2/9−o(1)), the variance of Q(x, H) admits an asymptotic formula:

1
x

∑
n≤x

∣∣∣∣Q(n, H)− H
ζ(2)

∣∣∣∣2 ∼ A
√

H , (1-14)

with

A =
ζ(3/2)
π

∏
p

p3
− 3p+ 2

p3
. (1-15)

Based on our results below, we expect this asymptotic formula to hold for H as
large as x1−ε .

Concerning arithmetic progressions, denote by

S(x; Q, A) =
∑
n≤x

n=A mod Q

µ(n)2

the number of squarefree integers in the arithmetic progression n = A mod Q.
Prachar [1958] showed that for Q < x2/3−ε , and A coprime to Q,

S(x; Q, A)∼
1
ζ(2)

∏
p|Q

(
1−

1
p2

)−1 x
Q
=

1
ζ(2)

∏
p|Q

(
1+

1
p

)−1 x
φ(Q)

(1-16)

In order to understand the size of the remainder term, one studies the variance

Var(S)=
1

φ(Q)

∑
gcd(A,Q)=1

∣∣∣∣S(x; Q, A)−
1
ζ(2)

∏
p|Q

(
1−

1
p2

)−1 x
Q

∣∣∣∣2 (1-17)

as well as a version where the sum is over all residue classes A mod Q, not nec-
essarily coprime to Q, and the further averaged form over all moduli Q′ ≤ Q à la
Barban, Davenport and Halberstam, see [Warlimont 1980].

Without averaging over moduli, Blomer [2008, Theorem 1.3] gave an upper
bound for the variance, which was very recently improved by Nunes [2015], who
gave an asymptotic expression for the variance in the range X

31
41+ε < Q < X1−ε :

Var(S)∼ A
∏
p|Q

(
1−

1
p

)−1(
1+

2
p

)−1 X1/2

Q1/2 , (1-18)
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where A is given by (1-15). It is apparently not known in what range of Q to expect
(1-18) to hold. Based on our results below, we conjecture that (1-18) holds down to
X ε < Q.

Our goal here is to study analogous problems for Fq [t]. The total number of
squarefree monic polynomials of degree n > 1 is (exactly)∑

f ∈Mn

µ( f )2 =
qn

ζq(2)
. (1-19)

The number of squarefree polynomials in the short interval I(A; h) is

Nµ2(A; h)=
∑

f ∈I(A;h)

µ( f )2. (1-20)

Asymptotics. We show that for any short interval or arithmetic progression, we still
have an asymptotic count of the number of squarefrees.

Theorem 1.3. (i) If deg Q < n and gcd(A, Q)= 1 then

#{ f ∈Mn : f = A mod Q f squarefree} =
qn

|Q|
(1+ On(1/q)) .

(ii) If 0< h ≤ n− 2 then for all A ∈Mn ,

#{ f ∈ I(A; h) : f squarefree} =
H
ζq(2)

+ O(H/q)= H + On(H/q).

In both cases the implied constants depend only on n.

Note that for h = 0, Theorem 1.3(ii) need not hold: If q = pk with p a fixed odd
prime, n = p then the short interval I(tn

; 0)= {tn
+ b : b ∈ Fq} has no squarefrees,

since t p
+ b = (t + bq/p)p has multiple zeros for any b ∈ Fq .

Variance. We are able to compute the variance, the size of which turns out to
depend on the parity of the interval-length parameter h in a surprising way.

Theorem 1.4. Let 0≤ h ≤ n− 6. Assume q→∞ with all q’s coprime to 6.

(i) If h is even then

VarNµ2( • ; h)∼ q
h
2

∫
U (n−h−2)

|tr Sym
h
2+1 U |2 dU =

√
H
√

q

(the matrix integral works out to be 1).
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(ii) If h is odd then

VarNµ2( • ; h)∼ q
h−1

2

∫
U (n−h−2)

|tr U |2 dU
∫

U (n−h−2)

∣∣tr Sym
h+3

2 U ′
∣∣2 dU ′ =

√
H

q

(both matrix integrals equal 1).

To compare with Hall’s result (1-14), where the variance is of order
√

H , one
wants to set H = #I(A; h) = qh+1 and then in the limit q →∞ we get smaller
variance — either

√
H/q1/2 (h even) or

√
H/q (h odd). We found this sufficiently

puzzling to check the analogue of Hall’s result for the polynomial ring Fq [t] for the
large degree limit of fixed q and n→∞. The result, presented in the Appendix, is
consistent with Theorem 1.4 in that for H < (qn)

2
9−o(1), the variance is

Var(Nµ2( • ; h))∼
√

H
βq

1− 1/q3 ×

{ 1+1/q2
√

q , h even,
1+1/q

q , h odd,

so that it is of order
√

H for fixed q .
We also obtain a similar result for arithmetic progressions. Let Q ∈ Fq [t] be a

squarefree polynomial of degree ≥ 2, and let A be coprime to Q. We set

S(A)=
∑

f=A mod Q
f ∈Mn

µ2( f ). (1-21)

The expected value over such A is

〈S〉Q =
1

8(Q)

∑
f ∈Mn
( f,Q)=1

µ2( f )∼
qn/ζq(2)
8(Q)

∼
qn

|Q|
. (1-22)

We will show that the variance satisfies:

Theorem 1.5. Fix n > N ≥ 1. For any sequence of finite fields Fq , with q odd, and
squarefree polynomials Q ∈ Fq [t] with deg Q = N + 1, as q→∞,

VarQ(S)∼
qn/2

|Q|1/2
×

{
1/
√

q, n 6= deg Q mod 2,
1/q, n = deg Q mod 2.

General approach. It may be helpful to give an informal sketch of the general
approach we take in proving most of the theorems stated above. Short intervals
are transformed into sums over special arithmetic progressions, a feature special
to function fields that was used in our earlier work [Keating and Rudnick 2014].
Sums involving µ and µ2 that run over all monic polynomials of a given degree
may be evaluated in terms of a zeta function that is the function-field analogue of
the Riemann zeta function. Restricting to short intervals or arithmetic progressions
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leads to sums over Dirichlet characters involving the associated L-functions. The
L-functions in question may be written in terms of unitary matrices. It has recently
been established by N. Katz that, in the limit when q→∞, these matrices become
equidistributed in the unitary group, in the sense that the character sums we need
are, in the large-q limit, equal to integrals over the unitary group. Evaluating these
integrals leads to the formulae appearing in our theorems.

2. Asymptotics for squarefrees: Proof of Theorem 1.3

We want to show that almost all polynomials in an arithmetic progression, or in a
short interval are squarefree. We recall the statement:

(i) If deg Q < n and gcd(A, Q)= 1 then

#{ f ∈Mn : f = A mod Q, f squarefree} ∼
qn

|Q|
∼

qn

8(Q)
. (2-1)

(ii) If 0< h ≤ n− 2 then

#{ f ∈ I(A; h) : f squarefree} =
H
ζq(2)

+ O(H/q)= H + O(H/q). (2-2)

These follow from a general result [Rudnick 2014]:

Theorem 2.1. Given a separable polynomial F(x, t) ∈ Fq [x, t] with squarefree
content, the number of monic polynomials a ∈Mm , m > 0, for which F(a(t), t) is
squarefree (in Fq [t]) is asymptotically

qm
+ O

(
qm−1(m deg F +Ht(F)

)
deg F

)
.

Here if F(x, t)=
∑deg F

j=0 γ j (t)x j with γ j (t) ∈ Fq [t] polynomials, the content of
F is gcd(γ0, γ1, . . . , ) and the height is Ht( f )=max j deg γ j .

For an arithmetic progression f = A mod Q, f ∈Mn monic of degree n, with
gcd(A, Q)= 1, deg A < deg Q, we take the corresponding polynomial to be

F(x, t)= A(t)+
1

sign Q
Q(t)x,

where sign Q ∈ F×q is such that Q(t)/ sign Q is monic. Then F(x, t) has degree
one (in x), hence is certainly separable, and has content equal to gcd(A, Q)= 1,
so is in fact primitive. The height of F is max(deg Q, deg A)= deg Q < n which
is independent of q.

Since deg A< deg Q, it follows that f = A+aQ/ sign(Q) is monic of degree n
if and only if a is monic of degree n− deg Q > 0, and by Theorem 2.1 the number
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of such a for which F(a(t), t) is squarefree is

qn−deg Q
+ O(qn−deg Q−1)=

qn

|Q|
(1+ O(1/q)).

This proves (2-1).
To deal with the short interval case, let 0< h ≤ n− 2, and A ∈Mn be monic of

degree n. We want to show that the number of polynomials f in the short interval
I(A; h) which are squarefree is H + O(H/q) (recall H = #I(A; h)= qh+1).

We write
I(A; h)= (A+P≤h−1)∪

∐
c∈F×q

(A+ cMh).

The number of squarefrees in A+P≤h−1 is at most #P≤h−1 = qh . The squarefrees
in A+ cMh are the squarefree values at monic polynomials of degree h of the
polynomial F(x, t)= A(t)+ cx , which has degree 1, content gcd(A(t), c)= 1 and
height Ht(F)= deg A = n. By Theorem 2.1 the number of substitutions a ∈Mh

for which F(a) is squarefree is

qh
+ O(nqh−1).

Hence number of squarefrees in I(A; h) is∑
c∈F×q

(qh
+ O(nqh−1))+ O(qh)= H + O(H/q),

proving (2-2).

3. Asymptotics for Möbius sums

In this section we deal with cancellation in the individual sums

Nµ(A; h)=
∑

f ∈I(A;h)

µ( f ).

Note that the interval I(A; h) consists of all polynomials of the form A+ g, where
g ∈ P≤h is the set of all polynomials of degree at most h.

Small h. We first point out that for h = 0, 1 there need not be any cancellation. We
recall Pellet’s formula for the discriminant (in odd characteristic)

µ( f )= (−1)deg f χ2(disc f ) (3-1)

where χ2 : F
×
q →{±1} is the quadratic character of Fq and disc f is the discriminant

of f . From Pellet’s formula we find (as in [Carmon and Rudnick 2014])

Nµ(A; h)= (−1)deg A
∑

g∈P≤h

χ2(disc(A+ g)). (3-2)
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Let A(t)= tn . The discriminant of the trinomial tn
+ at + b is (see, e.g., [Swan

1962])

disc(tn
+ at + b)= (−1)n(n−1)/2(nnbn−1

+ (1− n)n−1an). (3-3)

Hence for the interval I(tn
; 1)= {tn

+ at + b : a, b ∈ Fq} we obtain

Nµ(tn
; 1)= (−1)nχ2(−1)n(n−1)/2

∑
a,b∈Fq

χ2
(
nnbn−1

+ (1− n)n−1an). (3-4)

Therefore if q = pk with p an odd prime and 2p | n then

Nµ(tn
; 1)= χ2(−1)n/2q

∑
a∈Fq

χ2(a)n =±q(q − 1), (3-5)

so that |Nµ(tn
; 1)| � q2

= H . A similar construction also works for h = 0.

Large h. We also note that for h = n− 2, and p - n (p is the characteristic of Fq )
the Möbius sums all coincide. This is because µ( f (t))= µ( f (t + c)) if deg f ≥ 1.
Therefore

Nµ(A(t); h)=Nµ(A(t + c); h).

Now if A(t) = tn
+ an−1tn−1

+ · · · is the center of the interval, then choosing
c =−an−1/n gives

A(t + c)= tn
+ ãn−2tn−2

+ · · ·

which contains no term of the form tn−1. Therefore if h = n− 2 then

Nµ(tn
+ an−1tn−1

; n− 2)=Nµ(tn
; n− 2)

has just one possible value.
Thus we may assume that h ≤ n− 3.
We note that the same is true for the squarefree case.

Proof of Theorem 1.1. We show that for h ≥ 2, for any (monic) A(t) of degree n,∑
a∈P≤h

µ(A+ a)�
H
√

q
. (3-6)

Writing a(t) = ah th
+ · · · + a1t + b, it suffices to show that there is a constant

C = C(n, h) (independent of A and Ea = (a1, . . . , ah)) such that for “most” choices
of Ea, (i.e., for all but O(qh−1)) we have∣∣∣∣∑

b∈Fq

µ(A(t)+ ah th
+ · · ·+ a1t + b)

∣∣∣∣≤ C
√

q. (3-7)
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Using Pellet’s formula, we need to show that for most Ea,∣∣∣∣∑
b∈Fq

χ2
(
disc(A(t)+ ah th

+ · · ·+ a1t + b)
)∣∣∣∣≤ C

√
q (3-8)

Now Da(b) := disc(A(t)+ ah th
+ · · · + a1t + b) is a polynomial in b, of degree

≤ n− 1, and if we show that for most Ea it is nonconstant and squarefree then by
Weil’s theorem we will get that (3-8) holds for such Ea’s, with C = n − 2. The
argument in [Carmon and Rudnick 2014, Section 4] works verbatim here to prove
that. �

An alternative argument is to use the work of Bank, Bary-Soroker and Rosenzweig
[2015] who prove equidistribution of cycle types of polynomials in any short
interval I(A; h) for 2≤ h ≤ n− 2 and q odd (this also uses [Carmon and Rudnick
2014]). Now for f ∈Mn squarefree, µ( f ) = (−1)n sign(σ f ) where σ f ⊂ Sn

is the conjugacy class of permutations induced by the Frobenius acting on the
roots of f , and sign is the sign character. For any f ∈ Mn , not necessarily
squarefree, we denote by λ( f ) = (λ1, . . . , λn) the cycle structure of f , which
for squarefree f coincides with the cycle structure of the permutation σ f . Then
sign(σ f )= sign(λ( f )) :=

∏n
j=1(−1)( j−1)λ j . Thus∑

f ∈I(A;h)

µ( f )= (−1)n
∑

f ∈I(A;h)
squarefree

sign(σ f ). (3-9)

By Theorem 1.3, all but On(H/q) of the polynomials in the short interval I(A; h)
are squarefree, hence∑

f ∈I(A;h)
squarefree

sign(σ f )=
∑

f ∈I(A;h)

sign(σ f )+ O
(

H
q

)

= H
(

1
n!

∑
σ∈Sn

sign(σ )+ O
(

1
√

q

))
= O

(
H
√

q

)
, (3-10)

by equidistribution of cycle types in short intervals [Bank et al. 2015], and recalling
that

∑
σ∈Sn

sign(σ )= 0 for n > 1.

4. Variance in arithmetic progressions: General theory

Let α : Fq [t] → C be a function on polynomials, which is “even” in the sense that

α(c f )= α( f )

for the units c ∈ F×q . We assume that

max
deg f≤n

|α( f )| ≤ An (4-1)
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with An independent of q . We will require some further constraints on α later on.
We denote by 〈α〉n the mean value of α over all monic polynomials of degree n:

〈α〉n :=
1

qn

∑
f ∈Mn

α( f ). (4-2)

Let Q ∈ Fq [t] be squarefree, of positive degree. For an arithmetic function
α : Fq [t] → C, we define its mean value over coprime residue classes by

〈α〉Q :=
1

8(Q)

∑
A mod Q

gcd(A,Q)=1

α(A). (4-3)

The sum of α over all monic polynomials of degree n lying in the arithmetic
progressions f = A mod Q is

Sα,n,Q(A) :=
∑

f ∈Mn
f=A mod Q

α( f ). (4-4)

We wish to study the fluctuations in S(A) as we vary A over residue classes coprime
to Q. The mean value of S is

〈Sα〉Q =
1

8(Q)

∑
f ∈Mn
( f,Q)=1

α( f ), (4-5)

where 8(Q) is the number of invertible residues modulo Q.
Our goal is to compute the variance

VarQ(Sα)=
1

8(Q)

∑
A mod Q
(A,Q)=1

|Sα(A)−〈Sα〉|2. (4-6)

A formula for the variance. Expanding in Dirichlet characters modulo Q gives

S(A)=
1

8(Q)

∑
χ mod Q

χ(A)M(n;αχ), (4-7)

where
M(n;αχ) :=

∑
f ∈Mn

χ( f )α( f ). (4-8)

The mean value is the contribution of the trivial character χ0:

〈S〉Q =
1

8(Q)

∑
f ∈Mn

gcd( f,Q)=1

α( f ), (4-9)
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so that
S(A)−〈S〉Q =

1
8(Q)

∑
χ 6=χ0 mod Q

χ(A)M(n;αχ). (4-10)

Inserting (4-7) and using the orthogonality relations for Dirichlet characters as
in [Keating and Rudnick 2014], we see that the variance is

VarQ(S)= 〈|S −〈S〉Q |
2
〉Q =

1
8(Q)2

∑
χ 6=χ0

|M(n;αχ)|2. (4-11)

Small n. If n<deg Q, then there is at most one f with deg f =n and f = A mod Q,
and in this case

VarQ(S)∼
qn

8(Q)
〈α2
〉n, n < deg Q. (4-12)

Indeed, if n < deg Q, then

|〈S〉Q | =
∣∣∣∣ 1
8(Q)

∑
f ∈Mn

gcd( f,Q)=1

α( f )
∣∣∣∣≤ 1

8(Q)

∑
f ∈Mn

|α( f )| ≤
Anqn

8(Q)
�n

1
q

. (4-13)

Hence
VarQ(S)=

1
8(Q)

∑
A mod Q

gcd(A,Q)=1

|S(A)|2(1+ O(q−1))

=
1

8(Q)

∑
f ∈Mn

gcd( f,Q)=1

|α( f )|2(1+ O(q−1))

=
qn

8(Q)
〈|α|2〉n(1+ O(q−1))

as claimed.

5. Variance in short intervals: General theory

Given an arithmetic function α : Fq [t] → C, define its sum on short intervals as

Nα(A; h)=
∑

f ∈I(A;h)

α( f ). (5-1)

The mean value of Nα is (see Lemma 5.2)

〈Nα( • , h)〉 = qh+1
〈α〉n = H〈α〉n. (5-2)

Our goal will be to compute the variance of Nα,

VarNα =
1

qn

∑
A∈Mn

|Nα(A)−〈Nα〉|
2, (5-3)
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and more generally, given two such functions α, β, to compute the covariance

cov(Nα,Nβ)=
〈
(Nα −〈Nα〉)(Nβ −〈Nβ〉)

〉
. (5-4)

Background on short intervals (see [Keating and Rudnick 2014]). Let

Pn = { f ∈ Fq [t] : deg f = n} (5-5)

be the set of polynomials of degree n,

P≤n = {0} ∪
⋃

0≤m≤n

Pm (5-6)

the space of polynomials of degree at most n (including 0), and Mn ⊂Pn the subset
of monic polynomials.

By definition of short intervals,

I(A; h)= A+P≤h, (5-7)

and hence
#I(A; h)= qh+1

=: H. (5-8)

For h = n−1, I(A; n−1)=Mn is the set of all monic polynomials of degree n.
For h ≤ n−2, if ‖ f − A‖ ≤ qh then deg f = deg A and A is monic if and only if f
is monic. Hence for A monic, I(A; h) consists of only monic polynomials and all
monic f ’s of degree n are contained in one of the intervals I(A; h) with A monic
of degree n. Moreover,

I(A1; h)∩ I(A2; h) 6=∅↔ deg(A1− A2)≤ h↔ I(A1; h)= I(A2; h), (5-9)

and we get a partition of Pn into disjoint “intervals” parameterized by B ∈Pn−(h+1):

Pn =
∐

B∈Pn−(h+1)

I(th+1 B; h), (5-10)

and likewise for monics (recall h ≤ n− 2):

Mn =
∐

B∈Mn−(h+1)

I(th+1 B; h). (5-11)

An involution. Let n ≥ 0. We define a map θn : P≤n→ P≤n by

θn( f )(t)= tn f (t−1),

which takes f (t)= f0+ f1t +· · ·+ fntn , n = deg f to the “reversed” polynomial

θn( f )(t)= f0tn
+ f1tn−1

+ · · ·+ fn. (5-12)
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For 0 6= f ∈ Fq [t] we define

f ∗(t) := tdeg f f (t−1) (5-13)

so that θn( f )= f ∗ if f (0) 6= 0. Note that if f (0)= 0 then this is false, for example
(tk)∗ = 1 but θn(tk)= tn−k if k ≤ n.

We have deg θn( f ) ≤ n with equality if and only if f (0) 6= 0. Moreover for
f 6= 0, f ∗(0) 6= 0 and f (0) 6= 0 if and only if deg f ∗ = deg f . When restricted to
polynomials which do not vanish at 0 (equivalently, which are coprime to t), the
operator ∗ is an involution:

f ∗∗ = f, f (0) 6= 0. (5-14)

We also have multiplicativity:

( f g)∗ = f ∗g∗. (5-15)

The map θm gives a bijection

θm :Mm→ {C ∈ P≤m : C(0)= 1}

B 7→ θm(B)
(5-16)

with polynomials of degree ≤ m with constant term 1. Thus as B ranges over Mm ,
θm(B) ranges over all invertible residue classes C mod tm+1 such that C(0)= 1.

Short intervals as arithmetic progressions modulo tn−h. Suppose h ≤ n− 2. De-
fine the arithmetic progression

P≤n(tn−h
;C)= {g ∈ P≤n : g ≡ C mod tn−h

} = C + tn−hP≤h . (5-17)

Note that the progression contains qh+1 elements.

Lemma 5.1. Let h ≤ n−2 and B ∈Mn−h−1. Then the map θn takes the “interval”
I(th+1 B; h) bijectively onto the arithmetic progression P≤n(tn−h

; θn−h−1(B)), with
f ∈ I(th+1 B; h) such that f (0) 6= 0 mapping onto those g ∈ P≤n(tn−h

; θn−h−1(B))
of degree exactly n.

Proof. We first check that θn maps the interval I(th+1 B; h) to the arithmetic
progression P≤n(tn−h

; θn−h−1(B)). Indeed if B = b0+ · · · + bn−h−1tn−h−1, with
bn−h−1 = 1, and f = f0+ · · ·+ fntn

∈ I(th+1 B; h) then

f = f0+ · · ·+ fh th
+ th+1(b0+ · · ·+ bn−h−1tn−h−1) (5-18)

so that
θn( f )= f0tn

+ · · ·+ fh tn−h
+ b0tn−h−1

+ · · ·+ bn−h−1

= θn−h−1(B) mod tn−h . (5-19)

Hence θn( f ) ∈ P≤n(tn−h
; θn−h−1(B)).
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Now the map θn : P≤n → P≤n is a bijection, and both P≤n(tn−h
; θn−h−1(B))

and I(th+1 B; h) have size qh+1. Therefore θn : I(th+1 B; h)→ P≤n(tn−h
; B∗) is a

bijection. �

The mean value.

Lemma 5.2. The mean value of Nα( • ; h) over Mn is

〈Nα( • ; h)〉 = qh+1 1
qn

∑
f ∈Mn

α( f )= H〈α〉n. (5-20)

Proof. From the definition, we have

〈Nα( • ; h)〉 =
1

#Mn−h−1

∑
B∈Mn−h−1

Nα(th+1 B; h)

=
1

qn−h−1

∑
B∈Mn−h−1

∑
f ∈I(th+1 B;h)

α( f )

= qh+1 1
qn

∑
f ∈Mn

α( f )= qh+1
〈α〉n. (5-21)

�

A class of arithmetic functions. Let α : Fq [t] → C be a function on polynomials,
which is:

• Even in the sense that

α(c f )= α( f ), c ∈ F×q .

• Multiplicative, that is, α( f g)= α( f )α(g) if f and g are coprime. In fact we
will only need a weaker condition , “weak multiplicativity”: If f (0) 6= 0, i.e.,
gcd( f, t)= 1 then

α(tk f )= α(tk)α( f ), f (0) 6= 0.

• Bounded, that is, it satisfies the growth condition

max
f ∈Mn

|α( f )| ≤ An

independent of q .

• Symmetric under the map f ∗(t) := tdeg f f (t−1),

α( f ∗)= α( f ), f (0) 6= 0.
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Examples are the Möbius function µ, its square µ2 which is the indicator function
of squarefree-integers, and the divisor functions (see [Keating et al. 2015]).

Note that multiplicativity (and the “weak multiplicativity” condition) excludes
the case of the von Mangoldt function, treated in [Keating and Rudnick 2014] where
we are counting prime polynomials in short intervals or arithmetic progressions. A
related case of almost primes was treated by Rodgers [2015].

A formula for Nα(A; h). We present a useful formula for the short interval sums
Nα( • , h) in terms of sums over even Dirichlet characters modulo tn−h . Recall
that a Dirichlet character χ is “even” if χ(c f )= χ( f ) for all scalars c ∈ F×q , and
we say that χ is “odd” otherwise. The number of even characters modulo tm is
8ev(tm)= qm−1. We denote by χ0 the trivial character.

Lemma 5.3. If α : Fq [t] → C is even, symmetric and weakly multiplicative, and
0≤ h ≤ n− 2, then for all B ∈Mn−h−1,

Nα(th+1 B; h)= 〈Nα( • ; h)〉

+
1

8ev(tn−h)

n∑
m=0

α(tn−m)
∑

χ mod tn−h

χ 6=χ0 even

χ(θn−h−1(B))M(m;αχ), (5-22)

where
M(n;αχ)=

∑
f ∈Mn

α( f )χ( f ). (5-23)

Proof. Writing each f ∈Mn uniquely as f = tn−m f1 with f1 ∈Mm and f1(0) 6= 0,
for which θn( f )= θm( f1)= f ∗1 , we obtain, using (weak) multiplicativity,

Nα(th+1 B; h)=
n∑

m=0

∑
f1∈Mm
f1(0) 6=0

tn−m f1∈I(th+1 B;h)

α(tn−m f1)

=

n∑
m=0

α(tn−m)
∑

f1∈Mm
f1(0) 6=0

tn−m f1∈I(th+1 B;h)

α( f1). (5-24)

Since f1(0) 6= 0, we have that f ∗1 = θm( f1) runs over all polynomials g of degree
m (not necessarily monic) so that g ≡ θn−h−1(B) mod tn−h by Lemma 5.1, and
moreover α( f1)= α( f ∗1 )= α(θm( f1)). Hence

Nα(th+1 B; h)=
n∑

m=0

α(tn−m)
∑

deg g=m
g≡θn−h−1(B) mod tn−h

α(g). (5-25)
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Using characters to pick out the conditions g ≡ θn−h−1(B) mod tn−h (note that
since B is monic, θn−h−1(B) is coprime to tn−h) gives∑

deg g=m
g≡θn−h−1(B) mod tn−h

α(g)=
1

8(tn−h)

∑
χ mod tn−h

χ(θn−h−1(B))M̃(m;αχ), (5-26)

where

M̃(m;αχ)=
∑

deg g=m

χ(g)α(g), (5-27)

the sum running over all g of degree m.
Since α is even, we find that

M̃(m;αχ)=
∑

f ∈Mm

∑
c∈F×q

χ(c f )α(c f )

=

∑
f ∈Mm

α( f )χ( f )
∑
c∈F×q

χ(c)

=

{
(q − 1)

∑
f ∈Mm

α( f )χ( f ), χ even,
0, χ odd,

where now the sum is over monic polynomials of degree m.
Thus we get, on noting that 8(tn−h)/(q − 1)=8ev(tn−h), that∑

deg g=m
g≡θn−h−1(B) mod tn−h

α(g)=
1

8ev(tn−h)

∑
χ mod tn−h

χ even

χ(θn−h−1(B))M(m;αχ). (5-28)

Therefore

Nα(th+1 B; h)=
n∑

m=0

α(tn−m)
1

8ev(tn−h)

∑
χ mod tn−h

χ even

χ(θn−h−1(B))M(m;αχ).

(5-29)
The trivial character χ0 contributes a term

1
8ev(tn−h)

n∑
m=0

∑
g∈Mm
g(0) 6=0

α(tn−m)α(g)=
qh+1

qn

∑
f ∈Mn

α( f ) (5-30)

on using weak multiplicativity. Inserting this into (5-29) and using Lemma 5.2 we
obtain the formula claimed. �
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Formulae for variance and covariance. Given an arithmetic function α, the vari-
ance of Nα is

Var(Nα)=
〈
|Nα −〈Nα〉|

2〉
=

1
qn−h−1

∑
B∈Mn−h−1

∣∣Nα(th+1 B; h)−〈Nα〉
∣∣2 (5-31)

and likewise given two such functions α, β, the covariance of Nα and Nβ is

cov(Nα,Nβ)=
〈
(Nα −〈Nα〉)(Nβ −〈Nβ〉)

〉
. (5-32)

We use the following lemma, an extension of the argument of [Keating and
Rudnick 2014].

Lemma 5.4. If α, β are even, symmetric and weakly multiplicative, and 0 ≤ h ≤
n− 2, then

cov(Nα,Nβ)=

1
8ev(tn−h)2

∑
χ mod tn−h

χ 6=χ0 even

n∑
m1,m2=0

α(tn−m1)β(tn−m2)M(m1;αχ)M(m2;βχ). (5-33)

Proof. By Lemma 5.3, cov(Nα,Nβ) equals

1
8ev(tn−h)2

∑
χ1,χ2 mod tn−h

χ1,χ2 6=χ0 even

n∑
m1,m2=0

α(tn−m1)β(tn−m2)M(m1;αχ1)M(m2;βχ2)

×
1

qn−h−1

∑
B∈Mn−h−1

χ1(θn−h−1(B))χ2(θn−h−1(B)).

As B runs over the monic polynomials Mn−h−1, the image θn−h−1(B) runs over
all polynomials C mod tn−h with C(0)= 1 (see (5-16)). Thus∑

B∈Mn−h−1

χ1(θn−h−1(B))χ2(θn−h−1(B))=
∑

C mod tn−h

C(0)=1

χ1(C)χ2(C). (5-34)

Since χ1, χ2 are both even, we may ignore the condition C(0)= 1 and use the
orthogonality relation (recall 8ev(tn−h)= qn−h−1) to get

1
qn−h−1

∑
C mod tn−h

C(0)=1

χ1(C)χ2(C)= δ(χ1, χ2) (5-35)

(see [Keating and Rudnick 2014, Lemma 3.2]), so that
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cov(Nα,Nβ)=

1
8ev(tn−h)2

∑
χ mod tn−h

χ 6=χ0 even

n∑
m1,m2=0

α(tn−m1)β(tn−m2)M(m1;αχ)M(m2;βχ) (5-36)

as claimed. �

6. Characters, L-functions and equidistribution

Before applying the variance formulae presented above, we survey some background
on Dirichlet characters, their L-functions and recent equidistribution theorems due
to N. Katz.

Background on Dirichlet characters and L-functions. Recall that a Dirichlet char-
acter χ is “even” if χ(c f ) = χ( f ) for all scalars c ∈ F×q , and we say that χ is
“odd” otherwise. The number of even characters modulo tm is 8ev(tm)= qm−1. We
denote by χ0 the trivial character.

A character χ is primitive if there is no proper divisor Q′ | Q such that χ(F)= 1
whenever F is coprime to Q and F = 1 mod Q′. We denote by 8prim(Q) the
number of primitive characters modulo Q. As q→∞, almost all characters are
primitive in the sense that

8prim(Q)
8(Q)

= 1+ O(1/q), (6-1)

the implied constant depending only on deg Q.
Moreover, as q→∞ with deg Q fixed, almost all characters are primitive and

odd:
8odd

prim(Q)

8(Q)
= 1+ O(1/q), (6-2)

the implied constant depending only on deg Q.
One also has available similar information about the number 8ev

prim(Q) of even
primitive characters. What we will need to note is that for Q(t)= tm , m ≥ 2,

8ev
prim(t

m)= qm−2(q − 1). (6-3)

The L-function L(u, χ) attached to χ is defined as

L(u, χ)=
∏
P-Q

(1−χ(P)udeg P)−1, (6-4)

where the product is over all monic irreducible polynomials in Fq [t]. The product
is absolutely convergent for |u| < 1/q. If χ = χ0, i.e., χ is the trivial character
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modulo Q, then

L(u, χ0)= Z(u)
∏
P|Q

(1− udeg P), (6-5)

where

Z(u)=
∏

P prime

(1− udeg P)−1
=

1
1− qu

is the zeta function of Fq [t]. Also set ζq(s) := Z(q−s).
If Q ∈ Fq [t] is a polynomial of degree deg Q ≥ 2, and χ 6= χ0 (χ is a nontrivial

character mod Q), then the L-function L(u, χ) is a polynomial in u of degree
deg Q− 1. Moreover, if χ is an “even” character, then there is a “trivial” zero at
u = 1.

We may factor L(u, χ) in terms of the inverse roots

L(u, χ)=
deg Q−1∏

j=1

(1−α j (χ)u). (6-6)

The Riemann hypothesis, proved by Andre Weil (1948), is that for each (nonzero)
inverse root, either α j (χ)= 1 or

|α j (χ)| = q1/2. (6-7)

If χ is a primitive and odd character modulo Q, then all inverse roots α j have
absolute value

√
q, and for χ primitive and even the same holds except for the

trivial zero at 1. We then write the nontrivial inverse roots as α j = q1/2eiθ j and
define a unitary matrix

2χ = diag(eiθ1, . . . , eiθN ). (6-8)

which determines a unique conjugacy class in the unitary group U (N ), where
N = deg Q− 1 for χ odd, and N = deg Q− 2 for χ even. The unitary matrix 2χ
(or rather, the conjugacy class of unitary matrices) is called the unitarized Frobenius
matrix of χ .

Katz’s equidistribution theorems. Crucial ingredients in our results on the variance
are equidistribution and independence results for the Frobenii 2χ due to N. Katz.

Theorem 6.1. (i) [Katz 2013b] Fix3 m ≥ 4. The unitarized Frobenii 2χ for the
family of even primitive characters mod T m+1 become equidistributed in the
projective unitary group PU (m− 1) of size m− 1, as q→∞.

3If the characteristic of Fq is different than 2 or 5 then the result also holds for m = 3.
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(ii) [Katz 2015b] If m ≥ 5 and in addition the q’s are coprime to 6, then the set of
pairs of conjugacy classes (2χ ,2χ2) become equidistributed in the space of
conjugacy classes of the product PU (m− 1)× PU (m− 1).

For odd characters, the corresponding equidistribution and independence results
are

Theorem 6.2. (i) [Katz 2013a] Fix m ≥ 2. Suppose we are given a sequence
of finite fields Fq and squarefree polynomials Q(T ) ∈ Fq [T ] of degree m. As
q → ∞, the conjugacy classes 2χ with χ running over all primitive odd
characters modulo Q, are uniformly distributed in the unitary group U (m−1).

(ii) [Katz 2015a] If in addition we restrict to q odd, then the set of pairs of
conjugacy classes (2χ ,2χ2) become equidistributed in the space of conjugacy
classes of the product U (m− 1)×U (m− 1).

7. Variance of the Möbius function in short intervals

For n ≥ 2, the mean value of Nµ(A; h) over all A ∈Mn is

〈Nµ( • ; h)〉 = 0. (7-1)

Indeed, by Lemma 5.2

〈Nµ( • ; h)〉 =
H
qn

∑
f ∈Mn

µ( f ). (7-2)

Now as is well known and easy to see, for n ≥ 2,∑
f ∈Mn

µ( f )= 0, (7-3)

hence we obtain (7-1).
We will demonstrate the following asymptotic property of the variance.

Theorem 7.1. If 0≤ h ≤ n− 5 then

VarNµ( • ; h)∼ H, q→∞. (7-4)

We use the general formula of Lemma 5.4 which gives

Var(Nµ( • ; h))=
1

q2(n−h−1)

∑
χ mod tn−h

χ 6=χ0 even

|M(n;µχ)−M(n− 1;µχ)|2, (7-5)

where
M(n;µχ)=

∑
f ∈Mn

µ( f )χ( f ). (7-6)
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Lemma 7.2. Suppose that χ is a primitive even character modulo tn−h . Then

M(n;µχ)=
n∑

k=0

qk/2 tr Symk 2χ , (7-7)

where Symn is the symmetric n-th power representation (n = 0 corresponds to the
trivial representation). In particular,

M(n;µχ)−M(n− 1;µχ)= qn/2 tr Symn 2χ . (7-8)

If χ 6= χ0 and χ is not primitive, then

|M(n;µχ)| �n qn/2. (7-9)

Proof. We compute the generating function
∞∑

n=0

M(n;µχ)un
=

∑
f monic

χ( f )µ( f )udeg f
=

1
L(u, χ)

, (7-10)

where L(u, χ)=
∑

f monic χ( f )udeg f is the associated Dirichlet L-function. Now
if χ is primitive and even, then

L(u, χ)= (1− u) det(I − uq1/22χ ), (7-11)

where 2χ ∈U (n− h− 2) is the unitarized Frobenius class. Therefore we find

(1− u)
∞∑

n=0

M(n;µχ)un
=

1
det(I − uq1/22χ )

=

∞∑
k=0

qk/2 tr Symk 2χuk, (7-12)

where we have used the identity

1
det(I − u A)

=

∞∑
k=0

uk tr Symk A. (7-13)

Comparing coefficients gives (7-7).
For nonprimitive but nontrivial characters χ 6= χ0, the L-function still has the

form L(u, χ)=
∏n−h−1

j=1 (1−α j u) with all inverse roots |α j | ≤
√

q , and hence we
obtain (7-9). �

We can now compute the variance using (7-5). We start by bounding the contri-
bution of nonprimitive characters, whose number is O( 1

q8ev(tn−h))= O(qn−h−2),
and by (7-9) each contributes O(qn) to the sum in (7-5), hence the total contribution
of nonprimitive characters is bounded by On(qh). Consequently we find

VarNµ( • ; h)=
qh+1

8ev(tn−h)

∑
χ mod tn−h

χ even and primitive

|tr Symn 2χ |
2
+ O(qh). (7-14)
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Using Theorem 6.1(i) we get, once we replace the projective group by the unitary
group,

lim
q→∞

Var(Nµ( • ; h))
qh+1 =

∫
U (n−h−2)

|tr Symn U |2 dU. (7-15)

Note that by Schur–Weyl duality (and Weyl’s unitary trick), Symn is an irreducible
representation. Hence ∫

U (n−h−2)

|tr Symn U |2 dU = 1, (7-16)

and we conclude that Var(Nµ( • ; h))∼ qh+1
= H , as claimed.

8. Variance of the Möbius function in arithmetic progressions

We define
Sµ,n,Q(A)= Sµ(A)=

∑
f ∈Mn

f=A mod Q

µ( f ).

Theorem 8.1. If n≥ deg Q ≥ 2 then the mean value of Sµ(A) tends to 0 as q→∞,
and

VarQ(Sµ)∼
qn

8(Q)

∫
U (Q−1)

∣∣tr Symn U
∣∣2 dU =

qn

8(Q)
. (8-1)

The mean value over all residues coprime to Q is

〈Sµ〉 =
1

8(Q)

∑
f ∈Mn

gcd( f,Q)=1

µ( f )=
1

8(Q)
M(n, µχ0). (8-2)

To evaluate this quantity, we consider the generating function
∞∑

n=0

M(n, µχ0)un
=

∑
gcd( f,Q)=1

µ( f )udeg f

=

∏
P-Q

(1− udeg P)=
1− qu∏

P|Q(1− udeg P)

=
1− qu∏

k(1− uk)λk
, (8-3)

where λk is the number of prime divisors of Q of degree k. Using the expansion

1
(1− z)λ

=

∞∑
n=0

(n+λ−1
λ−1

)
zn
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gives

1∏
k(1− uk)λk

=

∞∑
n=0

C(n)un

with

C(n)=
∑

∑
k knk=n

∏
k

(nk+λk−1
λk−1

)
,

and hence for n ≥ 1,

M(n, µχ0)= C(n)− qC(n− 1).

Thus we find that for n ≥ 1,

〈Sµ〉 =
C(n)− qC(n− 1)

8(Q)
(8-4)

and in particular for deg Q > 1,

|〈Sµ〉| �
q
|Q|
→ 0, q→∞. (8-5)

For the variance we use (4-11) which gives

VarQ(Sµ)=
1

8(Q)2
∑
χ 6=χ0

|M(n;µχ)|2. (8-6)

As in (7-10), the generating function of M(n;µχ) is 1/L(u, χ). Now for χ odd
and primitive, L(u, χ)= det(I−uq1/22χ ) with2χ ∈U (deg Q−1) unitary. Hence
for χ odd and primitive,

M(n;µχ)= qn/2 tr Symn 2χ . (8-7)

For nontrivial χ that is not odd and primitive, we can still write

L(u, χ)=
deg Q−1∏

j=1

(1−α j u)

with all inverse roots |α j | ≤
√

q , and hence for χ 6= χ0 we have a bound

|M(n;µχ)| �n qn/2. (8-8)

The number of even characters is 8ev(Q) = 8(Q)/(q − 1) and the number of
nonprimitive characters is O(8(Q)/q), hence the number of characters which are
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not odd and primitive is O(8(Q)/q). Inserting the bound (8-8) into (8-6) shows
that the contribution of such characters is O(qn−1/8(Q)). Hence

VarQ Sµ =
qn

8(Q)
1

8(Q)

∑
χ odd primitive

|tr Symn 2χ |
2
+ O

(
qn−1

8(Q)

)
. (8-9)

Using Theorem 6.2(i) gives that, as q→∞,

VarQ Sµ ∼
qn

8(Q)

∫
U (Q−1)

|tr Symn U |2 dU =
qn

8(Q)
. (8-10)

9. The variance of squarefrees in short intervals

In this section we study the variance of the number of squarefree polynomials in
short intervals. The total number of squarefree monic polynomials of degree n > 1
is (exactly) ∑

f ∈Mn

µ( f )2 =
qn

ζq(2)
= qn

(
1−

1
q

)
. (9-1)

The number of squarefree polynomials in the short interval I(A; h) is

Nµ2(A; h)=
∑

f ∈I(A;h)

µ( f )2. (9-2)

Theorem 9.1. Let 0≤ h ≤ n− 6. Assume q→∞ with all q’s coprime to 6.

(i) If h is even then

VarNµ2( • ; h)∼ q
h
2

∫
U (n−h−2)

∣∣tr Sym
h
2+1 U

∣∣2 dU =

√
H
√

q
. (9-3)

(ii) If h is odd then

VarNµ2( • ; h)∼ q
h−1

2

∫
U (n−h−2)

|tr U |2 dU
∫

U (n−h−2)

∣∣tr Sym
h+3

2 U ′
∣∣2 dU ′

=

√
H

q
. (9-4)

Proof. To compute the variance, we use Lemma 5.4. Since µ2(tm)= 1 for m = 0, 1
and equals 0 for m > 1, we obtain

Var(Nµ2( • ; h))=
1

8ev(tn−h)2

∑
χ 6=χ0 mod tn−h

χ even

∣∣M(n;µ2χ)+M(n−1;µ2χ)
∣∣2, (9-5)
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where

M(n;µ2χ)=
∑

f ∈Mn

µ( f )2χ( f ). (9-6)

To obtain an expression for M(n;µ2χ), we consider the generating function

∞∑
n=0

M(n;µ2χ)un
=

∑
f

µ( f )2χ( f )udeg f
=

L(u, χ)
L(u2, χ2)

. (9-7)

Assume that χ is primitive, and that χ2 is also4 primitive (modulo tn−h). Then

L(u, χ)= (1− u) det(I − uq1/22χ ),

L(u2, χ2)= (1− u2) det(I − u2q1/22χ2).

Writing for U ∈U (N )

det(I − xU )=
N∑

j=0

λ j (U )x j ,

1
det(I − xU )

=

∞∑
k=0

tr Symk U xk,

(9-8)

gives, on abbreviating

λ j (χ) := λ j (2χ ), Symk(χ2)= tr Symk 2χ2,

that

L(u, χ)
L(u2, χ2)

=
det(I − uq1/22χ )

(1+ u) det(I − u2q1/22χ2)

=

∞∑
m=0

∑
0≤ j≤N

∞∑
k=0

(−1)mλ j (χ)Symk(χ2)q( j+k)/2um+ j+2k,

and hence

M(n;µ2χ)= (−1)n
∑

j+2k≤n
0≤ j≤N

k≥0

(−1) jλ j (χ)Symk(χ2)q( j+k)/2. (9-9)

4If q is odd then primitivity of χ and of χ2 are equivalent.
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Therefore

M(n;µ2χ)+M(n− 1;µ2χ)= (−1)n
∑

j+2k≤n
0≤ j≤N

k≥0

(−1) jλ j (χ)Symk(χ2)q
j+k
2

+ (−1)n−1
∑

j+2k≤n−1
0≤ j≤N

k≥0

(−1) jλ j (χ)Symk(χ2)q
j+k
2

= (−1)n
∑

j+2k=n
0≤ j≤N

k≥0

(−1) jλ j (χ)Symk(χ2)q
j+k
2

= qn/4
∑

0≤ j≤N
j=n mod 2

λ j (χ)Sym
n− j

2 (χ2)q j/4.

Therefore, recalling that N = n− h− 2,

M(n;µ2χ)+M(n− 1;µ2χ)

= (−1)n(1+ O(q−1/2))×

{
q

n
2−

h+1
4 −

1
4λN (χ)Sym

h+2
2 (χ2), n = N mod 2,

q
n
2−

h+1
4 −

1
2λN−1(χ)Sym

h+3
2 (χ2), n 6= N mod 2.

Noting that n = N mod 2 is equivalent to h even, we finally obtain

|M(n;µ2χ)+M(n− 1;µ2χ)|2

= (1+ O(q−1/2))×

{
qn− h+1

2 −
1
2 |λN (χ)Sym

h+2
2 (χ2)|2, h even,

qn− h+1
2 −1
|λN−1(χ)Sym

h+3
2 (χ2)|2, h odd.

(9-10)

Inserting (9-10) into (9-5) gives an expression for the variance, up to terms which
are smaller by q−1/2. The contribution of nonprimitive characters is bounded as in
previous sections and we skip this verification. We separate cases according to h
even or odd.

h even. We have |λN (χ)| = | det2χ | = 1, so that

VarNµ2( • ; h)∼ q
h
2

1
8ev(tn−h)

∑
χ mod tn−h

χ primitive even

|Sym
h+2

2 (χ2)|2. (9-11)

Here the change of variable χ 7→ χ2 is an automorphism of the group of even
characters if q is odd, since then the order of the group is 8ev(tn−h) = qn−h−1,
which is odd. Using Theorem 6.1(i) for even primitive characters modulo tn−h
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allows us to replace the average over characters by a matrix integral, leading to

VarNµ2( • ; h)∼ q
h
2

∫
U (n−h−2)

|tr Sym
h
2+1 U |2 dU. (9-12)

Since the symmetric powers Symk are irreducible representations, the matrix integral
works out to be 1. Hence (with H = qh+1)

VarNµ2( • ; h)∼ qh/2
=

√
H
√

q
. (9-13)

h odd. In this case

VarNµ2( • ; h)∼ q
h−1

2
1

8ev(tn−h)

∑
χ mod tn−h

χ primitive even

|λN−1(χ)Sym
h+3

2 (χ2)|2. (9-14)

Note that |λN−1(U )| = |tr U |, because λN−1(U ) = (−1)N−1 det U tr U−1 and for
unitary matrices, | det U | = 1 and tr U−1

= tr U .
We now use Theorem 6.1(ii), which asserts that, for 0≤ h ≤ n− 6 and q→∞

with q coprime to 6, both 2χ and 2χ2 are uniformly distributed in PU (n− h− 2)
and that 2χ , 2χ2 are independent. We obtain

VarNµ2( • ; h)∼ q
h−1

2

∫
U (n−h−2)

|tr U |2 dU
∫

U (n−h−2)

|tr Sym
h+3

2 U ′|2 dU ′

=

√
H

q
, (9-15)

by irreducibility of the symmetric power representations. �

10. Squarefrees in arithmetic progressions

As in previous sections, we set

S(A)=
∑

f=A mod Q
f ∈Mn

µ2( f ). (10-1)

We have the expected value

〈S〉Q =
1

8(Q)

∑
f ∈Mn
( f,Q)=1

µ2( f )∼
qn/ζq(2)
8(Q)

∼
qn

|Q|
(10-2)
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and the variance

VarQ(S)=
1

8(Q)2
∑
χ 6=χ0

|M(n;µ2χ)|2. (10-3)

Theorem 10.1. Fix n > N ≥ 1. For any sequence of finite fields Fq , with q odd,
and squarefree polynomials Q ∈ Fq [t] with deg Q = N + 1, as q→∞,

VarQ(S)∼
qn/2

|Q|1/2
×

{
1/
√

q, n 6= deg Q mod 2,
1/q, n = deg Q mod 2.

Proof. The generating function of M(n;µ2χ) is

∞∑
n=0

M(n;µ2χ)un
=

∑
f

µ( f )2χ( f )udeg f
=

L(u, χ)
L(u2, χ2)

. (10-4)

If both χ , χ2 are primitive, odd, characters (which happens for almost all χ ), then

L(u, χ)= det(I − uq1/22χ ), L(u2, χ2)= det(I − u2q1/22χ2), (10-5)

and writing (with N = deg Q− 1)

det(I − uq1/22χ )=

N∑
j=0

λ j (χ)q j/2u j , (10-6)

1
det(I − q1/2u22χ2)

=

∞∑
k=0

Symk(χ2)qk/2u2k, (10-7)

we get, since n ≥ N ,

M(n;µ2χ)=
∑

j+2k=n
0≤ j≤N

k≥0

λ j (χ)Symk(χ2)q
j+k
2

= q
n
4

N∑
j=0

j=n mod 2

λ j (χ)Sym
n− j

2 (χ2)q
j
4 , (10-8)

and hence

M(n;µ2χ)=

(1+ O(q−
1
2 ))q

n+N
4 ×

{
λN (χ)Sym

n−N
2 (χ2), n = N mod 2,

q−
1
4λN−1(χ)Sym

n−N+1
2 (χ2), n 6= N mod 2.

(10-9)
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Since λN (χ)= det2χ , which has absolute value one, we find

|M(n;µ2χ)|2 =

(1+ O(q−
1
2 ))q

n+N
2 ×

{
|Sym

n−N
2 (χ2)|2, n = N mod 2

q−
1
2 |λN−1(χ)Sym

n−N+1
2 (χ2)|2, n 6= N mod 2.

(10-10)

If χ 6= χ0 and χ is not odd, or not primitive, we may use the same computation
to show that

|M(n;µ2χ)| �n q(n+N )/4, χ 6= χ0 and is even or imprimitive. (10-11)

We thus have a formula for Var(S). We may neglect the contribution of characters
χ for which χ or χ2 are nonprimitive or even, as these form a proportion ≤ 1/q of
all characters, and thus their contribution is

�
1

8(Q)
1
q

q(n+N )/2
�

1
q

qn/2

|Q|1/2
√

q
,

which is negligible relative to the claimed main term in the Theorem.
To handle the contribution of primitive odd characters we invoke Theorem 6.2(ii)

which asserts that both 2χ and 2χ2 are uniformly distributed in U (deg Q− 1) and
are independent (for q odd). To specify the implications, we separate into cases:

If n = N mod 2 (i.e., n 6= deg Q mod 2) then

VarQ(S)∼
qn/2

|Q|1/2q1/2

1
8(Q)

∑
χ,χ2 primitive

|Sym
n−N

2 (χ2)|2. (10-12)

By equidistribution

1
8(Q)

∑
χ,χ2primitive

|Sym
n−N

2 (χ2)|2 ∼

∫
U (N )

|tr Sym
n−N

2 U |2 dU. (10-13)

Note that
∫

U (N ) |tr Sym
n−N

2 U |2 dU = 1 by irreducibility of Symk . Thus we obtain

VarQ(S)∼
qn/2

|Q|1/2q1/2 , n 6= deg Q mod 2. (10-14)

If n 6= N mod 2 (i.e., n = deg Q mod 2), then we get

VarQ(S)∼
qn/2

q|Q|1/2
1

8(Q)

∑
χ,χ2 primitive

|λN−1(χ)Sym
n−N+1

2 (χ2)|2. (10-15)
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Note that as in Section 9, |λN−1(χ)| = |tr2χ |. By Theorem 6.2(ii),

1
8(Q)

∑
χ,χ2 primitive

∣∣λN−1(χ)Sym
n−N+1

2 (χ2)
∣∣2 ∼

∫∫
U (N )×U (N )

|tr U |2 ·
∣∣tr Sym

n−N+1
2 U ′

∣∣2 dU dU ′ = 1, (10-16)

and hence

VarQ(S)∼
qn/2

q|Q|1/2
. (10-17)

Thus we find

VarQ(S)∼


qn/2

|Q|1/2q1/2 , n 6= deg Q mod 2,

qn/2

|Q|1/2q
, n = deg Q mod 2,

(10-18)

as claimed. �

Appendix: Hall’s theorem for Fq[t]: The large degree limit

Let Q(n, H) be the number of squarefree integers in an interval of length H about
n:

Q(n, H) :=
H∑

j=1

µ2(n+ j). (A-1)

Hall [1982] studied the variance of Q(n, H) as n varies up to X . He showed that
provided H = O(X2/9−o(1)), the variance grows like

√
H and in fact admits an

asymptotic formula:

1
X

∑
n≤X

∣∣∣∣Q(n, H)−
H
ζ(2)

∣∣∣∣2 ∼ A
√

H , (A-2)

with

A =
ζ(3/2)
π

∏
p

(
1−

3
p2 +

2
p3

)
. (A-3)

We give a version of Hall’s theorem for the polynomial ring Fq [t] with q fixed.
Let

N (A)=
∑

| f−A|≤qh

µ2( f )
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be the number of squarefree polynomials in a short interval I(A; h) around A ∈Mn ,
with h ≤ n− 2. Note that

#I(A; h)= qh+1
=: H.

We wish to compute the variance of N as we average over all short intervals with q
fixed and n→∞.

Let

βq =
∏

P

(
1−

3
|P|2
+

2
|P|3

)
. (A-4)

Theorem A.1. As h→∞,

VarN =
√

H
βq

1− q−3 ×


1+ q−2

√
q

, h even

1+ q−1

q
, h odd

+ O
(

H 2n
qn/3

)
+ Oq(H 1/4+o(1)).

In particular we get an asymptotic result provided h<
( 2

9−o(1)
)
n, or equivalently

H < (qn)
2
9−o(1). It is likely that one can improve the factor 2/9 a bit.

The probability that f and f + J are both squarefree. As in the number field
case, we start with an expression for the probability that both f and f + J are
squarefree. For a nonzero polynomial J ∈ Fq [t], define the “singular series”

S(J )=
∏

P

(
1−

2
|P|2

) ∏
P2|J

|P|2− 1
|P|2− 2

, (A-5)

the product over all prime polynomials. We will first show this:

Theorem A.2. For 0 6= J ∈ Fq [t], deg J < n,

S(J ; n) :=
∑

f ∈Mn

µ2( f )µ2( f + J )=S(J )qn
+ O(nq

2n
3 ), (A-6)

the implied constant absolute, with S(J ) given by (A-5).

Note that Theorem A.2 is uniform in J as long as deg J < n.
Theorem A.2 is the exact counterpart for the analogous quantity over the integers,

which has been known in various forms since the 1930’s. The proof below is roughly
the same as the one given in [Hall 1982, Theorem 1]. The exponent 2/3 has been
improved, by Heath-Brown [1984] to 7/11 and by Reuss [2014] to about 0.578.
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A decomposition of µ2. We start with the identity

µ2( f )=
∑
d2| f

µ(d) (A-7)

(the sum over monic d). Pick an integer parameter 0< z ≤ n/2, write Z = q z , and
decompose the sum into two parts, one over “small” divisors, that is with deg d < z,
and one over “large” divisors:

µ2
= µ2

z + ez, (A-8)

µ2
z ( f )=

∑
d2
| f

deg d<z

µ(d), ez( f )=
∑
d2
| f

deg d≥z

µ(d). (A-9)

Let
Sz(J ; n) :=

∑
f ∈Mn

µ2
z ( f )µ2

z ( f + J ). (A-10)

We want to replace S by Sz .

Bounding S(J; n)− Sz(n; J).

Proposition A.3. If z ≤ n/2 then

|S(J ; n)− Sz(J ; n)| �
qn

Z
,

where Z = q z .

Proof. Note that

µ2( f )µ2( f+J )=

µ2
z ( f )µ2

z ( f+J )+ ez( f )µ2( f+J )−µ2( f )ez( f+J )− ez( f )ez( f+J ) (A-11)

so that (recall µ2( f )≤ 1)∣∣µ2( f )µ2( f+J )−µ2
z ( f )µ2

z ( f+J )
∣∣≤|ez( f )|+|ez( f+J )|+|ez( f )ez( f+J )|

≤ |ez( f )| + |ez( f+J )| + 1
2 |ez( f )|2+ 1

2 |ez( f+J )|2 (A-12)

and therefore, summing (A-12) over f ∈Mn and noting that since deg J < n, sums
of f + J are the same as sums of f ,

|S(J ; n)− Sz(J ; n)| ≤ 2
∑

f ∈Mn

|ez( f )| +
∑

f ∈Mn

|ez( f )|2. (A-13)

We have

|ez( f )| =
∣∣∣∣ ∑

d2
| f

deg d≥z

µ(d)
∣∣∣∣≤ ∑

d2
| f

deg d≥z

1,
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so that ∑
f ∈Mn

|ez( f )| ≤
∑

f ∈Mn

∑
d2
| f

deg d≥z

1

=

∑
z≤deg d≤n/2

#{ f ∈Mn : d2
| f }

=

∑
z≤deg d≤n/2

qn

|d|2
≤

2qn

Z
. (A-14)

Moreover,∑
f ∈Mn

|ez( f )|2 ≤
∑

f ∈Mn

∑
d2

1 | f
deg d1≥z

∑
d2

2 | f
deg d2≥z

1

≤

∑
z≤deg d1,deg d2≤n/2

#{ f ∈Mn : d2
1 | f and d2

2 | f }.

Now the conditions d2
1 | f and d2

2 | f are equivalent to [d1, d2]
2
| f , where [d1, d2]

is the least common multiple of d1 and d2, and this can only happen if deg[d1, d2] ≤

deg f/2 = n/2, in which case the number of such f is qn/|[d1, d2]|
2 and is zero

otherwise. Thus ∑
f ∈Mn

|ez( f )|2 ≤
∑

z≤deg d1,deg d2≤n/2
deg[d1,d2]≤n/2

qn

|[d1, d2]|2

≤ qn
∑

deg d1,deg d2≥z

1
|[d1, d2]|2

. (A-15)

We claim the following analogue of [Hall 1982, Lemma 2]:

Lemma A.4.
∑

deg d1,deg d2≥z

1
|[d1, d2]|2

�
1
Z

.

Inserting Lemma A.4 in (A-15) we will get

∑
f ∈Mn

|ez( f )|2�
qn

Z
. (A-16)

Inserting (A-14) and (A-16) in (A-13) we conclude Proposition A.3.



Squarefree polynomials and Möbius values 411

To prove Lemma A.4, use [d1, d2] = d1d2/ gcd(d1, d2) to rewrite the sum as

∑
deg d1,deg d2≥z

1
|[d1, d2]|2

=

∑
deg d1,deg d2≥z

| gcd(d1, d2)|
2

|d1|2|d2|2

=

∑
k monic

|k|2
∑

deg d1,deg d2≥z
gcd(d1,d2)=k

1
|d1|2|d2|2

.

In the sum above, we write d j = kδ j with gcd(δ1, δ2) = 1. The condition
deg d j ≥ z gives no restriction on δ j if deg k ≥ z, and otherwise translates into
deg δ j ≥ z− deg k. Thus

∑
deg d1,deg d2≥z

1
|[d1, d2]|2

�

∑
k monic

1
|k|2

∑
deg δ1,deg δ2≥z−deg k

gcd(δ1,δ2)=1

1
|δ1|2|δ2|2

≤

∑
k monic

1
|k|2

( ∑
deg δ≥z−deg k

1
|δ|2

)2

,

after ignoring the coprimality condition. Therefore

∑
k monic

1
|k|2

( ∑
deg δ≥z−deg k

1
|δ|2

)2
≤

∑
deg k≤z

1
|k|2

( ∑
deg δ≥z−deg k

1
|δ|2

)2

+

∑
deg k>z

1
|k|2

(∑
δ

1
|δ|2

)2

�

∑
deg k≤z

1
|k|2

(
|k|
q z )

2
+

1
q z+1

�
1
Z
,

which proves Lemma A.4. �

Evaluating Sz(J; n).

Proposition A.5. If z ≤ n/2 then

Sz(J ; n)= qnS(J )+ O
(

qnz
Z

)
+ O(Z2),

with Z = q z .
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Proof. Using the definition of µ2
z , we obtain

Sz(J ; n) :=
∑

f ∈Mn

µ2
z ( f )µ2

z ( f + J )

=

∑
deg d1≤z

∑
deg d2≤z

µ(d1)µ(d2)#{ f ∈Mn : d2
1 | f, d2

2 | f + J }.

Decomposing into residue classes modulo [d1, d2]
2 gives

#{ f ∈Mn : d2
1 | f, d2

2 | f + J } =
∑

c mod [d1,d2]
2

c=0 mod d2
1

c=−J mod d2
2

#{ f ∈Mn : f = c mod [d1, d2]
2
}.

If deg[d1, d2]
2
≤ n then

#{ f ∈Mn : f = c mod [d1, d2]
2
} =

qn

|[d1, d2]|2
.

Otherwise there is at most one f ∈Mn with f = c mod [d1, d2]
2. So we write

#{ f ∈Mn : f = c mod [d1, d2]
2
} =

qn

|[d1, d2]|2
+ O(1).

Let κ(d1, d2; J ) be the number of solutions c mod [d1, d2]
2 of the system of

congruences c = 0 mod d2
1 , c = −J mod d2

2 ; it is either 1 or 0 depending on
whether gcd(d1, d2)

2
| J or not. Then we have found that

Sz(J ; n)=
∑

deg d1≤z

∑
deg d2≤z

µ(d1)µ(d2)κ(d1, d2; J )
(

qn

|[d1, d2]|2
+ O(1)

)

= qn
∑

deg d1≤z

∑
deg d2≤z

µ(d1)µ(d2)
κ(d1, d2; J )
|[d1, d2]|2

+ O(Z2).

The double sum can be extended to include all d1, d2:

∑
deg d1≤z

∑
deg d2≤z

µ(d1)µ(d2)
κ(d1, d2; J )
|[d1, d2]|2

=

∑
d1,d2

µ(d1)µ(d2)
κ(d1, d2; J )
|[d1, d2]|2

+ O
( ∑

deg d1>z

∑
d2

1
|[d1, d2]|2

)
,
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so that

Sz(J ; n)= qn
∑
d1,d2

µ(d1)µ(d2)
κ(d1, d2; J )
|[d1, d2]|2

+ O
( ∑

deg d1>z

∑
d2

1
|[d1, d2]|2

)
+ O(Z2). (A-17)

The sum in the remainder term of (A-17) is bounded in the following analogue
of [Hall 1982, Lemma 3].

Lemma A.6. ∑
deg d1>z

∑
d2

1
|[d1, d2]|2

�
z

q z =
z
Z

.

Proof. We argue as in the proof of Lemma A.4: We write the least common multiple
as [d1, d2] = d1d2/ gcd(d1, d2) and sum over all pairs of d1, d2 with given gcd:∑

deg d1>z

∑
d2

1
|[d1, d2]|2

=

∑
k

|k|2
∑

deg d1>z

∑
d2

gcd(d1,d2)=k

1
|d1|2|d2|2

=

∑
k

|k|2
∑

deg δ1>z−deg k

1
|k|2|δ1|2

∑
δ2

gcd(δ1,δ2)=1

1
|k|2|δ2|2

.

after writing d j = kδ j with δ1, δ2 coprime.
Ignoring the coprimality condition gives∑
deg d1>z

∑
d2

1
|[d1, d2]|2

�

∑
k

1
|k|2

∑
deg δ1>z−deg k

1
|δ1|2

∑
δ2

1
|δ2|2

�

∑
deg k≤z

1
|k|2

∑
deg δ1>z−deg k

1
|δ1|2
+

∑
deg k>z

1
|k|2

∑
δ1

1
|δ1|2

�

∑
deg k≤z

1
|k|2
|k|
q z +

∑
deg k>z

1
|k|2

�
z

q z =
z
Z
,

which proves Lemma A.6. �

Putting together (A-17) and Lemma A.6, we have shown that

Sz(J ; n)= qn
∑
d1

∑
d2

µ(d1)µ(d2)
κ(d1, d2; J )
|[d1, d2]|2

+ O
(

qnz
Z

)
+ O(Z2). (A-18)
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It remains to show that the infinite sum in (A-18) coincides with the singular
series S(J ).

Lemma A.7. ∑
d1

∑
d2

µ(d1)µ(d2)
κ(d1, d2; J )
|[d1, d2]|2

=S(J ).

Proof. This is done exactly as in [Hall 1982, Appendix]. We write∑
d1

∑
d2

µ(d1)µ(d2)
κ(d1, d2; J )
|[d1, d2]|2

=

∑
m

s(m; J )
|m|2

,

where
s(m; J )=

∑
[d1,d2]=m

gcd(d1,d2)
2
|J

µ(d1)µ(d2).

One checks that s(m; J ) is multiplicative in m, and that for P prime

s(Pα; P j )=
∑

max(u,v)=α
2 min(u,v)≤ j

µ(Pu)µ(Pv),

so that s(Pα; P j )= 0 for α ≥ 2, while for α = 1

s(P; P j )=
∑

max(u,v)=1
min(u,v)≤ j/2

µ(Pu)µ(Pv).

If j < 2 (that is if P2 - P j ), then the sum is over max(u, v)= 1 and min(u, v)= 0,
i.e., (u, v)= (0, 1), (1, 0), which works out to s(P, P j )=−2 for j = 0, 1, while
for j ≥ 2 the only restriction is max(u, v) = 1, i.e., (u, v) = (1, 0), (0, 1), (1, 1),
which gives s(P, P j )=−1 for j ≥ 2. Thus∑

m

s(m; J )
|m|2

=

∏
P

(
1+

s(P, J )
|P|2

)
=

∏
P2|J

(
1−

1
|P|2

) ∏
P2-J

(
1−

2
|P|2

)
,

which is exactly S(J ). �

We now conclude the proof of Proposition A.5: By Propositions A.3, A.5 we have
shown that for z ≤ n/2,

S(J ; n)= qnS(J )+ O
(

qnz
Z

)
+ O(Z2)
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Taking z ≈ n/3 gives that for all J 6= 0 with deg J < n,

S(J ; n)= qnS(J )+ O(nq2n/3)

as claimed. �

Computing the variance. As described on page 389 of Section 5, we have a parti-
tion of the set Mn of monic polynomials of degree n as

Mn =
∐
A∈A

I(A; h)

where
A= {A = tn

+ an−1tn1 + · · ·+ ah+1th+1
: a j ∈ Fq}.

The mean value of N is, for n ≥ 2,

〈N 〉 =
1

#A

∑
A∈A

N (A)=
qh+1

ζ(2)
, n ≥ 2.

The variance is
VarN = 〈N 2

〉− 〈N 〉2. (A-19)

We have

〈N 2
〉 =

1
#A

∑
A∈A

∑
| f−A|≤qh

∑
|g−A|≤qh

µ2( f )µ2(g)

=
1

#A

∑
f ∈Mn

µ2( f )+
1

#A

∑
f 6=g

| f−g|≤qh

µ2( f )µ2(g)

= 〈N 〉+ qh+1
∑

06=J∈P≤h

1
qn

∑
f ∈Mn

µ2( f )µ2( f + J ).

We use Theorem A.2:∑
f ∈Mn

µ2( f )µ2( f + J )= qnS(J )+ O(nq2n/3), (A-20)

where

S(J )=
∏

P

(
1−

2
|P|2

) ∏
P2|J

|P|2− 1
|P|2− 2

= αs(J ) (A-21)

with

α =
∏

P

(
1−

2
|P|2

)
(A-22)



416 Jonathan P. Keating and Zeev Rudnick

and

s(J )=
∏
P2|J

|P|2− 1
|P|2− 2

.

This gives that

Var= 〈N 〉− 〈N 〉2+αqh+1
∑

06=J∈P≤h

s(J )+ O(H 2nq−n/3)

=
qh+1

ζ(2)
−

(
qh+1

ζ(2)

)2

+αqh+1(q − 1)
h∑

j=0

∑
J∈M j

s(J )+ O(H 2nq−n/3),

(A-23)
the last step using homogeneity: S(cJ )=S(J ), c ∈ F×q .

Computing
∑

J s(J). To evaluate the sum of s(J ) in (A-23), we form the gener-
ating series

F(u)=
∑

J monic

s(J )udeg J .

Since s(J ) is multiplicative, and s(Pk)= 1 if k = 0, 1, and s(Pk)= s(P2)=
|P|2−1
|P|2−2

if k ≥ 2, we find

F(u)=
∏

P

(
1+ udeg P

+ s(P2)
∑
k≥2

uk deg P
)

=

∏
P

(
1+ udeg P

+
|P|2− 1
|P|2− 2

u2 deg P

1− udeg P

)
= Z(u)

∏
P

(
1+

1
|P|2− 2

u2 deg P
)
,

with

Z(u)=
∏

P

(1− udeg P)−1
=

1
1− qu

.

We further factor

∏
P

(
1+

1
|P|2− 2

u2 deg P
)
= Z(u2/q2)

∏
P

(
1+

2u2 deg P
− u4 deg P

|P|2(|P|2− 2)

)
,

with the product absolutely convergent for |u|< q3/4.



Squarefree polynomials and Möbius values 417

We have
h∑

j=0

∑
J∈M j

s(J )=
1

2π i

∮
F(u)

1− u−(h+1)

u− 1
du

=
1

2π i

∮
F(u)

1
u− 1

du+
1

2π i

∮
F(u)

u−(h+1)

1− u
du, (A-24)

where the contour of integration is a small circle around the origin not including
any pole of F(u), say |u| = 1/q2, traversed counterclockwise.

The first integral is zero, because the integrand is analytic near u = 0. As for the
second integral, we shift the contour of integration to |u| = q3/4−δ, and obtain

1
2π i

∮
F(u)

u−(h+1)

1− u
du =− Res

u=1/q
−Res

u=1
− Res

u=±
√

q
+

1
2π i

∮
|u|=q3/4−δ

F(u)
u−(h+1)

1− u
du.

As h→∞, we may bound the integral around |u| = q3/4−δ by

1
2π i

∮
|u|=q3/4−δ

F(u)
u−(h+1)

1− u
du�q q−(3/4−δ)(h+1),

the implied constant depending on q.
The residue at u = 1/q gives

− Res
u=1/q

=
1

αζ(2)2
qh+1

(q − 1)

and hence its contribution to VarN is(
qh+1

ζ(2)

)2

, (A-25)

which exactly cancels out the term −〈N 〉2 in (A-23).
The residue at u = 1 gives

−Res
u=1

F(u)u−(h+1)

1− u
= F(1)=

1
1− q

∏
P

(
1+

1
|P|2− 2

)
=−

1
(q − 1)αζq(2)

(A-26)

and its contribution to VarN is

−
qh+1

ζq(2)
, (A-27)

which exactly cancels out the term 〈N 〉 in (A-23).
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The residue at u =+
√

q gives

− Res
u=+
√

q
=
βq

2α
q−

h
2−2

(1− q−3/2)(1− q−1/2)
, (A-28)

and the residue at u =−
√

q gives

− Res
u=−
√

q
=
βq

2α
(−1)h

q−
h
2−2

(1+ q−3/2)(1+ q−1/2)
,

with βq =
∏

P

(
1− 3
|P|2
+

2
|P|3

)
. Hence

− Res
u=+
√

q
− Res

u=−
√

q
=+

βq

α
q−

h
2−1

(
1+ q−2

) 1+(−1)h
2 + q−1/2

(
1+ q−1

) 1−(−1)h
2

(1− q−3)(q − 1)
.

Therefore we find

VarN =
βq

1− q−3 q(h+1)/2
×


1+ q−2

√
q

, h even

1+ q−1

q
, h odd

+ O
(

H 2n
qn/3

)
+ Oq(H 1/4+δ).

This concludes the proof of Theorem A.1.
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Equidistribution of values of linear forms
on a cubic hypersurface

Sam Chow

Let C be a cubic form with integer coefficients in n variables, and let h be the
h-invariant of C . Let L1, . . . , Lr be linear forms with real coefficients such that,
if α ∈ Rr

\ {0}, then α · L is not a rational form. Assume that h > 16+ 8r . Let
τ ∈ Rr , and let η be a positive real number. We prove an asymptotic formula for
the weighted number of integer solutions x ∈ [−P, P]n to the system C(x)= 0,
|L(x)− τ |< η. If the coefficients of the linear forms are algebraically indepen-
dent over the rationals, then we may replace the h-invariant condition with the
hypothesis n > 16+ 9r and show that the system has an integer solution. Finally,
we show that the values of L at integer zeros of C are equidistributed modulo 1
in Rr , requiring only that h > 16.

1. Introduction

Recently Sargent [2014] used ergodic methods to establish the equidistribution of
values of real linear forms on a rational quadric, subject to modest conditions. His
ideas stemmed from quantitative refinements [Dani and Margulis 1993; Eskin et al.
1998] of Margulis’ proof [1989] of the Oppenheim conjecture. Such techniques
do not readily apply to higher-degree hypersurfaces. Our purpose here is to use
analytic methods to obtain similar results on a cubic hypersurface.

Our first theorem is stated in terms of the h-invariant of a nontrivial rational cubic
form C in n variables, which is defined to be the least positive integer h such that

C(x)= A1(x)B1(x)+ · · ·+ Ah(x)Bh(x) (1-1)

identically, for some rational linear forms A1, . . . , Ah and some rational quadratic
forms B1, . . . , Bh . The h-invariant describes the geometry of the hypersurface
{C = 0}, and in fact n− h is the greatest affine dimension of any rational linear
space contained in this hypersurface (therefore 16 h 6 n).

MSC2010: primary 11D25; secondary 11D75, 11J13, 11J71, 11P55.
Keywords: diophantine equations, diophantine inequalities, diophantine approximation,

equidistribution.
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Theorem 1.1. Let C be a cubic form with integer coefficients in n variables, and
let h = h(C) be the h-invariant of C. Let L1, . . . , Lr be linear forms with real
coefficients in n variables such that, if α ∈Rr

\ {0}, then α · L is not a rational form.
Assume that

h > 16+ 8r. (1-2)

Let τ ∈ Rr and η > 0. Let

w(x)=
{

exp
(
−
∑

j6n 1/(1− x2
j )
)

if |x|< 1,
0 if |x|> 1,

(1-3)

and define the weighted counting function

Nw(P)=
∑

x∈Zn
:C(x)=0

and |L(x)−τ |<η

w(x/P).

Then
Nw(P)= (2η)rSχwPn−r−3

+ o(Pn−r−3) (1-4)
as P→∞, where

S=
∑
q∈N

q−n
∑

a mod q
(a,q)=1

∑
x mod q

eq(aC(x)) (1-5)

and
χw =

∫
Rr+1

∫
Rn
w(x)e(β0C(x)+α · L(x)) dx dβ0 dα. (1-6)

Further, we have Sχw > 0.

The condition that no form in the real pencil of the linear forms is rational cannot
be avoided, for if |L(x)− τ | < η, then |α · L(x)− α · τ | < η|α|, and the values
taken by a rational form at integer points are discrete. As a simple example, the
inequality ∣∣x1+ · · ·+ xn −

1
2

∣∣< 1
4

admits no integer solutions x.
We interpret Nw(P) as a weighted count for the number of integer solutions

x ∈ (−P, P)n to the system

C(x)= 0, |L(x)− τ |< η. (1-7)

The smooth weight function w(x) defined in (1-3) is taken from [Heath-Brown
1996]. Importantly, it has bounded support and bounded partial derivatives of all
orders. One advantage of the weighted approach is that it enables the use of Poisson
summation.

The singular series S may be interpreted as a product of p-adic densities of
points on the hypersurface {C = 0} [Birch 1962, §7]. Note that this captures the
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arithmetic of C but that no such arithmetic is present for the linear forms L1, . . . , Lr

since they are “irrational” in a precise sense.
The weighted singular integral χw arises naturally in our proof as the right-hand

side of (1-6). Using [Schmidt 1982b; 1985], we can interpret χw as the weighted real
density of points on the variety {C = L1 = · · · = Lr = 0}. For L > 0 and ξ ∈ R, let

ψL(ξ)= L ·max(0, 1− L|ξ |).
For ξ ∈ Rr+1, put

9L(ξ)=
∏
v6r+1

ψL(ξv).

With f = (C, L), set

IL( f )=
∫

Rn
w(x)9L( f (x)) dx,

and define
χw = lim

L→∞
IL( f ). (1-8)

We shall see that the limit (1-8) exists and that this definition is equivalent to the
analytic definition (1-6).

We may replace the condition on the h-invariant by a condition on the number
of variables, at the expense of assuming that the coefficients of the linear forms are
in “general position”.

Theorem 1.2. Let C be a cubic form with rational coefficients in n variables. Let
L1, . . . , Lr be linear forms in n variables with real coefficients that are algebraically
independent over Q. Assume that

n > 16+ 9r.

Let τ ∈ Rr and η > 0. Then there exists x ∈ Zn satisfying (1-7).

This algebraic independence condition is stronger than the real pencil condition
imposed on the linear forms in Theorem 1.1 — we show in Section 8 that the
algebraic independence condition in fact implies the real pencil condition. The
real pencil condition is probably sufficient, in truth; however, our proof relies on
algebraic independence.

The point of this work is to show that the zeros of a rational cubic form are, in
a strong sense, well distributed. Similar methods may be applied if C is replaced
by a higher-degree form; the simplest results would concern nonsingular forms of
odd degree. The unweighted analogue of the case r = 0 of Theorem 1.1 has been
solved, assuming only that h > 16; see remark (B) in the introduction of [Schmidt
1985]. For the case r = 0 of Theorem 1.2, we can choose x = 0 or note from
[Heath-Brown 2007] that fourteen variables suffice to ensure a nontrivial solution.
We shall assume throughout that r > 1.
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The fact that we have linear inequalities rather than equations does genuinely
increase the difficulty of the problem. For example, suppose we wished to nontriv-
ially solve the system of equations C = L1 = · · · = Lr = 0, where here the L i are
linear forms with rational coefficients; assume for simplicity that the L i are linearly
independent. Using the linear equations, we could determine r of the variables in
terms of the remaining n− r variables, and substituting into C(x)= 0 would yield
a homogeneous cubic equation in n− r variables. Thus, by [Heath-Brown 2007],
we could solve the system given n > 14+ r variables.

We use the work of Browning, Dietmann, and Heath-Brown [Browning et al.
2015] as a benchmark for comparison. Those authors investigate simultaneous
rational solutions to one cubic equation C = 0 and one quadratic equation Q = 0.
They establish the smooth Hasse principle under the assumption that

min(h(C), rank(Q))> 37.

We expect to do somewhat better when considering one cubic equation and one
linear inequality simultaneously, and we do. Substituting r = 1 into (1-2), we see
that we only require h(C) > 24.

To prove Theorem 1.1, we use the Hardy–Littlewood method [Vaughan 1997] in
unison with Freeman’s variant [2002] of the Davenport–Heilbronn method [1946].
The central objects to study are the weighted exponential sums

S(α0,α)=
∑
x∈Zn

w(x/P)e(α0C(x)+α · L(x)).

If |S(α0,α)| is substantially smaller than the trivial estimate O(Pn), then we may
adapt [Davenport and Lewis 1964, Lemma 4] to rationally approximate α0 (see
Section 2).

In Section 3, we use Poisson summation to approximately decompose our expo-
nential sum into archimedean and nonarchimedean components. In Section 4, we
use Heath-Brown’s first-derivative bound [1996, Lemma 10] and a classical pruning
argument [Davenport 2005, Lemma 15.1] to essentially obtain good simultaneous
rational approximations to α0 and α. In Section 5, we combine classical ideas with
Heath-Brown’s first-derivative bound to obtain a mean-value estimate of the correct
order of magnitude. In Section 6, we define our Davenport–Heilbronn arcs and in
particular use the methods of Bentkus, Götze, and Freeman [Bentkus and Götze
1999; Freeman 2002; Wooley 2003] to obtain nontrivial cancellation on the minor
arcs, thereby establishing the asymptotic formula (1-4). We complete the proof of
Theorem 1.1 in Section 7 by explaining why S and χw are positive. It is then that
we justify the interpretation of χw as a weighted real density.

We prove Theorem 1.2 in Section 8. By Theorem 1.1, it suffices to consider the
case where the h-invariant is not too large. With A1, . . . , Ah as in (1-1), we solve
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the system (1-7) by solving the linear system

A(x)= 0, |L(x)− τ |< η.

Since the h-invariant is not too large, this system has more variables than constraints
and can be solved using methods from linear algebra and diophantine approximation,
provided that the coefficients of L1, . . . , Lr are algebraically independent over Q.

In Section 9, we shall prove the following equidistribution result.

Theorem 1.3. Let C be a cubic form with rational coefficients in n variables,
let h = h(C) be the h-invariant of C , and assume that h > 16. Let r ∈ N, and
let L1, . . . , Lr be linear forms with real coefficients in n variables such that, if
α ∈ Rr

\ {0}, then α · L is not a rational form. Let

Z = {x ∈ Zn
: C(x)= 0},

and order this set by height |x|. Then the values of L(Z) are equidistributed
modulo 1 in Rr .

A little surprisingly, perhaps, we do not require h to grow with r . By a multi-
dimensional Weyl criterion [Cassels 1957, p. 66], it will suffice to investigate
Su(α0, k) for a fixed nonzero integer vector k, where

Su(α0,α)=
∑
|x|<P

e(α0C(x)+α · L(x))

is the unweighted analogue of S(α0,α). A simplification of the method employed
to prove Theorem 1.1 will complete the argument.

Rather than using the h-invariant, one could instead consider the dimension
of the singular locus of the affine variety {C = 0}, as in [Birch 1962]. Such an
analysis would imply results for arbitrary nonsingular cubic forms in sufficiently
many variables. These types of theorems are discussed in Section 10.

We adopt the convention that ε denotes an arbitrarily small positive number, so
its value may differ between instances. For x ∈ R and q ∈ N, we put e(x)= e2π i x

and eq(x) = e2π i x/q . Boldface will be used for vectors; for instance we shall
abbreviate (x1, . . . , xn) to x and define |x| = max(|x1|, . . . , |xn|). We will use
the unnormalized sinc function, given by sinc(x) = sin(x)/x for x ∈ R \ {0} and
sinc(0)= 1. For x ∈ R, we write ‖x‖ for the distance from x to the nearest integer.

We regard τ and η as constants. The word large shall mean in terms of C , L,
ε, and constants, together with any explicitly stated dependence. Similarly, the
implicit constants in Vinogradov’s and Landau’s notation may depend on C , L, ε,
and constants, and any other dependence will be made explicit. The pronumeral P
denotes a large positive real number. The word small will mean in terms of C ,
L, and constants. We sometimes use such language informally, for the sake of
motivation; we make this distinction using quotation marks.
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2. One rational approximation

First we use Freeman’s kernel functions [2002, §2.1] to relate Nw(P) to our expo-
nential sums S(α0,α). We shall define

T : [1,∞)→ [1,∞)

in due course. For now, it suffices to note that

T (P)6 P (2-1)

and that T (P)→∞ as P→∞. Put

L(P)=max(1, log T (P)), ρ = ηL(P)−1, (2-2)

and

K±(α)=
sin(παρ) sin(πα(2η± ρ))

π2α2ρ
. (2-3)

From [Freeman 2002, Lemma 1] and its proof, we have

K±(α)�min(1, L(P)|α|−2) (2-4)

and

06
∫

R

e(αt)K−(α) dα 6Uη(t)6
∫

R

e(αt)K+(α) dα 6 1, (2-5)

where

Uη(t)=
{

1 if |t |< η,
0 if |t |> η.

For α ∈ Rr , write
K±(α)=

∏
k6r

K±(αk). (2-6)

Let U be a unit interval, to be specified later. The inequalities (2-5) and the identity∫
U

e(αm) dα =
{

1 if m = 0,
0 if m ∈ Z \ {0}

(2-7)

now give
R−(P)6 Nw(P)6 R+(P),

where

R±(P)=
∫

Rr

∫
U

S(α0,α)e(−α · τ )K±(α) dα0 dα.

In order to prove (1-4), it therefore remains to show that

R±(P)= (2η)rSχwPn−r−3
+ o(Pn−r−3). (2-8)
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We shall in fact need to investigate the more general exponential sum

g(α0,λ)=
∑
x∈Zn

w(x/P)e(α0C(x)+λ · x).

We note at once that
S(α0,α)= g(α0,3α),

where
L i (x)= λi,1x1+ · · ·+ λi,nxn (16 i 6 r) (2-9)

and

3=

λ1,1 · · · λr,1
...

...

λ1,n · · · λr,n

 . (2-10)

Fix a large positive constant C1.

Lemma 2.1. If 0< θ < 1 and

|g(α0,λ)|> Pn−(h/4)θ+ε,

then there exist relatively prime integers q and a satisfying

16 q 6 C1 P2θ , |qα0− a|< P2θ−3. (2-11)

The same is true if we replace g(α0,λ) by

gu(α0,λ) :=
∑
|x|<P

e(α0C(x)+λ · x) (2-12)

or by ∑
16x1,...,xn6P

e(α0C(x)+λ · x).

Proof. Our existence statement is a weighted analogue of [Davenport and Lewis
1964, Lemma 4]. One can follow [loc. cit., §3], mutatis mutandis. The only change
required is in proving the analogue of [loc. cit., Lemma 1]. Weights are introduced
into the linear exponential sums that arise from Weyl differencing, but these weights
are easily handled using partial summation. Our final statement holds with the same
proof: one imitates [loc. cit., §3]. �

For θ ∈ (0, 1), q ∈ N, and a ∈ Z, let Nq,a(θ) be the set of (α0,α) ∈ U × Rr

satisfying (2-11), and let N(θ) be the union of the sets Nq,a(θ) over relatively
prime q and a. This union is disjoint if θ < 3

4 . Indeed, suppose we have (2-11)
for some relatively prime integers q and a and that we also have relatively prime
integers q ′ and a′ satisfying

16 q ′� P2θ , |q ′α0− a′|< P2θ−3.
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The triangle inequality then yields

|a/q − a′/q ′|< P2θ−3(1/q + 1/q ′) < 1/(qq ′)

as P is large. Hence, a/q = a′/q ′, so a′ = a and q ′ = q.
We prune our arcs using the well known procedure in [Davenport 2005, Lemma

15.1]. Fix a small positive real number δ. The following corollary shows that we
may restrict attention to N(1

2 − δ).

Corollary 2.2. We have∫
U×Rr\N(1/2−δ)

|S(α0,α)K±(α)| dα0 dα = o(Pn−r−3).

Proof. Choose real numbers ψ1, . . . , ψt−1 such that

1
2 − δ = ψ0 <ψ1 < · · ·<ψt−1 <ψt = 0.8.

Dirichlet’s approximation theorem [Vaughan 1997, Lemma 2.1] implies N(ψt)=

U ×Rr . Let U be an arbitrary unit hypercube in r dimensions, and put U =U ×U.
Since

meas(N(θ)∩U)� P4θ−3,

Lemma 2.1 gives∫
(N(ψg)\N(ψg−1))∩U

|S(α0,α)| dα0 dα� P4ψg−3+n−hψg−1/4+ε (16 g 6 t).

This is O(Pn−r−3−ε) if ψg−1/ψg ' 1 since ψg−1 >
1
2 − δ and h > 17+ 8r . Thus,

we can choose ψ1, . . . , ψt−1 with t � 1 satisfactorily to ensure that∫
U\N(1/2−δ)

|S(α0,α)| dα0 dα� Pn−r−3−ε.

The desired inequality now follows from (2-1), (2-2), (2-4), and (2-6). �

Thus, to prove (2-8) and hence (1-4), it remains to show that∫
N( 1

2−δ)

S(α0,α)e(−α ·τ )K±(α) dα0 dα= (2η)rSχwPn−r−3
+o(Pn−r−3). (2-13)

3. Poisson summation

Put
α0 =

a
q
+β0, λ= q−1a+β, (3-1)

where q > 1 and a are relatively prime integers and where a ∈ Zn . By periodicity,

g(α0,λ)=
∑

y mod q

eq(aC( y)+ a · y)I y(q, β0,β),
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where
I y(q, β0,β)=

∑
x≡ y mod q

w(x/P)e(β0C(x)+β · x).

Since

I y(q, β0,β)=
∑
z∈Zn

w
( y+ q z

P

)
e(β0C( y+ q z)+β · ( y+ q z)),

Poisson summation yields

I y(q, β0,β)=
∑
c∈Zn

∫
Rn
w
( y+ q z

P

)
e(β0C( y+ q z)+β · ( y+ q z)− c · z) dz.

Changing variables now gives

I y(q, β0,β)= (P/q)n
∑
c∈Zn

eq(c · y)I (P3β0, P(β − c/q)),

where

I (γ0, γ )=

∫
Rn
w(x)e(γ0C(x)+ γ · x) dx. (3-2)

Write
Sq,a,a =

∑
y mod q

eq(aC( y)+ a · y), (3-3)

and let
g0(α0,λ)= (P/q)n Sq,a,a I (P3β0, Pβ)

be the c= 0 contribution to g(α0,λ). Then

g(α0,λ)− g0(α0,λ)= (P/q)n
∑
c6=0

Sq,a,a+c I (P3β0, P(β − c/q)). (3-4)

We shall bound the right-hand side from above, in the case where we have (2-11) and
|β|6 1/(2q). For future reference, we note that specializing (q, a, a)= (1, 0, 0)
in (3-4) gives

g(α0,λ)− Pn I (P3α0, Pλ)= Pn
∑
c6=0

I (P3α0, Pλ− Pc). (3-5)

We bound Sq,a,a by imitating [Davenport 2005, Lemma 15.3].

Lemma 3.1. Let q > 1 and a be relatively prime integers, and let ψ > 0. Then

Sq,a,a�ψ qn−h/8+ψ . (3-6)

Proof. Suppose for a contradiction that q is large in terms of ψ and

|Sq,a,a|> qn−h/8+ψ .
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Recall that
Sq,a,a =

∑
16y1,...,yn6q

eq(aC( y)+ a · y).

We may assume without loss thatψ<1. By Lemma 2.1, with P=q and θ= 1
2−ψ/n,

there exist s, b ∈ Z such that

16 s < q, |sa/q − b|< q−1.

Now b/s = a/q , which is impossible because (a, q)= 1 and 16 s < q . �

Let c ∈ Zn
\ {0}, and suppose we have (2-11) for some θ ∈ (0, 1

2 − δ] and some
relatively prime q, a ∈Z. Define a j by rounding qλ j to the nearest integer, rounding
down if qλ j is half of an odd integer (16 j 6 n). Since |c|/q > 1/q > 2|β|,

|P(β − c/q)| � P|c|/q � P/q � P3+2δ
|β0|.

Now [Heath-Brown 1996, Lemma 10] gives

I (P3β0, P(β − c/q))� (P|c|/q)−n−ε. (3-7)

By (3-4), (3-6), and (3-7),

g(α0,λ)− g0(α0,λ)� P−εqn+2ε−h/8
� qn−h/8+ε. (3-8)

Let U be an arbitrary unit hypercube in r dimensions, and put U =U ×U. With
θ = 1

2 − δ, we now have∫
N(θ)∩U

|S(α0,α)− S0(α0,α)| dα0 dα�
∑

q6C1 P2θ

qn−h/8+εP2θ−3,

where for (α0,α) ∈Nq,a(θ) with (a, q)= 1 we have written

S0(α0,α)= g0(α0,3α).

Hence,∫
N(θ)∩U

|S(α0,α)− S0(α0,α)| dα0 dα� P4θ−3(P2θ )n−h/8+ε
� Pn−r−3−ε

since h > 17+ 8r . The bounds (2-1), (2-2), (2-4), and (2-6) now yield∫
N(θ)
|S(α0,α)− S0(α0,α)| · |K±(α)| dα0 dα = o(Pn−r−3).

Thus, to prove (2-13) and hence (1-4), it suffices to show that∫
N( 1

2−δ)

S0(α0,α)e(−α ·τ )K±(α) dα0 dα= (2η)rSχwPn−r−3
+o(Pn−r−3). (3-9)
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4. More rational approximations

For θ ∈ (0, 1
2 ] and integers q, a, a1, . . . , an , let Rq,a,a(θ) denote the set of (α0,α)∈

U ×Rr satisfying

|qα0− a|< P2θ−3, |q3α− a|< P (2+δ)θ−1, (4-1)

and let R(θ) be the union of the sets Rq,a,a(θ) over integers q, a, a1, . . . , an satis-
fying

16 q 6 C1 P2θ , (a, q)= 1. (4-2)

Note that this union is disjoint if θ < (2+δ)−1. Let U be an arbitrary unit hypercube
in r dimensions, and put U =U ×U. Then

meas(R(θ)∩U)� P4θ−3−r+(2+δ)θr

since our hypothesis on L implies that 3 has r linearly independent rows.
Fix a small positive real number θ0. The following lemma shows that we may

restrict attention to R(θ0).

Lemma 4.1. We have∫
N(1/2−δ)\R(θ0)

|S0(α0,α)K±(α)| dα0 dα = o(Pn−r−3).

Proof. Note that N( 1
2 − δ)⊆N( 1

2)=R( 1
2). Let

(α0,α) ∈N(
1
2 − δ)∩R(θg) \R(θg−1)

for some g ∈ {1, 2, . . . , t}, where

0< θ0 < θ1 < · · ·< θt =
1
2 .

First suppose that |S(α0,α)|> Pn−hθg−1/4+ε. By Lemma 2.1, there exist relatively
prime integers q and a satisfying

16 q 6 C1 P2θg−1, |qα0− a|< P2θg−1−3.

Let β0, a, and β be as in Section 3, with λ = 3α. Since (α0,α) /∈ R(θg−1), we
must have q|β|> P (2+δ)θg−1−1. Now

P|β| � q−1 P (2+δ)θg−1 � Pδθg−1 P3
|β0|,

so [Heath-Brown 1996, Lemma 10] yields

I (P3β0, Pβ)�N (q−1 P (2+δ)θg−1)−N
� P−Nδθg−1

for any N > 0. Choosing N large now gives S0(α0,α)� 1.
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Now suppose instead that |S(α0,α)|< Pn−hθg−1/4+ε. As (α0,α)∈N(
1
2−δ), there

exist relatively prime integers q and a such that (α0,α) ∈Nq,a(
1
2 − δ). From (3-8),

S(α0,α)− S0(α0,α)� qn−h/8+ε
� Pn−h/8,

and now the triangle inequality yields

S0(α0,α)�max(Pn−hθg−1/4+ε, Pn−h/8)= Pn−hθg−1/4+ε. (4-3)

The bound (4-3) is valid in both cases, so∫
|S0(α0,α)| dα0 dα� P4θg−3−r+(2+δ)θgr Pn−hθg−1/4+ε,

where the integral is over N( 1
2 − δ)∩ U ∩R(θg) \R(θg−1). The right-hand side

is O(Pn−r−3−ε) if θg/θg−1 ' 1 since h > 17 + 8r . We can therefore choose
θ1, . . . , θt−1 with t � 1 satisfactorily to ensure that∫

U∩N(1/2−δ)\R(θ0)

|S0(α0,α)| dα0 dα� Pn−r−3−ε.

The desired inequality now follows from (2-1), (2-2), (2-4), and (2-6). �

Thus, to prove (3-9) and hence (1-4), it suffices to show that∫
R

S0(α0,α)e(−α · τ )K±(α) dα0 dα = (2η)rSχwPn−r−3
+ o(Pn−r−3), (4-4)

where now and henceforth we write

R=RP =R(θ0), R(q, a, a)=Rq,a,a(θ0).

We now choose our unit interval

U = (P2θ0−3, 1+ P2θ0−3
]. (4-5)

This choice ensures that, if the conditions (4-1) and (4-2) hold with θ = θ0 for some
(α0,α) ∈ R×Rr , then α0 ∈U if and only if 16 a 6 q. In particular, the set R is
the disjoint union of the sets R(q, a, a) over integers q, a, a1, . . . , an satisfying

16 a 6 q 6 C1 P2θ0, (a, q)= 1. (4-6)

5. A mean-value estimate

We begin by bounding I (γ0, γ ). In light of (3-5), the first step is to bound g(α0,λ).

Lemma 5.1. Let ξ be a small positive real number. Let α0 ∈ R and λ ∈ Rn with
|α0|< P−3/2. Then

g(α0,λ)� Pn+ξ (P3
|α0|)

−h/8
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and

gu(α0,λ)� Pn+ξ (P3
|α0|)

−h/8,

where gu(α0,λ) is given by (2-12).

Proof. This follows from the argument of the corollary to [Birch 1962, Lemma 4.3],
using Lemma 2.1. �

Lemma 5.2. We have

I (γ0, γ )�
1

1+ (|γ0| + |γ |)h/8−ε
. (5-1)

Proof. As I (γ0, γ )� 1, we may assume that |γ0| + |γ | is large. From (3-5),

I (γ0, γ )= P−ng(γ0/P3, γ /P)−
∑
c6=0

I (γ0, γ − Pc).

Since I (γ0, γ ) is independent of P , we are free to choose P = (|γ0| + |γ |)
n . By

Lemma 5.1 and [Heath-Brown 1996, Lemma 10], we now have

I (γ0, γ )� Pε/n
|γ0|
−h/8
=
(|γ0| + |γ |)

ε

|γ0|h/8
. (5-2)

Let C2 be a large positive constant. If |γ | > C2|γ0|, then [Heath-Brown 1996,
Lemma 10] yields I (γ0, γ )�N |γ |

−N
�N (|γ0| + |γ |)

−N for any N > 0 while, if
|γ |< C2|γ0|, then (5-2) gives

I (γ0, γ )� (|γ0| + |γ |)
ε−h/8.

The latter bound is valid in either case. As |γ0|+|γ | is large, our proof is complete.
�

We now have all of the necessary ingredients to obtain a mean-value estimate of
the correct order of magnitude. Let U be an arbitrary unit hypercube in r dimensions,
and put U =U ×U. Let V ⊆ {1, 2, . . . , n} index r linearly independent rows of 3.
When (α0,α) ∈R(q, a, a) and (a, q)= 1, write

F(α0,α)= F(α0,α; P)=
∏
v6n

(q + P|qλv − av|)−1,

where λ=3α. As h/8> r + 2, Lemmas 3.1 and 5.2 imply that

S0(α0,α)F(α0,α)
−ε

� Pnq−r−2−ε(1+ P3
|α0− a/q|)−1−ε

∏
v∈V

(1+ P|λv − av/q|)−1−ε.



434 Sam Chow

For each q, we can choose from O(qr+1) values of a and av (v ∈ V ) for which
R(q, a, a)∩U is nonempty. Thus, an invertible change of variables gives∫
R∩U
|S0(α0,α)|F(α0,α)

−ε dα0 dα

� Pn
∑
q∈N

q−1−ε
∫

R

(1+ P3
|β0|)

−1−ε dβ0 ·

∫
Rr

∏
j6r

(1+ P|α′j |)
−1−ε dα′

� Pn−r−3. (5-3)

Positivity has permitted us to complete the summation and the integrals to infinity
for an upper bound.

6. The Davenport–Heilbronn method

In this section, we specify our Davenport–Heilbronn dissection and complete the
proof of (1-4). The bound (5-3) will suffice on the Davenport–Heilbronn major and
trivial arcs, but on the minor arcs, we shall need to bound F(α0,α) nontrivially.
Using the methods of Bentkus, Götze, and Freeman, as exposited in [Wooley 2003,
Lemmas 2.2 and 2.3], we will show that F(α0,α) = o(1) in the case that |α| is
of “intermediate” size. The success of our endeavor depends crucially on our
irrationality hypothesis for L.

In order for the argument to work, we need to essentially replace F with a
function F defined on Rr . For α ∈Rr , let F(α; P) be the supremum of the quantity∏

v6n

(q + P|qλv − av|)−1

over q ∈ N and a ∈ Zn , where λ=3α. Note that, if (α0,α) ∈RP , then

F(α0,α; P)6 F(α; P). (6-1)

Moreover, since 3 has full rank, we have

|α| � |3α| � |α|. (6-2)

Lemma 6.1. Let 0< V 6W . Then

sup
V6|3α|6W

F(α; P)→ 0 (P→∞). (6-3)

Proof. Suppose for a contradiction that (6-3) is false. Then there exist ψ > 0 and

(α(m), Pm, qm, a(m)) ∈ Rr
×[1,∞)×N×Zn (m ∈ N)

such that the sequence (Pm) increases monotonically to infinity and such that, if
m ∈ N, then
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(i) V 6 |λ(m)|6W ,

(ii)
∏
v6n

(qm + Pm |qmλ
(m)
v − a(m)v |) < ψ

−1, (6-4)

where λ(m) = 3α(m) (m ∈ N). Now qm < ψ
−1
� 1, so |a(m)| � 1. In particular,

there are only finitely many possible choices for (qm, a(m)), so this pair must take a
particular value infinitely often, say (q, a).

From (6-4), we see that qλ(m) converges to a on a subsequence. The sequence
(|α(m)|)m is bounded, so by compactness, we know that α(m) converges to some
vector α on a subsubsequence. Therefore, q3α = a and in particular 3α is a
rational vector, so α · L is a rational form. Note that α 6= 0 since |α(m)| � 1. This
contradicts our hypothesis on L, thereby establishing (6-3). �

Corollary 6.2. Let θ be a small positive real number. Then there exists a function
T : [1,∞)→[1,∞), increasing monotonically to infinity, such that T (P)6 Pθ and

sup
Pθ−16|3α|6T (P)

F(α; P)6 T (P)−1. (6-5)

Proof. Lemma 6.1 yields a sequence (Pm) of large positive real numbers such that

sup
1/m6|3α|6m

F(α; Pm)6 1/m.

We may assume that this sequence is increasing and that Pθm > m (m ∈N). Define
T (P) by T (P) = 1 (1 6 P 6 P1) and T (P) = m (Pm 6 P < Pm+1). Note that
T (P)6 Pθ and that T (P) increases monotonically to infinity. Now

sup
T (P)−16|3α|6T (P)

F(α; P)6 T (P)−1,

for if P > Pm , then F(α; P)6 F(α; Pm).
The inequality (6-5) plainly holds if P 6 P1. Thus, it remains to show that, if P

is large and
|3α|< T (P)−1 < F(α; P), (6-6)

then |3α|< Pθ−1. Suppose we have (6-6), with P large. Writing λ=3α, we have∏
v6n

(q + P|qλv − av|) < T (P)

for some q ∈ N and some a ∈ Zn . Now q < T (P)1/n and

|qλ− a|< T (P)/P,

so the triangle inequality and (6-6) give

|a|< T (P)/P + T (P)1/n−1 < 1.
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Therefore, a = 0, and so

|3α|6 |qλ|< T (P)/P 6 Pθ−1,

completing the proof. �

Let C3 be a large positive constant. Let T (P) be as in Corollary 6.2 with θ = δ2θ0.
We define our Davenport–Heilbronn major arc by

M= {(α0,α) ∈ R×Rr
: |α|< C3 Pδ

2θ0−1
},

our minor arcs by

m= {(α0,α) ∈ R×Rr
: C3 Pδ

2θ0−1 6 |α|6 C−1
3 T (P)},

and our trivial arcs by

t= {(α0,α) ∈ R×Rr
: |α|> C−1

3 T (P)}.

It follows from (6-1), (6-2), and (6-5) that

sup
R∩m

F(α0,α)6 T (P)−1. (6-7)

Let U be an arbitrary unit hypercube in r dimensions, and put U =U ×U. By
(5-3) and (6-7), ∫

R∩m∩U
|S0(α0,α)| dα0 dα� T (P)−εPn−r−3.

Now (2-2), (2-4), and (2-6) yield∫
R∩m
|S0(α0,α)K±(α)| dα0 dα = o(Pn−r−3). (6-8)

Note that
0< F(α0,α)6 1. (6-9)

Together with (2-2), (2-4), (2-6), and (5-3), this gives∫
R∩t
|S0(α0,α)K±(α)| dα0 dα� Pn−r−3L(P)r

∞∑
n=0

(C−1
3 T (P)+ n)−2

� Pn−r−3L(P)r T (P)−1
= o(Pn−r−3). (6-10)

Coupling (6-8) with (6-10) yields∫
R\M
|S0(α0,α)K±(α)| dα0 dα = o(Pn−r−3).

Recall that to show (1-4) it remains to establish (4-4). Defining

S1 =

∫
R∩M

S0(α0,α)e(−α · τ )K±(α) dα0 dα,
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it now suffices to prove that

S1 = (2η)rSχwPn−r−3
+ o(Pn−r−3).

By (2-3),
K±(α)= (2η± ρ) · sinc(παρ) · sinc(πα(2η± ρ)).

Now (2-1), (2-2), and the Taylor expansion of sinc( · ) yield

K±(α)= 2η+ O(L(P)−1) (|α|< P−1/2).

Substituting this into (2-6) shows that, if (α0,α) ∈M, then

K±(α)= (2η)r + O(L(P)−1). (6-11)

Moreover, it follows from (5-3) and (6-9) that∫
R∩M
|S0(α0,α)| dα0 dα� Pn−r−3. (6-12)

From (6-11) and (6-12), we infer that

S1 = (2η)r
∫
R∩M

S0(α0,α)e(−α · τ ) dα0 dα+ o(Pn−r−3).

Thus, to prove (1-4), it remains to show that

S2 =SχwPn−r−3
+ o(Pn−r−3), (6-13)

where

S2 =

∫
R∩M

S0(α0,α)e(−α · τ ) dα0 dα.

For q ∈N and a ∈ {1, 2, . . . , q}, let X (q, a) be the set of (α0,α)∈R×Rr satisfying

q 6 C1 P2θ0, |qα0− a|< P2θ0−3.

Lemma 6.3. Assume (4-6). Then R(q, a, 0)∩M= X (q, a)∩M.

Proof. As R(q, a, 0) ⊆ X (q, a), we have R(q, a, 0)∩M ⊆ X (q, a)∩M. Next,
suppose that (α0,α) ∈ X (q, a)∩M. Then |α|< C3 Pδ

2θ0−1, so

|3α| � Pδ
2θ0−1.

Now |q3α| � P (2+δ
2)θ0−1, and in particular, we have (4-1) with θ = θ0 and a = 0.

Thus, we have (α0,α) ∈R(q, a, 0), and plainly (α0,α) ∈M. �

Note also that, if (α0,α) ∈R∩M, then (α0,α) ∈R(q, a, 0) for some q, a ∈ Z

satisfying (4-6). Indeed, if (α0,α)∈R(q, a, a)∩M for some q , a, and a satisfying
(4-6), then the triangle inequality implies that a = 0. By Lemma 6.3, we conclude
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that R∩M is the disjoint union of the sets X (q, a)∩M over q, a∈Z satisfying (4-6).
Put

V (q)= [−q−1 P2θ0−3, q−1 P2θ0−3
] (q ∈ N)

and
W = [−C3 Pδ

2θ0−1,C3 Pδ
2θ0−1
]
r .

Now

S2 =
∑

q6C1 P2θ0

q∑
a=1

(a,q)=1

∫
V (q)×W

fq,a(β0,α)e(−α · τ ) dβ0 dα,

where
fq,a(β0,α)= (P/q)n Sq,a,0 I (P3β0, P3α). (6-14)

To prove (6-13), we complete the integrals and the outer sum to infinity. In light
of (1-2), it follows from Lemmas 3.1 and 5.2 that, if (a, q)= 1, then

fq,a(β0,α)� Pnq−3(1+ P3
|β0|)

−1−ε
∏
v∈V

(1+ P|λv|)−1−ε, (6-15)

where V is as in Section 5 and λ=3α. Let

S3 =
∑

q6C1 P2θ0

q∑
a=1

(a,q)=1

∫
R×W

fq,a(β0,α)e(−α · τ ) dβ0 dα.

By (6-15) and an invertible change of variables,

S2− S3� Pn
∑
q∈N

q−3
q∑

a=1
(a,q)=1

∫
∞

q−1 P2θ0−3
(P3β0)

−1−ε dβ0

∫
Rr

∏
v∈V

(1+ P|λv|)−1−ε dλV

= o(Pn−r−3), (6-16)

where λV = (λv)v∈V .
Let

S4 =
∑

q6C1 P2θ0

q∑
a=1

(a,q)=1

∫
Rr+1

fq,a(β0,α)e(−α · τ ) dβ0 dα.

By (6-15) and an invertible change of variables,

S3− S4� Pn
∑
q∈N

q−3
q∑

a=1
(a,q)=1

∫
R

(1+ P3
|β0|)

−1−ε dβ0

∫ ∏
j6r

(1+ P|α′j |)
−1−ε dα′.

Here the inner integral is over α′ ∈ Rr such that 3−1
V α′ /∈ W , where 3V is the
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submatrix of 3 determined by taking rows indexed by V . With c a small positive
constant, we now have

S3− S4� Pn−r−2
∫
∞

cPδ2θ0−1
(Pα)−1−ε dα = o(Pn−r−3). (6-17)

Let

S5 =
∑
q∈N

q∑
a=1

(a,q)=1

∫
Rr+1

fq,a(β0,α)e(−α · τ ) dβ0 dα.

By (6-15) and an invertible change of variables,

S4− S5� Pn
∑

q>C1 P2θ0

q−3
q∑

a=1
(a,q)=1

∫
R

(1+P3
|β0|)

−1−ε dβ0

∫
Rr

∏
j6r

(1+P|α′j |)
−1−ε dα′

� Pn−r−3
∑

q>C1 P2θ0

q−2
= o(Pn−r−3). (6-18)

In view of (1-5), (3-3), and (6-14),

S5 = PnS

∫
Rr+1

e(−α · τ )I (P3β0, P3α) dβ0 dα.

Changing variables yields

S5 = Pn−r−3S

∫
Rr+1

e(−P−1α · τ )I (β0,3α) dβ0 dα. (6-19)

By (1-6) and (3-2),

χw =

∫
Rr+1

I (β0,3α) dβ0 dα.

As h > 17+ 8r , the bounds (5-1) and

e(−P−1α · τ )− 1� P−1
|α|

imply that ∫
Rr+1

e(−P−1α · τ )I (β0,3α) dβ0 dα = χw + O(P−1).

Substituting this into (6-19) yields

S5 = Pn−r−3Sχw + o(Pn−r−3).

Combining this with (6-16), (6-17), and (6-18) yields (6-13), completing the proof
of (1-4).



440 Sam Chow

7. Positivity of the singular series and singular integral

In this section, we confirm that S> 0 and χw > 0, thereby completing the proof
of Theorem 1.1. Since S is the singular series associated to the cubic form C , its
positivity is already well understood. Davenport [1959, §7] showed the sufficiency
of a certain p-adic solubility property, invariant under equivalence (invertible change
of basis). He also showed that any cubic form that is nondegenerate in at least ten
variables has this property [Davenport 1959, Lemma 2.8]. If C is degenerate, then
it is equivalent to a cubic form C∗ in which n1 6 n− 1 variables appear explicitly
so that h(C∗)6 n1 and we may repeat the argument. Since h(C)> 25, and since
the h-invariant is invariant under equivalence, we conclude that S> 0.

For positivity of the singular integral, we begin by establishing the equivalence
of the definitions (1-6) and (1-8). Lemma 5.2 provides the appropriate analogy to
[Schmidt 1982b, Lemma 11]. Thus, following Chapter 11 therein shows that the
two definitions are equivalent.

We now work with the definition (1-8). We claim that IL( f )�1. Sincew(x)�1
for x ∈ B :=

{
x ∈ Rn

: |x|6 1
2

}
, it suffices to show that∫

B
9L( f (x)) dx� 1. (7-1)

Define a real manifold

M= {C = L1 = · · · = Lr = 0} ⊆ Rn.

All of our forms have odd degree, so M∩ A 6= {0} for every (r + 2)-dimensional
subspace A of Rn . Thus, by [Schmidt 1982a, Lemma 1], dim(M)> n−r−1. The
argument of [Schmidt 1982b, Lemma 2] now confirms (7-1), thereby establishing
the positivity of χw. This completes the proof of Theorem 1.1.

8. A more general result

In this section, we prove Theorem 1.2. We begin by establishing that, if α ∈Rr
\{0},

then α · L is not a rational form. Suppose that α · L is a rational form, for some
α ∈ Rr . Then 3α = q for some q ∈Qn , where 3 is given by (2-10). Note that 3
has full rank since its entries are algebraically independent over Q and its r × r
minors are nontrivial integer polynomials in these entries. It therefore follows from
3α= q that α1, . . . , αr are rational functions in the entries of 3V over Q, where V
is as in Section 5 and 3V is the submatrix of 3 determined by taking rows indexed
by V . Let i ∈ {1, 2, . . . , n} \ V , and consider the equation

α1λ1,i +αrλr,i = qi . (8-1)

Since α1, . . . , αr are rational functions in the entries of 3V over Q, (8-1) and the
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algebraic independence of the entries of 3 necessitate that α = 0. We conclude
that, if α ∈ Rr

\ {0}, then α · L is not a rational form.
By rescaling if necessary, we may assume that C has integer coefficients. By

Theorem 1.1, we may now assume that h 6 16+ 8r , and so n− h > r . Write

C = A1 B1+ · · ·+ Ah Bh,

where A1, . . . , Ah are rational linear forms and B1, . . . , Bh are rational quadratic
forms. The vector space defined by

A1 = · · · = Ah = 0

has a rational subspace of dimension n − h, by the rank-nullity theorem. Let
z1, . . . , zn−h be linearly independent integer points in this subspace. Define

L ′i ( y)= L i (y1z1+ · · ·+ yn−h zn−h) (16 i 6 r).

We seek to show that L′(Zn−h) is dense in Rr . Writing z j = (z j,1, . . . , z j,n)

(16 j 6 n− h) and recalling (2-9),

L ′i ( y)=
∑

j6n−h

λ′i, j y j ,

where
λ′i, j =

∑
k6n

λi,kz j,k (16 i 6 r, 16 j 6 n− h).

Lemma 8.1. The λ′i, j are algebraically independent over Q.

Proof. Extend z1, . . . , zn−h to a basis z1, . . . , zn for Qn , and define

λ′i, j =
∑
k6n

λi,kz j,k (16 i 6 r, n− h < j 6 n).

We now have an invertible rational matrix

Z =

z1,1 · · · z1,n
...

...

zn,1 · · · zn,n

 ,
where z j = (z j,1, . . . , z j,n) (16 j 6 n). Put

3′ =

λ
′

1,1 · · · λ
′

r,1
...

...

λ′1,n · · · λ
′
r,n

 ,
and note that 3′ = Z3.
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We shall prove, a fortiori, that the entries of 3′ are algebraically independent
over Q. Let P ′ be a rational polynomial in rn variables such that P ′(3′) = 0.
Define a rational polynomial P in rn variables by

P(4)= P ′(Z4), 4 ∈Matn×r .

Now
P(3)= P ′(Z3)= P ′(3′)= 0,

so the algebraic independence of the entries of3 forces P to be the zero polynomial.
Since

P ′(4)= P(Z−14)

identically, the polynomial P ′ must also be trivial. �

Thus, the entries of the matrix

A =

λ
′

1,1 · · · λ
′

1,n−h
...

...

λ′r,1 · · · λ
′

r,n−h


are algebraically independent over Q, and we seek to show that

{Ax : x ∈ Zn−h
}

is dense in Rr . We put A in the form (I |3′′), where I is the r × r identity matrix
and 3′′ is an r × (n− h− r) matrix, by the following operations.

(i) Divide the top row by A11 so that now A11 = 1.

(ii) Subtract multiples of the top row from other rows so that

A21 = · · · = Ar1 = 0.

(iii) Proceed similarly for columns 2, 3, . . . , r .

It suffices to show that the image of Zn−h under left multiplication by (I |3′′)
is dense in Rr .

Lemma 8.2. The entries of 3′′ are algebraically independent over Q.

Proof. After step (i), the entries of A other than the top-left entry are algebraically
independent. Indeed, suppose

P
(

A12

A11
, . . . ,

A1,n−h

A11
, (Ai j ) 26i6r

16 j6n−h

)
= 0

for some polynomial P with rational coefficients, where the Ai j are the entries
of A prior to step (i). For some t ∈N, we can multiply the left-hand side by At

11 to
obtain a polynomial P∗ in (Ai j ) 16i6r

16 j6n−h
with rational coefficients. The algebraic
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independence of the Ai j implies that P∗ is the zero polynomial, and so P must also
be the zero polynomial.

After step (ii), the entries of A excluding the first column are algebraically
independent. Indeed, suppose

P
(

A12, . . . , A1,n−h, (Ai j − Ai1 A1 j ) 26i6r
26 j6n−h

)
= 0

for some polynomial P with rational coefficients, where the Ai j are the entries of A
prior to step (ii). The left-hand side may be regarded as a polynomial P∗ in the Ai j

((i, j) 6= (1, 1)). The algebraic independence of the Ai j ((i, j) 6= (1, 1)) implies
that P∗ is the zero polynomial, and so P must also be the zero polynomial.

We may now ignore column 1 and deal with columns 2, 3, . . . , r similarly. �

Next, consider the forms L ′′1, . . . , L ′′r given by

L ′′i (x)= µi,1x1+ · · ·+µi,n−h−r xn−h−r (16 i 6 r),

where µi, j =3
′′

i j (16 i 6 r , 16 j 6 n−h−r ). It remains to show that L′′(Zn−h−r )

is dense modulo 1 in Rr . We shall in fact establish equidistribution modulo 1 of the
values of L′′(Nn−h−r ).

For this, we use a multidimensional Weyl criterion [Cassels 1957, p. 66]. With
m = n− h− r , we need to show that, if h ∈ Zr

\ {0}, then

P−m
∑

x1,...,xm6P

e(h · L′′(x))→ 0

as P→∞. The summation equals∏
j6m

∑
x j6P

e
(

x j

∑
i6r

hiµi, j

)
,

so it suffices to show that ∑
i6r

hiµi,1 /∈Q.

This follows from the algebraic independence of the µi, j , so we have completed
the proof of Theorem 1.2.

9. Equidistribution

In this section, we prove Theorem 1.3. Let k be a fixed nonzero integer vector in r
variables. By a multidimensional Weyl criterion [Cassels 1957, p. 66], we need to
show that

Nu(P)−1
∑
|x|<P

C(x)=0

e(k · L(x))→ 0
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as P→∞, where

Nu(P)= #{x ∈ Zn
: |x|< P, C(x)= 0}.

It is known that Pn−3
� Nu(P)� Pn−3; see remark (B) in the introduction of

[Schmidt 1985]. Thus, it remains to show that∑
|x|<P

C(x)=0

e(k · L(x))= o(Pn−3). (9-1)

Let θ0 be a small positive real number, and let U be as in (4-5). By rescaling if
necessary, we may assume that C has integer coefficients. By (2-7), the left-hand
side of (9-1) is equal to ∫

U
Su(α0, k) dα0,

where Su( · , · ) is as defined in the introduction. Recall (2-9) and (2-10). Note that

Su(α0, k)= gu(α0,λ
∗),

where gu( · , · ) is as defined in (2-12) and λ∗ =3k ∈ Rn is fixed.
For q ∈ N and a ∈ Z, let N′(q, a) be the set of α0 ∈U such that

|qα0− a|< P2θ0−3.

Recall that C1 is a large positive real number. For positive integers q 6 C1 P2θ0 , let
N′(q) be the disjoint union of the sets N′(q, a) over integers a that are relatively
prime to q . Let N′ be the disjoint union of the sets N′(q). By Lemma 2.1 and the
classical pruning argument in [Davenport 2005, Lemma 15.1], it now suffices to
prove that ∫

N′
Su(α0, k) dα0 = o(Pn−3).

Let α0 ∈N
′(q, a), with q 6 C1 P2θ0 and (a, q)= 1. Then

Su(α0, k)=
∑

y mod q

eq(aC( y))Sy(q, β0,λ
∗),

where β0 = α0− a/q and where in general we define

Sy(q, β0,λ)=
∑

z:| y+q z|<P

e(β0C( y+ q z)+λ · ( y+ q z)).

Note that |qβ0| < P2θ0−3. Let Q denote the set of positive integers q 6 C1 P2θ0

such that
‖qλ∗v‖< P7θ0−1 (16 v 6 n),
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and put
Q′ = {q ∈ N : q 6 C1 P2θ0} \Q.

Suppose q ∈Q′, and let j be such that ‖qλ∗j‖> P7θ0−1. To bound Sy(q, β0,λ
∗),

we reorder the summation, if necessary, so that the sum over z j is on the inside. We
bound this inner sum using the Kusmin–Landau inequality [Graham and Kolesnik
1991, Theorem 2.1] and then bound the remaining sums trivially. Note that, as a
function of z j , the phase

β0C( y+ q z)+λ∗ · ( y+ q z)
has derivative

β0
∂

∂z j
C( y+ q z)+ qλ∗j ,

which is monotonic in at most two stretches. As ‖qλ∗j‖> P7θ0−1 and

β0
∂

∂z j
C( y+ q z)� P2θ0−1

over the range of summation, the Kusmin–Landau inequality tells us that the sum
over z j is O(P1−7θ0). The remaining sums are over ranges of length O(P/q), so

Sy(q, β0,λ
∗)� (P/q)n−1 P1−7θ0 .

Therefore,
Su(α0, k)� q Pn−7θ0 .

Since meas(N′(q))� P2θ0−3, we now have∑
q∈Q′

∫
N′(q)

Su(α0, k) dα0�
∑

q6C1 P2θ0

P2θ0−3q Pn−7θ0 = o(Pn−3).

It therefore remains to show that∑
q∈Q

∫
N′(q)

Su(α0, k) dα0 = o(Pn−3).

We shall need to study the more general exponential sums gu(α0,λ). Let q ∈ N

with q 6 P , and let a, a1, . . . , an ∈ Z. Set α0 and λ as in (3-1), and write

g∗u(α0,λ)= (P/q)n Sq,a,a Iu(P3β0, Pβ),

where Sq,a,a is given by (3-3) and where

Iu(γ0, γ )=

∫
[−1,1]n

e(γ0C(x)+ γ · x) dx.
Lemma 9.1. We have

gu(α0,λ)− g∗u(α0,λ)� q Pn−1(1+ P3
|β0| + P|β|). (9-2)
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Proof. First observe that

gu(α0,λ)=
∑

y mod q

eq(aC( y)+ a · y)Sy(q, β0,β) (9-3)

and that
Sy(q, β0,β)=

∑
|x|<P

x≡ y mod q

e(β0C(x)+β · x).

By [Browning 2009, Lemma 8.1], we now have

Sy(q, β0,β)= q−n
∫
[−P,P]n

e(β0C(x)+β ·x) dx+O
(

Pn−1(1+P3
|β0|+P|β|)

qn−1

)
= (P/q)n Iu(P3β0, Pβ)+O

(
Pn−1(1+P3

|β0|+P|β|)
qn−1

)
.

Substituting this into (9-3) yields (9-2). �

Suppose α0 ∈N
′(q, a) with q ∈Q. With λ = λ∗ and av the nearest integer to

qλv (16 v 6 n), put (3-1) and S∗u (α0, k)= g∗u(α0,λ
∗). In light of the inequalities

16 q 6 C1 P2θ0, |qβ0|< P2θ0−3, |qβ|< P7θ0−1,

the error bound (9-2) implies that

Su(α0, k)− S∗u (α0, k)� Pn−1+7θ0 .

Since

meas
( ⋃

q∈Q

N′(q)
)
� P4θ0−3,

it now suffices to prove that∑
q∈Q

∫
N′(q)

S∗u (α0, k) dα0 = o(Pn−3). (9-4)

The final ingredient that we need for a satisfactory mean-value estimate is an
unweighted analogue of (5-1).

Lemma 9.2. We have

Iu(γ0, γ )�
1

1+ |γ0|h/8−ε + |γ |1/3
. (9-5)

Proof. Since Iu(γ0, γ )� 1, we may assume that |γ0| + |γ | is large. Specializing
(q, a, a)= (1, 0, 0) in (9-2), it follows that

Iu(γ0, γ )= P−ngu(γ0/P3, γ /P)+ O(P−1(|γ0| + |γ |)).
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Since Iu(γ0, γ ) is independent of P , we are free to choose P = (|γ0| + |γ |)
n . By

Lemma 5.1, with ξ = ε/n2, we now have

Iu(γ0, γ )� Pε/n2
|γ0|
−h/8
+
|γ0| + |γ |

P
� Pε/n2

|γ0|
−h/8,

so

Iu(γ0, γ )�
(|γ0| + |γ |)

ε/n

|γ0|h/8
. (9-6)

Let C4 be a large positive constant. As |γ0| + |γ | is large and h > 17, the
desired inequality follows from (9-6) if |γ |< C4|γ0|. Thus, we may assume that
|γ |> C4|γ0|. Choose j ∈ {1, 2, . . . , n} such that |γ | = |γ j |. Observe that

Iu(γ0, γ )� sup
−16xi61 (i 6= j)

∣∣∣∣∫ 1

−1
e(γ0C(x)+ γ j x j ) dx j

∣∣∣∣.
As |γ j |> C4|γ0|, the bound in [Vaughan 1997, Theorem 7.3] now implies that

Iu(γ0, γ )� |γ j |
−1/3
= |γ |−1/3.

Combining this with (9-6) gives

Iu(γ0, γ )�
(|γ0| + |γ |)

ε/n

|γ0|h/8+ |γ |1/3(|γ0| + |γ |)ε/n �
|γ |ε/n

|γ0|h/8+ |γ |1/3+ε/n .

Considering cases and recalling that h 6 n, we now have

Iu(γ0, γ )�
1

|γ0|h/8−ε + |γ |1/3
.

This delivers the sought estimate (9-5) since |γ0| + |γ | � 1. �

Let α0 ∈N
′(q, a), with q ∈Q and (a, q)= 1. The inequalities (3-6), (9-5), and

h > 17 give

S∗u (α0, k)� Pnq−2−ε(1+ P3
|α0− a/q|)−1−εF(k; q, P)ε,

where
F(k; q, P)=

∏
v6n

(q + P‖qλ∗v‖)
−1.

Therefore,∑
q∈Q

∫
N′(q)
|S∗u (α0, k)|F(k; q, P)−ε dα0� Pn

∑
q∈N

q−1−ε
∫

R

(1+ P3
|β0|)

−1−ε dβ0

� Pn−3. (9-7)

As k is a fixed nonzero vector, we have 1� |k| � 1. In particular, by (6-2), we
have 1� |3k| � 1. Thus, Corollary 6.2 gives

F(k; q, P)6 F(k; P)= o(1)
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as P → ∞. Coupling this with (9-7) yields (9-4), completing the proof of
Theorem 1.3.

10. The singular locus

The singular locus of C is the complex variety cut out by vanishing of ∇C . Let
S be the singular locus of C , and let σ be the affine dimension of S. Let h be the
h-invariant of C , and let A1, . . . , Ah, B1, . . . , Bh be as in (1-1). Then S contains
the variety {A1 = · · · = Ah = B1 = · · · = Bh = 0}, and so σ > n−2h. In particular,
the conclusions of Theorem 1.1 are valid if the hypothesis (1-2) is replaced by the
condition

n− σ > 32+ 16r.

Thus, these conclusions hold for any nonsingular cubic form in more than 32+16r
variables.

However, one could improve upon this using a direct approach. Note that h
could be replaced by n− σ in Lemma 2.1; the resulting lemma would be almost
identical to [Birch 1962, Lemma 4.3], and again the weights and lower-order terms
are of no significance. The remainder of the analysis would be identical and lead
us to conclude that Theorem 1.1 is valid with h replaced by n− σ . We could even
use the same argument for positivity of the singular series, for if r > 1, then

h >
n− σ

2
>

16+ 8r
2

> 12> 9.

In particular, the conclusions of Theorem 1.1 would hold for any nonsingular cubic
form in more than 16+8r variables. Similarly, Theorem 1.3 is valid with h replaced
by n−σ , and so its conclusion would hold for any nonsingular cubic form in more
than sixteen variables.

Finally, we challenge the reader to improve upon these statements using more
sophisticated technology, for instance to reduce the number of variables needed
to solve the system (1-7). It is likely that van der Corput differencing could be
profitably incorporated, similarly to [Heath-Brown 2007]. One might also hope to
do better by assuming that C is nonsingular, as in [Heath-Brown 1983].
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