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The umbral moonshine module for the
unique unimodular Niemeier root system

John F. R. Duncan and Jeffrey A. Harvey

We use canonically twisted modules for a certain super vertex operator algebra
to construct the umbral moonshine module for the unique Niemeier lattice that
coincides with its root sublattice. In particular, we give explicit expressions for
the vector-valued mock modular forms attached to automorphisms of this lattice
by umbral moonshine. We also characterize the vector-valued mock modular
forms arising, in which four of Ramanujan’s fifth-order mock theta functions
appear as components.

1. Introduction

In his Ph.D thesis, Zwegers [2002] gave an intrinsic definition of mock theta
functions and provided new insight into three families of such functions, constructed

(1) in terms of Appell–Lerch sums,

(2) as the Fourier coefficients of meromorphic Jacobi forms, and

(3) via theta functions attached to cones in lattices of indefinite signature.

The first two constructions have played a central role in recently observed moonshine
connections between finite groups and mock theta functions. These started with
the observation in [Eguchi et al. 2011] that the elliptic genus of a K3 surface has
a decomposition into characters of the N = 4 superconformal algebra with multi-
plicities that at low levels are equal to the dimensions of irreducible representations
of the Mathieu group M24. Appell–Lerch sums appear in this analysis in the so called
“massless” characters. This Mathieu moonshine connection was conjectured in
[Cheng et al. 2014a; 2014b] to be part of a much more general phenomenon, known
as umbral moonshine, which attaches a vector-valued mock modular form H X,
a finite group G X, and an infinite-dimensional graded G X -module K X to the root
systems of each of the 23 Niemeier lattices. The analysis in [Cheng et al. 2014b]
relied heavily on the construction of mock modular forms in terms of meromorphic
Jacobi forms and built on the important work in [Dabholkar et al. 2012] extending

MSC2010: primary 17B69; secondary 11F22, 11F37.
Keywords: umbral moonshine, mock theta function, vertex operator algebra.

505

http://msp.org
http://msp.org/ant/
http://dx.doi.org/10.2140/ant.2017.11-3
http://dx.doi.org/10.2140/ant.2017.11.505


506 John F. R. Duncan and Jeffrey A. Harvey

the analysis of [Zwegers 2002] and characterizing special Jacobi forms in terms of
growth conditions.

Whilst the existence of the G X -modules K X has now been proven [Gannon 2016;
Duncan et al. 2015b] for all Niemeier root systems X , no explicit construction of
the modules K X is yet known.

In this paper we construct the G X -module K X for the case that X = E3
8 . To do

so we apply the third characterization of mock theta functions in terms of indefinite
theta functions. This enables us to employ the formalism of vertex operator algebras
[Borcherds 1986; Frenkel et al. 1988], which has been so fruitfully employed (in
[Frenkel et al. 1988; Borcherds 1992] to name just two) in the understanding of
monstrous moonshine [Conway and Norton 1979; Thompson 1979a; 1979b].

See [Duncan et al. 2015a] for a recent review of moonshine both monstrous and
umbral, and many more references on these subjects.

To explain the methods of this paper in more detail, we first recall the Pochammer
symbol

(x; q)n :=
n−1∏
k=0

(1− xqk), (1-1)

and the fifth-order mock theta functions

χ0(q) :=
∑
n≥0

qn

(qn+1; q)n
, χ1(q) :=

∑
n≥0

qn

(qn+1; q)n+1
(1-2)

from Ramanujan’s last letter to Hardy [Ramanujan 1988; 2000]. The conjectures
of [Cheng et al. 2014b] (see also [Cheng et al. ≥ 2017]) imply the existence of
a bigraded super vector space K X

=
⊕

r K X
r =

⊕
r,d K X

r,d that is a module for
G X
' S3 and satisfies

sdimq K X
1 =−2q−1/120

+

∑
n>0

dim K X
1,n−1/120 qn−1/120

= 2q−1/120(χ0(q)− 2),

sdimq K X
7 =

∑
n>0

dim K X
7,n−49/120 qn−49/120

= 2q71/120χ1(q).

(1-3)

Here sdimq V :=
∑

n(dim(V0̄)n−dim(V1̄)n)q
n for V a Q-graded super space with

even part V0̄ and odd part V1̄.
In this article we realize K X explicitly in terms of canonically twisted modules

for a super vertex operator algebra V X, and we show that the graded trace functions
for the resulting bigraded G X -module are exactly compatible with the predictions of
[Cheng et al. 2014b]. Thus we construct the analogue of the moonshine module V \

of Frenkel, Lepowsky and Meurman [Frenkel et al. 1984; 1985; 1988], for the
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X = E3
8 case of umbral moonshine (although it should be noted that the group for

us is G X
' S3, which is of course much less complicated than the monster).

To prove that our construction is indeed the X = E3
8 counterpart to V \, we

verify the X = E3
8 analogue of the Conway–Norton moonshine conjecture, proven

by Borcherds [1992] in the case of the monster, which predicts that the trace
functions arising are uniquely determined by their automorphy and their asymptotic
behavior near cusps. Thus we verify the X = E3

8 analogues of both of the two major
conjectures of monstrous moonshine.

The main motivation for our construction of K X stems from some q-series
identities for χ0(q) and χ1(q) that were established by Zwegers [2009]. These are

2−χ0(q)=
1

(q; q)2
∞

( ∑
k,l,m≥0

+

∑
k,l,m<0

)
(−1)k+l+m

× q(k
2
+l2
+m2)/2+2(kl+lm+mk)+(k+l+m)/2,

χ1(q)=
1

(q; q)2
∞

( ∑
k,l,m≥0

+

∑
k,l,m<0

)
(−1)k+l+m

× q(k
2
+l2
+m2)/2+2(kl+lm+mk)+3(k+l+m)/2,

(1-4)

where (x; q)∞ :=
∏

n≥0(1− xqn). Upon regarding (1-4) we are led to consider a
certain indefinite lattice of rank 3 (see Section 2D), which furnishes most of the
vertex algebra structure that we use to define V X. It is a curious circumstance
that there seems to be no obvious relationship between the lattice we use and the
X = E3

8 structure which underpins the relevant case of umbral moonshine. For
this reason it is not yet clear how the construction of K X presented here should be
generalized to the other cases of umbral moonshine.

We now formulate precise statements of our results. To prepare for this, recall
that vector-valued functions H X

g (τ ) = (H
X
g,r (τ )) on the upper half plane H are

considered in [Cheng et al. 2014b], for g ∈ G X
' S3, where the components are

indexed by r ∈ Z/60Z. Define o(g) to be the order of an element g ∈ G X. The H X
g

are not uniquely determined in [Cheng et al. 2014b], except for the case that g = e
is the identity, o(g) = 1. But it is predicted that H X

g is a mock modular form of
weight 1

2 for 00(o(g)), with shadow given by a certain vector-valued unary theta
function SX

g (see (3-33)), and specified polar parts at the cusps of 00(o(g)). In
more detail, H X

g should have the same polar parts as H X
:= H X

e at the infinite
cusp of 00(o(g)), but should have vanishing polar parts at any noninfinite cusps. In
practice, this amounts to the statement that we should have

H X
g,r (τ )

=

{
∓2q−1/120

+ O(q119/120) if r =±1,±11,±19,±29 (mod 60),
O(1) otherwise, (1-5)
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for q = e2π iτ , and all components of H X
g (τ ) should remain bounded as τ → 0, if

g 6= e. (If g 6= e then o(g)= 2 or o(g)= 3, and then 00(o(g)) has only one cusp
other than the infinite one, and this is the cusp represented by 0.)

Our main result is the following, where the functions T X
g are defined in Section 3C

(see (3-32)) in terms of traces of operators on canonically twisted modules for V X.

Theorem 1.1. Let g ∈ G X. If o(g) 6= 3 then 2T X
g is the Fourier expansion of the

unique vector-valued mock modular form of weight 1
2 for 00(o(g)) whose shadow

is SX
g , and whose polar parts coincide with those of H X

g . If o(g)= 3 then 2T X
g is

the Fourier expansion of the unique vector-valued modular form of weight 1
2 for

00(3) which has the multiplier system ρ3|3σ X and polar parts coinciding with those
of H X

g .

Here σ X
: SL2(Z) → GL60(C) denotes the multiplier system of SX

:= SX
e

(see (3-34)), and ρ3|3 : 00(3)→ C× is defined in (3-38). The shadow function SX
g

is defined in (3-33) and determines the multiplier system of 2T X
g when o(g) 6= 3.

Armed with Theorem 1.1, we may now define the H X
g concretely and explicitly,

for g ∈ G X, by setting
H X

g (τ ) := 2T X
g (τ ), (1-6)

where T X
g (τ ) denotes the function obtained by substituting e2π iτ for q in the series

expression (3-32) for T X
g .

Expressions for the components of H X
g are given in §5.4 of [Cheng et al. 2014b],

in terms of fifth-order mock theta functions of Ramanujan, for the cases that o(g)=1
and o(g)= 2, but it is not verified there that these prescriptions define mock modular
forms with the specified shadows. Our work confirms these statements, as the
following theorem demonstrates.

Theorem 1.2. We have the following identities:

H X
1A,r (τ )=

{
±2q−1/120(χ0(q)− 2) if r =±1,±11,±19,±29,
±2q71/120χ1(q) if r =±7,±13,±17,±23,

(1-7)

H X
2A,r (τ )=

{
∓2q−1/120φ0(−q) if r =±1,±11,±19,±29,
±2q−49/120φ1(−q), if r =±7,±13,±17,±23.

(1-8)

The fifth-order mock theta functions φ0 and φ1 were defined by Ramanujan (also
in his last letter to Hardy) by setting

φ0(q) :=
∑
n≥0

qn2
(−q; q2)n, φ1(q) :=

∑
n≥0

q(n+1)2(−q; q2)n. (1-9)

The identities (1-7) follow immediately from Theorem 1.1, since the V X -modules
used to define the T X

g have been constructed specifically so as to make Zwegers’
identity (1-4) manifest. By contrast, the o(g) = 2 case of Theorem 1.2 requires
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some work, since the expressions we obtain naturally from our construction of
T X

g do not obviously coincide with (1-8). Thus the proof of Theorem 1.2 entails
nontrivial q-series identities which may be of independent interest.

Corollary 1.3. We have( ∑
k,m≥0

−

∑
k,m<0

)
k=m (mod 2)

(−1)mqk2/2+m2/2+4km+k/2+3m/2

=

∏
n>0

(1+ qn)

( ∑
k,m≥0

−

∑
k,m<0

)
(−1)k+mq3k2

+m2/2+4km+k+m/2, (1-10)

( ∑
k,m≥0

−

∑
k,m<0

)
k=m (mod 2)

(−1)mqk2/2+m2/2+4km+3k/2+5m/2

=

∏
n>0

(1+ qn)

( ∑
k,m≥0

−

∑
k,m<0

)
(−1)k+mq3k2

+m2/2+4km+3k+3m/2. (1-11)

The reader who is familiar with modularity results on trace functions attached to
vertex operator algebras (see [Zhu 1996; Dong et al. 2000; Miyamoto 2004]) and
super vertex operator algebras (see [Dong and Zhao 2005]) may find it surprising
that the functions we construct are (generally) mock modular, rather than modular,
and have weight 1

2 , rather than weight 0. In light of Zwegers’ work [2002; 2009], it is
clear that we can obtain trace functions with mock modular behavior by considering
vertex algebras constructed according to the usual lattice vertex algebra construction,
but with a cone (see Section 2D) taking on the role usually played by a lattice. A
suitably chosen cone is the main ingredient for our construction of V X.

Note however that the cone vertex algebra construction does not, on its own,
naturally give rise to trace functions with weight 1

2 . For this we introduce a single
“free fermion” to the cone vertex algebra that we use to construct V X, and we
insert the zero mode (i.e., L(0)-degree preserving component) of the canonically
twisted vertex operator attached to a generator when we compute graded traces on
canonically twisted modules for V X. In practice, this has the effect of multiplying
the cone vertex algebra trace functions by η(τ) := q1/24∏

n>0(1− qn).
We remark that this technique may be profitably applied to other situations.

For example, it is known (see, e.g., [Harada and Lang 1998]) that the moonshine
module V \, when regarded as a module for the Virasoro algebra, is a direct sum of
modules L(h, 24), for h ranging over nonnegative integers, satisfying

trL(h,24) q L(0)−c/24
=

{
(1− q)q−23/24η(τ)−1 for h = 0,
qh−23/24η(τ)−1 for h > 0,

(1-12)

where c=24. Also, the multiplicity of L(0, 24) is 1, and the multiplicity of L(1, 24)
is 0. Consequently, the weight 1

2 modular form η(τ)J (τ ), with J (τ )= q−1
+O(q)
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the (so normalized) elliptic modular invariant, is almost the generating function
of the dimensions of the homogeneous spaces of Virasoro highest weight vectors
in V \. Indeed, the actual generating function is just q1/24η(τ)J (τ )+ 1.

Certainly η(τ)J (τ ) has nicer modular properties than the Virasoro highest weight
generating function of V \, and moreover, an even more striking connection to the
monster, as four of the dimensions of nontrivial irreducible representations for the
monster appear as coefficients:

η(τ)J (τ )= · · ·+ 196883q25/24
+ 21296876q49/24

+ 842609326q73/24
+ 19360062527q97/24

+ · · · (1-13)

(see p. 220 of [Conway et al. 1985]). This function η(τ)J (τ ) can be obtained
naturally as a trace function on a canonically twisted module for a super vertex
operator algebra. Indeed, if we take V to be the tensor product of V \ with the
super vertex operator algebra obtained by applying the Clifford module construction
to a one-dimensional vector space (see Section 2C for details), then, choosing
an irreducible canonically twisted module Vtw for V , and denoting by p(0) the
coefficient of z−1 in the canonically twisted vertex operator attached to a suitably
scaled element p ∈ V with L(0)p = 1

2 p, we have

trVtw p(0)q L(0)−c/24
= η(τ)J (τ ), (1-14)

where now c = 49
2 . (See Section 2C for more detail.)

The importance of trace functions such as (1-14) within the broader context of
modularity for super vertex operator algebras is analyzed in detail in [Van Ekeren
2013]; see also [Van Ekeren 2014].

The organization of the paper is as follows. In Section 2 we recall some familiar
constructions from the theory of vertex algebras and use these to construct the super
vertex operator algebra V X and its canonically twisted modules V X,±

tw,a , which play
the commanding role in this work. We recall the lattice construction of super vertex
algebras in Section 2A, modules for lattice super vertex algebras in Section 2B, and
the Clifford module super vertex algebra construction in Section 2C. We formulate
the construction of V X and the twisted modules V X,±

tw,a in Section 2D. We also
equip these spaces with G X -module structure in Section 2D, and compute explicit
expressions (see Proposition 2.2) for the graded traces of elements of G X.

In Section 3 our focus moves from representation theory to number theory, as we
seek to determine the properties of the graded traces arising from the action of G X

on the V±tw,a . We recall the relationship between mock modular forms and harmonic
Maass forms in Section 3A, and we recall some results on Zwegers’ indefinite theta
series in Section 3B. The proofs of our main results, Theorems 1.1 and 1.2, are the
content of Section 3C.
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We give tables with the first few coefficients of the H X
g in the Appendix. We

frequently employ the notational convention e(x) := e2π i x .

2. Vertex algebra

This section begins with a review of the lattice (super) vertex algebra construction
in Section 2A, and the natural generalization of this, which defines lattice vertex
algebra modules, in Section 2B. We review the special case of the Clifford module
super vertex algebra construction we require in Section 2C. We put all of this together
for the construction of V X, and its canonically twisted modules, in Section 2D.

2A. Lattice vertex algebra. We briefly recall, following [Borcherds 1986; Frenkel
et al. 1988], the standard construction which associates a super vertex algebra VL to
a central extension of an integral lattice L . We also employ [Frenkel and Ben-Zvi
2004] as a reference. Set h := L ⊗Z C, and extend the bilinear form on L to a
symmetric C-bilinear form on h in the natural way. Set ĥ := h[t, t−1

] ⊕Cc, for
t a formal variable, and define a Lie algebra structure on ĥ by declaring that c is
central, and [u⊗ tm, v⊗ tn

] =m〈u, v〉δm+n,0 c for u, v ∈ h and m, n ∈Z. We follow
tradition and write u(m) as a shorthand for u⊗tm . The Lie algebra ĥ has a triangular
decomposition ĥ= ĥ−⊕ ĥ0

⊕ ĥ+, where ĥ± := h[t±1
]t±1 and ĥ0

:= h⊕Cc.
We require a bilinear function b : L × L→ Z/2Z with the property that

b(λ, µ)+ b(µ, λ)= 〈λ,µ〉+ 〈λ, λ〉〈µ,µ〉+ 2Z.

If {εi } is an ordered Z-basis for L then we may take b to be the unique such function
for which

b(εi , ε j )=

{
0+ 2Z when i ≤ j ,
〈λ,µ〉+ 〈λ, λ〉〈µ,µ〉+ 2Z when i > j .

(2-1)

Set β(λ, µ) := (−1)b(λ,µ), and define Cβ[L] to be the ring generated by symbols
vλ for λ ∈ L subject to the relations vλvµ = β(λ, µ)vλ+µ.

Remark 2.1. The algebra Cβ[L] is isomorphic to the quotient C[L̂]/〈κ+1〉, where
L̂ is the unique (up to isomorphism) central extension of L by 〈κ〉 ' Z/2Z such
that

aa′ = κ〈ā,ā
′
〉+〈ā,ā〉〈ā′,ā′〉a′a, (2-2)

for a, a′ ∈ L̂ lying above ā, ā′ ∈ L , respectively. See [Frenkel et al. 1988].

Now define an ĥ0
⊕ ĥ+-module structure on Cβ[L] by setting cvλ = vλ and

u(m)vλ = δm,0〈u, λ〉vλ for u ∈ h and λ ∈ L , and define VL to be the induced
ĥ-module,

VL :=U (ĥ)⊗U (ĥ0⊕ĥ+) Cβ[L]. (2-3)
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Then, according to §5.4.2 of [Frenkel and Ben-Zvi 2004], for example, VL admits a
unique super vertex algebra structure Y : VL → (End VL)[[z, z−1

]] such that 1⊗ v0

is the vacuum vector,

Y (u(−1)⊗ v0, z)=
∑
n∈Z

u(n)z−n−1 (2-4)

for u ∈ h, and

Y (1⊗ vλ, z)= exp
(
−

∑
n<0

λ(n)
n

z−n
)

exp
(
−

∑
n>0

λ(n)
n

z−n
)

vλzλ(0) (2-5)

for λ∈ L . Here vλ denotes the operator v⊗vµ 7→β(λ, µ)v⊗vλ+µ, and zλ(0)(v⊗vµ)

is (v⊗ vµ)z〈λ,µ〉. Note that we have

VL ' S(ĥ−)⊗C[L] (2-6)

as modules for ĥ−⊕ ĥ0.
Given that {εi } is a basis for L , choose ε′i ∈ L⊗Z Q such that 〈ε′i , ε j 〉 = δi, j , and

define

ω :=
1
2

3∑
i=1

ε′i (−1)εi (−1)⊗ v0. (2-7)

Then ω is a conformal element for VL with central charge equal to the rank of
L . If we define L(n) ∈ End VL so that Y (ω, z)=

∑
n∈Z L(n)z−n−2, then we have

[L(0), v(n)] = −nv(n) and 1 ⊗ vλ is an eigenvector for L(0) with eigenvalue
1
2〈λ, λ〉. Note that we do not assume that the bilinear form on L is positive-definite.
Vectors of nonpositive length in L give rise to infinite-dimensional eigenspaces
for L(0), so in general (VL , Y, v0, ωu) is a conformal super vertex algebra, but not
a super vertex operator algebra.

Automorphisms of L can be lifted to automorphisms of VL . Indeed, suppose
given g ∈ Aut(L) and a function α : L→ {±1} satisfying

α(λ+µ)β(λ, µ)= α(λ)α(µ)β(gλ, gµ) (2-8)

for λ,µ ∈ L . Then we obtain an automorphism ĝ of Aut(VL) by setting

ĝ(v⊗ vλ) := α(λ)(g · v)⊗ vgλ (2-9)

for v ∈ S(ĥ−) and λ ∈ L , where g · v denotes the natural extension of the action of
Aut(L) on h= L ⊗Z C to S(ĥ−), determined by g · u(m)= (gu)(m) for u ∈ h.

2B. Lattice vertex algebra modules. Let γ be an element of the dual lattice

L∗ := {λ ∈ L ⊗Z Q | 〈λ, L〉 ⊂ Z}.
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Define Cβ[L + γ ] to be the complex vector space generated by symbols vµ+γ for
µ∈ L , regarded as a Cβ[L]-module according to the rule vλ·vµ+γ =β(λ, µ)vλ+µ+γ .
Equip Cβ[L + γ ] with a U (ĥ0

⊕ ĥ+)-module structure much as before, by letting
cvµ+γ = vµ+γ and u(m)vµ+γ = δm,0〈u, µ+γ 〉vµ+γ for u ∈ h and µ∈ L . Let VL+γ

be the ĥ-module defined by setting VL+γ :=U (ĥ)⊗U (ĥ0⊕ĥ+) Cβ[L + γ ]. Then we
have an isomorphism

VL+γ ' S(ĥ−)⊗C[L + γ ] (2-10)

of modules for ĥ−. Define vertex operators Yγ : VL → (End VL+γ )[[z, z−1
]] using

the same formulas as before, but interpret the operator vλ in (2-5) as vλ(v⊗vµ+γ ) :=

β(λ, µ)v⊗ vλ+µ+γ , according to the Cβ[L]-module structure on Cβ[L + γ ] pre-
scribed above. Note that the construction of VL+γ depends upon the choice of
coset representative γ ∈ L∗, so that VL+γ might be different from VL+γ ′ , as a
Cβ[L]-module, for example, even when L + γ = L + γ ′, but different choices of
coset representative are guaranteed to define isomorphic VL -modules according to
[Dong 1993].

The construction just described may be generalized so as to realize certain twisted
modules for VL . We give a brief description here, and refer to §3 of [Dong and
Mason 1994] for more details.

Choose a vector h ∈ h. Then for v ∈ S(ĥ−) and λ ∈ L we have h(0)v⊗ vλ =

〈h, λ〉v⊗ vλ. So if h is chosen to lie in L ⊗Z Q, then

gh := e2π ih(0) (2-11)

is a finite order automorphism of VL , which acts as multiplication by e2π i〈h,λ〉 on
the vector v⊗ vλ. The kernel of the map L ⊗Z Q→ Aut(VL) given by h 7→ gh is
exactly L∗, so (L⊗Z Q)/L∗ is naturally a group of automorphisms of VL . We may
construct all the corresponding twisted modules for VL explicitly.

To do this choose an h in L ⊗Z Q and let C[L + h] be the complex vector space
generated by symbols vλ+h for λ ∈ L . Just as before, we define a U (ĥ0

⊕ ĥ+)-
module structure on C[L + h] by setting cvµ = vµ and u(m)vµ = δm,0〈u, µ〉vµ for
u ∈ h and µ ∈ L+ h. Define also the ĥ-module VL+h :=U (ĥ)⊗U (ĥ0⊕ĥ+) C[L+ h],
so that we have an isomorphism

VL+h ' S(ĥ−)⊗C[L + h] (2-12)

of modules for ĥ−. Taking M to be a positive integer such that Mh ∈ L∗, define
vertex operators Yh : VL → (End VL+h)[[z1/M , z−1/M

]] using the same formulas as
before, but interpret the operator vλ in (2-5) as vλ(v⊗vµ+h)= β(λ, µ)v⊗vλ+µ+h .
Then VL+h = (VL+h, Yh) is an irreducible gh-twisted module for VL , and any gh-
twisted module for VL is of the form VL+h′ for some h′ ∈ L⊗Z Q that is congruent
to h modulo L∗.
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Note that the action of L⊗Z Q on VL , given by h 7→ gh , extends to the gh′-twisted
module VL+h′ , for h′ ∈ L ⊗Z Q. For given h, h′ ∈ L ⊗Z Q, we may define

gh(v⊗ vλ+h′) := e2π i〈h,λ〉(v⊗ vλ+h′) (2-13)

for v ∈ S(ĥ−) and λ ∈ L . Then we have ghYh′(v, z)v′ = Yh′(ghv, z)ghv
′ for v ∈ VL

and v′ ∈ VL+h′ .

2C. Clifford module vertex algebra. We also require the standard procedure which
attaches a Clifford module super vertex operator algebra to a vector space equipped
with a symmetric bilinear form; see [Feingold et al. 1991] for a general treatment,
and [Feingold et al. 1996] for the special, one-dimensional case we consider here.

So let p be a one-dimensional complex vector space equipped with a nondegen-
erate symmetric bilinear form 〈 · , · 〉. Set p̂= p[t, t−1

]t1/2 and write a(r) for a⊗ tr .
Extend the bilinear form from p to p̂ by requiring that 〈a(r), b(s)〉 = 〈a, b〉δr+s,0.
Set p̂±= p[t±1

]t±1/2, write 〈p̂±〉 for the subalgebra of Cliff(p̂) generated by p̂±, and
define a one-dimensional 〈p̂+〉-module Cv by requiring that 1v = v and a(r)v = 0
for a ∈ p and r > 0. Here Cliff(p̂) denotes the Clifford algebra attached to p̂, which
we take to be the quotient of the tensor algebra T (p̂)= C1⊕ p̂⊕ p̂⊗2

⊕ · · · by the
ideal generated by expressions of the form u⊗ u+ 1

2〈u, u〉1 for u ∈ p̂.
Observe that the induced Cliff(p̂)-module, A(p)= Cliff(p̂)⊗〈p̂+〉 Cv, is isomor-

phic to
∧
(p̂−)v as a 〈p̂−〉-module. We obtain a super vertex algebra structure on

A(p) by setting
Y
(
a
(
−

1
2

)
v, z

)
=

∑
n∈Z

a
(
n+ 1

2

)
z−n−1 (2-14)

for a ∈ p, for the reconstruction theorem of [Frenkel and Ben-Zvi 2004] ensures that
this rule extends uniquely to a super vertex algebra structure Y : A(p)⊗ A(p)→
A(p)((z)) with Y (v, z)= Id.

Let p ∈ p such that 〈p, p〉 = −2. We obtain a super vertex operator algebra
structure, with central charge c = 1

2 , by taking

ω = 1
4 p
(
−

3
2

)
p
(
−

1
2

)
v (2-15)

to be the conformal element.
To construct canonically twisted modules for A(p) set p̂tw = p[t, t−1

] and extend
the bilinear form from p to p̂tw as before, by requiring that 〈a(r), b(s)〉=〈a, b〉δr+s,0.
Set p̂>tw = p[t]t and p̂≤tw = p[t−1

], and define a one-dimensional 〈p̂>tw〉-module Cvtw

by requiring, much as before, that 1vtw = vtw and a(r)vtw = 0 for a ∈ p and r > 0.
Then for the induced Cliff(p̂tw)-module

A(p)tw := Cliff(p̂tw)⊗〈p̂>tw〉 Cvtw, (2-16)
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there is a unique linear map Ytw : A(p)⊗ A(p)tw→ A(p)tw((z1/2)) such that

Ytw
(
u
(
−

1
2

)
v, z

)
=

∑
n∈Z

u(n)z−n−1/2 (2-17)

for u ∈ p, and (A(p)tw, Ytw) is a canonically twisted module for A(p). One may use
a suitably modified formulation of the reconstruction theorem of [Frenkel and Ben-
Zvi 2004] to see this; see [Frenkel and Szczesny 2004]. We refer to [Feingold et al.
1996] for a concrete and detailed description of Ytw. Note that A(p) is isomorphic
to
∧
(p̂≤tw)v as a 〈p̂≤tw〉-module.

With p ∈ p as above, such that 〈p, p〉 = −2, we have p(0)2 = 1 in Cliff(p). Set

v±tw := (1± p(0))vtw, (2-18)

so that p(0)v±tw = ±v±tw. Then A(p)tw = A(p)+tw ⊕ A(p)−tw is a decomposition of
A(p)tw into irreducible canonically twisted A(p)-modules, where A(p)±tw denotes
the submodule of A(p)tw generated by v±tw:

A(p)±tw := Cliff(p̂tw)⊗〈p̂>tw〉 Cv±tw. (2-19)

From (2-17) we see that the L(0)-degree preserving component of Ytw
(

p
(
−

1
2

)
v, z

)
is p(0). Computing the graded-trace of p(0) on A(p)±tw, we find

trA(p)±tw
p(0)q L(0)−c/24

=±q1/24
∏
n>0

(1− qn), (2-20)

where the factor q1/24 appears because L(0)v±tw =
1

16v±tw and c = 1
2 .

2D. Main construction. We now take L =Zε1+Zε2+Zε3 to be the rank 3 lattice
with bilinear form 〈 · , · 〉 determined by

〈εi , ε j 〉 = 2− δi, j . (2-21)

This is an integral, noneven lattice with signature (1, 2). Set ρ := 1
5(ε1+ ε2+ ε3)

and observe that
〈λ, ρ〉 = k+ l +m (2-22)

for λ= kε1+ lε2+mε3, so ρ belongs to the dual L∗ of L . In fact, L∗/L is cyclic
of order 5, and ρ+ L is a generator. If we set

L j
:= {λ ∈ L | 〈λ, ρ〉 = j (mod 2)}, (2-23)

then L = L0
∪ L1 is the decomposition of L into its even and odd parts, by which

we mean that 〈λ, λ〉 is even or odd according as λ lies in L0 or L1.
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Let VL be the super vertex operator algebra attached to L via the construction of
Section 2A, where the bilinear function b : L× L→ Z/2Z is determined by setting

b(εi , ε j ) :=

{
0 when i ≤ j ,
1 when i > j .

(2-24)

There is an obvious action of the symmetric group S3 on L , by permutations of
the basis vectors εi . We lift this action to VL in the following way. Recall from
Section 2A that a lift ĝ ∈ Aut(VL) of an automorphism g ∈ Aut(L) is determined
by a choice of function α : L→ {±1} satisfying (2-8). Taking µ= kλ in (2-8) we
have α((k+ 1)λ)= α(λ)α(kλ)β(λ, λ)kβ(gλ, gλ)k , since β is bimultiplicative. So
given (2-24) we see that β(λ, λ)= k1k2+ k2k3+ k3k1 for λ= k1ε1+ k2ε2+ k3ε3,
which is invariant under the action of S3. So actually β(λ, λ) = β(gλ, gλ), and
thus we may assume α(kλ) = α(λ)k in (2-8) for λ ∈ L and k a positive integer,
when g acts by permuting the εi . Observe also that for λ,µ, ν ∈ L we have

α(λ+µ+ ν)β(λ, µ)β(µ, ν)β(ν, λ)

= α(λ)α(µ)α(ν)β(gλ, gµ)β(gµ, gν)β(gν, gλ) (2-25)

according to (2-8), which specializes to

α(λ)β(ε1, ε2)
k1k2β(ε2, ε3)

k2k3β(ε3, ε1)
k3k1

= α(ε1)
k1α(ε2)

k2α(ε3)
k3β(gε1, gε2)

k1k2β(gε2, gε3)
k2k3β(gε3, gε1)

k3k1 (2-26)

for λ= k1ε1+ k2ε2+ k3ε3.
Consider the case that g = σ is the cyclic permutation (123). From (2-26) we

see that we may lift σ to Aut(VL) by taking α(εi )= 1 for i ∈ {1, 2, 3}, and more
generally α(k1ε1+ k2ε2+ k3ε3)= (−1)k2k3+k3k1 , in the construction of Section 2A.
We denote the corresponding automorphism of VL by σ̂ . In the notation of (2-9)
we have

σ̂ (v⊗ vk1ε1+k2ε2+k3ε3) := (−1)k2k3+k3k1(σ · v)⊗ vk3ε1+k1ε2+k2ε3 . (2-27)

Next consider g= τ := (12). Applying (2-26) we see that we may lift τ to Aut(VL)

by taking α(εi )= 1 as before, and more generally α(k1ε1+k2ε2+k3ε3)= (−1)k1k2 .
We denote the corresponding automorphism of VL by τ̂ , so that

τ̂ (v⊗ vk1ε1+k2ε2+k3ε3) := (−1)k1k2(τ · v)⊗ vk2ε1+k1ε2+k3ε3 . (2-28)

Using (2-27) and (2-28) one can check that σ̂ 3
= τ̂ 2
= (τ̂ σ̂ )2 = Id in Aut(VL), so

σ̂ and τ̂ generate a group
Ĝ := 〈σ̂ , τ̂ 〉 ' S3 (2-29)

in Aut(VL).
Note that VL = VL0⊕VL1 is the decomposition of VL into its even and odd parity

subspaces, where L j is defined by (2-23). Thus the canonical involution of VL ,
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acting as +1 on the even subspace VL0 and −1 on the odd subspace VL1 , is realized
by gρ/2 in the notation of (2-11). So the canonically twisted modules for VL are
exactly the VL+aρ/2, for a ∈ {1, 3, 5, 7, 9} (see Section 2B).

The prescription (2-13) furnishes an extension of the action of the canonical
involution gρ/2 from VL to VL+aρ/2. Since ρ is S3-invariant we may also extend
the actions of σ̂ and τ̂ to VL+aρ/2 by setting

σ̂ (v⊗ vλ+aρ/2) := (−1)k2k3+k3k1(σ · v)⊗ vσλ+aρ/2,

τ̂ (v⊗ vλ+aρ2) := (−1)k1k2+(a−1)/2(τ · v)⊗ vτλ+aρ/2,
(2-30)

for v ∈ S(ĥ−) and λ= k1ε1+ k2ε2+ k3ε3. We use these rules to equip the VL+aρ/2

with Ĝ- and 〈gρ/2〉-module structures.
Now observe that if K ⊂ L is closed under addition and contains 0 then the

ĥ-submodule VK < VL generated by the vλ for λ ∈ K ,

VK ' S(ĥ−)⊗C[K ], (2-31)

is a sub-super vertex algebra of VL , and the ω of (2-7) is a conformal element
for VK . Furthermore, if K ′ ⊂ L+ 1

2aρ satisfies K +K ′ ⊂ K ′ then the restriction of
the twisted vertex operators u⊗ v 7→ Yaρ/2(u, z1/2)v to VK ⊗ VK ′ < VL ⊗ VL+aρ/2

equips VK ′ with a canonically twisted module structure over VK (for a odd). To
describe the choices of K and K ′ that are relevant to us, define P to be the monoid
of nonnegative integer combinations of the εi ,

P :=
{∑

i

kiεi ∈ L
∣∣∣ ki ≥ 0, ∀i

}
. (2-32)

Then VP is naturally a conformal super vertex algebra, and for a odd, VP+aρ/2 is a
canonically twisted module for it. By our choice of basis {εi }, all nontrivial vectors
of the monoid P have strictly positive norm. So the eigenspaces for the action of
L(0) on VP are finite-dimensional, and the eigenvalues of L(0) are contained in
1
2 Z and bounded from below. Thus VP is actually a super vertex operator algebra.

Observe that the actions (2-30) restrict to VP+aρ/2 for any a, since P and ρ are
invariant under coordinate permutations. The canonical involution gρ/2, acting on
VL+aρ/2 according to (2-13), also preserves the subspace VP+aρ/2.

We now let V X denote the tensor product super vertex operator algebra

V X
:= A(p)⊗ VP . (2-33)

For a an odd integer we define V±tw,a to be the canonically twisted V X -module

V±tw,a := A(p)±tw⊗ VP+aρ/2⊕ A(p)∓tw⊗ VP+(10−a)ρ/2. (2-34)
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We extend the action of Ĝ ' S3 to V X and V±tw,a by letting Ĝ act trivially on the
Clifford module factors, setting

σ̂ (u⊗ v) := u⊗ σ̂ (v), τ̂ (u⊗ v) := u⊗ τ̂ (v) (2-35)

for u ∈ A(p) and v ∈ VP , and for u ∈ A(p)±tw and v ∈ VP+aρ/2.
Given g ∈ Ĝ and a an odd integer, we now define T±g,a to be the trace of the

operator ggρ/2 p(0)q L(0)−c/24 on the canonically twisted V X -module V±tw,a ,

T±g,a := trV±tw,a
ggρ/2 p(0)q L(0)−c/24. (2-36)

Note that c = 7
2 here. Also, the identities

T±g,a =−T∓g,a = T∓g,10−a (2-37)

follow directly from (2-34) and (2-36). In particular, we have T±g,5 = 0 for all g.
Recall that (q; q)∞ =

∏
n>0(1 − qn) (see (1-1)). Our concrete construction

allows us to compute explicit formulas for the trace functions T±g,a .

Proposition 2.2. The trace functions T±g,a admit the following expressions:

T±e,a =±
q−1/12

(q; q)2
∞

( ∑
k,l,m≥0

+

∑
k,l,m<0

)
(−1)k+l+m

× q(k
2
+l2
+m2)/2+2(kl+lm+mk)+a(k+l+m)/2+3a2/40, (2-38)

T±
τ̂ ,a =±(−1)(a−1)/2 q−1/12

(q2; q2)∞

( ∑
k,m≥0

−

∑
k,m<0

)
(−1)k+m

× q3k2
+m2/2+4km+a(2k+m)/2+3a2/40, (2-39)

T±
σ̂ ,a =±q−1/12 (q; q)∞

(q3; q3)∞

∑
k∈Z

(−1)kq15k2/2+3ak/2+3a2/40. (2-40)

Proof. First consider the case that g = e is the identity. From the definition (2-36)
of T±e,a we derive

T±e,a =±
1

(q; q)2
∞

∑
µ∈P+aρ/2

(−1)〈µ−aρ/2,ρ〉q〈µ,µ〉/2−1/12

∓
1

(q; q)2
∞

∑
µ∈P+(10−a)ρ/2

(−1)〈µ−(10−a)ρ/2,ρ〉q〈µ,µ〉/2−1/12. (2-41)
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We replace µ with kε1+ lε2+mε3+
1
2aρ in the first summation, where k, l,m ≥ 0,

and obtain

±
q−1/12

(q; q)2
∞

∑
k,l,m≥0

(−1)k+l+mq(k
2
+l2
+m2)/2+2(kl+lm+mk)+a(k+l+m)/2+3a2/40 (2-42)

using (2-21) and (2-22) and the fact that 〈ρ, ρ〉 = 3
5 . For the second summation we

replace P + 1
2(10− a)ρ with −P − 1

2(10− a)ρ =−P++ 1
2aρ, where

P+ :=
{∑

i

kiεi ∈ L
∣∣∣ ki > 0, ∀i

}
, (2-43)

and replace µ with −µ in the summands. We obtain

±
q−1/12

(q; q)2
∞

∑
k,l,m<0

(−1)k+l+mq(k
2
+l2
+m2)/2+2(kl+lm+mk)+a(k+l+m)/2+3a2/40, (2-44)

which together with (2-42) gives (2-38) as required.
Next take g = τ̂ . Using (2-36) and the formula (2-30) we compute

T±
τ̂ ,a =±(−1)(a−1)/2 1

(q2; q2)∞

×

∑
µ∈P+aρ/2
τµ=µ

(−1)〈µ−aρ/2,ρ+ε′1〉q〈µ,µ〉/2−1/12
∓ (−1)(a−1)/2 1

(q2; q2)∞

×

∑
µ∈P+(10−a)ρ/2

τµ=µ

(−1)〈µ−(10−a)ρ/2,ρ+ε′1〉q〈µ,µ〉/2−1/12. (2-45)

We now replace µ with kε1 + kε2 + mε3 +
1
2aρ in the first summation, where

k,m ≥ 0, and obtain

±(−1)(a−1)/2 q−1/12

(q2; q2)∞

∑
k,m≥0

(−1)k+mq3k2
+m2/2+4km+a(2k+m)/2+3a2/40. (2-46)

Note that the factor (−1)k in (−1)k+m , corresponding to (−1)〈µ−aρ/2,ε′1〉 in (2-45),
arises from the factor (−1)k1k2 = (−1)k

2
= (−1)k in (2-30). For the second sum-

mation we proceed as before, replacing P + 1
2(10− a)ρ with −P++ 1

2aρ and µ
with −µ, and obtain

∓(−1)(a−1)/2 q−1/12

(q2; q2)∞

∑
k,m<0

(−1)k+mq3k2
+m2/2+4km+a(2k+m)/2+3a2/40. (2-47)

This taken together with (2-46) gives the required expression (2-39).
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Finally we consider g = σ̂ (see (2-30)). Then the appropriate analogue of (2-41)
and (2-45) is

T±
σ̂ ,a =±

(q; q)∞
(q3; q3)∞

∑
µ∈P+aρ/2
σµ=µ

(−1)〈µ−aρ/2,ρ〉q〈µ,µ〉/2−1/12

∓
(q; q)∞
(q3; q3)∞

∑
µ∈P+(10−a)ρ/2

σµ=µ

(−1)〈µ−(10−a)ρ/2,ρ〉q〈µ,µ〉/2−1/12. (2-48)

We obtain (2-40) from (2-48) in much the same way as for g = e, so we omit the
remaining details. �

3. Mock theta functions

In this section we consider the modular properties of the trace functions defined
in Section 2D, computed explicitly in Proposition 2.2. We recall some basic facts
about Maass forms in Section 3A, including their relationship to mock modular
forms. We require some facts about theta series of cones in indefinite lattices
due to Zwegers [2002], which we recall in Section 3B. The proof of our main
result, Theorem 1.1, appears in Section 3C. In particular, we identify the umbral
McKay–Thompson series attached to X = E3

8 as trace functions arising from the
action of G X on canonically twisted modules for V X in Section 3C.

3A. Harmonic Maass forms. Define the weight 1
2 Casimir operator � 1

2
, a differ-

ential operator on smooth functions H : H→ C, by setting

(� 1
2

H)(τ ) := −4=(τ )2 ∂
2 H
∂τ∂τ̄

(τ )+ i=(τ )∂H
∂τ̄
(τ )+

3
16

H(τ ). (3-1)

Note that � 1
2
=1 1

2
+

3
16 , where 1k is the hyperbolic Laplace operator in weight k.

Following [Bruinier and Funke 2004] (see also [Ono 2009; Zagier 2009]), a
harmonic weak Maass form of weight 1

2 for 0 < SL2(Z) is defined to be a smooth
function H : H→ C that transforms as a (not necessarily holomorphic) modular
form of weight 1

2 for 0, is an eigenfunction for � 1
2

with eigenvalue 3
16 , and has at

most exponential growth as τ approaches cusps of 0.
Define β(x) for x ∈ R≥0 by setting

β(x) :=
∫
∞

x
u−1/2e−πu du. (3-2)

Note that β is related to the incomplete gamma function by
√
πβ(x)=0

( 1
2 , πx

)
. If

H is a harmonic weak Maass form of weight 1
2 then we can canonically decompose
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H into its holomorphic and nonholomorphic parts, H = H++ H−, where

H+(τ )=
∑

n�−∞

c+H (n)q
n, (3-3)

H−(τ )= 2ic−H (0)
√

2=(τ )− i
∑
n>0

c−H (n)
1
√

2n
β(4n=(τ ))q−n, (3-4)

for some uniquely determined values c±H (n) ∈ C. (See §3 of [Bruinier and Funke
2004]. See also §5 of [Zagier 2009] and §7.1 of [Dabholkar et al. 2012].) Note that
n should be allowed to range over rational values in (3-3) and (3-4).

We may define the mock modular forms of weight 1
2 to be those holomorphic

functions H+ : H→ C which arise as the holomorphic parts of harmonic weak
Maass forms of weight 1

2 . For H± as above, the shadow of H+ is defined, up to a
choice of scaling factor C , by

g(τ ) := C
√

2=(τ ) ∂H−

∂τ̄
= C

∑
n≥0

c−H (n)q
n. (3-5)

Then so long as c−H (0)= 0 (i.e., g is a cusp form), the function H− is the Eichler
integral of g,

H−(τ )=
e
(
−

1
8

)
C

∫
∞

−τ̄

g(−z̄)
√

z+ τ
dz. (3-6)

In this setting, the weak harmonic Maass form H = H+ + H− is called the
completion of H+.

Various choices for C can be found in the literature. In [Cheng et al. 2014b] we
find C =

√
2m in the case that H = (Hr ) is a 2m-vector-valued Maass form for

some 00(N ), such that

(H · θ)(τ, z) :=
∑

r

Hr (τ )θm,r (τ, z) (3-7)

transforms like a (not necessarily holomorphic in τ ) Jacobi form of weight 1 and
index m for 00(N ), where

θm,r (τ, z) :=
∑
k∈Z

q(2km+r)2/4me2π i z(2km+r). (3-8)

The cases of relevance to us here all have m=30, so we take C=
√

60 henceforth
in (3-5) and (3-6). All the shadows arising in this work are linear combinations of
the unary theta functions

Sm,r (τ ) :=
1

2π i
∂

∂z
θm,r (τ, z)

∣∣∣
z=0
=

∑
k∈Z

(2km+ r)q(2km+r)2/4m, (3-9)

where m = 30 and r 6= 0 (mod 30). In particular, we do not encounter any examples
for which the shadow g (see (3-5)) is not a cusp form.
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3B. Indefinite theta series. Even though our main construction uses a lattice of
signature (1, 2), it will develop in Section 3C that the trace functions (2-38) and
(2-39) can be analyzed in terms of theta series of indefinite lattices with signature
(1, 1), whereas (2-40) is essentially a theta series with rank 1 and consequently can
be handled by classical methods. With this in mind we now recall some results
from [Zwegers 2002] on theta series for lattices of signature (r − 1, 1), restricting
to the case that r = 2.

Given a symmetric 2× 2 matrix A, we define a quadratic form Q : R2
→ R, by

setting
Q(x) := 1

2(x, Ax), (3-10)

where ( · , · ) denotes the usual Euclidean inner product on R2. The associated
bilinear form is

B(x, y) := (x, A y)= Q(x+ y)− Q(x)− Q( y). (3-11)

Henceforth assume that A has signature (1, 1). Then the set of vectors c ∈ R2 with
Q(c)< 0 is nonempty and has two components. Let CQ be one of these components.
Two vectors c(1), c(2) belong to the same component if B(c(1), c(2)) < 0. Thus,
picking a vector c0 in CQ , we may identify

CQ = {c ∈ R2
| Q(c) < 0, B(c, c0) < 0}. (3-12)

Zwegers also defines a set of representatives of cusps,

SQ := {c ∈ Z2
| c primitive, Q(c)= 0, B(c, c0) < 0}. (3-13)

Define the indefinite theta function with characteristics a, b ∈R2, with respect to
c(1), c(2) ∈ CQ , by setting

ϑ
c(1),c(2)
a,b (τ ) :=

∑
ν∈a+Z2

(
E
(

B(c(1), ν)√
−Q(c(1))

√
=(τ )

)

− E
(

B(c(2), ν)√
−Q(c(2))

√
=(τ )

))
q Q(ν)e2π i B(ν,b), (3-14)

where E(z) := sgn(z)(1 − β(z2)). Corollary 2.9 of [Zwegers 2002] (see also
Theorem 3.1 of [Zagier 2009]) shows that ϑ c(1),c(2)

a,b (τ ) is a nonholomorphic modular
form of weight 1.

Presently we will see that these indefinite theta functions can be used to define
harmonic Maass forms whose nonholomorphic parts can be written in terms of the
functions

Ra,b(τ ) :=
∑
ν∈a+Z

sgn(ν)β(2ν2
=(τ ))q−ν

2/2e−2π iνb. (3-15)
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Note that the Ra,b are Eichler integrals (see (3-6)) of unary theta functions of
weight 3

2 . Indeed, we have

Ra,b(τ )= e
(
−

1
8

)∫ i∞

−τ̄

ga,−b(z)
√

z+ τ
dz, (3-16)

for

ga,b(τ ) :=
∑
ν∈a+Z

νqν
2/2e2π iνb. (3-17)

Note that ga,b(−z̄)= ga,−b(z). Observe also that

gr/2m,0(mτ)=
1

2m
Sm,r (τ ) (3-18)

(see (3-9)), which is useful for comparing the results of [Zwegers 2002] to those of
[Cheng et al. 2014b].

Define 〈c〉⊥Z := {ξ ∈ Zr
| B(c, ξ)= 0}. For future use we quote the r = 2 case of

Proposition 4.3 from [Zwegers 2002].

Proposition 3.1 (Zwegers). Let c∈CQ ∩Z2 be primitive. Let P0 ⊂R2 be any finite
set such that {

µ ∈ a+Z2 ∣∣ 0≤ B(c, µ)
2Q(c) < 1

}
=

⊔
µ0∈P0

(
µ0+〈c〉⊥Z

)
. (3-19)

Then we have∑
ν∈a+Z2

sgn(B(c, ν))β
(
−

B(c, ν)2
Q(c) =(τ )

)
e2π i Q(ν)τ+2π i B(ν,b)

=−

∑
µ0∈P0

RB(c,µ0)/2Q(c),B(c,b)(−2Q(c)τ ) ·
∑

ξ∈µ⊥0 +〈c〉
⊥

Z

e2π i Q(ξ)τ+2π i B(ξ,b⊥), (3-20)

where µ⊥0 = µ0−
B(c, µ0)

2Q(c) c and b⊥ = b− B(c, b)
2Q(c) c.

Note that the term ∑
ξ∈µ⊥0 +〈c〉

⊥

Z

e2π i Q(ξ)τ+2π i B(ξ,b⊥) (3-21)

is a classical (positive-definite) theta function of weight 1
2 .

The indefinite theta function construction (3-14) is applied in [Zwegers 2002]
to mock theta functions of Ramanujan (other than χ0 and χ1, which are treated in
[Zwegers 2009]). Amongst those appearing are the four functions F0, F1, φ0 and
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φ1, where φ0 and φ1 are defined in (1-9), and

F0(q) :=
∑
n≥0

q2n2

(q; q2)n
,

F1(q) :=
∑
n≥0

q2n(n+1)

(q; q2)n+1
.

(3-22)

These are amongst the fifth-order mock theta functions introduced by Ramanujan
in his last letter to Hardy.

To study these functions, 6-vector-valued mock modular forms

F5,1(τ )= (F5,1,r (τ )), F5,2(τ )= (F5,2,r (τ )) (3-23)

are introduced on pages 74 and 79, respectively, of [Zwegers 2002]. Inspecting
their definitions, and substituting 2τ for τ , we find that

F5,1,3(2τ)= q−1/120(F0(q)− 1), F5,2,3(2τ)= q−1/120φ0(−q), (3-24)

F5,1,4(2τ)= q71/120 F1(q), F5,2,4(2τ)=−q−49/120φ1(−q). (3-25)

The content of Proposition 4.10 of [Zwegers 2002] is that

H5,1(τ )= F5,1(τ )−G5,1(τ ), (3-26)

where the vector-valued functions H5,1 and G5,1 are such that the components of
2η(τ)H5,1(τ ) are nonholomorphic indefinite theta functions of the form ϑ

c(1),c(2)
a,b (τ )

(see (3-14)), and the third and fourth components of G5,1 satisfy

G5,1,3(2τ)=− 1
2

(
R 19

60 ,0
+ R 29

60 ,0
− R 49

60 ,0
− R 59

60 ,0

)
(60τ), (3-27)

G5,1,4(2τ)=− 1
2

(
R 13

60 ,0
+ R 23

60 ,0
− R 43

60 ,0
− R 53

60 ,0

)
(60τ). (3-28)

(See (3-15) for Ra,b.) Moreover, H5,1(τ ) is an eigenfunction for� 1
2

with eigenvalue
3

16 (see (3-1)). In other words, the components of H5,1 = (H5,1,r ) are harmonic
weak Maass forms of weight 1

2 (see Section 3A).
Proposition 4.13 of [Zwegers 2002] establishes a similar result for F5,2, namely

H5,2(τ )= F5,2(τ )−G5,2(τ ), (3-29)

where H5,2 is again a harmonic weak Maass form of weight 1
2 , and G5,2 =−G5,1.

The left-hand sides of (3-26) and (3-29) are harmonic weak Maass forms of
weight 1

2 , so they admit canonical decompositions into holomorphic (see (3-3)) and
nonholomorphic (see (3-4)) parts. The summands F5,1 and F5,2 on the right-hand
sides are holomorphic by construction, and the Ra,b are of the same form as (3-4) by
construction (see (3-15)), so the right-hand sides of (3-26) and (3-29) are precisely
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the decompositions of H5,1 and H5,2 into their holomorphic and nonholomorphic
parts.

Equivalently, the four functions F5, j,r are mock modular forms of weight 1
2 with

completions given by the H5, j,r , and the G5, j,r are the Eichler integrals of their
shadows. Thus we can describe their shadows explicitly. Applying (3-16), (3-17)
and (3-18), and the identities g1−a,0 = g−a,0 =−ga,0, we see that F5,1,3(2τ) and
−F5,2,3(2τ) have the same shadow

1
2(S30,1+ S30,11+ S30,19+ S30,29)(τ ), (3-30)

while F5,1,4(2τ) and −F5,2,4(2τ) both have shadow

1
2(S30,7+ S30,13+ S30,17+ S30,23)(τ ). (3-31)

3C. McKay–Thompson series. We now prove our main result, Theorem 1.1, that
the trace functions arising from the action of G X on the V±tw,a recover the Fourier
expansions of the mock modular forms H X

g attached to g ∈ G X
' S3 by umbral

moonshine at X = E3
8 .

To formulate this precisely, let T X
g = (T

X
g,r ) be the vector of Laurent series

in q1/120, with components indexed by Z/60Z, such that

T X
g,r :=


T∓g,1 for r =±1,±11,±19,±29 (mod 60),
T∓g,7 for r =±7,±13,±17,±23 (mod 60),
0 else.

(3-32)

(Recall from Section 2D that T∓g,a =−T∓g,10−a and in particular T∓g,5 = 0 for all g.)
Define the polar part at infinity of T X

g to be the vector of polynomials in q−1/120

obtained by removing all nonnegative rational powers of q in each component T X
g,r .

Let g 7→ χ̄ X
g be the natural permutation character of G X , so that χ̄g is 3, 1 or 0,

according as g has order 1, 2 or 3, and define a vector SX
g = (S

X
g,r ) of theta series,

with components indexed by Z/60Z, by setting

SX
g,r :=



±χ̄g(S30,1+ S30,11+ S30,19+ S30,29)

for r =±1,±11,±19,±29 (mod 60),

±χ̄g(S30,7+ S30,13+ S30,17+ S30,23)

for r =±7,±13,±17,±23 (mod 60),

0 else.

(3-33)

(See (3-9) for Sm,r .)
Set SX

:= SX
e , and let σ X

: SL2(Z)→ GL60(C) denote the multiplier system
of SX, so that

σ X (γ )SX (γ τ)(cτ + d)−3/2
= SX (τ ) (3-34)
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for τ ∈ H and γ ∈ SL2(Z), when (c, d) is the lower row of γ . Our next goal (to
be realized in Proposition 3.2) is to show that 2T X

g is a mock modular form with
shadow SX

g for g ∈ G X. This condition tells us what the multiplier system of T X
g

must be, at least when o(g) is 1 or 2 (as SX
g is identically zero when o(g)= 3). For

the convenience of the reader we describe this multiplier system in more detail now.
It is cumbersome to work with matrices in GL60(C), but we can avoid this since

any nonzero component of T X
g is ±1 times T X

g,1 or T X
g,7. In other words, we can

work with the 2-vector-valued functions Ť X
g := (T

X
g,1, T X

g,7) and ŠX
g := (S

X
g,1, SX

g,7).
If h = (hr ) is a modular form of weight 1

2 with multiplier system conjugate to that
of SX, and satisfying

hr :=


h1 for r =±1,±11,±19,±29 (mod 60),
h7 for r =±7,±13,±17,±23 (mod 60),
0 else,

(3-35)

then, setting ȟ = (h1, h7), we have

ȟ
(aτ+b

cτ+d

)
ν̌
(aτ+b

cτ+d

)
(cτ + d)−1/2

= ȟ(τ ), (3-36)

where ν̌ : SL2(Z)→ GL2(C) is determined by the rules

ν̌

(
1 1
0 1

)
=

(
e
(
−

1
120

)
0

0 e
(
−

49
120

)) ,
ν̌

(
0 −1
1 0

)
=

2e
( 3

8

)
√

15

(
sin
( 1

30π
)
+ sin

( 11
30π

)
sin
( 7

30π
)
+ sin

( 13
30π

)
sin
( 7

30π
)
+ sin

( 13
30π

)
− sin

( 1
30π

)
− sin

( 11
30π

)) .
(3-37)

We now return to our main objective: the determination of the modularity of T X
g

for g ∈ G X . To describe the multiplier system for T X
g when o(g)= 3, we require

the function ρ3|3 : 00(3)→ C×, defined by setting

ρ3|3

(
a b
c d

)
:= e

(cd
9

)
. (3-38)

Evidently ρ3|3 has order 3, and restricts to the identity on 00(9).

Proposition 3.2. Let g ∈ G X. Then 2T X
g is the Fourier series of a mock modular

form for 00(o(g)), whose shadow is SX
g . The polar part at infinity of 2T X

g is given
by

T X
g,r =

{
∓2q−1/120

+ O(1) for r =±1,±11,±19,±29 (mod 60),
O(1) otherwise,

(3-39)

and 2T X
g has vanishing polar part at all noninfinite cusps of 00(o(g)). If o(g)= 3

then the multiplier system of 2T X
g is given by γ 7→ ρ3|3(γ )σ X (γ ).
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Proof. According to our definition (3-32), the components of T X
g are T±g,1 or T±g,7.

In practice it is more convenient to work with T±g,3 than T±g,7, and we may do so
because T±g,7 =−T±g,3 according to (2-37).

We now verify that the series T X
g are Fourier expansions of vector-valued mock

modular forms, and determine their shadows. For the case g = e we compute
3

40 −
1

12 =−
1

120 and 27
40 −

1
12 =

71
120 , and see, upon comparison of (2-38) with (1-4),

that T±e,1(q)=±q−1/120(2−χ0(q)) and T±e,3 =±q71/120χ1(q). In particular,

2T−e,1 = 2q−1/120(χ0(q)− 2),

2T−e,7 = 2q71/120χ1(q).
(3-40)

Note that identities H X
e,1 = 2q−1/120(χ0(q) − 2) and H X

e,7 = 2q71/120χ1(q) are
predicted in §5.4 of [Cheng et al. 2014b], but it is not verified there that this
specification yields a mock modular form with shadow SX

= SX
e .

We determine the modular properties of 2T−e,1 and 2T−e,7 by applying the results
of Zwegers on F0, F1, φ0 and φ1 that we summarized in Section 3B. To apply these
results we first recall the expressions

χ0(q)= 2F0(q)−φ0(−q),

χ1(q)= 2F1(q)+ q−1φ1(−q),
(3-41)

which are proven in §3 of [Watson 1937]. (The first of these was given by Ramanujan
in his last letter to Hardy, where he also mentioned the existence of a similar formula
relating χ1, F1 and φ1.) Thus we obtain

2T−e,1 = 4F5,1,3(2τ)− 2F5,2,3(2τ), (3-42)

2T−e,7 = 4F5,1,4(2τ)− 2F5,2,4(2τ), (3-43)

upon comparison of (3-24), (3-25), (3-40) and (3-41).
Applying the results of Zwegers on F5,1 and F5,2 recalled in Section 3B, and

the equations (3-30) and (3-31) in particular, we conclude that 2T−e,1 and 2T−e,7 are
mock modular forms of weight 1

2 , with respective shadows given by

3(S30,1+ S30,11+ S30,19+ S30,29)(τ ), (3-44)

3(S30,7+ S30,13+ S30,17+ S30,23)(τ ). (3-45)

In other words, the shadow of T X
e is precisely SX

e , as required. The modular
transformation formulas for H5,1(τ ) and H5,2(τ ) given in Propositions 4.10 and
4.13 of [Zwegers 2002], respectively, show that T X

e transforms in the desired way
under SL2(Z).

We now consider the case o(g) = 2. We may take g = τ̂ . We again begin by
using the results recalled in Section 3B to analyze the components T−

τ̂ ,1 and T−
τ̂ ,7
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separately. For T−
τ̂ ,1 let

A =
(

6 4
4 1

)
, a =

(
1

10
1

10

)
, b=

(
3
20

−
2
20

)
, c(1) =

(
−1

4

)
, c(2) =

(
−2

3

)
. (3-46)

Then a direct computation using

ν =

(
k+ 1

10

m+ 1
10

)
, Q(ν)= 3k2

+
1
2 m2
+ 4km+ k+ 1

2 m+ 3
40 ,

B(ν, b)= 1
2(k+m)+ 1

10 , (3-47)

sgn(B(c(1), ν))= sgn
(
k+ 1

10

)
, sgn(B(c(2), ν))= sgn

(
−m− 1

10

)
,

gives

2T−
τ̂ ,1 =−

e
(
−

1
10

)
η(2τ)

∑
ν∈a+Z2

(
sgn(B(c(1), ν))

− sgn(B(c(2), ν))
)
e2π i Q(ν)τ+2π i B(ν,b). (3-48)

Comparing this to the indefinite theta function construction (3-14) we find that

ϑ
c(1),c(2)
a,b (τ )=−e

( 1
10

)
η(2τ)2T−

τ̂ ,1(τ )

+

∑
ν∈a+Z2

( 2∑
k=1

(−1)k sgn(B(c(k), ν))β
(
−

B(c(k), ν)2=(τ )
Q(c(k))

))
× q Q(ν)e2π i B(ν,b). (3-49)

We now use Proposition 3.1 to rewrite the terms involving c(1) and c(2) in the
second line of (3-49). For the term with c(1) the set P0 of Proposition 3.1 has one
element, µ0 =

1
10

(
−9

1

)
, and we find

〈c(1)〉⊥Z =
{(

0
m
)
| m ∈ Z

}
, b⊥ = 1

2

(
0
1

)
, µ⊥0 =

1
2

( 0
−7

)
. (3-50)

Thus ∑
ξ∈µ⊥0 +〈c〉

⊥

Z

e2π i Q(ξ)τ+2π i B(ξ,b⊥)
= e

(
−

1
4

)∑
m∈Z

(−1)mq(m−1/2)2/2
= 0, (3-51)

so this term vanishes.
For the term with c(2) the set P0 has three elements, µ0 =

1
10

(1
1

)
, 1

10

( 1
11

)
, 1

10

( 1
21

)
,

and we have B(c(2), µ0)/2Q(c(2)) = 1
30 ,

11
30 ,

21
30 , in the respective cases. The last

value of µ0 also leads to a vanishing contribution, while the other two lead to

−e
( 1

12

)
R 1

30 ,−
1
2
(15τ)η(2τ)− e

(
−

1
12

)
R 11

30 ,−
1
2
(15τ)η(2τ), (3-52)
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which we see by applying Euler’s identity

q1/12
∑
k∈Z

(−1)kq3k2
+k
= η(2τ). (3-53)

We thus have

−e
(
−

1
10

)ϑ c(1),c(2)
a,b (τ )

η(2τ)
= 2T−

τ̂ ,1− e
(
−

1
60

)
R 1

30 ,−
1
2
(15τ)− e

(
−

11
60

)
R 11

30 ,−
1
2
(15τ). (3-54)

In particular, T−
τ̂ ,1 is the Fourier expansion of a holomorphic function on H, which

we henceforth denote T−
τ̂ ,1(τ ).

Since T−
τ̂ ,1(τ ) is holomorphic, the function (3-54) is a harmonic weak Maass form

of weight 1
2 , according to Proposition 4.2 of [Zwegers 2002] (see also Section 3A).

Thus we are in a directly similar situation to that encountered at the end of Section 3B.
Namely, we have that T−

τ̂ ,1(τ ) is a mock modular form of weight 1
2 for some

congruence subgroup of SL2(Z), and the second and third summands of the right-
hand side of (3-54) comprise the Eichler integral of its shadow. Applying (3-16),
(3-17) and (3-18), and also

e
(
−

1
60

)
g 1

30 ,
1
2
(15τ)+ e

(
−

11
60

)
g 11

30 ,
1
2
(15τ)

=
1

30(S30,1+ S30,11+ S30,19+ S30,29)(τ ), (3-55)

we conclude that the shadow of 2T−
τ̂ ,1(τ ) is indeed SX

τ̂ ,1(τ ) (see (3-33)).

For T−
τ̂ ,7 we take A, b, c(1), c(2) as before but set a = 1

10

( 3
3

)
. We now have

ν =

(
k+ 3

10

m+ 3
10

)
, Q(ν)= 3k2

+
1
2 m2
+ 4km+ 3k+ 3

2 m− 27
40 ,

B(ν, b)= 1
2(k+m)+ 3

10 , (3-56)

sgn(B(c(1), ν))= sgn
(
k+ 3

10

)
, sgn(B(c(2), ν))= sgn

(
−m− 3

10

)
.

Proceeding as we did for T−
τ̂ ,1, the contribution from the c(1) term vanishes again.

For the c(2) term, P0 consists of the three values µ0 =
1
10

( 3
3

)
, 1

10

( 3
13

)
, 1

10

( 3
23

)
, and

we have
B(c(2), µ0)

2Q(c(2))
=

3
30
,

13
30
,

23
30
, (3-57)

respectively. The first value of µ0 leads to a vanishing contribution while the other
two terms lead to
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−e
(
−

3
10

)ϑ c(1),c(2)
a,b (τ )

η(2τ)
= 2T−

τ̂ ,7− e
(
−

13
60

)
R 13

30 ,−
1
2
(15τ)− e

(
−

23
60

)
R 23

30 ,−
1
2
(15τ). (3-58)

We conclude thus that T−
τ̂ ,7 is the Fourier expansion of a mock modular form of

weight 1
2 , and using

e
(
−

13
60

)
g 13

30 ,
1
2
(15τ)+ e

(
−

23
60

)
g 23

30 ,
1
2
(15τ)

=
1

30(S30,7+ S30,13+ S30,17+ S30,23)(τ ), (3-59)

we see that the shadow of 2T−
τ̂ ,1(τ ) is SX

τ̂ ,1(τ ) (see (3-33)). So we have verified that
the shadow of 2T−g = (2T−g,r ) is SX

g = (S
X
g,r ) for o(g)= 2.

Corollary 2.9 of [Zwegers 2002] details the modular transformation properties
of the indefinite theta functions ϑ c(1),c(2)

a,b (τ ). Applying these formulas, much as in
the proofs of Propositions 4.10 and 4.13. in [Zwegers 2002], we see that 2T−

τ̂

transforms in the desired way under the action of 00(2).
Corollary 2.9 also enables us to compute the expansion of 2T−

τ̂
at the cusp of

00(2) represented by 0. We ultimately find that both T−
τ̂ ,1(τ ) and T−

τ̂ ,7(τ ) vanish
as τ → 0. Thus 2T−

τ̂
has no poles away from the infinite cusp.

It remains to consider the case o(g) = 3, but this can be handled by applying
classical results on positive-definite theta functions, since the formula (2-40) gives
T−
σ̂ ,1 and T−

σ̂ ,7 explicitly in terms of the Dedekind eta function and the theta series of
a rank 1 lattice. We easily check that these functions transform in the desired way
under 00(3), and have no poles away from the infinite cusp of 00(3). In particular,
2T−

σ̂
is modular, and has vanishing shadow. �

We are now ready to prove our main results.

Proof of Theorem 1.1. Proposition 3.2 demonstrates that the functions 2T X
g are

mock modular forms of weight 1
2 with the claimed shadows, multiplier systems and

polar parts. It remains to verify that they are the unique such functions.
The uniqueness in case g = e is shown in Corollary 4.2 of [Cheng et al. 2014b],

using the fact that there are no weak Jacobi forms of weight 1 (see Theorem 9.7 in
[Dabholkar et al. 2012]). We give a different (but certainly related) argument here.

Consider first the case that o(g) is 1 or 2. It suffices to show that if h = (hr ) is a
modular form of weight 1

2 , transforming with the same multiplier system as H X

under 00(2), with hr vanishing whenever r does not belong to

{±1,±7,±11,±13,±17,±19,±23,±29}, (3-60)

then h vanishes identically. The multiplier system for H X is trivial when restricted
to 0(120), so the components hr are modular forms for 00(2)∩0(120)= 0(120).
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Satz 5.2 of [Skoruppa 1985] is an effective version of the celebrated theorem of
Serre and Stark [1977] on modular forms of weight 1

2 for congruence subgroups
of SL2(Z). It tells us that the space of modular forms of weight 1

2 for 0(120) is
spanned by certain linear combinations of the thetanullwerte θ0

n,r (τ ) := θn,r (τ, 0),
and the only n that can appear are those that divide 30. On the other hand, the
restriction (3-60) implies that any nonzero component hr must belong to one of
q−1/120C[[q]] or q71/120C[[q]]. We conclude that all the hr are necessarily zero by
checking, using

θ0
n,r (τ )=

∑
k∈Z

q(2kn+r)2/4n, (3-61)

that none of the θ0
n,r belong to either space, for n a divisor of 30.

The case that o(g)= 3 is very similar, except that the hr are now modular forms
on 00(9)∩0(120), which contains 0(360), and the relevant thetanullwerte are those
θ0

n,r with n a divisor of 90. We easily check using (3-61) that there are nonzero
possibilities for hr , and this completes the proof. �

Proof of Theorem 1.2. Taking now (1-6) as the definition of H X
g , the identities (1-7)

follow directly from the definition (3-32) of T X
g , and the explicit expressions (2-38)

for the components of T X
e .

The identities (1-8) follow from the characterization of H X
g for o(g)= 2 that is

entailed in Theorem 1.1. Indeed, using Zwegers’ results (viz., Propositions 4.10
and 4.13 in [Zwegers 2002]) on the modularity of φ0(−q) and φ1(−q), we see
that the function defined by the right-hand side of (1-8) is a vector-valued mock
modular form with exactly the same shadow as 2T X

τ̂
, transforming with the same

multiplier system under 00(2), and having the same polar parts at both the infinite
and noninfinite cusps of 00(2). So it must coincide with H X

2A,1 = 2T X
τ̂

according
to Theorem 1.1. This completes the proof. �

Proof of Corollary 1.3. Andrews [1986] established Hecke-type “double sum”
identities for φ0 and φ1. Rewriting these slightly, we find

φ0(−q)=
(q; q)∞
(q2; q2)2

∞

( ∑
k,m≥0

−

∑
k,m<0

)
k=m (mod 2)

(−1)m

× qk2/2+m2/2+4km+k/2+3m/2, (3-62)

−q−1φ1(−q)=
(q; q)∞
(q2; q2)2

∞

( ∑
k,m≥0

−

∑
k,m<0

)
k=m (mod 2)

(−1)m

× qk2/2+m2/2+4km+3k/2+5m/2. (3-63)

Armed with the identities (1-8), we obtain (1-10) and (1-11) by comparing (3-62)
and (3-63) with the explicit expression (2-39) for the components of T X

τ̂
. �
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Appendix: Coefficients

[g] 1A 2A 3A

0g 1|1 2|1 3|3

−1 −2 −2 −2
119 2 2 2
239 2 −2 2
359 4 0 −2
479 2 −2 2
599 6 2 0
719 4 0 −2
839 6 2 0
959 6 −2 0

1079 10 2 −2
1199 6 −2 0
1319 12 0 0
1439 10 −2 −2
1559 14 2 2
1679 14 −2 2
1799 18 2 0
1919 14 −2 2
2039 24 4 0
2159 22 −2 −2
2279 26 2 2
2399 26 −2 2
2519 34 2 −2
2639 30 −2 0
2759 42 2 0
2879 40 −4 −2
2999 48 4 0
3119 48 −4 0
3239 58 2 −2
3359 56 −4 2
3479 72 4 0
3599 70 −2 −2
3719 80 4 2
3839 84 −4 0
3959 100 4 −2
4079 96 −4 0
4199 116 4 2
4319 116 −4 −4
4439 134 6 2
4559 140 −4 2

Table 1. H X
g,1, X = E3

8

[g] 1A 2A 3A

0g 1|1 2|1 3|3

71 2 −2 2
191 4 0 −2
311 4 0 −2
431 6 2 0
551 6 −2 0
671 8 0 2
791 8 0 2
911 12 0 0

1031 10 −2 −2
1151 14 2 2
1271 16 0 −2
1391 18 2 0
1511 18 −2 0
1631 24 0 0
1751 24 0 0
1871 30 2 0
1991 30 −2 0
2111 36 0 0
2231 38 −2 2
2351 46 2 −2
2471 46 −2 −2
2591 54 2 0
2711 60 0 0
2831 66 2 0
2951 68 −4 2
3071 82 2 −2
3191 84 0 0
3311 98 2 2
3431 102 −2 0
3551 114 2 0
3671 122 −2 2
3791 138 2 0
3911 144 −4 0
4031 162 2 0
4151 174 −2 0
4271 192 4 0
4391 200 −4 2
4511 226 2 −2
4631 238 −2 −2

Table 2. H X
g,7, X = E3

8



Umbral moonshine module for the unique unimodular Niemeier root system 533

Acknowledgements

We thank Miranda Cheng for particularly helpful discussions and advice that took
place in the early stages of this work, and we thank Ching Hung Lam for discussions
on the vertex operator algebra structure here employed. We thank the referees for
many helpful comments and suggestions. The research of Duncan was supported
in part by the Simons Foundation (#316779). Both authors gratefully acknowledge
support from the U.S. National Science Foundation (grants 1203162, 1214409 and
1601306).

References

[Andrews 1986] G. E. Andrews, “The fifth and seventh order mock theta functions”, Trans. Amer.
Math. Soc. 293:1 (1986), 113–134. MR Zbl

[Borcherds 1986] R. E. Borcherds, “Vertex algebras, Kac–Moody algebras, and the monster”, Proc.
Nat. Acad. Sci. U.S.A. 83:10 (1986), 3068–3071. MR Zbl

[Borcherds 1992] R. E. Borcherds, “Monstrous moonshine and monstrous Lie superalgebras”, Invent.
Math. 109:2 (1992), 405–444. MR Zbl

[Bruinier and Funke 2004] J. H. Bruinier and J. Funke, “On two geometric theta lifts”, Duke Math. J.
125:1 (2004), 45–90. MR Zbl

[Cheng et al. 2014a] M. C. N. Cheng, J. F. R. Duncan, and J. A. Harvey, “Umbral moonshine”,
Commun. Number Theory Phys. 8:2 (2014), 101–242. MR Zbl

[Cheng et al. 2014b] M. C. N. Cheng, J. F. R. Duncan, and J. A. Harvey, “Umbral moonshine and the
Niemeier lattices”, Res. Math. Sci. 1 (2014), art. id. 3, 1–81. MR Zbl

[Cheng et al. ≥ 2017] M. C. N. Cheng, J. F. R. Duncan, and J. A. Harvey, “Weight one Jacobi forms
and umbral moonshine”, in preparation.

[Conway and Norton 1979] J. H. Conway and S. P. Norton, “Monstrous moonshine”, Bull. London
Math. Soc. 11:3 (1979), 308–339. MR Zbl

[Conway et al. 1985] J. H. Conway, R. T. Curtis, S. P. Norton, R. A. Parker, and R. A. Wilson, Atlas
of finite groups, Oxford University Press, 1985. MR Zbl

[Dabholkar et al. 2012] A. Dabholkar, S. Murthy, and D. Zagier, “Quantum black holes, wall crossing,
and mock modular forms”, preprint, 2012. arXiv

[Dong 1993] C. Dong, “Vertex algebras associated with even lattices”, J. Algebra 161:1 (1993),
245–265. MR Zbl

[Dong and Mason 1994] C. Dong and G. Mason, “Nonabelian orbifolds and the boson-fermion
correspondence”, Comm. Math. Phys. 163:3 (1994), 523–559. MR Zbl

[Dong and Zhao 2005] C. Dong and Z. Zhao, “Modularity in orbifold theory for vertex operator
superalgebras”, Comm. Math. Phys. 260:1 (2005), 227–256. MR Zbl

[Dong et al. 2000] C. Dong, H. Li, and G. Mason, “Modular-invariance of trace functions in orbifold
theory and generalized moonshine”, Comm. Math. Phys. 214:1 (2000), 1–56. MR Zbl

[Duncan et al. 2015a] J. F. R. Duncan, M. J. Griffin, and K. Ono, “Moonshine”, Res. Math. Sci. 2
(2015), art. id. 11, 1–57. MR Zbl

[Duncan et al. 2015b] J. F. R. Duncan, M. J. Griffin, and K. Ono, “Proof of the umbral moonshine
conjecture”, Res. Math. Sci. 2 (2015), art. id. 26, 1–47. MR Zbl

http://dx.doi.org/10.2307/2000275
http://msp.org/idx/mr/814916
http://msp.org/idx/zbl/0593.10018
http://dx.doi.org/10.1073/pnas.83.10.3068
http://msp.org/idx/mr/843307
http://msp.org/idx/zbl/0613.17012
http://dx.doi.org/10.1007/BF01232032
http://msp.org/idx/mr/1172696
http://msp.org/idx/zbl/0799.17014
http://dx.doi.org/10.1215/S0012-7094-04-12513-8
http://msp.org/idx/mr/2097357
http://msp.org/idx/zbl/1088.11030
http://dx.doi.org/10.4310/CNTP.2014.v8.n2.a1
http://msp.org/idx/mr/3271175
http://msp.org/idx/zbl/1334.11029
http://dx.doi.org/10.1186/2197-9847-1-3
http://dx.doi.org/10.1186/2197-9847-1-3
http://msp.org/idx/mr/3449012
http://msp.org/idx/zbl/06552068
http://dx.doi.org/10.1112/blms/11.3.308
http://msp.org/idx/mr/554399
http://msp.org/idx/zbl/0424.20010
http://msp.org/idx/mr/827219
http://msp.org/idx/zbl/0568.20001
http://msp.org/idx/arx/1208.4074
http://dx.doi.org/10.1006/jabr.1993.1217
http://msp.org/idx/mr/1245855
http://msp.org/idx/zbl/0807.17022
http://dx.doi.org/10.1007/BF02101462
http://dx.doi.org/10.1007/BF02101462
http://msp.org/idx/mr/1284796
http://msp.org/idx/zbl/0808.17019
http://dx.doi.org/10.1007/s00220-005-1418-2
http://dx.doi.org/10.1007/s00220-005-1418-2
http://msp.org/idx/mr/2175996
http://msp.org/idx/zbl/1133.17016
http://dx.doi.org/10.1007/s002200000242
http://dx.doi.org/10.1007/s002200000242
http://msp.org/idx/mr/1794264
http://msp.org/idx/zbl/1061.17025
http://dx.doi.org/10.1186/s40687-015-0029-6
http://msp.org/idx/mr/3375653
http://msp.org/idx/zbl/06587995
http://dx.doi.org/10.1186/s40687-015-0044-7
http://dx.doi.org/10.1186/s40687-015-0044-7
http://msp.org/idx/mr/3433373
http://msp.org/idx/zbl/06569152


534 John F. R. Duncan and Jeffrey A. Harvey

[Eguchi et al. 2011] T. Eguchi, H. Ooguri, and Y. Tachikawa, “Notes on the K 3 surface and the
Mathieu group M24”, Exp. Math. 20:1 (2011), 91–96. MR Zbl

[Feingold et al. 1991] A. J. Feingold, I. B. Frenkel, and J. F. X. Ries, Spinor construction of vertex
operator algebras, triality, and E(1)8 , Contemporary Mathematics 121, American Mathematical
Society, Providence, RI, 1991. MR Zbl

[Feingold et al. 1996] A. J. Feingold, J. F. X. Ries, and M. D. Weiner, “Spinor construction of the
c= 1

2 minimal model”, pp. 45–92 in Moonshine, the monster, and related topics (South Hadley, MA,
1994), edited by C. Dong and G. Mason, Contemp. Math. 193, American Mathematical Society,
Providence, RI, 1996. MR Zbl

[Frenkel and Ben-Zvi 2004] E. Frenkel and D. Ben-Zvi, Vertex algebras and algebraic curves, 2nd
ed., Mathematical Surveys and Monographs 88, American Mathematical Society, Providence, RI,
2004. MR Zbl

[Frenkel and Szczesny 2004] E. Frenkel and M. Szczesny, “Twisted modules over vertex algebras on
algebraic curves”, Adv. Math. 187:1 (2004), 195–227. MR Zbl

[Frenkel et al. 1984] I. B. Frenkel, J. Lepowsky, and A. Meurman, “A natural representation of the
Fischer–Griess monster with the modular function J as character”, Proc. Nat. Acad. Sci. U.S.A.
81:10, phys. sci. (1984), 3256–3260. MR Zbl

[Frenkel et al. 1985] I. B. Frenkel, J. Lepowsky, and A. Meurman, “A moonshine module for the
monster”, pp. 231–273 in Vertex operators in mathematics and physics (Berkeley, 1983), edited by J.
Lepowsky et al., Math. Sci. Res. Inst. Publ. 3, Springer, New York, 1985. MR Zbl

[Frenkel et al. 1988] I. Frenkel, J. Lepowsky, and A. Meurman, Vertex operator algebras and the
monster, Pure and Applied Mathematics 134, Academic Press, Boston, 1988. MR Zbl

[Gannon 2016] T. Gannon, “Much ado about Mathieu”, Adv. Math. 301 (2016), 322–358. MR Zbl

[Harada and Lang 1998] K. Harada and M. L. Lang, “Modular forms associated with the monster
module”, pp. 59–83 in The monster and Lie algebras (Columbus, OH, 1996), edited by J. Ferrar and
K. Harada, Ohio State Univ. Math. Res. Inst. Publ. 7, de Gruyter, Berlin, 1998. MR Zbl

[Miyamoto 2004] M. Miyamoto, “Modular invariance of vertex operator algebras satisfying C2-
cofiniteness”, Duke Math. J. 122:1 (2004), 51–91. MR Zbl

[Ono 2009] K. Ono, “Unearthing the visions of a master: harmonic Maass forms and number theory”,
pp. 347–454 in Current developments in mathematics (Cambridge, MA, 2008), edited by D. Jerison
et al., International Press, Boston, 2009. MR Zbl

[Ramanujan 1988] S. Ramanujan, The lost notebook and other unpublished papers, Springer, Berlin,
1988. MR Zbl

[Ramanujan 2000] S. Ramanujan, Collected papers of Srinivasa Ramanujan, edited by G. H. Hardy
et al., AMS Chelsea Publishing, Providence, RI, 2000. MR Zbl

[Serre and Stark 1977] J.-P. Serre and H. M. Stark, “Modular forms of weight 1/2”, pp. 27–67 in
Modular functions of one variable, VI (Bonn, 1976), edited by J.-P. Serre and D. B. Zagier, Lecture
Notes in Mathematics 627, Springer, Berlin, 1977. MR Zbl

[Skoruppa 1985] N.-P. Skoruppa, Über den Zusammenhang zwischen Jacobiformen und Modulformen
halbganzen Gewichts, Bonner Mathematische Schriften 159, Universität Bonn, 1985. MR

[Thompson 1979a] J. G. Thompson, “Finite groups and modular functions”, Bull. London Math. Soc.
11:3 (1979), 347–351. MR Zbl

[Thompson 1979b] J. G. Thompson, “Some numerology between the Fischer–Griess monster and the
elliptic modular function”, Bull. London Math. Soc. 11:3 (1979), 352–353. MR Zbl

http://dx.doi.org/10.1080/10586458.2011.544585
http://dx.doi.org/10.1080/10586458.2011.544585
http://msp.org/idx/mr/2802725
http://msp.org/idx/zbl/1266.58008
http://dx.doi.org/10.1090/conm/121
http://dx.doi.org/10.1090/conm/121
http://msp.org/idx/mr/1123265
http://msp.org/idx/zbl/0743.17029
http://dx.doi.org/10.1090/conm/193/02366
http://dx.doi.org/10.1090/conm/193/02366
http://msp.org/idx/mr/1372717
http://msp.org/idx/zbl/0842.17046
http://dx.doi.org/10.1090/surv/088
http://msp.org/idx/mr/2082709
http://msp.org/idx/zbl/1106.17035
http://dx.doi.org/10.1016/j.aim.2003.07.019
http://dx.doi.org/10.1016/j.aim.2003.07.019
http://msp.org/idx/mr/2074176
http://msp.org/idx/zbl/1049.17024
http://dx.doi.org/10.1073/pnas.81.10.3256
http://dx.doi.org/10.1073/pnas.81.10.3256
http://msp.org/idx/mr/747596
http://msp.org/idx/zbl/0543.20016
http://dx.doi.org/10.1007/978-1-4613-9550-8_12
http://dx.doi.org/10.1007/978-1-4613-9550-8_12
http://msp.org/idx/mr/781381
http://msp.org/idx/zbl/0556.17008
http://msp.org/idx/mr/996026
http://msp.org/idx/zbl/0674.17001
http://dx.doi.org/10.1016/j.aim.2016.06.014
http://msp.org/idx/mr/3539377
http://msp.org/idx/zbl/06620621
http://msp.org/idx/mr/1650637
http://msp.org/idx/zbl/0996.11031
http://dx.doi.org/10.1215/S0012-7094-04-12212-2
http://dx.doi.org/10.1215/S0012-7094-04-12212-2
http://msp.org/idx/mr/2046807
http://msp.org/idx/zbl/1165.17311
http://msp.org/idx/mr/2555930
http://msp.org/idx/zbl/1229.11074
http://msp.org/idx/mr/947735
http://msp.org/idx/zbl/0639.01023
http://msp.org/idx/mr/2280843
http://msp.org/idx/zbl/1110.11001
http://msp.org/idx/mr/0472707
http://msp.org/idx/zbl/0366.10022
http://msp.org/idx/mr/806354
http://dx.doi.org/10.1112/blms/11.3.347
http://msp.org/idx/mr/554401
http://msp.org/idx/zbl/0424.20011
http://dx.doi.org/10.1112/blms/11.3.352
http://dx.doi.org/10.1112/blms/11.3.352
http://msp.org/idx/mr/554402
http://msp.org/idx/zbl/0425.20016


Umbral moonshine module for the unique unimodular Niemeier root system 535

[Van Ekeren 2013] J. Van Ekeren, “Modular invariance for twisted modules over a vertex operator
superalgebra”, Comm. Math. Phys. 322:2 (2013), 333–371. MR Zbl

[Van Ekeren 2014] J. Van Ekeren, “Vertex operator superalgebras and odd trace functions”, pp.
223–234 in Advances in Lie superalgebras (Rome, 2012), edited by M. Gorelik and P. Papi, Springer
INdAM Ser. 7, Springer, Cham, Switzerland, 2014. MR Zbl

[Watson 1937] G. N. Watson, “The mock theta functions (2)”, Proc. London Math. Soc. S2-42:1
(1937), 274. MR Zbl

[Zagier 2009] D. Zagier, “Ramanujan’s mock theta functions and their applications (after Zwegers
and Ono–Bringmann)”, exposé 986, 143–164 in Séminaire Bourbaki, Astérisque 326, 2009. MR
Zbl

[Zhu 1996] Y. Zhu, “Modular invariance of characters of vertex operator algebras”, J. Amer. Math.
Soc. 9:1 (1996), 237–302. MR Zbl

[Zwegers 2002] S. Zwegers, Mock theta functions, Ph.D. thesis, Universiteit Utrecht, 2002, available
at https://dspace.library.uu.nl/handle/1874/878. Zbl

[Zwegers 2009] S. Zwegers, “On two fifth order mock theta functions”, Ramanujan J. 20:2 (2009),
207–214. MR Zbl

Communicated by Richard Borcherds
Received 2015-01-27 Revised 2016-10-05 Accepted 2016-12-18

john.duncan@emory.edu Department of Mathematics and Computer Science,
Emory University, Atlanta, GA 30322, United States

j-harvey@uchicago.edu Enrico Fermi Institute and Department of Physics,
University of Chicago, Chicago, IL 60637, United States

mathematical sciences publishers msp

http://dx.doi.org/10.1007/s00220-013-1758-2
http://dx.doi.org/10.1007/s00220-013-1758-2
http://msp.org/idx/mr/3077918
http://msp.org/idx/zbl/06196837
http://dx.doi.org/10.1007/978-3-319-02952-8_13
http://msp.org/idx/mr/3205090
http://msp.org/idx/zbl/06403141
http://onlinelibrary.wiley.com/doi/10.1112/plms/s2-42.1.274/abstract
http://msp.org/idx/mr/1577032
http://msp.org/idx/zbl/0015.30402
http://msp.org/idx/mr/2605321
http://msp.org/idx/zbl/1198.11046
http://dx.doi.org/10.1090/S0894-0347-96-00182-8
http://msp.org/idx/mr/1317233
http://msp.org/idx/zbl/0854.17034
https://dspace.library.uu.nl/handle/1874/878
http://msp.org/idx/zbl/1194.11058
http://dx.doi.org/10.1007/s11139-008-9138-9
http://msp.org/idx/mr/2558702
http://msp.org/idx/zbl/1207.11053
mailto:john.duncan@emory.edu
mailto:j-harvey@uchicago.edu
http://msp.org


Algebra & Number Theory
msp.org/ant

EDITORS

MANAGING EDITOR

Bjorn Poonen
Massachusetts Institute of Technology

Cambridge, USA

EDITORIAL BOARD CHAIR

David Eisenbud
University of California

Berkeley, USA

BOARD OF EDITORS

Dave Benson University of Aberdeen, Scotland

Richard E. Borcherds University of California, Berkeley, USA

John H. Coates University of Cambridge, UK

J-L. Colliot-Thélène CNRS, Université Paris-Sud, France

Brian D. Conrad Stanford University, USA

Hélène Esnault Freie Universität Berlin, Germany

Gavril Farkas Humboldt Universität zu Berlin, Germany

Hubert Flenner Ruhr-Universität, Germany

Sergey Fomin University of Michigan, USA

Edward Frenkel University of California, Berkeley, USA

Andrew Granville Université de Montréal, Canada

Joseph Gubeladze San Francisco State University, USA

Roger Heath-Brown Oxford University, UK

Craig Huneke University of Virginia, USA

Kiran S. Kedlaya Univ. of California, San Diego, USA

János Kollár Princeton University, USA

Yuri Manin Northwestern University, USA

Philippe Michel École Polytechnique Fédérale de Lausanne

Susan Montgomery University of Southern California, USA

Shigefumi Mori RIMS, Kyoto University, Japan

Martin Olsson University of California, Berkeley, USA

Raman Parimala Emory University, USA

Jonathan Pila University of Oxford, UK

Anand Pillay University of Notre Dame, USA

Michael Rapoport Universität Bonn, Germany

Victor Reiner University of Minnesota, USA

Peter Sarnak Princeton University, USA

Joseph H. Silverman Brown University, USA

Michael Singer North Carolina State University, USA

Christopher Skinner Princeton University, USA

Vasudevan Srinivas Tata Inst. of Fund. Research, India

J. Toby Stafford University of Michigan, USA

Pham Huu Tiep University of Arizona, USA

Ravi Vakil Stanford University, USA

Michel van den Bergh Hasselt University, Belgium

Marie-France Vignéras Université Paris VII, France

Kei-Ichi Watanabe Nihon University, Japan

Shou-Wu Zhang Princeton University, USA

PRODUCTION
production@msp.org

Silvio Levy, Scientific Editor

See inside back cover or msp.org/ant for submission instructions.

The subscription price for 2017 is US $325/year for the electronic version, and $520/year (+$55, if shipping outside the US)
for print and electronic. Subscriptions, requests for back issues and changes of subscriber address should be sent to MSP.

Algebra & Number Theory (ISSN 1944-7833 electronic, 1937-0652 printed) at Mathematical Sciences Publishers, 798 Evans
Hall #3840, c/o University of California, Berkeley, CA 94720-3840 is published continuously online. Periodical rate postage
paid at Berkeley, CA 94704, and additional mailing offices.

ANT peer review and production are managed by EditFLOW® from MSP.

PUBLISHED BY

mathematical sciences publishers
nonprofit scientific publishing

http://msp.org/
© 2017 Mathematical Sciences Publishers

http://dx.doi.org/10.2140/ant
mailto:production@msp.org
http://dx.doi.org/10.2140/ant
http://msp.org/
http://msp.org/


Algebra & Number Theory
Volume 11 No. 3 2017

505The umbral moonshine module for the unique unimodular Niemeier root system
JOHN F. R. DUNCAN and JEFFREY A. HARVEY

537Geometry on totally separably closed schemes
STEFAN SCHRÖER

583The sixth moment of automorphic L-functions
VORRAPAN CHANDEE and XIANNAN LI

635A duality in Buchsbaum rings and triangulated manifolds
SATOSHI MURAI, ISABELLA NOVIK and KEN-ICHI YOSHIDA

657Analytic functions on tubes of nonarchimedean analytic spaces
FLORENT MARTIN

685Automatic sequences and curves over finite fields
ANDREW BRIDY

713On an analogue of the Ichino–Ikeda conjecture for Whittaker coefficients on the
metaplectic group

EREZ LAPID and ZHENGYU MAO

A
lgebra

&
N

um
ber

Theory
2017

Vol.11,
N

o.3

http://dx.doi.org/10.2140/ant.2017.11.505
http://dx.doi.org/10.2140/ant.2017.11.537
http://dx.doi.org/10.2140/ant.2017.11.583
http://dx.doi.org/10.2140/ant.2017.11.635
http://dx.doi.org/10.2140/ant.2017.11.657
http://dx.doi.org/10.2140/ant.2017.11.685
http://dx.doi.org/10.2140/ant.2017.11.713
http://dx.doi.org/10.2140/ant.2017.11.713

	1. Introduction
	2. Vertex algebra
	2A. Lattice vertex algebra
	2B. Lattice vertex algebra modules
	2C. Clifford module vertex algebra
	2D. Main construction

	3. Mock theta functions
	3A. Harmonic Maass forms
	3B. Indefinite theta series
	3C. McKay–Thompson series

	Appendix: Coefficients
	Acknowledgements
	References
	
	

