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THE GEODESIC X-RAY TRANSFORM WITH FOLD CAUSTICS

PLAMEN STEFANOV AND GUNTHER UHLMANN

We give a detailed microlocal study of X-ray transforms over geodesic-like families of curves with con-
jugate points of fold type. We show that the normal operator is the sum of a pseudodifferential operator
and a Fourier integral operator. We compute the principal symbol of both operators and the canonical
relation associated to the Fourier integral operator. In two dimensions, for the geodesic transform, we
show that there is always a cancellation of singularities to some order, and we give an example where
that order is infinite; therefore the normal operator is not microlocally invertible in that case. In the case
of three dimensions or higher if the canonical relation is a local canonical graph we show microlocal
invertibility of the normal operator. Several examples are also studied.

1. Introduction

In this paper we study the X-ray type of transforms over geodesic-like families of curves with caustics
(conjugate points). We concentrate on the most common type of caustics —those of fold type. Let yy
be a fixed geodesic segment on a Riemannian manifold, and let f be a function whose support does not
contain the endpoints of 3. The queston we are trying to answer is the following: What information
about the wave front set WF(f) of f can be obtained from the assumption that (possibly weighted)
integrals

Xf () =/ £ ds (1-1)
Y

of f along all geodesics y close enough to yy vanish (or depend smoothly on y)? We actually study more
general geodesic-like curves. Since X has a Schwartz kernel with singularities of conormal type, X f
could only provide information for WF( /) near the conormal bundle N*yy of yq. If there are no conjugate
points along yy, then we know that WF( f) NN*yy = &. This has been shown, among the other results,
in [Frigyik et al. 2008; Stefanov and Uhlmann 2008] in this context. It also follows from the microlocal
approach to Radon transforms initiated by Guillemin [1985] when the Bolker condition (in our case that
means no conjugate points) is satisfied. Then the localized normal operator N, := X* x X, where x is a
standard cut-off near yy is a pseudodifferential operator (W DO), elliptic at conormal directions to yy. If
there are conjugate points along yy, then N, is no longer a WDO. One goal of this work is to study the
microlocal structure of N, in presence of fold conjugate points, and then use it to see what singularities
can be recovered. That would also allow us to tell whether the problem of inverting X is Fredholm or

Stefanov is partly supported by NSF grant DMS-0800428. Uhlmann is partly supported by NSF FRG grant 0554571 and a
Walker Family Endowed Professorship.
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220 PLAMEN STEFANOV AND GUNTHER UHLMANN

not, and would help us to determine the size of the kernel, and to analyze the stability and the possible
instability of this problem.

In some applications like geophysics, recovery of singularities is actually the primary goal. The effect
of possible conjugate points is treated there as “artifacts” in the reconstruction, creating multiple images
of the same object. Our analysis provides in particular a microlocal way to understand those artifacts,
and in same cases, to shed light on the possibility of resolving the singularities. We are also motivated by
the nonlinear boundary and lens rigidity problems and their applications to seismology, where the X-ray
transform appears as a linearization; see e.g., [Michel 1981/82; Croke 1991; Croke et al. 2000; Stefanov
and Uhlmann 2005; Stefanov 2008; Stefanov and Uhlmann 2009].

The simplest possible X-ray transform is that over lines in R":

Xf(x,@):ff(x+t9)dt,

where 0 € §"~!. Parametrization by x € R" is overdetermined, of course, and we need to think of (x, 6)

1

as a way to parametrize a line. It is well known to be injective, on L,

(R™"), for example. It is easy
to see, for example by the Fourier slice theorem, that X f, known for a fixed 6y and all x, determines
the Fourier transform f (&) for &€ L 6y. We refer to [Helgason 1980; Natterer 1986] for more details
about Euclidean X-ray and Radon transforms. Using relatively simple microlocal techniques, one can
show that X f, known in a neighborhood of some line ¢, determines WF( f) near N*£. A positive smooth
weight in the definition of X would not change that. Those facts are well known and serve as a basis for
local tomography methods; see e.g., [Faridani et al. 1992a; 1992b], where the microlocal point of view
is implicit.

Geodesic X-ray transforms have a long history, generalizing the Radon type X-ray transform in the
Euclidean space; see, e.g., [Helgason 1980]. When the weight is constant and (M, g) is a simple
manifold with boundary, uniqueness and nonsharp stability estimates have been proven in [Muhometov
1981; Muhometov and Romanov 1978; BernStein and Gerver 1978], using the energy method. Simple
manifolds are compact manifolds diffeomorphic to a ball with convex boundary and no conjugate points.
The uniqueness result has been extended to not necessarily convex manifolds under the no-conjugate-
points assumption in [Dairbekov 2006]. The authors used microlocal methods to prove a sharp stability
estimate in [Stefanov and Uhlmann 2004] for simple manifolds, and uniqueness and stability estimates
for more general weighted geodesic-like transforms without conjugate points in [Frigyik et al. 2008].
The X-ray transform over magnetic geodesics with the simplicity assumption was studied in [Dairbekov
et al. 2007]. Many of those and other works study integrals of tensors as well, but the results for tensors
of order two or higher are less complete. For an overview of the microlocal approach to the geodesic
X-ray transform, see [Stefanov 2008].

We considered in [Stefanov and Uhlmann 2008] the X-ray transform of functions and tensors on
manifolds with possible conjugate points. Using the overdeterminacy of the problem in dimensions
n > 3, we showed that if there exists a family of geodesics without conjugate points with a conormal
bundle covering T*M, then we still have generic uniqueness and stability. In dimension two, however,
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that family has to be the set of all geodesics, and even in higher dimensions, we did not determine the
contribution of the conjugate points to X f.

We first show in Theorem 2.1 that the normal operator N, can be represented as a sum of a WDO
and a Fourier integral operator (FIO). The FIO part comes from the conjugate point and represents the
“artifact”. An essential part of the proof of Theorem 2.1 is to understand well the geometry of the
conjugate locus ¥ of pairs (p, q) € M x M conjugate to each other. We show that the Lagrangian of
the FIO is N*X. To prove Theorem 2.1, we analyze the singularities of the Schwartz kernel of N, in
Theorem 6.1, which is interesting by itself.

In Section 9, we study whether we can invert N, microlocally when the curves are geodesics. We find
that in some cases we can and in others we cannot. In two dimensions, some cancellation of singularities
always occurs, at least to a finite order; see Theorem 9.2. In dimensions three and higher, there are
examples (not all geodesic though) where we cannot resolve singularities, and others where we can. We
can if the canonical relation of the FIO part is a local graph, but that is not always the case.

In Section 10, we present a few examples, some of them mentioned above. Most of them are based
on the transform of integrating a function over circles of a fixed radius in R?. Those circles are actually
geodesics of a magnetic system with a Euclidean metric and a constant magnetic field. This example has
the advantage that we can compute explicitly the kernel of X* X, and we can get an explicit full expansion
of the latter as an FIO, etc. In this case, the singularities cancel to infinite order. We can construct more or
less explicit singular distributions f with the property that their singularities are invisible for X localized
near a single circle, that is, X f € C* locally.

2. Formulation of the problem

Let (M, g) be an n-dimensional Riemannian manifold. Let exp,(v), where (p, v) € TM, be a regular
exponential map; see Section 3, where we recall the definition given in [Warner 1965]. The main example
is the exponential map of g or that of another metric on M or other geodesic-like curves, for example
magnetic geodesics; see also [Dairbekov et al. 2007]. Let « be a smooth function on 7M \ 0. We define
the weighted X-ray transform X f by

Xf(p,6) =fx(expp(ze),expp(ze))f(expp(ze)) dt for (p,6) e SM, @2-1)

where we used the notation exp(tv) = dexp(tv)/d¢. The ¢ integral above is carried over the maximal
interval, including ¢ = 0, where exp(#0) is defined. The assumptions that we make below guarantee that
this interval remains bounded.

Let (po, vo) € TM be such that v = vy is a critical point for eXp,, (v) (which we call a conjugate
vector) of fold type; see the definition below. Let go = exp,, (vo). Then our goal is to study Xf for p
close to pg and 6 close to 6y := vg/|vg| under the assumption that the support of f is such that vy is the
only conjugate vector v at po such that exp,, (v) € supp f. Note that vy can be written in two different
ways as 18y, where |6p| =1 and £¢ > 0, and we choose the first one. The contribution of the second one
can be easily derived from our results by replacing 6y by —68y.
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Instead of studying X directly, we study the operator

Nf(p)=/ K*(p, )X f(p,0)do,(0)
S,M -
:/S M/Kﬁ(p,e)x (exp,(10), exp,(t0)) f (exp,(t0)) dr do, (0)

for some smooth «* localized in a neighborhood of (py, 6p). Here do,(0) is the induced Riemannian
surface measure on S,(M). When exp is the geodesic exponential map, there is a natural way to give a
structure of a manifold to all nontrapping geodesics with a natural choice of a measure; see Section 5.
The operator X can be viewed as a map from functions or distributions on M to functions or distributions
on the geodesics manifold. Then one can define the adjoint X* with respect to that measure. Then the
operator X*X is of the form (2-2) with k¥ = i'; see (5-1). The condition that supp «* should be contained
in a small enough neighborhood of (pg, 6p) can be easily satisfied by localizing p near py and choosing
supp « to be near (¥p,.60> Vpo.6,)- FOr general regular exponential maps, N is not necessarily X*X.

A direct calculation — see [Stefanov and Uhlmann 2004] and Theorem 5.1 — shows that the Schwartz
kernel of X*X in the geodesic case (see also [Frigyik et al. 2008] for general families of curves), is
singular at the diagonal, as can be expected, and that singularity defines a WDO of order —1 similarly to
the integral geometry problem for geodesics without conjugate points. See Section 5 for more details.
Next, singularities away from the diagonal exist at pairs (p, ¢) such that ¢ = exp,(v) for some v, and
dy exp,, is not an isomorphism (p and ¢ are conjugate points). The main goal of this paper is to study the
contribution of those conjugate points to the structure of X* X and the consequences of that. We actually
study a localized version of this; for a global version on a larger open set, under the assumption that all
conjugate points are of fold type, one can use a partition of unity.

Let AU be a small enough neighborhood of (pg, 6p) in SM. Let U be a small neighborhood of pg
such that U C 7 (U), where 7 is the natural projection on the base. Fix «* € Coo(U). Let Nf be as
in (2-2), related to ¥, where « is a smooth weight. We will apply X to functions f supported in an
open set V > pg satisfying the conjugacy assumption of the theorem below; see Figure 1. Our goal is
to study the contribution of a single fold type of singularity. Let ¥ C M x M be the conjugate locus in
a neighborhood of (po, qo); see Section 3. Finally, let yo = y,,.4,(t) for t € I be the geodesic through
(po, 6p) defined in the interval / > 0, with endpoints outside V.

Figure 1
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The first main result of this paper is the following.

Theorem 2.1. Let vog = |vg|6y be a fold conjugate vector at po, and let N be as in (2-2). Let vy be the
only singularity of exp, (v) on the ray {exp,(t69), t € I} N V. Then if U (and therefore, U) is small
enough, the operator N : C°(V) — C{°(U) admits the decomposition

N=A+F, (2-3)

where A is a WDO of order —1 with principal symbol

Up(A)(x,S)=27T/ 8(5(6)) (ki) (x, 6) doy () (2-4)

SeM
and F is an FIO of order —n /2 associated to the Lagrangian N* 3. In particular, the canonical relation
€ of F in local coordinates is given by

€= {(p, &,q,n),(p,q)eX, E§=—n;0 exp;(v)/ap, n € Cokerd, exp,(v), detd, exp,(v) =0}. (2-5)

If exp is the exponential map of g, then € can also be characterized as N*%', where NX is as in (4-17)
and the prime means that we replace n by —n.

It is easy to check that € above is invariantly defined.

In Section 9 we show in dimension 3 or higher that the operator N is microlocally invertible if 6 is
a local canonical graph. In two dimensions, we show in the geodesic case that there is always a loss of
some derivatives at least when the curves are geodesics. We study in detail the case of the circular Radon
transform in two dimensions in Section 10, and show that then N is not microlocally invertible.

3. Regular exponential maps and their generic singularities

3a. Regular exponential maps. Let M be a fixed n-dimensional manifold. We will recall the definition
of Warner [1965] of a regular exponential map at p € M. We think of it as a generalization of the
exponential map on a Riemannian manifold, by requiring only those properties that are really necessary
for what follows. For that reason, we use the notation exp,, (v). In addition to the requirements of Warner,
we will require exp,,(v) to be smooth in p. Let Nj(v) C 7,7, M denote the kernel of dexp,. Unless
specifically indicated, d is the differential with respect to v. The radial tangent space at v will be denoted
by r,. It can be identified with {sv, s € R}, where v is considered as an element of 7,7, M.

Definition 3.1. A map exp,,(v) that maps v> T}, M into M for each p € M is called a regular exponential
map if the following hold.

(R1) exp is smooth in both variables, except possibly at v = 0. Next, dexp,,(fv)/ df # 0 when v # 0.

(R2) The Hessian d? exp p(v) isomorphically maps r, x N, (v) onto Texpp(v)M /dexp p(TU T, M) for any
v # 0in T, M for which exp , (v) is defined.
(R3) For each v e T,M\O0, there is a convex neighborhood U of v such that the number of singularities

of exp,,, counted with multiplicities, on the ray 7v for r € R in U, for each such ray that intersects U,
is constant and equal to the order of v as a singularity of exp,,.
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An example is the exponential map on a Riemannian (or more generally on a Finsler manifold); see
[Warner 1965]. Then (R1) is clearly true. Next, (R2) follows from the following well-known property.
Fix p and a geodesic through it. Consider all Jacobi fields vanishing at p. Then at any ¢ on that geodesic,
the values of those Jacobi fields that do not vanish at ¢ and the covariant derivatives of those that vanish at
q span T, M. Also, those two spaces are orthogonal. Finally, (R3) represents the well-known continuity
property of the conjugate points, counted with their multiplicities that follows from the Morse index
theorem; see, e.g., [Jost 1998, Theorem 4.3.2].

We will need also an assumption about the behavior of the exponential map at v = 0.

(R4) expp(tv) is smooth in p, ¢, v for all p € M, |t| < 1, and v # 0. Moreover,

expp(O)zp, and %expp(tv):v fort =0.

Given a regular exponential map, we define the “geodesic” y), » (1), with v # 0, by yp o (f) = exp,, (1v).
We will often use the notation

q =exp,(v) =ypo(l), w=—exp,(v):=—ypu(l), O=v/v] (3-1)
Note that the “geodesic flow” does not necessarily obey the group property. We will assume that
(R5) For g and w as in (3-1), we have exp,(w) = p and e)'cpq (w) = —v.

This implies that in particular, (p, v) — (g, w) is a diffeomorphism. If exp is the exponential map
of a Riemannian metric, then (RS) is automatically true and that map is actually a symplectomorphism
(on T*M).

Remark 3.1. In case of magnetic geodesics, or more general Hamiltonian flows, (RS) is equivalent to
time reversibility of the “geodesics”. This is not true in general. On the other hand, one could define
the reverse exponential map exp;(w) = ¥4, —w(—1) in that case (see e.g., [Dairbekov et al. 2007]) near
(g0, wop), and replace exp by exp~ in that neighborhood. Then (R5) would hold. In other words, (RS)
really says that (p, v) — (g, w) is assumed to be a local diffeomorphism with an inverse satisfying
(R1)—(R4).

3b. Generic properties of the conjugate locus. We recall here the main result by Warner [1965] about
the regular points of the conjugate locus of a fixed point p. The tangent conjugate locus S(p) of p is the
set of all vectors v € T, M such that dexp » (v) (the differential of expp(v) with respect to v) is not an
isomorphism. We call such vectors conjugate vectors at p (called conjugate points in [Warner 1965]).
The kernel of dexpp(v) is denoted by N, (v). It is a part of T,,T, M, which we identify with 7, M. In
the Riemannian case, N,(v) is orthogonal to v by the Gauss lemma. In the general case, it is always
transversal to v by (R1). The images of the conjugate vectors under the exponential map exp,, will be
called the conjugate points of p. The image of S(p) under the exponential map exp,, will be denoted by
X (p) and called the conjugate locus of p. Note that S(p) C T, M, while X(p) C M. We always work
with p near a fixed pg and with v near a fixed vg. Set gg = exXp,, (vg). Then we are interested in S(p)
restricted to a small neighborhood of vy, and in X (p) near go. Note that X (p) may not contain all points
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near go conjugate to p along some “geodesic”; and may not contain even all of those along exp,, (7vo) if
the later self-intersects — it contains only those that are of the form exp, (v) with v close enough to vo.

Normally, dexp,(v) stands for the differential of exp,(v) with respect to v. When we need to take
the differential with respect to p, we will use the notation d,, for it. We write d, for the differential with
respect to v when we want to distinguish between the two.

We denote by X the set of all conjugate pairs (p, ¢g) localized as above. In other words, ¥ = {(p, q) :
q € ¥(p)}, where p runs over a small neighborhood of pg. Also, we denote by S the set (p, v), where
veS(p).

A regular conjugate vector v is defined by the requirement that there exists a neighborhood of v such
that any radial ray of 7}, M contains at most one conjugate point there. The regular conjugate locus then
is an everywhere-dense open subset of the conjugate locus that has a natural structure of an (n—1)-
dimensional manifold. The order of a conjugate vector as a singularity of exp, (the dimension of the
kernel of the differential) is called an order of the conjugate vector.

In [1965, Theorem 3.3], Warner characterized the conjugate vectors at a fixed pg of order at least 2,
and some of those of order 1, as described below. Note that in By, one needs to postulate that N, (v)
remains tangent to S(pg) at points v close to vy since the latter is not guaranteed by just assuming that
it holds at vg only.

(F) Fold conjugate vectors: Let vy be a regular conjugate vector at po, and let N, (vy) be one-
dimensional and transversal to S(pp). Such singularities are known as fold singularities. Then
one can find local coordinates £ near vg and y near gg such that in those coordinates, exp o is given
by

Y=§" y=@E"" (3-2)
Then
S(po) ={&" =0}, Ny, (vo) =span{d/d&"}, E(po) ={y" =0} (3-3)

Since the fold condition is stable under small C* perturbations, as follows directly from the defi-
nition, those properties are preserved under a small perturbation of py.

(B1) Blowdown of order 1: Let vy be a regular conjugate vector at po and let N, (v) be one-dimen-
sional. Assume also that N, (v) is tangent to S(po) for all regular conjugate v near vo. We call
such singularities blowdown of order 1. Then locally, exp,, is represented in suitable coordinates
by

Y=§, y=¢g'g" (3-4)
Then

S(po) ={&' =0}, Ny, (vo) =span{d/d&"}, X(po) ={y' =y" =0} (3-5)

Even though we postulated that the tangency condition is stable under perturbations of vy, it is not
stable under a small perturbation of pg, and the type of the singularity may change then. In some
symmetric cases, one can check directly that the type is locally preserved.
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(By) Blowdown of higher order: Those are regular conjugate vectors in the case where N, (vo) is
k-dimensional, with 2 < k <n — 1. Then in some coordinates, exp,, is represented as

P [E ifi=1,... n—k, ]
g _{§1§i ifi=n—k+1,...,n. (3-6)

Then
S(po) =1{&' =0}, Ny, (vo) =span{d/a&" 1 ... 3/9&"), 3.7)

Spo) ==y = =y =0}

In particular, N ,,(vo) must be tangent to S(po); see also [Warner 1965, Theorem 3.2]. This singu-
larity is also unstable under perturbations of py. A typical example is the antipodal points on S” for
n>3;thenk=n—1.

The purpose of this paper is to study the effect of fold conjugate points of X.

4. Geometry of the fold conjugate locus

In this section, we study the geometry of the tangent conjugate loci S(p) and S, and the conjugate
loci £(p) and X, respectively. Recall that we work locally, and everywhere below, even if not stated
explicitly, (p, v) belongs to a small enough neighborhood of (pg, vg), and (g, v) is near (go, wo). We
assume throughout the section that vy is conjugate vector at py of fold type. We also fix a nonzero
covector 7ng at go as in (2-5), and let &y be the corresponding £ as in (2-5). We will see later that & # 0.
We refer to Figure 2, where w is not shown, and the zero subscripts are omitted.

Lemma 4.1. (a) Let v € S(p) be a fold conjugate vector. Then, X (p) near g = expp(v) is a smooth
surface of codimension one, tangent to w := —y, ,(1).

(b) The locus S is a smooth (2n — 1)-dimensional surface in T M that can be considered as the bundle
{S(p) : p € M} with fibers S(p).

Ny(v) 2(p) ,’]

/

Figure 2. A typical fold conjugate locus.
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Proof. Consider (a) first. The representation (3-2) implies that locally X(p) = exp, (S (p)) is a smooth
surface of codimension one (given by y" = 0). Next, for v € S(p), the differential dexp, sends any
vector to a vector tangent to S(p), which follows from (3-2) again. In particular, this is true for the radial
vector v (considered as a vector in T, T, M). This proves that w is tangent to X (p).

The statement (b) follows from the fact that S is defined by detd exp (V) = 0, and that detd exp »(V)
has a nonvanishing differential with respect to v. g

Remark 4.1. It is easy to show that in (a), y, , is tangent to X (p) of order 1 only.

We define “Jacobi fields” along y,, , vanishing at p as follows. For any a € T, T, M, set

J(0) = d(exp, (10)) (@) = a2 exp, (1),

Then J(0) = 0 and J (0) = a, where J (T)=dJ()/dt. If J(1) = 0, then a direct computation shows
that
J(1) = d*exp, (v) (e x v). (4-1)

When exp is the exponential map of a Riemannian metric, it is natural to work with the covariant
derivative D;J(¢t) =: J'(1) instead of J (). While they are different in general, they coincide at points
where J (1) =0.

The next lemma shows that the fold/blowdown conditions are symmetric with respect to p and q.

Lemma 4.2. The vector vy is a conjugate vector at pg of fold type if and only if wg is a conjugate vector
at qo of fold type.

Proof. Set wo = —Y¥py.v,(1) as in (3-1). Then py = equo(wo). Assume now that o € N, (vp). In some
local coordinates, differentiate p = exp,(w) with respect to v in the direction of «; here g and w are
viewed as functions of p and v. Then, using the Jacobi field notation introduced above in (4-1), we get

0 .
0= dexpy, (wo) (o 2% (po. v0) ) = dexp, (wo)F (1)

because

exp,, (tv) (po, vo) = J (1).

Oyt
@ 9k (Po, vo) =« vk dt li=1

By (R2), J (1) #0, so in particular, this shows that wy is conjugate at gg, and J (1) € Ny, (wo). Moreover,
by (R2), the linear map

Ny(v)3a=J(0) > J(1):=B e Ny(w), with J(0)=J(1)=0, (4-2)

defines an isomorphism between N,(v) and N,(w). Then (4-2) shows that wq is conjugate at go of
multiplicity one. By (R3), applied to wy, it is also regular.

We will prove now that wy is of fold type. Since it is regular and of multiplicity one, S(qo) near wy
is a smooth (n —1)-dimensional surface either of type F, as in (3-3) or of type By, as in (3-5). Assume
the latter case first; then X(gg) is of codimension two, as follows from (3-5). In particular, using the
normal form (3-4), we see that in this case, one can find a nontrivial one-parameter family of vectors
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w(s) such that w(0) = wy and equo(w(s)) = po. Then the corresponding tangent vectors at po would
form a nontrivial one-parameter family of vectors v(s) such that exp o (v(s)) = go. That cannot happen,
if vy is of type F (see (3-2)), since the equation exp po(v) = qo has (near vg) at most two solutions. [

For (p,v) € S, let @ = a(p,v) € N,(v) be a unit vector. To fix the direction, assume that the
derivative of detdexp,(v) in the direction of « is positive for v a conjugate vector. Here we identify
T,T,M and T, M. In the fold case, N, (v) is clearly a smooth vector bundle on 7'M near (py, vo), and
« is a smooth vector field.

Lemma 4.3. For any fixed p near py, the map
S(p)sv>a(p,v) € Ny(v) (4-3)
is a local diffeomorphism, smoothly depending on p if and only if
d? eXp , (V0) (Npy (v0) \ 0 x - )|TUOS(po) is of full rank. (4-4)
Proof. In local coordinates, we want to find a condition such that the equation
a'd, exp,(v) =0

can be solved for v so that v =1vq for (p, o) = (po, @p), where g = (po, vg). Then v would automatically
be in S(p). By the implicit function theorem, this is equivalent to

det(dy0dyi exp,,, (v)) # 0 at v = vy.

Choose a coordinate system near vy such that d/0v" spans N (vo), and {8/dv',...,8/3v""'} span
T,,S(po). Let F(v) = exppo(v) and denote by F; and F;; the corresponding partial derivatives. Greek
indices below run from 1 to n — 1. We have

0 F(vo) =0 because 3/9v" € N, (vo), (4-5)

0y det(dF)(vg) =0 because d/dv” is tangent to S(po) at vy, (4-6)
oy det(d F)(vg) #0 by the fold condition, 4-7)
c®0y F(vg) #0 forallc #0 because ¢*9/0v* & N, (vo). (4-8)

We want to prove that det(3,0 F)(vg) # 0 if and only if (4-4) holds. That determinant equals
det(Fin, Fan, ..., Fun)(vo)- (4-9)
Perform the differentiation in (4-6). By (4-5) and (4-8),
det(Fy, ..., F1, Fue)(vo) =0 foralla implies F,,(vo) € span(Fi(vo), ..., Fr—1(vo)).
Similarly, (4-7) shows that

det(Fi, ..., Fro1, Fun)(vo) #0 implies 0 # F,,(vo) € span(Fi(vo), ..., Fr—1(vo)). (4-10)
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Those two relations show that (4-9) vanishes if and only if (Fy,;(vo), ... Fyn—1(vo)) form a linearly
dependent system that is equivalent to (4-4). (|

We study the structure of the conjugate loci X (p), X(g) and X next. Recall again that we work locally
near pg, vg and qo.

Theorem 4.1. Let vg be a fold conjugate vector at py.

(a) For any p near po, £(p) is a smooth hypersurface of dimension n — 1 smoothly depending on p.
Moreover for any g = exp,(v) € (p), TyM is a direct sum of the linearly independent spaces

TyM =T;2(p) & Ng(w), (4-11)

and
T,X(p) =Imdexp,(v) and Nq*Z(p)=Cokerdvexpp(v).

Next, those statements remain true with p and q exchanged.

(b) X is a smooth (2n —1)-dimensional hypersurface in M x M near (pg, qo) that is also a fiber bundle
Y ={X(p): p € M} with fibers Z(p) (and also ¥ = {X(q) : g € M}). Moreover, the conormal
bundle N*¥ is given by

N ={(p.q.&.m) : (p.q) € £, &€ =n;dexpl,(v)/dp, n € Cokerd, exp,(v),
where v = exp;l(q) with exp » restricted to S (p)}. (4-12)

Proof. We start with (a). By the normal form (3-2), also clear from the fold condition, the image of S(p)
under d exp » (v) coincides with T, ¥(p). In particular, d exp » (v), restricted to S(p) is a diffeomorphism
to its image. Relation (4-11) follows from (4-2) and (R2).

Consider (b). We have (p, q) € X if and only if there exists v (near vg) such that

g =exp,(v) and detd,exp,(v) =0. (4-13)

In some local coordinates, we view this as n + 1 equations for the 3n-dimensional variable (p, g, v)
near (po, qo, Vo). We show first that the solution, which we denote by L, is a (2n — 1)-dimensional
submanifold. To this end, we need to show that the following differential has rank n + 1 at (po, qo, vo):

( dpexp,(v) —Id  dyexp,(v) )

4-14
d, detd, expp(v) 0 d,detd, expp(v) ( )

The elements of the first row are n x n matrices, while the second row consists of three n-vectors. That
the rank of the differential above is full follows from the fact that d, detd, expp(v) % 0 at (po, vo),
guaranteed by the fold condition.

Set w(p, q,v) = (p, g). We show next that 7(L) is a (2n — 1)-dimensional submanifold too. To this
end, we need to show that dx is injective on 7 L. The tangent space to L is given by the orthogonal
complement to the rows of (4-14). Denote any vector in 'L by p = (p,, pg, pv). Thendm (0) = (0p, py)-
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Our goal is therefore to show that p, = p, = 0 implies p, = 0. Then (0, 0, p,) is orthogonal to the rows
of (4-14), and therefore

,of)avf exp’;(v) =0 fork=1,...,n, and pf)avi detd, expp(v) =0.

The latter identity shows that p, € N, (v), while the first one shows that p, € Kerd, exp »(v). By the fold
condition, p, = 0.

This analysis also shows that the covectors v orthogonal to ¥ are of the form v = (v,, v,) with
the property that (v,, v4, 0) is conormal to L. Since the conormals to L are spanned by the rows of
(4-14), to get the third component to vanish, we have to take a linear combination with coefficients a;
fori =1,...,n and b such that

94! ddetd, exp, (v
P s TAC N j, (4-15)
dv/ ov/

where g =exp,(v). Let 0 #« € N, (v). Multiply by o/ and sum over j above to get that the v-derivative
of bdetd, expp(v) in the direction of N,(v) vanishes. According to the fold assumption, this is only
possible if b = 0. Then we get that a € Cokerd, exp,(v). Therefore the covectors normal to X are of
the form

P i
V= ({ai _q. } , —a) for a € Cokerd, exp, (v), (4-16)
ap] p

which proves (4-12). O

Theorem 4.2. Let v be a fold conjugate vector at pg. Let exp,, be the exponential map of a Riemannian
metric.

(a) The sum in (4-11) is an orthogonal one, that is,
Ny (p) = Ny(w).
(b) Next, (4-17) also admits the representation
N = {(p, qg,a,B); (p.g) €X, a=J'(0), B=—J'(1), where J is any Jacobi field
along the locally unique geodesic connecting p and q with J(0) = J(1) = O}. 4-17)

(c) NX is a graph of a smooth map (p, @) — (q, B) if and only if condition (4-4) is fulfilled. Then that
map is a local diffeomorphism.

Remark 4.2. Note that for (p, g) € X, the geodesic connecting p and ¢ is unique, as follows from the
normal form (3-2), only among the geodesics with y (0) close to vg. Also, J is determined uniquely up
to a multiplicative constant. Next, once we prove that X is smooth, then @ € N, (v) and B € N, (w) by (a)
(see also (3-2)), but (4-17) gives something more than that— it restricts (o, 8) to an one-dimensional
space.

Remark 4.3. It natural to ask whether |J'(0)| = |J/(1)]. One can show that generically this is not so.
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Proof. By [Lang 1995, Lemma IX.3.5], the conjugate of dexp,(v) with respect to the metric form is
given by

(d expp(v))* = dexp, (w), (4-18)

where we use the notation of (3-1). The normal to X (p) at ¢g is in the orthogonal complement to the
image of dexp,(v), which by (4-18) is Kerd exp, (w) = N, (w). This proves (a).

Then we get by (4-18) and (4-15) (where b = 0) that a € N,(w), where we identify the covector a
with a vector by the metric.

We will use now [Lang 1995, Lemma 1X.3.4]: For any two Jacobi fields J; and J, along a fixed
geodesic, the Wronskian (J{, J,) — (J,, J;) is constant. Along the geodesic connecting p and ¢, in fixed
coordinates near p, let J be determined~by J (0) =e¢; and J’ (0) = 0. Here e; has components 5; If p
and g are conjugate to each other, then J (1) is the equal to the variation dg/dp/, and this is independent
of the choice of local coordinates as long as e; is considered as a fixed vector at p. Define another Jacobi
field by J(1) = 0 and J'(1) = a, where a is as in (4-16) but considered as a vector. Denote the field in
the brackets in (4-16) by X ;. Then

X;=(a,J())=(J'(1), J (1))
=(J'(1), J()) = (J (1), (1))
= (J'(0), J(0)) — (J(0), J'(0)) = J}(0).

This proves (4-17).
The proof of (c) follows directly from Lemma 4.3. O

5. The Schwartz kernel of N near the diagonal and mapping properties of X and N

S5a. The geodesic case. Let exp be the exponential map of the metric g. Then X is the weighted geo-
desic ray transform. One way to parametrize the geodesics is the following. Let H be any orientable
hypersurface with the property that it intersects transversally, at one point only, any geodesic in M issued
from a point in U. For our local analysis, H can be an arbitrarily small surface intersecting transversally
Ypo,ve» SO let us fix that choice. Let dVoly be the induced measure in H, and let v be a smooth unit
normal vector field on H consistent with the orientation of H. Let ¥ consist of all (p,0) € SM with
the property that p € H and 6 is not tangent to H, and positively oriented, that is, (v, ) > 0. Introduce
the measure du = (n, 8) dVoly (p) do,(0) on ¥. Then one can parametrize all geodesics intersecting H
transversally by their intersection p with H and the corresponding direction, that is, by elements in ¥.
An important property of du is that it introduces by Liouville’s theorem a measure on that geodesics set
that is invariant under a different choice of H; see e.g., [Stefanov and Uhlmann 2004].

The weighted geodesic transform X can be defined as in (2-1) for (p, 6) € # instead of (p, ) € U
because transporting (p, v) along the geodesic flow does not change the integral. Since we assumed
originally that « is localized near a small enough neighborhood of y,, ,,, we get that « is supported in a
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small neighborhood of (pg, 6p) in #. We view X as the map
X L*(M) — L*(%, dw)
restricted to a neighborhood of (pg, 6p). This map is bounded [Sharafutdinov 1994], and this also follows

from our analysis of N. By the proof of [Stefanov and Uhlmann 2004, Proposition 1], X*X is given by

. _ 1 _ . ]
X" Xf(p) = m/SPM/K(p,9)K(6pr(t9),expp(te))f(expp(w)) dr do, (6). -1

We therefore proved the following.

Proposition 5.1. Let exp be the geodesic exponential map. Let X be the weighted geodesic ray trans-
form (2-1), and let N be as in (2-2), depending on «*. Then

X*X=N withe*=k.
Split the ¢ integral in (5-1) into the regions ¢ > 0 and ¢ < 0, and make a change of variables (¢, 6) —
(—t, —6) in the second one to get

1

N R

W(p,v) f(exp,(v)) dVol(v), (5-2)

where
W = o]+ (R (p, v/ [k (exp, (v), exp, (v)/10]) + & (p, —v/|vic(exp, (v), —exp, ()/Iv]). (5-3)

Note that |epr(v)| = |v| in this case.
Next we recall a result in [Stefanov and Uhlmann 2004]. Part (a) is based on formula (5-2) after a
change of variables. We denote by p the distance in the metric g.

Theorem S.1. Let exp be the exponential map of M. Assume that exp,, : exp;l(M ) = M is a diffeo-

morphism for p near py.
(a) For p in the same neighborhood of py,

N/i1 /A<p —LD o T/
det g(p) p(p, )t dpdg

X*Xf(p)= dg, (5-4)

where
A(p,q) =k(p, —grad, p)k(q, grad, p) +k(p, grad, p)k (g, — grad, p).

(b) X*X is a classical Y DO of order —1 with principal symbol

op(X*X)(x,8) =27 / 8(5(0))lkc(x, )| do(6), (5-5)

ScM

where £(0) = ;6" and 8 is the Dirac delta function.
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The integral (5-4) is not written in an invariant form but one can easily check by writing it with respect
to the volume form that the kernel is invariant. We also note that in the proof of Theorem 2.1, we apply the
theorem above by restricting supp f and the region where we study N f to a small enough neighborhood
of po, where there will be no conjugate points. This gives the WDO part A of N in Theorem 2.1. Finally,
note that Theorem 5.2 provides a proof of part (b) even in the context of general exponential maps.

5b. Mapping properties of X. Let (x’, x") be semigeodesic coordinates on H near xo. Then (x', ')
parametrize the vectors near (xg, 6p). We define the Sobolev space H (%) of functions constant along
the flow, supported near the flow-out of (xg, 6p) as the H® norm in those coordinates with respect to
the measure du. We can choose another such surface H near gy with some fixed coordinates on it; the
resulting norm will be equivalent to that on #.

Proposition 5.2. With the notation and the assumptions above, for any s > 0, the operators

X:H (V) — H T2 (%0, (5-6)
X*X : H{ (V) — H*TN(V) (5-7)

are bounded.

Proof. Recall first that the weight « localizes in a small neighborhood of (yy, 19). Let first f have small
enough support in a set that we will call My. Then My will be a simple manifold if small enough. Then
we can replace H by another surface Hy that lies in M, and we denote by ¥ the corresponding #. This
changes the original parametrization to a new one, which will give us an equivalent norm.

Then, if s is a half-integer,

X Wiy <C Y Q%o XF XD 2o =C D |[(X*0% 2 X £, Pz |-
| <2s+1 | <2s+1
The term 87 ., X f is a sum of weighted ray transforms of derivatives of f up to order |a|. Then X*97, . X
is a WDO of order || — 1 because M) is a simple manifold. That easily implies

I XS W es12960) < CNL S N ms-

The case of general s > 0 follows by interpolation; see, e.g., [Taylor 1996, Section 4.2].

To finish that proof, we cover yy with open sets so that the closure of each one is a simple manifold.
Choose a finite subset and a partition of unity 1 =) _ x; related to that. Then we apply the estimate above
to each X x; f on the corresponding 3¢;. We then have finitely many Sobolev norms that are equivalent,
and in particular equivalent to the one on ¥. This proves (5-6).

To prove the continuity of X*X, we need to estimate the derivatives of X*X. We have that 0*X*X f
is sum of operators X, of the same kind but with possibly different weights applied to derivatives of
Xf up to order |a|; see (5-1). Let first s = 0. For f, h in Cj°(V) and |B| = 1, we have

\(f, Xﬁﬁaf/,g/Xh)Lz(V)‘ < Cl Xy [l 2 | XAl gz < CNf 2y 1l L2 vy

In the last inequality, we used (5-6), which we proved already. This proves (5-7) for s = 0.
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For s > 1, integer, we can “commute” the derivative in 9% X*X with X*X by writing it as a finite sum
of operators of the type X /’g XpPg f, with |B] < ||, where Pg are differential operators of order 8. To
this end, we first commute it with X*, as above, and then with X. Then we apply (5-7) with s = 0. The
case of general s > 0 follows by interpolation. U

Remark 5.1. We did not use the fold condition here. In fact, Proposition 5.2 holds without any assump-
tions on the type of the conjugate points as long as V is contained in a small enough neighborhood of a
fixed geodesic segment that extends to a larger one with both endpoints outside V. Proving the mapping
properties of X*X based on its FIO characterization is not straightforward, and we would get the same
conclusion only under some assumptions, for example that the canonical relation is a canonical graph;
that is not always true.

Remark 5.2. A global version of Proposition 5.2 can easily be derived by a partition of unity in the
phase space. Let (M, g) be a compact nontrapping Riemannian manifold with boundary, that is, one in
which all maximal geodesics in M have a uniform finite bound on their length. Let M| be another such
manifold whose interior includes M, and assume that 0 M is strictly convex. Such M; always exists if
dM is strictly convex. Let d_SM; denote the vectors with base point on d M pointing into M. Then we
can parametrize all (directed) geodesics with points in d_SM;, which plays the role of 3 above. Then
fors >0,
X :Hy(M)— H*TV2(_SMy), X*X:H(M)— H' (M)

are bounded.

Sc. General regular exponential maps. Let now exp be a regular exponential map. As above, we split
the ¢-integral in the second line below into two parts to get

Nf(p) = / < (p.O)XF (p, 0) do ()
:/s M/Kﬁ(p,e)x(expp(te),e)'(pp(tG))f(expp(tG))dtda,,(@) (5-8)
= [ W v fexp, ) dVol(w).

T,M

where

W = [v[ 7 (F (p, v/ vk (exp, (v), ekp, (v)/|v]) + kF(p, —v/|v]K (exp, (v), —ekp, (v)/[v]). (5-9)

Theorem 5.2. Let exp » (v) satisfy (R1) and (R4) and assume for any (p, 6) € supp «* that 10 is not a
conjugate vector at p for t such that exp,(tt)) € supp f. Then N is a classical WDO of order —1 with
principal symbol

Up(N)(x,S)=27T/ 8(5()) (i) (x, ) doy (6), (5-10)

ScM

where £(0) = &6/ and § is the Dirac delta function.
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Proof. The theorem is essentially proved in [Frigyik et al. 2008, Section 4], where the exponential map
is related to a geodesic like family of curves. We will repeat the arguments there in this more general
situation.

Notice first that it is enough to study small enough |¢|. Fix local coordinates x near pg. By (R4),

exp, (t0) =x+tm(t,0;x), where m(0,6;x) =20,
with a smooth function m near (0, 6y, po). Introduce new variables (r, ) € R x S, M by
r=tlm(,0;x)| and w=m(t,0;x)/|m(t,0;x)l,

where | - | is the norm in the metric g(x). Then (r, @) are polar coordinates for exp, (10) —x = ro with
r that can be negative as well, that is,

exp, (t0) =x +row.
The functions (7, w) are clearly smooth for || < 1 and x close to pg. Let
J(t,0; x) =detd,; ,(r, w)

be the Jacobi determinant of the map (¢, v) — (r, ). By (R4), J|;—o = 1; therefore that map is a local
diffeomorphism from (—e¢, €) x Sy M to its image for 0 < ¢ < 1. It is not hard to see that for 0 < ¢ <« 1
it is also a global diffeomorphism because it is clearly injective. Let t =t (x, r, w) and 0 =6 (x, r, ®) be
the inverse functions defined by that map. Then

t=r4+0(r)), 0=w+0(r]), exp(td)=w+ O(r)).

Assume that the weight « in (2-2) vanishes for p outside some small neighborhood of pg. Then after a
change of variables, we get

Nf(x):/ M/A(x,r, w) f (x +rw) dr doy (w),

where
Alx, 1, 0) =k (x, 0(x, 1, o))k (x +rw, 0 +r0()) T (x, r, ®)

with J as before, but written in the variables (x, r, w). By [Frigyik et al. 2008, Lemma 4.2], N is a
classical WDO of order —1 with principal symbol

2 / §(E(w)A(x, 0, w)do, (w) =21 / 8(5(@))Kj(x, w)k (x, w)doy (w). (5-11)
SeM S

M

The proof in [Frigyik et al. 2008] starts with the change of variables y = x + rw. Then we write
the Schwartz kernel of N as a singular one with leading part 2Acven(x, 0, w)|x — y|~!, where v =
(y —x)/|y — x| and Aeven is the even part of A with respect to w. It then follows that N is a WDO of
order —1 with a principal symbol as claimed. O
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Remark 5.3. Formulas (5-2) and (5-8) are valid regardless of possible conjugate points. In our setup,
the supports of k and k¥ guarantee that exp » (t0) for (p, ) close to (pg, By) reaches a conjugate point
for ¢ > 0 but not for t < 0. Therefore, near the conjugate point g of p, the second term on the right sides
of (5-3), and (5-9), respectively, vanishes.

6. The Schwartz kernel of N near the conjugate locus X

We will introduce first three invariants. Let F': M — N be a smooth orientation-preserving map between
two orientable Riemannian manifolds (M, g) and (N, h). Then one defines detdF invariantly by

F*(dVoly) = (detdF) dVoly; (6-1)

see also [Lang 1995, X.3]. In local coordinates,

detdF(x) = | SHHEX®) 4 OF () (6-2)
det g(x) dx

We choose an orientation of S(pg) near vg, as a surface in T), M, by choosing a unit normal field

so that the derivative of detdexp,, (v) along it is positive on S(p). Then we extend this orientation to
S(p) for p close to pg by continuity. In Figure 2, the positive side is the one below S(p) if v is the first
conjugate vector along the geodesic through (p, v). Then we choose an orientation of X (p) such that
the positive side is that in the range of exp ,. In Figure 2, the positive side is to the left of X (p). The so
chosen orientations conform with the signs of £” and y” in the normal form (3-2).

Next we synchronize the orientations of 7, M and M near g by postulating that exp, is an orientation-
preserving map from the positive side of S(p), as described above, to the positive side of X (p).

For each p € M, the transformation laws in 7T, M under coordinate changes on the base show that
T, M has the natural structure of a Riemannian manifold with the constant metric g(p). Then one can
define detd exp, invariantly as above. Let dVol,, be the volume form in 7), M, and let dVol be the volume
form in M. Then detdexp, is defined invariantly by

exp, dVol = (detdexp,) dVol,,. (6-3)

det g(exp, v)
detdexp, = b det 9 exp, (v),
P detg(p) ov P

where, with some abuse of notation, g(p) is the metric g in fixed coordinates near a fixed pg, and

In local coordinates,

g(exp, v) is the metric g in a possibly different system of fixed coordinates near go = exp ,; vo. Set
A(p,v) = |ddetdexpp(v)|. (6-4)

Since detd exp » (v) is a defining function for S(p), its differential is conormal to it. By the fold condition,
A # 0. One can check directly that A is invariantly defined on X.
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By (3-3), for (p,v) € S, the differential of exp, maps isomorphically 7,S(p) (equipped with the
metric on that plane induced by g(p)) into 7, X, with the induced metric. Let D be the determinant of
exp,ls(p). that is,

D :=det(d expp|TvS(p)), (6-5)

defined invariantly by (6-1). We synchronize the orientations of S(p) and X (p) so that D > 0.

We express next the weight W (p, v) restricted to S in terms of the variables (p, ¢). For (p, q) € %,
V= exp;1 (¢), where we inverted exp » restricted to S. Let w = w(p, ¢g) be defined as in (3-1) with v as
above. Then we set (see also (5-9), and Remark 5.3)

Ws(p.q) :=W(p,exp, (@)s =[]k (p, v/|vDr (g, —w/|v]). (6-6)

For p close to pg, £ (p) divides M in a neighborhood of gg into two parts: One of them is in the range
of exp p(v) for v near vy (this is the positive one with respect to the chosen orientation); the other is not.
Let 7/(p, g) be the distance from ¢ to X (p) with a positive sign in the first region, and with a negative
sign in the second. Then 7' = 7'(p, q), for fixed p, is a normal coordinate to X (p) depending smoothly
on p, and X is given locally by z” = 0. Then 7’ is a defining function for X, that is, ¥ = {z’ = 0} and
dp 47 # 0 because dyz' # 0. Let 27 = z"(p, q) € R**~! be such that its differential restricted to 7'X
is an isomorphism at (pyg, o). Since dz” and dz’ are linearly independent, z = z(z, 7”) are coordinates
near (po, go). One way to construct z” is the following. Choose (z,41, - .., Z2x), depending on p only,
to be local coordinates for p, and to choose (7, z2, ..., z»), depending on p and ¢, to be semigeodesic
coordinates of g near X (p).

The next theorem shows that near X, the operator N has a singular but integrable kernel with a
conormal singularity of the type 1/+/7’.

Theorem 6.1. Near ¥(p), the Schwariz kernel N(p, q) of N (with respect to the volume measure) near
(po, qo) is of the form

N=Ws J%(IJM/?R(«/?, "), (6-7)

where Wy = Wx(z"), A= A(Z"), D= D(Z"), and R is a smooth function.

Proof. We start with the representation (5-8). We will make the change of variables y = exp,(v) for
(p, v) close to (po, vo) as always. Then y will be on the positive side of X (p), and the exponential map
is 2-to-1 there. We split the integration in (5-8) in two parts: One, where v is on the positive side of S(p),
that we call N, f, and the other one we denote by N_ f. Then

Nif(p) = fs ) [ wroerdexp ) ! avo(), (6:8)

where W is as in (6-6) but not restricted to X, and (expﬁ)*l there is the corresponding inverse in each
of the two cases.

To prove the theorem, we need to analyze the singularity of the Jacobian determinant detd exp,,(v)
near X(p). It is enough to do this at (pg, vp).
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Let y = (y/, y") be semigeodesic coordinates near X (gq), with go = exp po(vo), and let yg correspond
to go. We assume that y" > 0 on the positive side of X (p). In other words, y" = z'(po, q).
We have

dVol(y) = det(d, expp(v)) dVol(v).

The form on the left can be written as dVols ) (y’) dy”, while the one on the right, restricted to S(p),
equals dVolg(p) (v') dv" in boundary normal coordinates to S(p), where v" > 0 gives the positive side
of S(p). On the other hand, by (6-5),

dVOlg(p)(y/) =D dVols(p)(v/).

We therefore get
D dy" = det (dexpp (v)) dv".

By the definition of A, we have
detd, exp,(v) = Av" (1 + O (")). (6-9)

Therefore,
Ddy"=A0+0®@")) v dv".

Since y" =0 for v"* =0, we get
n__/..n 2A n
¥ = W55+ 0W).

Solve this for v" and plug into (6-9) to get

detdexp,(v) = £,/2ADy" (14 0+(/y")). (6-10)
Here O+ (,/y") denotes a smooth function of 4/y” near the origin with coefficients smooth in y’, which
vanishes at y" = 0. The positive/negative sign corresponds to v belonging to the positive/negative side
of S(p). By (6-8),

Nif(p)=/Wf(y) (1+ 0+(/y™) dVol(y). (6-11)

1
V2ADy"
We replace Ag and Dy in (6-11) by their values at y" = 0; the error will then just replace the remainder
term above by another one of the same type. Similarly, W = W (p, v), where exp,,(v) = g. Solving the
latter for v = v(p, q) provides a function having a finite Taylor expansion in powers of ,/y" of any order,
with smooth coefficients. The leading term is what we denoted by Wy, a smooth function on X.

With the aid of (6-2), it is easy to see that (6-11) is a coordinate representation of the formula (6-7) at
the so fixed p. When p varies near py, it is enough to notice that since we already wrote the integral in
invariant form, y” then becomes the function z’(p, ¢) introduced above. For z” we then have 7" (p, q) =
(x(p), Y'(p,q)). Finally, we note that another choice of z” such that (z’, z”) are coordinates would
preserve (6-7) with a possibly different R. O
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7. N as a Fourier integral operator: Proof of Theorem 2.1

We are ready to finish the proof of Theorem 2.1. By Theorem 6.1, near 3, the Schwartz kernel of N has
a conormal singularity at X, supported on one side of it, that admits a singular expansion in powers of
/2, with leading singularity 1/,/z/,. The Fourier transform of the latter is

ﬁe_i”/4(§;1/2+i§:1/2), (7-1)

where ¢4 = max(¢, 0) and ¢{— = (—¢)4. The singularity near { = 0 can be cut off, and we then get a
symbol of order —1/2, depending smoothly on the other 2n — 1 variables. Therefore, near X, the kernel
of N belongs to the conformal class I7"2(Mx M, ¥; C); see e.g., [Hormander 1985a, 18.2]. It is elliptic
when «*(po, 00)x ¥ (g0, —wo) # 0 by (5-9) and (6-6). Therefore, the kernel of N near X is a kernel of an
FIO associated to the Lagrangian 7*X. Moreover, the amplitude of the conormal singularity at ¥ is in
—1/2,1/2 . . L
the class Sphg (polyhomogeneous of order —1/2, having an asymptotic expansion in integer powers
of |£]'/?); see also (9-12) and (9-13).

8. The two-dimensional case

Theorem 8.1. Let dim M = 2. Assume that (R1)—(RS) are fulfilled. Then N*% \ 0, near (po, &o, 40, N0),
is the graph of a local diffeomorphism T*M\0 € (p, &) — (g, n) € T*M \ 0, homogeneous of order one
in its second variable (a canonical graph).

Proof. For (p, &) near (pg, &), there are exactly two smooth maps that map & to a unit normal vector. We
choose the one that maps &p to vg/|vp|. Then we map the latter to v € S(p). Since the radial ray through
v is transversal to S(p), that map is smooth. Knowing v, then we can express ¢ = exp,,(v) € Z(p) and

w = —exp » (v) as smooth functions of (p, &) as well. Then in local coordinates, n = &;0 expi] (w)/dq
(see (4-12)), which in particular proves the homogeneity.
By (RY), this map is invertible. U
) N =(p)

Figure 3. The 2D case.
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The principal symbol of X*X in the geodesics case (see Theorem 5.1, and (5-5)) is given by
op(X*X)(x, ) = 2m |k (x, €4 /1§ DI, 8-1)

where £ is a continuous choice of a vector field normal to & and of the same length such that SOL / |EOL| =6y

and —*g‘OL /I—SOH = 6y at p = po; therefore, the sign of the angle of rotation is different near & and

near —&;. Notice that (5-5) in the two-dimensional case is a sum of two terms but we assumed that « is

supported near (po, 6p); therefore only one of the terms is nontrivial. A similar remark applies to (5-10).
Theorem 6.1 takes the following form in two dimensions, in the Riemannian case.

Corollary 8.1. Let n =2 and let exp be the exponential map of a Riemannian metric. With the notation
of Theorem 6.1, we then have

\/5 Vi
N=W 1 'R ’/, , 8-2
Em( +VZR(WZ,Z") (8-2)

where

_ |4
B = N detdexpp(v)

is evaluated at v € S(p) such that ¢ = exp,(v), and d/dN stands for the derivative in the direction
of N,(v).

Proof. Note first that B # 0 by the fold condition. Let ¢ be the (acute) angle between S(p) and N, (v)
at v. Since N, (v) is orthogonal to the radial ray at v, we can introduce an orthonormal coordinate system
at v with the first coordinate vector being v/|v|, and the second one the positively oriented unit vector
along N, (v), which we call . Let us parallel transport this frame along the geodesic y,, , and invert the
direction of the tangent vector to conform with our choice of w at ¢. In particular, this introduces a similar
coordinate system near the corresponding vector w at ¢ in the conjugate locus. In these coordinates then

dexp,(v) = (_01 j/(?v|) , (8-3)

where j is uniquely determined by J(t) = j(¢)E(t), where J(¢) is the Jacobi field with J(0) = 0,
J'(0) =&, and E(¢) is the parallel transport of &; compare that with (4-1). The extra factor 1/|v| comes
from the fact that we normalize v now in our basis, so that the result would be the Jacobian determinant.
Then the Jacobi determinant detdexpp(v) is given by —j/|v|. In particular, for (p, v) € S we have
dexp,(v) = diag(—1, 0). Note that j depends on v as well; therefore its differential, which essentially
gives ddetdexp,,(v), depends on the properties of the Jacobi field under a variation of the geodesic.

Now, it easily follows from the definition (6-5) of D that D =sin ¢. On the other hand, d detd exp » (v)
is conormal to S(p); therefore, the derivative of detd exp »(V) in the direction of N, (v) satisfies

%detdexpl,(v) = |ddetdexp,(v)|sing = Asing = AD. O
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9. Resolving the singularities in the geodesic case

As before, let (pg, go) be a pair of fold conjugate points along jp, and X be the ray transform with a
weight that localizes near yy. We want to see whether we can resolve the singularities of f near pg and
near go knowing that X f € C*, and more generally, whether we can invert X microlocally. Assume for
simplicity that py # qo.

We will restrict ourselves to the geodesic case only but the same analysis holds without changes to
the case of magnetic geodesics as well. We avoid the formal introduction of magnetic geodesics for
simplicity of the exposition. Assume also that

k(p, kg, —w/lwl) #0 for (p, ) € U, (9-1)

where (g, w) are given by (3-1), and U 3 WUg > (po, Op). This guarantees the microlocal ellipticity of the
WDO A near N*(pog, vog) and N*(gg, wp) in Theorem 2.1; see Theorem 5.1.

9a. Sketch of the results. We explain the results before first in an informal way. As we pointed out
in the introduction, X f(y) for geodesics near j; can only provide information for WF( f) near N*yy,
and does not “see” the other singularities. The analysis below, based on Theorem 2.1, shows that on a
principal symbol level, the operator | D|'/?>F behaves as a Radon type of transform on the curves (when
n = 2) or the surfaces (when n > 3) X(p). Similarly, its adjoint behaves as a Radon transform on
the curves/surfaces X (q). Therefore, there are two geometric objects that can detect singularities at py
conormal to vy: the geodesic yy = ¥y, (and those close to it) and the conjugate locus X(go) through
po (and those corresponding to perturbations of vg). We refer to Figure 4.

When n = 2, the information coming from integrals along the two curves (and their neighborhoods)
may in principle cancel; and we show in Theorem 9.2 that this actually happens, at least to order one.
When n > 3, the Radon transform over X(q) > p competes with the geodesic transform over geodesics
through p. Depending on the properties of that Radon transform, the information that we get for 4£

Figure 4. Two geometric objects can detect singularities at pgy in the geodesic case:
a geodesic yy through po, and the conjugate locus X(gg) of go conjugate to py. By
Theorem 4.2, yy is parallel to X (qo).
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may or may not cancel because &y is conormal both to 3y and X (ggp). On the other hand, for any other
&1 conormal to vy but not parallel to &y, the geodesic y; (and those close to it) can detect whether it is
in WF( f) but the Radon transform restricted to small perturbations of vy (and therefore of gg) will not.
Thus, we can invert N microlocally at such (pg, &).

Now, when n > 3, we may try to invert N even at &y by choosing v’s close to vy but normal to &y. If
&y happens not to be conormal to the corresponding conjugate locus X (g (po, v)) at pg, we can just use
the argument above with the new v. In particular, if the map (4-3) is a local diffeomorphism, this can be
done.

This suggests the following sufficient condition for inverting N at (pg, &1):

There is some 0; € S,,M such that «(po, 61) #0, §(61) =0,
and & is not conormal to X (g (po, 61)) at po. (9-2)

Above, X(q(po, 61)) is the conjugate locus to the point ¢ that is conjugate to pg along ), ¢,. We normally
denote that point by g(pg, v1), where v; € S(pg) has the same direction as 6.
In case of the geodesic transform, one could formulate (9-2) in terms of the map (4-3) as follows:

There exists v; € S(pg) such that k (pg, vi/|v1|) #0, & (v1) =0,
and &; is not the image of v; under the map (4-3) at py. (9-3)

In Section 10c, we present an example where (4-3) is a local diffeomorphism, and therefore (9-2)
holds. In Section 10d we present another example where (9-2) fails.

9b. Recovery of singularities in all dimensions. We proceed next with analysis of the recovery of sin-
gularities.

Let x1,2 be smooth functions on M that localize near py, and g, respectively, that is, supp x; C Uj
and supp x2 C U,, where Uj ;> are small enough neighborhoods of p and g, respectively. Assume that
X1, x2 equal 1 in smaller neighborhoods of pg, go, where fi, f» are supported. Then f := f| + f is
supported in U; U U, and we can write

XINf =A1fi+ Fiafa, 9-4)

where A| = x1 N x1 is a WDO by Theorem 5.2, while Fi5 = x1 N x» is the FIO that we denoted by F in
Theorem 2.1. By (RS), we can do the same thing near g to get

XeNf = Az fo+ Fo f1, (9-5)

where Ay = 2N x2, F21 = x2N x1. It follows immediately that F»; = F},. Recall that Fi; = F in the
notation of Theorem 2.1. Assuming X*Xf € C*, we get

Alfi+Ff,eC® and A,fa+F*fieC™. (9-6)
Solve the first equation for f;, and plug into the second one to get

(Id—A;'F*AT'F) f, € C*  near (qo, £10) , (9-7)
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where Al_1 and A, 1, denote parametrices of A; and A, near (po, £&0) and (go, £no), respectively. The
operator in the parentheses is a WDO of order O if the canonical relation is a graph, which is true in
particular when n = 2, by Theorem 8.1. In that case, if Id —A; 'F *Ale is an elliptic (as a ¥YDO of
order 0) near (qo, £19), then we can recover the singularities. Without the canonical graph assumption,
if it is hypoelliptic, then we still can.

Another way to express the arguments above is the following. Since x together with « restrict to
conic neighborhoods of (po =+ &p) and (qo =£ 1), respectively, and A, F, F* have canonical relations
of graph type that preserve the union of those neighborhoods, we may think of f = f; + f, as a vector

f = (f1, f2), and then
F= <?~1 i) (9-8)

The operator Id — A 'F *Ale can be considered then as the “determinant” of F, up to elliptic factors.

Theorem 9.1. Let the canonical relation of F be a canonical graph. With the assumptions and the
notation above, if the zeroth order WDO

Id—A;'F*AT'F (9-9)

is elliptic in a conic neighborhood of (qo, £n9), then Xf € C* near (po,0y) (or more generally,
Nf € C* near pg and qo) implies f € C*.

In the geodesic case in two dimensions, the principal symbol of A5 'F *Al_lF is always 1; see
Proposition 9.1 below.

When n > 3 and F is of graph type, then A5 3 *Al_1 F is of negative order; therefore we can resolve
the singularities.

Corollary 9.1. Let n > 3 and assume that the canonical relation of F is a canonical graph. Then the
conclusions of Theorem 9.1 hold, that is, X f € C* near (py, o) (or more generally, N f € C* near pg
and qo) implies f € C*°.

Proof. In this case, Ale is an FIO of order 1 — n/2 with the same canonical relation as F. Similarly
Ay 'F* is an FIO of order 1 —n/2 with a canonical relation that is a graph of the inverse canonical map.
Their composition is therefore a WDO of order 2 —n < 0. Its principal symbol as a DO of order O is
zero. The corollary now follows from Theorem 9.1. O

In Section 10c, we give an example where the assumptions of the corollary hold. Note that those
assumptions are stable under small perturbations of the dynamical system.

When the graph condition does not hold, the analysis is harder. Then (4-3) is not a local diffeomor-
phism. If its range is a lower dimension submanifold, for example, we can at least recover the conormal
singularities to 6y away from it, as the corollary below implies. Note that below, (b) implies (a). Also,
(9-1) is not needed; only ellipticity of « at (po, 6p) suffices.

Corollary 9.2. Let Xf € C* for y near yy.
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(a) If & € Ty,M \ 0 is conormal to vy but not conormal to ¥(qo) (not parallel to &), then

(po, §1) € WE(f).
(b) The same conclusion holds if condition (9-2) or the equivalent (9-3) is fulfilled.

Proof. Note first that A is elliptic at (pg, ¢) by (9-1) and Theorem 5.1(b). By the first relation in (9-6),
(po, &1) € WFE(f1) if and only if (pg, £1) € WE(F f,). To analyze the latter, we will use the relation
WF(F f2) C WF'(F) o WE(f>); see [Hormander 1983, Theorem 8.5.5], noting that in the notation
there, WF(F)x is empty. By Theorem 6.1, WF'(F) consists of those points in the canonical relation
€; see (2-5), for which the conormal singularity in (6-7) is not canceled by a zero weight.

Now, let £ be as in (a). Since & is separated by £, by a conic neighborhood, one can choose a
weight x on SM that is constant along the geodesic flow, nonzero at (pg, 8y) and supported in a flow-out
of a neighborhood V" of it small enough such that the conormals to the corresponding conjugate loci at pg
stay away from a neighborhood of &;. In the geodesics case, the condition is that the map (4-3) restricted
to V" does not intersect a chosen small enough conic neighborhood of +&y. This can always be done by
continuity arguments. Then left projection of WF'(F) will not be singular at (py, &), and therefore, F f>
will have the same property regardless of the singularities of f5.

Statement (b) follows from (a) by varying v near vy in directions normal to &;. Il

9¢. Calculating the principal symbol of (9-9) in case of Riemannian surfaces. Let exp be the expo-
nential map of g, and let n > 2. We will take n = 2 later. Recall that the leading singularity of the kernel
of N near X is of the type (z’+)_1/ 2, by Theorem 6.1. We will compose F with a certain ¥DO R so that
this singularity becomes of the type §(z"). Then modulo lower order terms, FRf (p) will be a weighted
Radon transform over the surface X (p). In 2D, that will be an X-ray type of transform. We are only
interested in this composition acting on distributions with wave front sets in a small conic neighborhood
W of (qo, £no)-

The Fourier transform of (z/,)~/?

is given by (7-1). Its reciprocal is
a2 (h(§)¢ 2 —ih(=5)(=5)?) = a2 (h(6) —ih(=0))15]2,

where £ is the Heaviside function and |¢| is the norm in Ty*M . We fix p near pg and local coordinates
x = x(p) there, and we work in semigeodesic coordinates y = y(p, g) near go normal to X (p) oriented
as in Section 6. Let x denote local coordinates near gg. Let R be a properly supported WDO of order
1/2 with principal symbol equal to

r(y,m) = 2™ (h(ny) — ih(=n2)) 0l *ro(y, n) (9-10)

in W', outside some neighborhood of the zero section, where r( is a homogeneous symbol of order 0, an
even function of n. Note that

ri? =" nlrg. (9-11)
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The appearance of the Heaviside function here can be explained by the fact that N*X has two connected
components: near (pg, go, —&o, 7o) and near (po, qo, &0, —no); the constants need to be chosen differently
in each component.

We start with computing the composition F R.

Since the kernel of FR is the transpose of that of RF’, we will compute the latter; and we only
need those singularities that belong to W. Denote by F(p, g) the Schwartz kernel of F. Then the
kernel F'(q, p) = F(p, q) of F’ (with the notation F’' f(q) = [ F'(q, p) f (p) dVol(p)) can be written
as F'(q(x, y), p(x)), which with some abuse of notation we denote again by F’(y, x). Then

F'(y, %) = 27)"" / MY s x) i, 9-12)

where F is the partial Fourier transform of F with respect to y”, and there is no summation in y"7,. By
Theorem 6.1 and (7-1),

F'(y, 1y, x) = 7274 (W) + ih(=1,)) Ina T 2G (x, Y, 1), (9-13)

where G is a symbol with respect to 7,, smoothly depending on (x, y’) with principal part

J2
VAD'

Moreover, by Theorem 6.1, G has an expansion it terms of positive powers of |1,|~!/2. In particular,

G() = Wz

G — Gy is an amplitude of order —1/2 that contributes a conormal distribution in the class
772 (M x M, 2; 0);

see e.g., [Hormander 1985a, Theorem 18.2.8]. By the calculus of conormal singularities, e.g., [ibid.,
Theorem 18.2.12], the kernel of FR is of conormal type at y* = 0 as well, with a principal symbol
given by that of F multiplied by r|y»—¢ ,—o. That principal symbol coincides with the full one modulo
conormal kernels of order 1 less that the former; see the expansions in [ibid.] preceding Theorem 18.2.12.
Since we assumed that r( is an even homogeneous function of 7 of order 0, ro(y’, 0, 0, n,,) is a function
of y” only for » in a conic neighborhood of (0, 1), equal to r(y, 0, 0, 1). Therefore, the principal part
of r(y, Dy)F'(-,x)is

V2o,
ro(y,0,0, D", (9-14)
vAD
and the latter is in I ~"/>*1/2(M x M, X; C). The “error” is determined by the next term of the principal
symbol of the composition F'R with G replaced by Gy, which is of order 1 lower, and by the contri-

@)™ /eiyn""Go(x, n)ro(y', 0,0, 1)dn, = Wy

bution of G = Gy, which is of order —1/2 lower. Since the coordinates (y’, y") depend on p as well,
ro(y', 0,0, 1) is actually the restriction of ry to N*X(p). So we proved the following.
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Lemma 9.1. Let r be as in (9-10). Then FR € I'>7"2(M x M, ¥; C), modulo I "*(M x M, ¥; C),
reduces to the Radon transform

V2
FRf(p):/ af dS, where a:=ry|lyxp)Wy—==,
Z(p) ? vAD

where dS is the Riemannian surface measure on X(p) that we previously denoted by dVols,).

In two dimensions, this is an X-ray type of transform. In higher dimensions, this is a Radon type of
transform on the family of codimension one surfaces X (p).

In what follows, n = 2.

We will compute R F*F R next. We have

f FRfFRhdVol ~ f / (af)(z) dS(Z) (ah)(q) dS(g) dVol(p) (9-15)
M JE(p) )

Z(p

modulo terms of the kind (Pf, h), where P is a WDO of order —3/2 or less.

In the latter integral, p parametrizes the curve X(p), while g € ¥ (p) parametrizes a point on it.
Another parametrization is by p and § € S;M with § oriented positively; then g = exp,,(v), where
v € X(p) and £(v) = 0. For the Jacobian of that change we have

D
dS(q) dVol(p) = D dVols(,)(v) dVol(p) = % do, (&) dVol(p), (9-16)

and we recall that do, denotes the surface measure on S, M, which in this case is a circle. The canonical
map (p, &) — (g, n) is symplectic and therefore preserves the volume form dp d§. Set

K :=n(p,&)I/|&l. 9-17)

Then this map takes $*M into {(¢, n) € T*M : |n| = K}. Project that bundle to the unit circle one, and
set ) = n/|n|. Then we have the map (p, §) — (g, 1)), and dVol(p) do,(§) = K?dVol(q) do, ().
When we perform those changes of variables in (9-15), we will have

lw|DK?
dS(q) dVol(p) = e dVol(g) do, (1), (9-18)

where p € M, q € X(p), (q,n) € S*M, and we removed the hat over 1. Let w be the corresponding
vector in S(g) normal to n. That parametrizes the curves X (p) over which we integrate by initial points
g and unit conormal vectors 7. The latter can be replaced by unit tangent vectors w = w/|w]|; then
dVol(g) doy (n) = dVol(g) do, (). Let us denote the so parametrized curves by c, ;(s), where s is an
arc-length parameter.

It remains to notice that the integral with respect to z’ € X (p) is an integral with respect to the arc-
length measure on X (p), which we denote by s. Then performing the change of the variables (p, ¢, z') —
(g, w, 7" in (9-15), we get
jw|DK?>

/ FRfFRhdVol ~ / (af)(cq,,;)(s))a(q,—w)ﬁ(q)dsﬁdaq(w)d\/ol(q). (9-19)
Rx S, MxM cos ¢
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Therefore, we get as in (5-2), (5-4),
_|lw|DK?* f(q')

R*F*FRf(q) ~ f dVol(q")
JW cos¢p  p(g,q’)
) , (9-20)
> /\FOIN*E( )|2|W2|22|w|K ACS, dVol(g")
«/det(g(q)) ! Acosé p(g,q)
For the directional derivatives of detd exp p(v) = —J'/|v| (see (8-3)), the derivative along the radial ray

is [J/(1)|/|v| by absolute value, while the derivative in the direction of S(p) vanishes. That implies
Acosgp = |J'(D|/|w| = K/|w].

Therefore,

f "blN*E(p)‘ |Ws|*|wl|? f(Q)
Vdet(g(@) t(g(q q,9")

Here (p, v) is defined as follows. It is the point in SM that lies on the continuation of the geodesic

R*F*FRf(q) ~ dvol(q'). 9-21)

through ¢, ¢’ to its conjugate point near poy, The weight « restricts ¢’ to a small neighborhood of yy.
Next, A, restricts ¢’ near qo.

We compare (9-21) with (5-4) and (5-5). Notice that the Jacobian term in (5-4) at the diagonal equals
/det g and therefore cancels the factor in front of the integral in the calculation of the principal symbol.
We therefore proved the following.

Lemma 9.2. Let n = 2. Then R*F*FR is a WDO of order —1 with principal symbol modulo S™3/? at
(q. n) near (qo, no) given by

_ 2
A K 9|~ rolwss | 1k (py v/ 0D Pl (g, —w/w])]?.

Here w/|w| is a continuous choice of a unit vector normal to n at q, so that (q, w/|w|) = (qo, wo/|wol)
when (q, n) = (qo, o), and v/|v| is a parallel transport of —w /|w| from q to its conjugate point p along
the geodesic v .

Later we use the notation w = nL/lnH, and v = ";‘L/|§L|.
Proposition 9.1. Let n = 2. Then
Id—A;'F*AT'F
is a VDO of order —1/2.

Proof. We apply Lemma 9.2 with 7 ~1/2¢17/4||1/2ry being the principal symbol of A, 172 (see (9-10)),
where A, 245 a parametrix of A;/ % near (g0, £n9). To this end, choose

w2 Q)T (g, m) = @) TPl (g, nt /It

see (8-1). Note that (g, w/|w|) = k(p, —v/|v]) = 0 because of the assumption on suppk. Then

|r0|N*>;(p)| =212k (g, —w/|w|)|~!, where w is as in (3-1). The choice of r( yields RR* = Az_l/2 mod
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w~! So Lemma 9.2 implies that R* F* F R, and therefore RR* F*F and Ay UF* F have principal symbol

0o (A 'F*F)(q, n) =21 K |k (p, §- /161D 1*/In

We only need to insert Al_] between F* and F. By [Hormander 1985b, Theorem 25.3.5], modulo WDOs
of order 1 lower, the principal symbol of A, ¥ *AI_IF is given by that of A5 'F*F multiplied by the
principal symbol (27|« (p, v)|*>/|E])~" of Al_l pushed forward by the canonical map of F. In other
words,

_ 2xlk(p, EL/IELDI?

op(A; ' F*AT F) (g, ) = K[27lc((p, EX1EDIP/1EG@, mD] ' =1. O
i

The following lemma is needed below for the proof of Theorem 9.2.

Lemma 9.3. Let k| and k both satisfy the assumptions for k in the introduction, and let k (po, 6p) 0. Let
x € WO have essential support near (po, &) U (qo, £n0) and Schwartz kernel in (Uy x Up) U (U, x Uy).
Then there exists a zero order classical Y DO Q with the same support properties such that

OX:X,x =X} Xex mod I7*(M x M, AUN*X, C),
where A is the diagonal. In particular, QX X, x — X X x : H® — H*13/2 is bounded for any s.

Proof. We define Q = Q|+ Q> where Q| » have Schwartz kernels in U; x U; and U; x Ua, respectively.
Following the notational convention in (9-8), Q = diag(Q1, Q>).
Then we choose Q) to have principal symbol

Ri(p &5 /IETD/k(p, E/1ED) (9-22)
in a conic neighborhood of (pg, ££&y) with the same choice of £+ as in (8-1). Next, we choose Q> with
a principal symbol

©1(q, n /I ik (g -/ In D) (9-23)

in a conic neighborhood of (gg, £1¢). Then

OX*X, = (Q1A1 QIF) '

O2F* 024,
Then (see (8-1))

0p(Q1A1) =27 (1) (p, EL/IET])  and  0,(Q242) = 27 (k1K) (q, 0™/ In*]).

For Q| F and Q,F*, we use the arguments used in the proof of Lemma 9.1. A representation of the
Schwartz kernel of F’ as a conormal distribution is given by (9-12). The composition Q, F* then is of
the same conormal type with a principal symbol equal to the complex conjugate of that of F’ multiplied
by the symbol (9-23) restricted to N*X. This replaces k% =k in (6-6) by k. Since «% =k in (6-6), we
get that O, F* is of the same conormal type with leading singularity as in Theorem 6.1, with

Ws = [v|"'&(p, v/IvDki (g, —w/|w]).
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This is however the leading singularity of XZX:] Xexi1-
The proof for Q F is the same with the roles of p and g replaced. (|

9d. Cancellation of singularities on Riemannian surfaces. Assume in all dimensions that there are no
conjugate points on the geodesics in M, and that 0 M is strictly convex. Let M| D M be an extension of
M such that the interior of M| contains M be as in Remark 5.2. Then if ¥ #£ 0,

Iz < C||X*Xf||H1(M1) + Cell fllg—+@my forall f e LZ(M), (9-24)

for all £ > 0; see [Stefanov and Uhlmann 2004; Frigyik et al. 2008], and [Stefanov and Uhlmann 2008]
for a class of manifolds with conjugate points. When we know that X is injective, for example when the
weight is constant; then we can remove the H —k term. The same arguments there show that for any s >0,

I f sy < CUX*Xf N gser oy + Cill fll gy forall f e Hy(M). (9-25)

Consider X f parametrized by points in d+SM;, which defines Sobolev spaces for X f as in Section 5b.
Then

I sy < CUXf sz sy + Ckll fll -+ for all f € Hj(M) and s > 0. (9-26)

Indeed, in Proposition 5.2, one can complete M| and ¥ to closed manifolds, and then we would get
that X* : H* — H**1/2 is bounded. Then (9-26) follows by (9-25). Estimate (9-26) is sharp in view of
Proposition 5.2. In the following theorem, we show that (9-24) and (9-26) fail in the 2D case, with a loss
at least of one derivative in the first one, and 1/2 derivative in the second.

Theorem 9.2. Let n = 2, and let yy be a geodesic of g with conjugate points satisfying the assumptions
in Section 2. Then for each f> € H*(M), with s > 0, with WF( f3) in a small neighborhood of (qo, +1%),
there exists f1 € H' (M) with WE( f1) in a some neighborhood of (py, +£9) such that

XfeH™* and X*XfeHT?  where fi= fi+ fo.

In particular, if (M, g) is a nontrapping Riemannian surface with boundary with fold type of conjugate
points on some geodesics, neither of the inequalities (9-24) and (9-26) can hold.

Remark 9.1. It is an open problem whether we can replace H*™3/4 and H**3/2 above with C*°. See
Section 10a for an example where this can be done.

Remark 9.2. If there are no conjugate points, one has Xf € H**1/2, X*Xf € H**!. Therefore, the
conjugate points are responsible for a 1/4 derivative smoothing for X f, and a 1/2 derivative smoothing
for X*X f

Proof. Let f, be as in the theorem. Set
fi=—AT'Ff,

where, as before, Al_1 and Ay " are parametrices of Aj; in conic neighborhoods of (pg, £&p) and
(qo, £no), respectively. Then f; belongs to H® and has a wave front set in small neighborhood of



250 PLAMEN STEFANOV AND GUNTHER UHLMANN
(po=, &o), by Theorem 2.1. By construction and by (9-4),
x1X*Xf eC™. (9-27)
Next, by (9-27),
Arfot F* fi=As fo— F*AT'Ffo = (A, = F*AT'F) fo.
The operator in the parentheses is a WDO of order —3/2 by Proposition 9.1. Therefore (see (9-5))
XX Xf=Arfo+ F*fr e H /2,

We therefore get X*Xf € H*3/2(U; UU,).
To prove X f € H**3/% note first that above we actually proved that

X*X(Id—A;'F)y : H (Us) - H AU U U,) (9-28)

is bounded, being a WDO of order —3/2, where x denotes a zero order WDO with essential support in
a small neighborhood of (pg, £19) and Schwartz kernel supported in U, x Us.
Our goal is to show that

X(Ad—AT F)y : HS(Uy) — Hy 7" (%)
is bounded. It is enough to prove that
X (Ad—A7 ' F)* X* Posi3p X Ad — AT F)x : H (Uy) — H™*(Ua) (9-29)
for any WDO P»sy3/, of order 2s +3/2 on 3. All adjoints here are in the corresponding L? spaces.
By (9-28),
Q2432 X* XA —AT' F)x : H (Uy) > H™*(U>) (9-30)
is bounded for any WDO Q53,2 of order 2s + 3/2.
To deduce (9-29) from (9-30), it is enough to “commute” X* with P»,3/> in (9-29). Let 25 +3/2

be a nonnegative integer first. As in the proof of Proposition 5.2, we use the fact that X* Py, 3/, =

(P2*s+3/2X)*’ and P} .,

of order not exceeding 2s + 2. Thus we can write

Xf is a finite sum of X-ray transforms with various weights of derivatives of f

X*Pyia=) 0;X], (9-31)

where Q; are differential operators on 3¢ of degree 2s + 3/2 or less, and X ; are like X in (2-1) but
with different weights still supported~where k is supported. By Lemma 9.3, Q jX;fX = R; X*X, where
R; is a WDO of the same order as Q. The proof of (9-29) is then completed by the observation that
x*(Id _A1_1 F)* maps continuously H* into itself, since the canonical relation of F' is canonical graph.

O
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10. Examples

In this section, we present a few examples. We start in Section 10a with the fixed radius circular transform
in the plane, where we can have cancellation of singularities similarly to Theorem 9.2 but we show that
this happens to any order. Then we consider in Section 10b the geodesic X-ray transform on the sphere,
where the conjugacy is not of fold type, but a similar result holds. Next, in Section 10c, we study an
example of magnetic geodesics in the Euclidean space R with a constant magnetic field. We show that
then the canonical relation of F is a canonical graph, and therefore, one can resolve the singularities.
Finally, in Section 10d, we present an example of a Riemannian manifold of product type where the
graph condition is violated.

10a. The fixed radius circular transform in the plane. Let R be the integral transform in R? of inte-
grating functions over circles of radius 1. We fix the negative orientation on those circles; then for each
(x,£) € SR?, there is a unique unit circle passing through x in the direction of #. It is very easy to
see (below) that the first conjugate point appears at “time” w. The next one is at 2, which equals the
period of the curve. If one originally chooses f supported near, say (0, 0) and (2, 0); and chooses yy
to be the arc of the circle that is a small extension of {|x; — 1> + x% =1, xp > 0}, then we are in the
situation studied above. On the other hand, if we do not impose any assumptions on supp f, we will get
contributions that are smoothing operators only. Therefore, we do not need to restrict supp f.

Those circles are also magnetic geodesics with respect to the Euclidean metric and a constant nonzero
magnetic field; see e.g., [Dairbekov et al. 2007]. Let us use the following parametrization first. We
temporarily denote vectors 6 by 6:= (sin @, cos 0) to reserve O for their (nonstandard) polar angles. The
circle through x in the direction of g is given by

Vx.0(t) =x + (cos —cos(0 +t), —sinf +sin(0 +-¢t)). (10-1)
Then y, (0) = x, Y, 6(0) = 6. Let J1 be the Jacobi matrix 3y, ¢(¢)/9(t, 8). We have

_(sin(@ +1) —sin® +sin(d + 1) (10-2)
“ \cos(@+1) —cos@+cos(@+1))"
Then det J; = — sin(0 + ) cos @ + sinf cos(6 + t) = — sint. It vanishes when ¢t = 7 (see the remarks

above why the other zeros do not matter). Therefore, in the (¢, 8) coordinates, the tangent conjugate
locus S(x) is given by {t = 7} for any x. The conjugate locus of x then is the circle X (x) = {yy o(7)} =
{x +2(cos O, —sinf); 6 € R}, that is,

Tx)={y:ly—x[=2},

which is the envelope of all circles of radius 1 passing through x; see Figure 5. Next,

—sinf —2sinf
Iili=r = (— cos6 —2cos 6?) ' (10-3)

The null space consist of multiples of 20/d¢ — d/d6. That null space is transversal to {t = 7 }; therefore,
we have a fold conjugate locus.
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To write this in the Cartesian coordinates x = (x!, x2), set
v =1t(sinf, cosH),

that is, v = 1. Set also exp, (v) = yx,0(2), that is, the endpoint of the magnetic geodesic originating at
x in the direction v/|v|, of length |v|. Then

Sx)={v:|v|=mn}.

We compute next N, (v) for v = (0, 7). By the rotational symmetry, this would determine N, (v) for any
v € Sy (v) in a trivial way. For the Jacobi matrix J, := dv/a(¢, 8) we get

J2:<sm9 tcos@)' (10-4)

cos —tsind

To find the Jacobi matrix J := d exp, (v)/0v = dyx ¢(t)/0v at v = (0, ), we write J = J; Jz_l atd =0,

t =, to get
0 0
Jlv=0,7) = (_2/7_[ _1> . (10-5)

The null space is spanned by (—1, 2/m). For general 6 it follows immediately that
Nx(v) =Re™(=1,2/m),

where we used complex identification to denote rotation by the angle —6. We could have obtained this
as J = J; JZ_1 for t = m, and general 6’s, of course. In particular, for 6 = 0, that is, for v = (0, ), we
get N, (v) = R(—1/2, w). We see again that S is a fold conjugate locus. The other assumptions of the
dynamical system are easy to check.

It is much more natural to parametrize those circles by their centers; we use the notation C(x). Then
the circular integral transform is defined by

2

Xf(y)= fde= f&+ow) dl, = f(z+€e) da. (10-6)
C(y) lw]=1 0

The connection to the natural parametrization by x and 6 that we used above is as follows. As in
[Dairbekov et al. 2007], for all circles in neighborhood of a given one, for example the one with x =0
and 6 =0, we choose a curve S through x =0, transversal to that circle. Let z be the point of intersection
of those circles with S, close to 0. Then we use z and 6 as parameters, and the natural measure is
du =10 -v(z)|de, dd, where d£, is the Euclidean length measure on S, and v(z) is the unit normal at z.
This measure is independent of the choice of S. Choose S = {x?> = 0}. Then the natural measure on
those circles is du = cos# dz! df, near z' = 0 and 6 = 0. The center of each such circle is given by
y 1= (z! +cos6, —sinf); see (10-1). Using y as a new parameter, and computing the Jacobian of the
map (z', 6) — y, we see that diu = dy in the new variables. Therefore, with the parametrization by its
center as in (10-6), X is unitarily equivalent to its previous definition, and X*X will not change if we
define X* with respect to the inner product L?(R2, dy).
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10al. X asa convolution. Itis well known and easy to see that X is a convolution with the delta function
81 of the unit circle

Xf=0dg % f.
Fourier transforming, we get
X =2nF ' J(EDF, (10-7)
where Jj is the Bessel function of order 0. This shows that
X*X = Qn)*F IS (EDF. (10-8)

Note that J02(|§ |) is not a symbol because it oscillates. In principle, one can use this representation to
analyze X*X but this is not so convenient when we want to analyze X locally.

10a2. Integral representation. We write

(Xf,Xh):// f(x—i—a))dﬁa)/ h(x 4 6) dey dx
|w|=1 16]1=1 (10-9)
:// fO+w—0)h(y) de,dey dy.
lw|=1 J|0]=1

Therefore,

X*Xf(x)= fx4+w+0) de,dly; (10-10)
lol=1 J|8]=1

compare with (5-1).

We will make the change of variables z = w + 6. For 0 < |z] < 2, there are exactly two ways z can
be represented this way. Write w = e and 0 = €. Since d¢, = do, dlp = dB, and dz; Adzy =
(—2i)~1dz Adz, we get

dzy Adzy = _in(iei“ do +ie'® dB) A (—ie ™ da —ie " dB) = sin(B — a) da A dB
=sin(B —a)dl, A déy.

It is easy to see that |8 — «| equals twice the angle between z = w + 6 and 8. Let r = |z|. Then
r/2 =cos %|a — B|. Elementary calculations then lead to

sinjo — B| = %\/4 —r2,
Therefore, (10-10) yields the following.

Proposition 10.1. Let X be the circular transform defined above. Then

X*Xf(x):/ — 4 r(y)dy, where ri=|x—y|. (10-11)

r<2 rv/4—r?



254 PLAMEN STEFANOV AND GUNTHER UHLMANN
10a3. X*X as an FIO. The kernel has singularities near the diagonal x = y, and also near

T={x—yl=2}

12

That singularity is of the type (2 — |x — y|)™"/~, and for a fixed x the expression 2 — |x — y| measures

the distance from the circle X (x) to the point y inside that circle. We therefore get the same singularity
as in Theorem 6.1. Note also that

N¥S = {(x, x £2&/|E|, &, —&) : £ € R*\ 0). (10-12)

Based on Proposition 10.1, and Theorem 2.1, we conclude that X*X is an FIO of order —1 with a
canonical relation € of the following type. We have (x, &, y, n) € € if and only if (y, n) = (x, &) (that
gives us the WDO part), or (y, n) = (x £2&/1§], &).

This can also be formulated also in the following form.

Theorem 10.1. Let X be the circular transform defined above. Then, modulo W~°,
X*X=Ap+ F.+ F_, (10-13)
where Ay, F+ and F_ are Fourier multipliers with the properties
(@) Ag=4m|D|~! mod W~2;
(b) Fy are elliptic FIOs of order —1 with canonical relations of a graph type given by
Fit(x,8) > (x £28/I61,8); (10-14)
(c) F_ =F7.

Proof. We start with the Fourier multiplier representation (10-7). The leading term of (271)2J02(|§ ) is

8 2 8 . 2 e2lEl p2ilg]
T cost(Jg] — /) = (1 +sinlg) = 2m (54 S - S,
g o I/ = 1 : GRTIT

Those three terms are the principal parts of the operators in (10-13). The first one gives 47| D|~!, while
the second and the third one are FIOs with phase functions ¢+ = (x — y) - £ £2|&|. A direct calculation

show that the canonical relations of Fy are given by (10-14), indeed. For the complete proof of the

(10-15)

theorem, we need the full asymptotic expansion of Jy.
We recall the well-known expansion of Jy(z) for z — oc:

Jo(z) ~/2/(wz)(P(z) cos(z —w/4) — Q(2) sin(z — 7 /4)),

where
o o

P@~Y pz ™ and Q@) ~) qz 7,

k=0 k=0
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®

Figure 5

with some (explicit) coefficients py and gx. In particular, p; =1 and ¢; = —1/8. Then

(27‘[)2]02(2) ~ 2?ﬂ((P + iQ)ei(Z_”/4) +(P— iQ)e—i(z—n/4))2

~ 2L (<P +1QPe¥ +i(P —i0)%¢ ¥ +2P7 +207).

We set
— . — . 2 i
Ao=4r|D|"' (P2 (DD + Q*(IDD) and Fi=F2xi|D|”'(P(ID) £iQ(ID)) e**IPl (10-16)
This completes the proof. U

We will now connect this to Theorem 2.1. Let po = (0,0), go = (2,0), vo = (0, 7), wo = (0, 7).
Then vy € S(pg). Choose & = (1, 0), conormal to the conjugate locus X(g9) = {|x — qo| = 2} at po;
choose ng = (1, 0), conormal to the conjugate locus ¥ (pg) = {|x — po| = 2} at go. The directions of &
and n reflect the choice of the orientation we made earlier. We refer to Figure 5.

If we localize X near v = vy, then the pseudodifferential part of X*x X is (1/2)Ay, see (5-10). There-
fore, in the notation of Theorem 2.1,

A=3Ay) and F=F,+F_.

The canonical relation of F; maps (po, &) into (go, no), (see Figure 5), while that of F_ maps (pg, —&p)
into (go, —no). This is consistent with the results in Theorem 2.1, where the Lagrangian has two discon-
nected components located near (po, qo, £&o, Fno).

To analyze the operator (9-9), note first that A} = A, = Ap/2. Let us first analyze this operator applied
to distributions with wave front set near (go, 179) but not near (gg, —1¢). Then F reduces to F. only, and
we have, modulo &~

A FFAT'F = 1A FR R, =14,
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see (10-16). The analysis near (gg, —no) is similar. Therefore, we have a stronger version of Theorem 9.2
in this case: Singularities can cancel to any order.

Theorem 10.2. Let f| be any distribution with WE( f1) supported in a small conic neighborhood of some
(x0, £%) € T*R2\ 0. Then there exists a distribution f> with WE( f>) supported in a small conic neighbor-
hood of (xo£2£°/|£°], €9, which is an image of WF( f) under the map %, such that X (fi + f>) € C*®
for all unit circles in a neighborhood of the unit circle C (xo £ £°).

In other words, for a fixed circle Cy of radius 1, there is a rich set of distributions f, with any order of
singularity at N*Cy, such that those singularities are invisible by X localized near Cy, thatis, X € C*.
Explicit examples can be constructed by choosing f>(x) = §(x — gg). Then F f, near py is just given by
the Schwartz kernel of X*X; see (10-11). To obtain fi, we apply 24 ! to the result.

We emphasize that the theorem provides an example of cancellation of singularities for the localized
transform only. As we will see below, X f € C* (globally) for f € ¢ implies f € C*. On the other
hand, without the compact support assumption, one can construct singular distributions in the kernel
of X, using the Fourier transform.

10ad. The wave front set of a distribution in Ker X. Now, if X f = 0 or, more generally, if Xf € C*°,
one easily gets that

For all f € Ker X, WF(f) is invariant under the action of the group {F" for m € Z}. (10-17)

Then, if f is compactly supported (or more generally, smooth outside some compact set), we get that
WE(f) must be empty, that is, f € C*°(R?). In other words, even though recovery of WF( f) is impossi-
ble by knowing X f locally, as we saw above, the condition X f € C* globally, together with the compact
support assumption, yielded a global recovery of singularities. Here an important role is played by the
fact that X is translation invariant, and in particular, our assumptions are valid for any (po, 6p) € T SR>
that cannot be guaranteed in the general case. Also, the dynamics is not time reversible; therefore for
each (x, £%) € T*M \ O there are two different curves through xq in our family. The latter is true for
general magnetic systems with a nonzero magnetic field; see [Dairbekov et al. 2007].

Remark 10.1. One can see that X is invertible on LZ(M) by using Fourier transform; see (10-7). The
formal inverse is 1/Jy(|€|), and conjugating a compactly supported x with the Fourier transform, one
gets a convolution in the £ variable that will smoothen out the zeros of Jo(|&]), thus producing a Fourier
multiplier with asymptotic ~ |£|!/2. However, in L?(R?) with p > 4 it is not invertible, and elements
of the kernel include functions with Fourier transforms supported on the circles Jo(|€]) = 0; see also
[Thangavelu 1994; Agranovsky and Kuchment 2011].

Finally, we remark that in this case, one can study X directly, instead of X*X = X 2 with the same
methods. Our goal however is to connect the analysis of this transform with our general results.

10b. The X-ray transform on the sphere. Consider the geodesic ray transform on the sphere S”. The
conjugate points are not of fold type; instead they are of blow-down type. Let J be the antipodal map.



THE GEODESIC X-RAY TRANSFORM WITH FOLD CAUSTICS 257

Without going into details, we will just mention that then (2-3) still holds with
CN=|D|"' = |D|7"J,

with some constant C, where the canonical relation of F is the graph of the antipodal map, lifted to 7*S?.
Then CN|D| =1d —J. The canonical graph is an involution, however (its square is identity), so argu-
ments similar to that in the previous example do not apply. That means that singularities may cancel. In
fact, it is known that X has an infinite-dimensional kernel — all odd functions with respect to J.

In this case X consists of all antipodal pairs (x, y), and has dimension 2 (and codimension 2), unlike
the case above (dimension 3 and codimension 1). On the other hand, N* X still has the same dimension
(that is 2n = 4, and this is always the case as long as X is smooth submanifold). One can see that the
Lagrangian in this case is still N*X.

10c. Magnetic geodesics in R®. Consider the magnetic geodesic system in the Euclidean space R* with
a constant magnetic potential (0, 0, &), « > 0. The geodesic equation is then given by

Yy =7 x(0,0,a), (10-18)

where x denotes the vector product in R®. The right hand side above is the Lorentz force, which is
always normal to the trajectory and therefore does not affect the speed. We restrict to trajectories on
energy level 1, which is preserved under the flow. Then we get

pl=ay?, P?=-ay!, =0
The magnetic geodesics are then given by
V(1) = y(0) + <§(sin(at +0) —sin6), = (— cos(at +6) +cos 6), tz),
where (7, 8, z) are the cylindrical coordinates of y (0). The unit speed requirement means that
P42 =1.

The geodesics are then spirals; when z = O then they reduce to closed circles, and when r = 0 they are
vertical lines.

The parametrization by cylindrical coordinates is singular when r = 0. Away from that we can use 6
and z to parametrize unit speeds. Then in exp,,(v), we use the coordinates (¢, 6, z) to parametrize v, that

v=1(v1—2z%(cos b, sinh), z).

At t = 0 we may have an additional singularity but this is irrelevant for our analysis since we know

is,

that the exponential map has an injective differential near v = 0. An easy computation yields that the
conjugate locus is given by the condition ot = 7, that is,

Spy(v) ={v:|v|=m/a},



258 PLAMEN STEFANOV AND GUNTHER UHLMANN

and this is true for any p € R3. This is a sphere in TR>. For X(p) we then get
y(m/a) = p+a~ ' (=2rsind, 2r cos b, z) (10-19)
with p = y(0). This shows that X (p) is an ellipsoid
S={(p.9): 1@ —p)*+ 1@ —p)*+7 gz —p3)F=a ).
Then

NE={(p.q.&.m):(p.9) €Z, E=c(p1—q1, p2—q2. 47 > (p3—q3)), n=—&, 0#£ceR}. (10-20)

Therefore, given p, &£, we can immediately get ¢ as a smooth function of (p, &), and we can obtain v
such that exp ,(v) = g by (10-19), where the left hand side is g. Therefore, (p, §) > v is a smooth map,
and therefore so is (p, &) — (g, n). The later also directly follows from (10-20), since n = —§.

We therefore get that F' is an FIO of order —3/2 with a canonical relation

(p. &)= (q.8), (10-21)

where g can be determined as described above. A geometric description of g is the following: ¢ is one of
the two points on the ellipsoid X, where the normal is given by &£. The choice of one out of the two points
is determined by the choice of the initial velocity vg near which we localize; changing vg to —vy would
alter that choice. Since (10-21) is a diffeomorphism, F is of canonical graph type and therefore maps
H* to H*3/2, In contrast, A , are elliptic of order —1; thus they dominate over F. By Corollary 9.1,
X can be inverted microlocally in the setup described in Section 2.

10d. Fold caustics on product manifolds. Let (M, g) = (M', g') x (M", g") be a product of two Rie-
mannian manifolds. The geodesics on M then have the form

yp’v(t) = (J/I/J/,v/(t)’ y‘l/;ﬁ,v,/ (t))

Consequently,

exp,(v) = (exp;,, ), exp’[;//(v")).

Assume that in (M, g), v; is conjugate at pg of fold type, and assume that v is not conjugate at p; in
(M”, g"). Then
: / !/ 1
dexpp(v) = diag(d expp,(v ), dexpp,,(v ).

The kernel of dexp,(v) then consists of N,(v) = Ny (') x 0. Next, S(p) = S(p') x T,yM”, and
X(p)=%'(p')x M". Then N, (vo) is transversal to S(p) at v = vo; therefore (v, v"”) is a fold conjugate
vector for v’ € §’(p) close to vy and for any v”. Then the left projection 7y, of the Lagrangian N*X
consists of (p, &) with (p’, &) € 7. (X’) and &” = 0. Thus the rank drops at least by n” = dim(M"). We
get the same conclusion for g (N*3). Therefore, N*¥ is not a canonical graph in this case.

Let n’ = dim(M’) = 2. Then the canonical relation in (M’, g’) is a canonical graph, and we get that
L R(N*X) have rank 2n" +n” = 4 + n” instead of the maximal possible 2n = 4 + 2n”; that is, the loss
is exactly n”.
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Assume now that n’ = 2, that n” = 1, and that the metric in M is given by

2
D gap(x!, x?) dx® dxf + (dx?)%.
o,f=1

Assume also that in M’, we have a fold conjugate vector vy = (0, 1) at x' = x> = 0. Then all possible
conormals to the conjugate loci at (0, 0) corresponding to small perturbations of vy will lie in the plane
v3 = 0. This is an example where Corollary 9.2 can be applied. We can recover singularities of the kind
& = (&, &,&) at pp = (0,0,0) with & #~ 0 and (&, &) in a conic neighborhood of (1, 0). The ones
with &3 = 0 are the problematic ones.
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The adjoint Fourier restriction inequality of Tomas and Stein states that the mapping f +— ]/‘; is bounded
from L%(S?) to L*(R?). We prove that there exist functions that extremize this inequality, and that any
extremizing sequence of nonnegative functions has a subsequence that converges to an extremizer.
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1. Introduction

Let S? denote the unit sphere in R?, equipped with surface measure o. The adjoint Fourier restriction
inequality of Tomas and Stein, for S2, states that there exists C < oo such that
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for all £ € L?(S?). With the Fourier transform defined to be g(£) = f e"*%¢(x) dx, denote by
R= sup | follpg /1260
0#feL*(S?)
the optimal constant in the inequality (1-1).

Definition 1.1. An extremizing sequence for the inequality (1-1) is a sequence {f,} of functions in
L?(S?) satisfying || f, ||> < 1, such that ||]7V77||L4(R3) — R as v — 00.
An extremizer for the inequality (1-1) is a function f # 0O that satisfies ||]7c\7 la =R fl2.

The main result of this paper is this:
Theorem 1.2. There exists an extremizer in L*>(S?) for the inequality (1-1).

The inequality dual to (1-1) is ||fz||Lz(§z’g) < Cllhllp+53ws). If f extremizes (1-1), then ]/’5 . |f<\7|2
extremizes the dual inequality.

Our inequality is one of endpoint type. That is, it becomes false if either of the exponents 2, 4 is
decreased. An analogue of Theorem 1.2 has more recently been obtained by Fanelli, Vega, and Visciglia
[Fanelli et al. 2011], for adjoint restriction inequalities not of endpoint type.

Definition 1.3. A sequence of functions in L?(S?) is precompact if any subsequence has a sub-sub-
sequence that is Cauchy in L*(S?).

Nonnegative functions play a special role in our analysis, because
I1FTolla = I folla forall feL*(S.

Therefore if { f,,} is an extremizing sequence, so is {| f,|}. Any limit, in the L? norm, of an extremizing
sequence is of course an extremizer. Thus the following implies Theorem 1.2.

Theorem 1.4. Any extremizing sequence of nonnegative functions in L*>(S?) for the inequality (1-1) is
precompact.

In particular, the set of all nonnegative extremizers is itself compact. We do not know whether non-
negative extremizers are unique modulo rotations of S* and multiplication by constants. They do possess
the following symmetry, which will be useful in our analysis.

Theorem 1.5. Every extremizer satisfies | f (—x)| = | f (x)| for almost every x € S?.

Proposition 2.7 below states that more generally, the quantity || on |4 never decreases under L? norm-
preserving symmetrization of f with respect to the map x — —x.

For complex-valued extremizers and near extremizers, the situation regarding precompactness of
extremizing sequences is different, due to the presence of a noncompact group of symmetries of the
inequality. For & € C3, define e (x) = e¢. Then ||f/e,'g\o||4 = ||f(\7||4 for arbitrary £ € R3, where
f € L?(S?). Consequently complex-valued extremizing sequences need not be precompact. However,
we show in a sequel [Christ and Shao 2012] that this simple obstruction is the only one; if { f,,} is any
complex-valued extremizing sequence, then there exists a sequence {&,} C R? such that e=*% £, (x) is
precompact.
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The symmetries f > f -e'* ¢ merit further discussion. Matters are clearer for the paraboloid P2 =
{1, y2,¥3) 1 y3 = % yl2 + % y%} than for S2. For P2, the analogues of these unimodular exponentials are
quadratic exponentials e T with (1, T) € R**!; compare with S?, where £ € R? also ranges over a
three-dimensional space. To see the analogy, consider a small neighborhood of (0, 0, 1) € S?, equipped
with coordinates x’ € R? such that x = (x’, (1 — |x’|*)!/?). Then for & = (0,0, 1), we have ¢*¢ =
exp(ir(l— %|x’|2 +O(]x'[*)) for small x’; thus for small x one has essentially quadratic oscillation. The
presence of these symmetries among the extremizers for P2 implies that, in the language of concentration
compactness theory [Kunze 2003], an extremizer f can be tight at a scale r, and f can simultaneously
be tight at a scale 7, with the product r - 7 arbitrarily large.

Define

1/2
||f6 *f0||L/2([R3)

S:= sup
0 feL?(S?,0) ||f||L2(§2,o)
Then & = (2)3/4S by Plancherel’s theorem and the connection between the Fourier transform and
convolution.
S is the supremum of a functional, whose critical points are characterized by the generalized Euler—
Lagrange equation
(foxfox fO')lgz = Af almost everywhere on s?, (1-2)

where f(x) = f(—x) and A is a Lagrange multiplier determined by f. This follows from a routine
variational argument; see for instance [Christ and Quilodrdn 2010], where more general results of this
type are justified. Equation (1-2) will be used in a forthcoming paper [Christ and Shao 2012] to prove that
all critical points are infinitely differentiable. By taking the L?(S?) inner product of both sides with f,
one obtains an alternative characterization of extremizers.

Proposition 1.6. A complex-valued function f € L*(S?) is an extremizer if and only if
(fox fox fcr)|§z = S4||f||%f almost everywhere on S,
where f(x) = f(—x).

Since the numerical value of S has not been determined, this equation is not entirely explicit and provides
only a negative test for extremizers.
Fundamental questions remain open, among them these:

Questions 1.7. Are extremizers unique modulo rotations and multiplication by constants? Are constant
functions extremizers?

In this context, it is interesting to observe that constant functions are local maxima. Let 1 denote the
constant function f(x)=1.

Theorem 1.8. There exists § > 0 such that whenever || f — 1| ;2(s2) <4,

Ifolly _ 1513
ILF13 I3
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with equality only if f is constant.

Let P2 be the paraboloid introduced above. Let op be the measure dop = dx; dx, on P2." Then
the mapping [ +— f/c; is likewise bounded from L?(P?, op) to L*(R?). Denote by Rp the optimal
constant in the inequality

IforliLsms) < Rp2ll fllL2p2,0p)- (1-3)

Foschi [2007] has proved that extremals exist for this inequality, and moreover, that every radial Gaussian
fx, x3) = e~ is an extremal, where x” = (x1, x7), and that Rp> = 23/47 . Alternative proofs were
given by Hundertmark and Zharnitsky [2006] and by Bennett, Bez, Carbery, and Hundertmark [Bennett
et al. 2009]. The simple relation R > Rpo is of significance for our discussion. This relation follows
from examination of a suitable sequence of trial functions f,, such that f,(x)? converges weakly to a
Dirac mass on S?, and f, is approximately a Gaussian in suitably rescaled coordinates, depending on v.
It is essential for this comparison that [P? has the same curvature at 0 as S?, which explains the factors
of 1 in the definition of P?.

The first author to discuss existence of extremizers for Strichartz/Fourier restriction inequalities was
apparently Kunze [2003], who proved the existence of extremizers for the parabola in R?, and showed
that (in our notation) any nonnegative extremizing sequence is precompact modulo the action of the
natural symmetry group of the inequality. Several papers have subsequently dealt with related problems,
in some cases determining all extremizers explicitly [Foschi 2007; Hundertmark and Zharnitsky 2006;
Bennett et al. 2009; Carneiro 2009], in other cases merely proving existence [Shao 2009]. A powerful
result [Shao 2009] that leads easily to existence of extremizers is the profile decomposition; see [Bégout
and Vargas 2007]. Of these works, the one most closely related to ours is that of Kunze. One difficulty
that we face is the lack of exact scaling symmetries. In some facets of the analysis this is merely a
technical obstacle, but it is bound up with the most essential obstacle, which is the possibility that the
optimal constant might be achieved only in a limit where | f, | tends to a Dirac mass, or a sum of two
Dirac masses.

Our analysis follows the general concentration compactness framework developed by Lions [1984a;
1984b; 1985a; 1985b]. We have elected to make the exposition self-contained in this respect, not drawing
on that theory; to do so would apparently not dramatically shorten the exposition, since most of our labor
is lavished on specific issues raised by the character of a particular nonlocal operator.

Existence of extremals for another scale-invariant convolution inequality in which curvature plays an
essential role, as it does here, was proved in [Christ 2011a]. There the underlying geometry is more
subtle, but the operator analyzed is merely linear, while the analysis of this paper is bilinear. Despite
differences in details, that analysis and the method of this paper have much in common. The role of an
inequality of Moyua, Vargas, and Vega [Moyua et al. 1999] used here was played in [Christ 2011a] by
[Christ 2011b].

ISee [Christ 2011a] for a brief discussion of the naturality of this measure from a geometric perspective.



EXISTENCE OF EXTREMALS FOR A FOURIER RESTRICTION INEQUALITY 265

2. Outline of the proof and definitions

The following overview of the proof includes notations, definitions, and statements of intermediate results
that are not repeated subsequently, and thus is an integral part of the presentation.

Step 1. The first step is quite simple, but in it a critical distinction appears between our problem for S?,
and for higher-dimensional spheres. The inequality ||f§ 4 wey <RI fll2(s2,6) 1S €quivalent, by squar-
ing and Plancherel’s theorem, to

Ifo % follzm) < S f 172 2-1)

where

R = (27)*S

and * denotes convolution of measures. This has been exploited in [Kunze 2003; Foschi 2007; Hundert-
mark and Zharnitsky 2006; Bennett et al. 2009]. In higher dimensions, the exponent 4 is replaced by an
exponent that is no longer an even integer, and no such equivalence is available.

Now the pointwise inequality | fo * fo| < |f|o = |f|o, the relation v = 1D, and Plancherel’s
theorem imply this:

Lemma 2.1. For any complex-valued function f € L*(S?),

I follaqey < NflollLaey-

Therefore if f is an extremizer for inequality (1-1), then so is | f|; if { f,} is an extremizing sequence, so

is {| ful}.

This permits us to work with nonnegative functions throughout the analysis. For much of our analysis
this makes no difference, but nonnegativity will be useful in Step 7, allowing an elementary approach to
a step whose analogue in higher dimensions seems to require more sophisticated techniques.

Step 2. A potential obstruction to the existence of extremizers, and certainly to the precompactness of
arbitrary extremizing sequences, is the possibility that for an extremizing sequence satisfying || f, |2 =1,
| 1% could conceivably converge weakly to a Dirac mass at a point of S%. Straightforward analysis of
a sequence { f,,} chosen so that | f,|? converges in this way, disregarding the question of whether {f,} is
extremizing, reveals that R > Rp2; see Lemma 3.1. Now if %R were to equal Rp2, any such sequence
would be extremizing, yet would not be precompact. Therefore an unavoidable step in our analysis is to
demonstrate a strict inequality R > Rpo.

In fact, as will be explained below, this is true in two distinct ways. The more superficial is this:

Lemma 2.2. Let g € L>(S?) be supported in {x € S*: x3 > %}. Define f(x) =2"12g(x)+212g(—=x).
Then || fll2=llgll2, and

Ifo* folzm = (3/2)"*Igo xgo |l 2m-
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Define the optimal constant in the corresponding inequality for the paraboloid to be

1/2

||gOP *gop “LZ(R3)

P= sup
0£geL2(P2,0p) ||g||L2([P>2,ap)

By Lemma 2.2, the optimal constants for S? and P? satisfy the following.
Corollary 2.3. S > (3/2)1/4P.

Step 3. The simplest possibility left open by Step 2 is that an extremizing sequence might concentrate
at a pair of antipodal points, that is, | f,|?> might converge weakly to a linear combination of two Dirac
masses, at antipodal points z and —z. This scenario is indeed the crux of the problem. The crucial
ingredient in excluding it is an improved inequality S > (3/2)!/4P. We will give two independent proofs
of this inequality. The first gives a precise improvement:

Lemma 2.4. S > 21/4p.

Equivalently, & > 2!1/4Qp.. This is proved by an exact computation of || fo % fol, for f = 1. We do
not know whether constant functions are in fact extremal for (1-1), or equivalently, whether S = 2!/4P.
Constants are indeed critical points of the associated functional, and thus satisfy a (possibly) modified
Euler-Lagrange equation (1-2), in which S is replaced by 2!/4P.

An alternative proof that S > (3/2)!/4P, along perturbative lines, is given in Section 17.

Step 4. Definition 2.5. A complex-valued function f € L?(S?) is said to be even if f(—x) = f(x) for
almost every x € S?.
We will be working almost exclusively with nonnegative functions, for which this condition becomes

f(=x) = fx).

Definition 2.6. Let f € L?(S?) be nonnegative. The antipodally symmetric rearrangement f, is the
unique nonnegative element of L?(S?) that satisfies

fol=x) = fi(x) for all x € S?,
fo()?+ fu(—=x)? = f(x)*> + f(—x)*> forall x € S%.

In other words, f,(x) =+/(f(x)2+ f(—x)2)/2 for all x € S%.

Proposition 2.7. For any nonnegative f € L*(S?),

| fo* follzmsy < I feo* faollL2ms,

with strict inequality unless f = f, almost everywhere. Consequently any extremizer for the inequality
(1-1) satisfies | f (—x)| = | f (x)| for almost every x € S>.

An equivalent formulation is that || ]’CE l4 < ||f*77 Il4.
This allows us to restrict attention from nonnegative functions to even nonnegative functions through-
out the discussion. This simplification is more convenient than essential.
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Step 5. A first key step towards gaining control of near-extremals has already been essentially accom-
plished by Moyua, Vargas, and Vega [Moyua et al. 1999].

Definition 2.8. The cap € = %(z, r) with center z € S? and radius r € (0, 1] is the set of all points
y € S? that lie in the same hemisphere, centered at z, as z itself, and that satisfy |7y, (y)| < r, where the
subspace H, C R? is the orthogonal complement of z and 7 . denotes the orthogonal projection onto H,.

Lemma 2.9. For any § > 0 there exist Cs < 0o and ns > 0 with the following property. If f € L*(S?)
satisfies || fo * fo o > 82S%| f I3, then there exist a decomposition f = g + h and a cap € satisfying
0=<Igl [hl <11,
g and h have disjoint supports,
801 =< Csll fll21€1 ™ xe(x)  forall x,
gl = nsll fl2.

The first conclusion is of course redundant. If f > 0 then it follows that g, & > 0 almost everywhere.
Lemma 2.9 is a corollary [Moyua et al. 1999, Theorem 4.2]. It can also be proved via arguments
closely related to those in [Christ 2011b].

Step 6. This step is related to the techniques used in [Christ 2011a].
Definition 2.10. Let ¢ = 6(z,r) be a cap. For z € S?, define ¥,(x) = r~'L(py.(x)) for x in the

hemisphere {x : x - z > 0}, where my_ is the orthogonal projection onto H,,and L =L, : H, — R? is an
arbitrary linear isometry. The rescaling map associated with € is defined by ¢¢(;,,) = ¥ L

The map ¢, is a bijection from B(0, r~1) C R? to the indicated hemisphere. For z = (0,0, 1),
Peie.r (01, y2) = (ry1, ry2, (1= r?|y|)'/?) for y € B0, r™").

Definition 2.11. Let € = %(z, r) be a cap. For f € L*(S?), define the pullback of f by

S =r-(fode) V).

These pullbacks preserve norms up to uniformly bounded factors provided that r < ry < 1; we have
6% f 2wy < I fllL2(s2.6)» With the ratio of these norms bounded above and below by positive, finite
constants, uniformly in f, r, z. For the sake of definiteness only, we will sometimes set rg = %
Definition 2.12. Let © : [1, 0o) — (0, 0o) satisfy ®(R) — 0 as R — oo, and € = €(z, r) C S* be a cap
of radius r and center z. A function f € L?(S?) is said to be upper normalized, with gauge function ®,
with respect to €, if

I fll2<C < o0, (2-2)

/ |f@)Pdo(x) <O(R)  forall R >1, 2-3)
[f@)I=Rr™!

f |f(0)*do(x) < O(R) for all R > 1. (2-4)
|x—z|=Rr



268 MICHAEL CHRIST AND SHUANGLIN SHAO

An even function f is said to be upper even-normalized with respect to ®, €(z, r) if, when f is de-
composed as f = f, + f_, where f, is the restriction of f to the hemisphere {x € S?: x - z > 0}, the
summand f, is upper normalized with respect to ®, €(z, r).

A function f € L*(R?) is said to be upper normalized with respect to the unit ball in R2if || f|l» <
C < o0, f‘f(x)llef(x)lzdx < O®(R) forall R > 1, and f‘xllef(x)|2dx < O(R) forall R > 1.

For an even function f, we have f_(x) = m, for almost every x € S2. We will usually omit
the phrase “with gauge function ®”, and will say that a function is upper normalized if it satisfies the
required inequalities with respect to some appropriate function ® which has been, in principle, specified
earlier in the discussion.

Definition 2.13. A nonzero function f € L?(S?) is said to be 8-nearly extremal for the inequality (2-1)
if
Ifo* follam = (1= 8)S| fII3.

Proposition 2.14. There exists a function © : [1, o0) — (0, 00) satisfying ®(R) — 0 as R — oo with the
following property. For any & > 0 there exists § > 0 such that any nonnegative even function f € L*(S?)
satisfying || f |2 = 1 that is -nearly extremal may be decomposed as f = F + G, where F and G are
even and nonnegative with disjoint supports, ||G|l2 < €, and there exists a cap 6 such that F is upper
even-normalized with respect to 6.

The proof is a largely formal argument that rests on two inputs: Lemma 2.9, and the observation that
lxeo * xeolla < |€|'/?|%'|'/* for two caps € and €', unless they have comparable radii and nearby
centers.

Step 7. In this step we establish a priori bounds for extremizing sequences, which include a limited but
uniform smoothness after suitable rescaling. Step 7 and the closely related Step 9 are the only ones that
require nonnegative extremizing sequences.

Proposition 2.15. Let {f,} C L*(S?) be an extremizing sequence of nonnegative even functions for the
inequality (2-1), satisfying || fu|l2 = 1. Suppose that each f, is upper even-normalized with respect to a
cap 6, = 6(zy, 1), with constants uniform in v. Assume that lim,_, oo r, = 0. Then for any ¢ > 0 there
exists C; < 0o such that each ¢ ( f,) may be decomposed as ¢;( f,) = G, + H, where

[Hyll2 <é,
G, is supported where |x| < Cg,

1Gvller = C.

Here ¢ = ¢5 .

Proposition 2.15 expresses a weak form of equicontinuity, after rescaling. In outline: If g € L2(R?)
satisfies ||g|l2 ~ 1, if g is upper normalized with respect to the unit ball, and if g is nonnegative, then
fl £l<1 |g(& )|? d€ is bounded below by a universal strictly positive constant. If the conclusions of the
proposition were to fail, then g, = ¢ (f,) would have to satisfy flé\ > Ay|§ (E)2dE > 1 > 0, with
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limsup A, = co. Thus in an appropriately rescaled sense, for some subsequence, f, would be a super-
position of a slowly varying part and a highly oscillatory part, with perhaps some intermediate portion
of arbitrarily small norm for large v. For the bilinear expression fo * fo, we show that the cross term
resulting from the high and low frequency parts is small, and that this contradicts extremality.

Step 8. Proposition 2.16. Let { f,} C L*(S?) be an extremizing sequence of nonnegative even functions
for the inequality (2-1), satisfying || f, |2 = 1. Suppose that each f, is upper even-normalized with respect
to a cap 6, = 6(zy, ry), with constants uniform in v. Then inf, r, > 0.

Thus the situation considered in the hypotheses of Proposition 2.15 cannot arise. The proof of
Proposition 2.16 proceeds by contradiction. One can assume that », — 0. A natural rescaling and
transference procedure constructs a corresponding sequence of functions { f;} on P2, which possesses
a weak form of equicontinuity, as a consequence of Proposition 2.15. In coordinates rescaled according
to ry, each f," is acted upon by an adjoint Fourier restriction operator associated to a hypersurface that
depends on r,,, and that approaches P? as r,, — 0. The weak equicontinuity of { £;"}, combined with the
convergence of these hypersurfaces, can be used to construct a new sequence F, € L2(P?) that satisfies
limsup, o 1F0plla/I Fullz = (3/2)7/41imy—oo | oo lla/Il full2. It follows that Gt > (3/2)7 /43,
But this contradicts the inequality % > 2!/4®Rp. of Step 3.

Step 9. The following variant of Proposition 2.15 is proved by essentially the same reasoning, with one
small modification.

Proposition 2.17. Let {f,} C L*(S?) be an extremizing sequence of nonnegative even functions for the
inequality (2-1), satisfying || f, 2 = 1. Suppose that each f, is upper even-normalized with respect to a
cap 6, = 6(zy, ry), with constants uniform in v. Let p > 0, and suppose that r, > p for every v. Then
after passing to some subsequence of {r,}, each f, may be decomposed as f, = g,+h,, where ||h,|» <&
and || gyl c1 < Cg,p, where C , depends only on €, p, not on v.

An application of Rellich’s lemma yields precompactness:

Corollary 2.18. Let {f,} C L*(S?) be an extremizing sequence of even nonnegative functions for the
inequality (2-1), which are upper even-normalized with respect to a sequence of caps {6, = 6(z,, r,)}.
Then { f,} is precompact in L*(S?).

Conclusion. Extremizing sequences exist. We have shown that there exists an extremizing sequence
that consists of even, nonnegative functions. Such a sequence is upper even-normalized with respect to
a sequence of caps. By Proposition 2.16, the radii of these caps cannot tend to zero. By Corollary 2.18,
such a sequence has a subsequence that converges in L?(S?). The limit of such a subsequence is an
extremal. U

Not a Step. As explained above in Step 2, the fundamental potential obstruction to the precompactness
of (nonnegative) extremizing sequences was the possibility that | f,,|> could converge weakly to a Dirac
mass, or to a sum of two Dirac masses at a pair of antipodal points. Exclusion of this possibility relied
on a suitable lower bound for S relative to P. The following result examines a natural one-parameter
family of candidate trial functions, which provide an alternative source for a lower bound for S.
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Proposition 2.19. For all & € R with || sufficiently large,

llesa |l Lsmey > Rp2lles |l 2(s2)-

If £ = (0,0, 1), then eg /lles ||% does converge weakly as A — 400 to a constant multiple of a Dirac
mass at (0, 0, 1). Proposition 2.19 is proved in Section 17 via a perturbative calculation.

By taking the considerations of Step 2 involving even functions into account, Proposition 2.19 pro-
vides an alternative route to the essential comparison S > (3/2)!/4P. Although Proposition 2.19 is not
strictly necessary for the main lines of our proof, the calculation that underlies it is a natural tool for the
investigation of manifolds more general than S?>. However, both routes rely on specific properties of the
sphere and paraboloid, whose generalization to related problems is not certain.

3. Step 2: S > (3/2)1/4p

We begin by establishing the comparison S > P. This is based directly on the fact that a sphere is
osculated to second order by an appropriate paraboloid.

Lemma 3.1. The optimal constants S and P, for S* and P? respectively, satisfy S > P. Moreover, for
any r, e > 0 and any z € S?, there exists a function g supported in a cap €(z, r) C S? satisfying

lgo * g0 ll 2@y = @ =€) llgl72 ),

where L%(o) denotes L*(S?, o).

Proof. Rotations are symmetries of the inequality (2-1). That is, for any rotation A of R? and any g €
L?(0), the function g4 = g o A satisfies || g4 220y = 18Il L2(0) and [|g40 % ga0 || L2(r3) = |80 * &0 || L2(3)-
Therefore it is no loss of generality to assume that z = (0, 0, 1).

Write x = (x/, x3) € R? x R as coordinates for R>. Each of the two convolution inequalities under
consideration here (one for S?, one for P?) is equivalent to a corresponding adjoint Fourier restriction
inequality, with optimal constants % and Rp2 respectively. It suffices to prove that for each ¢ > 0, there
exists f, supported in the set of all (x', x3) € S? such that |x’| <& and x3 > 0, such that || f, 2y < 1+e¢
and || foo || s sy = (Rp2 — €).

By definition of Rp2, for any € > 0 there exists a compactly supported C* function F, : R> — R
satisfying

/2|F8(X1,X2)|2dxldxz=1 and /3|Ea\p|“z(97tpz—e>4.
R R

Here we have mildly abused notation in that the domain of F, is not P?; by P{g;;(y’, y3) we mean
fR2 Fg(x’)e_""/'y/e_’.”|’C/|2/2 dx’.
Suppose that F, is supported in {x’ € R? : |x| < p.}, where p, > 1. For § € (0, 8,0;1] and (x’, x3) € S?,
define
fes(x' x3) =87 F. (57",

Then f; s is supported in €((0, 0, 1), 5p:) C “€((0,0,1),¢e). Because do(x) = (1 + 0(e%))dx’ in
€((0,0, 1), &), we have || fe 5ll12() = (1 4+ O ().
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Now

Feso (y) = f fes (/1= |/ 2)e™ ¥ eV 1= PR () gy’
IRZ
:f STUE, (87 e V¥ sV 1= P (1) gy
R2
— e )3 / F, (x/)e—”y"x/e—f%(v I—SZIX’Iz—l)h(Sx/) dx’,
RZ

where h = do/dx’ satisfies h(x') = 1 + O(]x’|?). Substitute (u’, u3) = (8y’, —8%y3) and let g, s(u) =
87'e™ fe 50 (). Then | fe.50 |l 143, ay) = l|8e.51l 4@ auy» and

gsﬁ(u) zf Fs(x/)e—iu/.x/ei5*2u3(4/1—52|x/|—2_1)h(8x/) d)C/.
s R2

Expanding as
gives
8es(u) = / Fo(xye % =2 (1 4 0 (821x' ) + 821x'1H)) dx.
R2
Let A < oo be another parameter. Then uniformly for all u satisfying |u| < A,
ge.s(u) = F.op(u) + 0(8%p)).

Therefore with ¢, A fixed,

lim sup ”ffﬁ"”i‘*(n% > / |Feop (u)|4 du.
[ul<A

§—0
Therefore
limsup || fz 50 [l 2 sy = 1 Feopll sy = P2 —6),
§—0
while

I fesllr2) =1+ OCe). O
Improvement by the factor (3/2)!/4 is based on the reflection symmetry x > —x of S?. Recall
f (x) = f(—x), which simplifies to f (x) = f(—x) for real-valued functions. Denote by (F, G) the
pairing of two functions in L2(R%), that is, (F, G) = fR3 FGdx.

Lemma 3.2. For any four real-valued functions f; € L*(S?%),
(fi0 % f0, f0 % fao) = (fio * f30, fr0 % fao) (3-1)

and

I fio * oo ll 2@ = Il fio * froll2@ws)- (3-2)
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Proof. The inequality || fo * go|lp2gs) < SZ||f||Lz(U)||g||Lz(o) ensures that these quantities are well
defined, and that the first identity holds for all L? functions provided that it holds for all nonnegative
continuous functions f;. In that case f30 * fyo(x) < C |x|~! for all x € R, where C < oo depends
on f3, f1, and f30 * fio is continuous except at x = 0. For real-valued functions F € CO(R3) and
f; € CY(S?),

(0% f20. F) = [ (o F)fido
a consequence of the definition of convolution of measures and Fubini’s theorem. Limiting arguments
then lead to (3-1).
Equation (3-2) now follows:
1f10 % f20 [ 72gs, = (f10 % fr0, fio % fo0) = (fio % fr0, foo * fio)
= (fio * f20. fr0 % fio) = {fio * 0, fio* fr0) = fio * froljs. O
Proof of Lemma 2.2. Let g € L*>(S?) be supported in {x : x3 > %}. Set du = gdo. Let f(x) =

2_1/2(g(x) + g(—x)) and dv = fdo = 2_1/2(u + ,&). The two terms g(x) and g(—x) have disjoint
supports, so

115262y = gl 72 s2)-
Now
Vv =3 ( ) * (L) = () + (@ ) +2(1 % ).
The three summands on the right side have pairwise disjoint supports; the first is supported where x3 > 1,
the second where x3 < —1, and the third where |x3| < 1. Therefore
s vl oy = g%l ga A+ 12 7 4+ 4l 2l175).

There holds || * |l 2 = ||t * ft]|;2, since one is the reflection about the origin of the other. By

Lemma 3.2, it is also the case that ||u * [LHiz = || * ,ulliz. Thus

2 2
1V vl sy = 3l el 7,
establishing Lemma 2.2. O

Proof of Corollary 2.3. Let ¢ > 0. Choose g € L*(S?), supported in {x € S? : x3 > %}, satisfying
lgo * gall3 = P —)*lgl}2sr)-
Consider once more f(x) =2"1/2 (g(x) + g(—x)). By Lemma 2.2,

By replacing g by |g|, we may assume that g > 0.

4 R 4 4
1o * fol g = 3180 %8012 g = 3@ =) *lIgl}2 e = 3@ =1 f1I}2 2

Letting ¢ — 0 yields Corollary 2.3. O
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4. Step 3: S > 21/4p

Proof of Lemma 2.4. We will obtain a lower bound for S by calculating || fo * fo ||% for f = 1. The
following facts are well known: The unit ball in R3 has volume 477/3, 0 (S?) = 47, and the volume form
in R3 in polar coordinates is r2drdo ().
One calculates that
o x0(x) =alx|" x (4-1)

for a certain constant ¢ > 0. We will not need to evaluate a, which will cancel out at the end of the
calculation. Let op denote the measure dx’ on the paraboloid PZ={xeR}:x3= %Ix/ 1>}. What we do
need to know is that

_ 1
op*0p(2) =5ax0

where €2 denotes the support of op % op and this constant a is the same as that in (4-1). This factor of
% in the definition of P? is required to make the curvature of P? equal to the curvature of S?; one sees
that they are equal by writing the equation for S? near the north pole as x3 — 1 = (1 — [x|?)!/?2 — I and
Taylor expanding the right side. Note that the factor a/2 in the formula for op * op agrees with the
limit as |x| — 2 of the function a/|x|, which appears in the formula for o * o. This asymptotic equality
must hold since the two surfaces have equal curvatures; hence the two convolutions must agree on the
diagonal of the maps (x, y) — x + y. We will not prove that op * op is constant on its support; this is
a reflection of the symmetry of the paraboloid (including appropriate dilation symmetry) and invariance
of curvature under mappings of the form (x’, x3) — (x/, x3 — L(x")) where L : R> — R! is linear.
The support of op xop is

Q={z:23> ||}

It is known [Foschi 2007; Hundertmark and Zharnitsky 2006] that any Gaussian is an extremizer for
the paraboloid, and conversely. Another proof that Gaussians extremize the inequality is in [Bennett
et al. 2009]. Set F(x’, x3) = e~ ¥'"/2 = ¢~ on the paraboloid. Observe that if x 4+ y = z € R3, then

FX)F(y)=e @ P =75,

Therefore

(Fopx Fop)(z) = %ae‘“xzp‘zflz/‘;.

%aZ/ / e—2Z3 dz
Z/GRZ Z3>|Z’|2/4

0 o0 o0 2
a2/ 2 / e Bdsrdr= J—ta22n / %e*’ 2y dr = %naz.
0 2 /4 0

Consequently

2
|Fopx* Fopll5

I

On the other hand,

2 2
llo *0”2;2([&3) = / az|)c|_2 dx =a® f r 2 4nrtdr = 47ra2/ dr = 8ma>.
lx|<2 0 0
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Meanwhile
2 2
1112, = 0(S?) =4n,
and

o0
”F”iz(ap) = /2 e 22 gy :/ e 2nrdr =m.
R 0

Putting this all together,

|Fopx Fopll3 a’m/4 a®

IFl,, 72 4r
while
o x1o|3  8wa®>  a?
e,  @m? 2r
The second ratio is equal to twice the first, as claimed. U

5. Step 4: Symmetrization

Proposition 2.7 states that || fo* fo || 123y < || f« 0% fi 0 || .23 for any nonnegative function f € L%(S?),
where f, denotes the antipodally symmetric rearrangement of f, defined in Definition 2.6.

Proof of Proposition 2.7. Let o denote surface measure on S%. For i > 0,
|ho * ho||i2 = f h(a)h(b)h(c)h(d)d\(a,b,c,d) (5-1)

for a certain nonnegative measure A that is supported on the set where @ + b = c+d, and that is invariant
under the transformations

(a,b,c,d)— (b,a,c,d), (a,b,c,d)— (a,—c, —b,d)

(aa bv c, d) = (Cv da a, b)y (av b’ c, d) = (_aa _b7 —C, _d)

This invariance, which is essential to the discussion, follows from the identities

foxgo=gox* fo,
(foxgo,ho xko) = (ho xko, foxgo),
(fo xgo, ho xko) = (fo «ho, o *ko)

for arbitrary real-valued functions, where F (x) = F(—x).

Denote by G the finite group of symmetries of (R)* that these generate. G has cardinality 48. Indeed,
exactly one of a and —a appears; suppose that a appears. There are 4 places in which it can go. Then
+b can go into any of 3 slots, but whether it is +b or —b is determined by which slot. There remain
two slots into which ¢ can go; again, the + sign is determined by the slot. Then £d goes into the
remaining slot, with the =+ sign again determined. The analysis is parallel if —a appears. Thus there are
2 x 4 x 3 x 2 = 48 possibilities.
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By the orbit of a point we mean its image under G; by a generic point we mean one whose orbit
has cardinality 48. In (5-1), it suffices to integrate only over all generic 4-tuples (a, b, ¢, d) satisfying
a+ b = c+d, since these form a set of full A-measure.

To the orbit O we associate the functions

FO)= Y [f@fBOfEf@ ad FO= Y fil@)fi)filc)fu(d).

(a,b,c,d)e0 (a,b,c,d)e0

Let Q2 denote the set of all orbits of generic points. We can write
Lf* flI72 = f F(O)dA©) and | fux fill}> = / F.(0) d1(0)
Q Q

for a certain nonnegative measure A. Therefore it suffices to prove that for any generic orbit O,

Y f@rOfOf@s Y ful@) flb) fue) fold). (5-2)

(a,b,c,d)e0 (a,b,c,d)e0

Fix any generic ordered 4-tuple (a, b, ¢, d) satisfying a + b = ¢ +d. We prove (5-2) for its orbit.
By homogeneity, it is no loss of generality to assume that f2(a) + f>(—a) = 1 and that the same holds
simultaneously for b, ¢, d. Thus we may write

fa)=cos(p), f(b)=cos(¥), [fl(c)=cos(e), [f(d)=cos(p)
for some @, ¥, &, B € [0, 7/2] with f(—a) =sin(g), ..., f(—d) = sin(B). This means that
fu(x) =272 for each x € {£a, £b, +c, +d}.
Now

g Z F@)f@) f(c) f(d) = cos(p) cos(yr) cos(a) cos(B) + sin(p) sin(y) sin(e) sin(B)

@.¥/.c".d)e0 + cos(¢) sin() cos(e) sin(B) + cos(g) sin(y) sin(e) cos(p)
+ sin(p) cos(¥r) cos(a) sin(B) + sin(g) cos(¥) sin(e) cos(B)
=T(p, ¥, a, B),
where

I'(p, ¥, o, B) = cos(p) cos(¥r) cos(a) cos(B) + sin(p) sin(y) sin(er) sin(B) + sin(¢ + ) sin(a + B).

Therefore the following lemma will complete the proof of Proposition 2.7. 0

Lemma 5.1. maxy y o gefo,n/21 (@, ¥, a, B) = % Moreover, this maximum value is attained only at

(G T 5 1)

Since

G 5.5 D=1+ + 1V =3,

IS

z
' 4
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the maximum value of I" is at least % This point corresponds to the values taken by f,. Compare this
with I'(0, 0, 0, 0) = 1, which represents the extreme case when f vanishes at one of each pair of antipodal
points; this ratio (3/2)/1 is the same 3/2 that appears in Corollary 2.3.

Proof. We write I as
I' = cos(¢ + ¥) cos(a + B) + sin(¢p + ) sin(a + B) + cos ¢ cos ¥ sin « sin B + sin ¢ sin Y cos a cos B
=cos((¢p+ ) — (e + B)) +cos ¢ cos Y sina sin B + sin ¢ sin ¥ cos « cos B.

Now 1
COS ¢ coSs Y = cos(+v) ;COS@ —¥) < + C05§¢ + ) ’
SR —cos(a + B) +cos(e — B) 1 —cos(x+ B)

sinc sin 8 = 3 < .

with equality only if ¢ = ¢ and o = B, and there are similar identities for sin ¢ sin ¢ and cos « cos .
Therefore

I' <cos((¢+ ) — (@ + B)) + 3 (1 +cos(¢ + ¥)) (1 — cos(a + B))
+ 3(1 — cos(¢ + ¥)) (1 + cos(a + B))
=cos((¢p +¥) — (@ + B)) + 3 (1 —cos(¢ + ¥) cos(a + B))
=cos((¢p + V) — (@ + B)) — 5(cos((@+ V) + (@ + B)) +cos((@+ V) — (@ +B))) + 3
= 3(cos((@+¥) — (@+B)) —cos((p+ V) + (@ +B))) + 3 < 3.

The value % can only be attained if all inequalities in this derivation are equalities. Equality in the
final inequality forces ¢ + ¢ + o + 8 =7 and ¢ + v = o 4 B. Together with the equalities ¢ = ¥ and
o = B already noted, these force p = =a = =n/4. O

6. Step 5: Big pieces of caps

In this section we prove Lemma 2.9. While we are ultimately interested in establishing strong structural
control of near-extremal functions, here we establish a weak connection between functions satisfying
modest lower bounds || f} lla = 81 f |2, with § > O arbitrarily small, and characteristic functions of caps.

For each integer k > 0 choose a maximal subset {z,{} C S? satisfying |z,{ - z};| > 2" forall i # ;.
Then for any x € S? there exists z}; such that |x — Z;;| < 27k otherwise x could be adjoined to {Z,{},
contradicting maximality. Therefore the caps C@,]C = ‘6(1,{, 2-k+1y cover S? for each k, and there exists
C < oo such that for any k, no point of S? belongs to more than C of the caps <€£ The constant C is
independent of k.

For p € [1, 00), the X, norm is defined by

o
I£1%, =ZZ2“”€(I%£I“/%
k=0 j

4/p
117)
J
k

The factor 2=% can alternatively be written as |<€,{ 2.
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aphr= (™ (el L)

Define also

By Holder’s inequality,
Ji-1 2\2 (i1 2\~ 12
A= (1™ [ 1P) (e 1P) T = 1 g 1 e <1
€

It is shown in [Moyua et al. 1999, Lemma 4.4] that L> C X p for any p < 2. We will exploit the
following refinement, which is very closely related to a result in Bégout and Vargas [2007], and whose
somewhat tedious proof is deferred to Section 18.

Lemma 6.1. For any p € [1,2), there exist C < oo and y > 0 such that for any f € L*(S?),

Iflx, = CIIfIIszup(Ak,j(f))”-
»J

Thus || fllx, < Cpll fll2 forany f € L?(S?). Moreover, when the X p norm is not significantly smaller
than the L? norm, supy ; A, j(f) cannot be small.

Proposition 6.2 (Moyua, Vargas, and Vega [1999]). There exist C < oo and p € (1,2) such that for any
feLXSh,

Ifollpamsy <Clifllx,.
This result contains Lemma 2.9 by an elementary argument, but we give the details for the sake of
completeness.

Proof of Lemma 2.9. Let § > 0. Let 0 # f € L*(S?) and suppose that || 7o |l 4@ > 8]l fllo. For
convenience, normalize so that || f || = 1. The hypothesis, combined with the proposition and the lemma
above, yields

sup Ay, j(f) = c8'7.

k.j

Fix k and j such that Ay ;(f) > %081/7/. Henceforth write € = C@,]( Thus

/Ifl > co8'/7 6|1/,
4

where cg > 0 is a constant independent of f.

Let R > 1. Define E={x € €¢:|f(x)] <R}. Setg= fxgand h = f — fxg. Then g and h have
disjoint supports, g +h = f, g is supported on €, and ||g|lcc < R. Now |i(x)| > R for almost every
x € €6 for which h(x) #0, so

f|h| < R—lf|h|2 <RIfIZ=R"".
€ ¢

Define R by R™! = 1¢08'/7|%|"/2. Then

f|g|=f|f|—/|h| > Logs!/7 [@]1/2,
@ @ ©
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By Holder’s inequality, since g is supported on 6,
—14+1/2 1 1
gl = 161" 2lgll iy = €87 =87 || o

Thus the decomposition f = g+ h satisfies the conclusions of Lemma 2.9, with 7 proportional to §'/7,
and Cs proportional to §~!/7. 0

7. Analytic preliminaries
On near-extremals.

Lemma 7.1. Let f = g+ h € L*(S?). Suppose that g L h, g # 0, and that f is 8-nearly extremal for
some & € (0, %]. Then

1/2
Vil _ ¢ (021 g1
L 211

Here C < 00 is a constant independent of g and h.

(7-1)

Proof. The inequality is invariant under multiplication of f by a positive constant, so we may assume
without loss of generality that ||g|l» = 1. We may assume that /], > 0, since otherwise the conclusion
is trivial. Define y = ||A|| and

n = llho s ho |y /S|hll2.

Ifn> %, then (7-1) holds trivially with C = 2/8S, for the left side cannot exceed 1 since f = g + h with
gLlh.

Since || fo * fo ||é/2 is a constant multiple of ||j/”c\7 ll4, the functional f +— || fo * fo ||é/2 satisfies the
triangle inequality. Therefore

4
A =8)*SH I fI2 <l fo* fol} < (lgo * golly” + Iho  hally*)* < S*(1+ny)*.
Since g L A, || f]|3 = 1+ y* and therefore
(1=8)(1+yH < 1+ny.

Squaring gives
(1=28)(1+y%) < 142y +n*y>.

Since 8 € (0, Iand n < 1,
1y <26+ 2ny +12y? <28+ 20y + 152,

whence either y? < 168 or y < 161.
Substituting the definitions of y and n and majorizing ||&|l2/|f1l2 by l|2]2/llgll2 yields the stated
conclusion. O
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Simple bilinear convolution estimates.

Lemma 7.2. Let f € L*(S?) be nonnegative and satisfy || fll» < 1. Let z € S*> and ¢ > 0. Let R > 1 and
0<p<1. Then

12
I fo* follaquea—ey < CR**p+ C(/ F2(x) dcr(x)) )

fz(x)da(x))l/2 + c(/
fx)=R

lx—z|=p
Proof. Decompose f = g + h where g and & are nonnegative,

= ([ Fwdow)

x—z|=p

172
fA@dox)

and ||g|l> < 1 and ||g]lsc < R, and g is supported on {x € S?: |x —z| < p}. Then
go xgo(x) < R’ xo(x) < CR?|x|™!

for |x| < 2, and equals O otherwise. Moreover, go * go is supported in {x : |x —2z| < 2p}. The L*(R?)
norm of |x|~!1|,< over the intersection of this region with {x : |x| > 2 — &} is < Cpe!/2. This gives the
bound CR?pe!/? for ||go % go||». Since ||g|l» < 1, the general inequality

[FoxGol 2w < CIFI21G2
gives the required bound for both go * ho and ho * ho. (|

Corollary 7.3. Let {f,} be a sequence of real-valued functions that are upper even-normalized above
with respect to a sequence of caps 6, of radii r,. If

8,/r2 =0,

then
/ (| folo | folo)>dx — 0 as v— oo.
[x]|>2-6,

Lemma 7.4. Let f € L*(S?) be a function that is upper even-normalized with respect to a cap € of
radius r. Then for all R > 1,

/ (fo # fo) ()P dx < W(R),
R!/2r<|x|<2—Rr?

where W(R) — 0 as R — o0, and V depends only on the function © in the normalization inequalities
(2-3) and(2-4), not on r.

Proof. Tt suffices to prove this for r small, R large, and Rr? uniformly bounded. Let € = 6(z, r) have
center 7 € S%. Let A € [1, 0o) and decompose f = g +hy +g_ +h_, where g, g_ are supported
respectively in €(z, Ar) and €(—z, Ar), ||h+]2 < ©(A) and ||h_]2 < O(A), where ®(A) — 0 as
A — o0.

Expand fo * fo as a sum of the resulting 16 terms. The terms g o * g0 and g_o * g_o are
supported where |x| > 2 — C A%r2. If we choose A so that C A% < R, then these vanish identically in the
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region |x| <2 — Rr2. The (two) terms g, o * g_o are supported where |x| < C Ar. Therefore they also
contribute nothing, provided that CAr < R'/?r.

Each of the remaining terms involves at least one factor of 4 or of h_. Since ||Fo * Go | 23y <
C|Fll2IG| for all F, G € L*(S?), and since g+, h+ = O(1) in L?(S?) norm, each of these terms is
O(|lh+]l2). Therefore

f fo* fo()2dx < CO(A)?
R/2r<|x|<2—Rr?

for any A that satisfies CA? < R. This completes the proof, provided that Rr> = O(1). g

The set of all caps can be made into a metric space. Define the distance p from 6(y, r) to €(y’, r’) to
be the Euclidean distance from (y/r, log(1/r)) to (y'/r’,log(1/r")) in R3 x R*. Note that for instance
when r = r/, the distance is 7 ~!|y — y’|, so this distance has the natural scaling. If y = y’, then the
distance is [log(r/r’)|; this has the natural property that it depends only on the ratio of the two radii. The
definition ensures that this is truly a metric.

For any metric space (X, p) and any equivalence relation = on X, the function

o(xl,[yD= inf p(x',y"
velx],y'ely]

is a metric on the set of equivalence classes X/=. Let .l be the set of all caps € C S?> modulo the
equivalence relation € = —%, where —€ = {—z : z € €}. Then the following defines a metric on Jd.

Definition 7.5. For any two caps €, ¢’ C S?,
o([€], [€']) = min(p (6, €"), p(—6,€")),
where [€] denotes the equivalence class [€] = {€, —€} € JL.
We will also write 0(%6, €’) = o([€], [€¢']).
Lemma 7.6. For any ¢ > 0 there exists p < oo such that
| xeo * x¢o |l L2m3) < e|€|'?1¢'|'/2,  whenever o(€,€") > p.

Proof. Let € =%(z, r) and ¢’ =6(z’, r'). Set f =1|6|"" 2 x4 <Cr'ygand f'=[€'|""2x¢ <Cr' ' xe.
Without loss of generality, r’ < r. We may suppose that »’ < 1; otherwise the caps are not far apart. We
will also assume at first that no points are nearly antipodal, that is, that |x + x’| > § for all x € 6 and
x' € €, for some fixed constant § > 0; we will return to this point later.

Consider first the case where » ~ r’. Then we may assume that |z — 7’| > 10r, say. Then fo x f'o
has L* norm < Cr=2.r/|z—Z'|, and is supported in a three-dimensional cylinder whose base has radius
Cr and whose height is < Cr? + Cr|z — 7/| < Cr|z — 7Z'|. The volume of this cylinder is < Cr3|z — 7.
In all,

I fo* flollz@) < Crtle =217 r*Plz =22 = C@r/lz = Z/DV2,

which is small precisely when the caps are far apart.
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Consider next the case where r’ <« r, and still |z — z’| > 10r. Then the L* norm is no more than
crtyt. r'|z — Z/|”!. The support is contained in a tubular neighborhood of a (translated) cap of
radius Cr; this tubular neighborhood has width < Cr’|z — z’|. Hence the volume of the support is
< Cr%r'|z —7/|. Consequently

”for*f/O,”Lz(Rz) S Cr_lr/_llz_z/l_l rr/1/2|Z_Z/|1/2 — C(r//|Z—Z/|)1/2 S C(r//r)l/Z

Consider next the case where r’ < r and |z — 7’| < 10r. It suffices to replace f by its restriction F to

the complement of the cap @'* centered at 7’ of radius 10r3/4r'/*, since

”f - F”Z =< C7‘71F3/4rll/4 = C(r//r)1/4 < 1.
Fo % f'o is supported in a region of volume < Cr3r’, and as is easily verified,
IFo* f'ollee < Cr i~ 134 Yy = =714 14,
Therefore
|Fo* f'olly < Cr 4 V4 o312 = cr V4V « 1.

It only remains to handle caps that are nearly antipodal. But this follows from the nonantipodal case
by the identity
|foxgolla=Ifox*gol2, where f(x)= f(—x). O

Fourier integral operators. Here we discuss another ingredient required for the proof of Lemma 12.2,
certain estimates that rely on cancellation, in contrast to those in the preceding section.
For 0 < p <1, define T}, : L%(S?) — L%(S?) by

T, f(x) = / FO) ditp (),

where 1, , is arc-length measure on the circle {y € S? : |y — x| = p}, normalized to be a probability
measure.
Let A denote the spherical Laplacian.

Lemma 7.7. We have
1T fll2e) < CIA = p*8) " fll 22, (7-2)
uniformly for all p > 0 and all f € L*(S?).
Sketch of proof. There are three elements in the proof of (7-2).
(i) Consider any fixed p € (0, 2). Define ®,(x, y) =[x — y|2 — p2. Then the 3 x 3 matrix
(8 ooty azadip//aaxxay) 7

is nonsingular for any (x, y) satisfying ®,(x, y) = 0. This is a straightforward computation, easily
done by taking advantage of rotational symmetry to reduce to a computation of Taylor expansions about
x =1(0,0,1) and y = (cos(8), 0, sin(0)).
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(ii) T, is defined by integration against a smooth density on {(x, y) € S? x S?%: ®,(x,y) =0}. As
discussed on [Sogge 1993, pages 188-9], the nonsingularity of the matrix (7-3) implies that 7}, is a
Fourier integral operator of order —(n — 1)/2 = —1/2 on S"” = S?. Any such operator is smoothing of
order 1/2 in the scale of L? Sobolev spaces [Sogge 1993].

(iii) If T, is rewritten with appropriate normalizations in coordinates adapted to any cap 4(z, p), then
the inequality holds uniformly in p. The only issue here is as o — 0, but plainly in that situation there
is a limiting operator on R?, f fSl f(x —y)du(y), where u is arc length measure on S! C R2.
This limiting operator is again a Fourier integral operator of order —1/2. It follows that the bounds are
uniform after rescaling. Reversal of the rescaling introduces the factor p? to A in the inequality. g

The operators T, are related to our bilinear convolutions: For f € L?*(S?) and x € R? satisfying
0<|x] <2,

(fo*0)(x) =clx| ™' T, £ (x/]x]),

where p? + |x/2|> = 1. Define es(x) = e*, for x € R? and £ e C (and in particular for x € S?). There
is the more general identity

(fo *eig0)(x) = ejg (X)(e—ig fo %) (x) = clx|eje ()T, (e_ig ) (x). (7-4)

Suppose that g € L?(S?) takes the form glx) = fHa(é)eig(x) dv(€), where H C R3 is a two-
dimensional subspace, v is Lebesgue measure on H, and a € L>(H). Then

(fG*gO’)(X)ZCIXI_l/Ha(é)eis(X)Tp(e—isf)(X)dV(S)-

For ¢t € (0, 2), define p(¢) > 0 by
p() +(1/2)> =1.

Then for any interval I C (0, 2),

2
| igessowrarsc [ 2] [la@r e niac],, , far
lxlel 1 H L2(S?%)
2 (-5)
—c (][ 1a@1 1T scnidge] ., v

Fourier coefficient estimates in terms of the spherical Laplacian. The following routine lemma is con-
venient because it provides an intrinsic characterization of expressions that arise in the analysis. The
proof relies on the machinery of pseudodifferential operators, and is left to the reader.

Lemma 7.8. Let € be a cap of radius o < % Let ¢ be the rescaling map associated with €. Let [ be
supported in € U (—%). Then foranyt e Rand 0 <r <,

CINU =r* D) fllfye < /R 1 FEPA+Ire™ '8P dE < CIU =8 flI g,

Here C € (0, 00) depends on t but not on f,r, g, 6.
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8. Step 6A: A decomposition algorithm

The following iterative procedure may be applied to any nonnegative function f € L?(S?) of positive
norm.

Decomposition algorithm. Initialize by setting Go = f, and gy = 1/2.

Step v. The inputs for Step v are a nonnegative function G, € L?(S?) and a positive number &,. Its
outputs are functions f, and G, and nonnegative numbers ¢ and ¢,;. If |G 0 * G, 0|2 = 0, then
G, = 0 almost everywhere. The algorithm then terminates, and we define ¢ = 0 and f, = 0, and
G,=fu=0and e, =0forall u>v.

If 0 < ||Gyo xG,ol < 8582||f||%, then replace ¢, by ¢,/2, and repeat until the first time that
IGyo *xGyolz > 8382||f||%. Define ¢ to be this value of ¢,. Then

) S?1 113 < 1Gyo * Gyolla < 4(e3)* SN £113-

Apply Lemma 2.9 to obtain a cap 6, and a decomposition G, = f,, + G, 41 with disjointly supported
nonnegative summands satisfying f, < C, ||f||2|(6U|_1/2X<@v, and || full2 = mull fll2. Here C,,n, are
bounded above and below, respectively, by quantities that depend only on |G 0 %G, o ||é/ 2 /NGyll2 > €.
Define ¢,41 = ¢}, and move on to step v + 1. O

It is important for our application to observe that if f is even then at every step, f, may likewise be
chosen to be even. The upper bound for f, then becomes

fv = Cv |(6v|_1/2X(€,,U—<6,, .

Henceforth the algorithm will be applied only to even functions, and we will always choose all f, to be
even.
If the algorithm terminates at some finite step v, then a finite decomposition f =Y ;_, f results.

Lemma 8.1. Let f € L*(S?) be a nonnegative function with positive norm. If the decomposition algo-
rithm never terminates for f, then 5, — 0 as v — 00, and Z{Lo fo— finL?as N — co.

Proof. Assume without loss of generality that || f|l, = 1. The functions f,, have disjoint supports
and hence are pairwise orthogonal, and ) f, < f,so >, ||fU||% < ||f||%. Since the sequence ¢ is

nonincreasing and || f, [|2/|| f|l2 is bounded below by a function of ¢,

, this forces &, — 0.

The second conclusion is equivalent to |G yll2 — 0. According to Lemma 2.9, | f, |2 is bounded
below by a function of ||G,o % G,o . Since )| ||f,,||% < 00, we have | f,]l2 — O and therefore
|G,o * Gyo|l» = 0. By construction, G,4+1(x) < G,(x) for every x € S?, 50 G(x) = limy_, oo G, (x)
exists and |Go *Gall, < ||G,o *G,o |3 for all v. Thus Go *Go =0, so G =0. This forces |G|, — 0,

by the dominated convergence theorem. U

For general f, this decomposition may be highly inefficient. But if f is nearly extremal for the
inequality (2-1), then more useful properties hold.
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Lemma 8.2. There exists a continuous function 0 : (0, 1] — (0, 00) such that for any € > 0 there exists
8 > 0 such that for any 8-nearly extremal nonnegative function f € L*(S?) satisfying || > = 1, the
functions f, and G, associated by the decomposition algorithm to f satisfy

[foll2 = 0UGull2)  for any index v such that |G, |2 = e.

This is a direct consequence of Lemmas 2.9 and 7.1. It is essential for applications below that 6 be
independent of ¢.

If f is nearly extremal, then the norms of f,, and G, enjoy upper bounds independent of f, for all
except very large v.

Lemma 8.3. There exist a sequence of positive constants y, — 0 and a function N : (0, %] — 7t
satisfying N (8) — oo as 8 — 0 such that for any nonnegative f € L*>(S?), if f is 8-nearly extremal then
the quantities €}, obtained when the decomposition algorithm is applied to f satisfy

&< forallv < N(§),
1Gull2 <wllfll2 forallv < N(3),
I follz < vl fll2 forallv < N().

This holds whether or not the algorithm terminates for f.
Proof. SPNGul5 = 1Gvo % G ol = €3S | £115 = (321 £ 15/ 1GIIDS? IG5,

so e}, <||Gyll2/Il fll2. Thus the second conclusion implies the first. Since || f, [l2 < |G, |2, it also implies
the third.

We recall two facts. First, Lemma 7.1, applied to h = G, and g = fo+- - -+ f,—1, asserts that there are
constants co, C; € R* such that if f € L? is 8-nearly extremal, either ||G,o * G,o ||l2 > col| Gy 1311 £1I52
or |G|l < C18'2|| fll». Second, according to Lemma 2.9, there exists a nondecreasing function p :
(0, 00) — (0, 00) satisfying p(t) — 0 as t — 0 such that for every nonzero f € L? and any v, if
1Gvo % Gyolla = t Gy I3, then || £l = p(DIIGyll5.

Choose a sequence {y,} of positive numbers that tends monotonically to zero, but does so sufficiently
slowly to satisfy

vyvz,o(coyvz) > 1 forall v.

Define N (8) to be the largest integer satisfying yy ) > C18'/2. This N (8) — oo as § — 0 because y, > 0
for all v.

Let f and § be given. Suppose that v < N(6). We argue by contradiction, supposing that |G|, >
Yol fll2. Then |G, |2 > C18'/?|| ]2 by definition of N (8). By the dichotomy above,

40 r1=2 2 2
1Gvo *Gyollz = collGullz I fll, ™ = covy 1Gl3-
By the second fact reviewed above,

1 £ol13 = plcoyDIGu I3 = y2p(cov) I F1I3-
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Since ||G.ll2 = |Gyll2 for all u < v, the same lower bound follows for ||f,,||% for all 4 < v. Since
the functions f), are pairwise orthogonal, }° _, |l ful3 < 11 f1I5, and consequently vy2p(coy?) < 1, a
contradiction. (|

The next lemma also follows directly from the decomposition algorithm coupled with Lemma 2.9.

Lemma 8.4. For any ¢ > 0 there exist §; > 0 and C, < oo such that for every §.-nearly extremal
nonnegative function f € L?, the functions f, and G, associated to f by the decomposition algorithm
satisfy

() Forany v, if |Gyll2 = €|l f 2, then there exists a cap 6, C S?* such that
fo < Cell F2160] ™2 X0,

(1) IflIGyll2 = ell fll2, then || full2 = 8¢l fll2.

9. Step 6B: A geometric property of the decomposition

We have established inequalities concerning the L? norms of the functions f, and G, that the decomposi-
tion algorithm yields, based on quite general principles and a single analytic fact, Lemma 2.9, concerning
the particular inequality that we are studying. We next establish an additional inequality of a geometric
nature, based on a single additional fact, the weak interaction of distant caps in the sense of Lemma 7.6.

Lemma 9.1. In any metric space, for any N and r, any finite set S of cardinality N and diameter equal
to r may be partitioned into two disjoint nonempty subsets S = S’US" such that distance(S’, S”) >r/2N.
Moreover, given two points s', s” € S satisfying distance(s’, s”) = r, this partition can be constructed so
that s’ € S’ and s” € S”.

Proof. Consider the metric balls By, centered at s” of radii kr /2N fork=1,2,...,2N. By the pigeonhole
principle, there exists k such that (Bx+1 \ Bx) NS =@. Set ' = By N S and §” = §\ §'. The triangle
inequality yields the conclusion. (|

Lemma 9.2. For any & > 0 there exist § > 0 and ) < 0o such that for any 0 < f € L*>(S?) that is §-nearly
extremal, the summands f,, produced by the decomposition algorithm and the associated caps 6, satisfy

0(€;,6r) <A whenever | fill2 = el fll2 and || frll2 = ell f |-
Here o is the distance between 6; U —6; and 6, U —€6y, as defined in Definition 7.5.

Proof. Tt suffices to prove this for all sufficiently small €. Let f be a nonnegative L function that satisfies
Il fll2 =1 and is §-nearly extremal for a sufficiently small § = §(¢), and let {G,, f,} be associated to f
via the decomposition algorithm. Set F = ijvzo Sfo-

Suppose that || fj,[l2 > € and || fi,|l2 > ¢. Let N be the smallest integer such that |G y41]l2 < 3. Since
|G, ]l2 is a nonincreasing function of v, and since || f, |2 < |G |2, necessarily jg, kg < N. Moreover, by
Lemma 8.3, there exists M, < oo depending only on ¢ such that N < M.. By Lemma 8.4, if § is chosen to
be a sufficiently small function of ¢, then since |G || > g3 forallv <N, we have f, <6(e)|6|™/? xeu_s¢
for all such v, where 8 is a continuous, strictly positive function on (0, 1].
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Now let A < oo be a large quantity to be specified. It suffices to show that if 5(¢) is sufficiently small,
an assumption that (%6, €;) > A implies an upper bound, which depends only on &, for A.

Lemma 9.1 yields a decomposition F' = F| + F, = ZveSl i+ Zvesz fv, where [0, N] = §1 U S,
is a partition of [0, N], jo € S1, ko € S2, and 0(€;,€x) > A/2N > A /2M, for all j € §; and k € $5.
Certainly || Fy|l2 > || fj,|l2 > ¢ and similarly || F2||2 > €. The convolution cross term satisfies

IFio % Faolla < ) ) Il fjo * fiolla < My (1/2M)6 (),
jeS ke$,

where y (A) — 0 as A — oo by Lemma 7.6. Therefore

IFo % Foll; < | Fio % Fio |5+ | Fao % Fao 5+ CIl f 5] Fio % Fao |12
<S5+ S I Fall3 + M2y (L /2M:)6 (e)?.

Since F and F, have disjoint supports, || F} ||% + ||F2||§ < ||f||% =1 and consequently
IFL IS+ 125 < max (LF1 15, IF2IR) - (IR S + I Fal3) < (-6 - 1 < 1=

Thus
|Fo* Fo |5 <S*(1—&%) + M2y (L/2M,)0(s)*.

Therefore

(1-8)?S* < | fo* folla<|FoxFola+Clflllf—Fla
<||Fo * Foll, + Cé?,

so by transitivity

(1-8)*S* < Ce® +8*(1 — &%) + M2y (h/2M,)8 (e)*.

Since y(t) — 0 as t — oo, for all sufficiently small ¢ > 0O this implies an upper bound, which depends

only on &, for A, as was to be proved. U

10. Step 6C: Upper bounds for extremizing sequences

Proposition 2.14 states that any nearly extremal function satisfies appropriately scaled upper bounds
relative to some cap. It is convenient for the proof to first observe that a superficially weaker statement

implies the version stated.

Lemma 10.1. There exists a function © : [1, 00) — (0, 00) satisfying ®(R) — 0 as R — oo with the
following property. For any ¢ > 0 and R € [1, 00) there exists 8 > 0 such that any nonnegative even
function f that has || fll» = 1 and is §-nearly extremal may be decomposed as f = F + G, where F
and G are even and nonnegative with disjoint supports, |G| < €, and there exists a cap € = €(z,r)
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such that for any R € [1, R,
f F*(x)do(x) < O(R), (10-1)
min(|x—z|,|x+z])>Rr
/ F?(x)do (x) < O(R). (10-2)
F(x)>Rr~!

Proof that Lemma 10.1 implies Proposition 2.14. Let ® be the function promised by the lemma. Let
¢ and f be given, and assume without loss of generality that e is small. Assuming as we may that
® is a continuous, strictly decreasing function, define R = R(g) by the equation ®(R) = £2/2. Let
€ = 6(z,r) and suppose § = §(e, R(¢)) along with F and G satisfy the conclusions of the lemma
relative to € and R(e). Define x to be the characteristic function of the set of all x € S? that satisfy either
min(|x — z/, |x +z|) > Rr or F(x) > R|€|~ /2. Redecompose f = F + G, where F = (1 — x)F and
G=G+ x F. Then ||G||2 < 2¢, while F satisfies the required inequalities. For instance, if R < R then

ﬁ Fo) do(x) < / F(x)?do(x) < O(R),
F(x)>R|¢|~1/2

F(x)=R|€|71/2
while the integrand vanishes if R > R. (|

Proof of Lemma 10.1. Let n : [1, 00) — (0, 00) be a function to be chosen below, satisfying n(¢) — 0 as
t — oo. This function will not depend on the quantity R.

LetR>1, Re [1, E], and ¢ > 0 be given. Let § = §(e, E) > 0 be a small quantity to be chosen
below. Let 0 < f € L?(S?) be even and §-nearly extremal. It is no loss of generality in normalizing such
that || fll2 = 1.

Let { f,} be the sequence of functions obtained by applying the decomposition algorithm to f. Choose
8 = é(¢) > 0 sufficiently small and M = M (¢) sufficiently large to guarantee that |G 412 < €/2 and
that f, and G, satisfy all conclusions of Lemma 8.4 and Lemma 8.3 for v < M. Set F = ZZUW:O fv. Then
If = Fllo=IGusill2 < /2.

Let N € {0, 1,2, ...} be the minimum of M and the smallest number such that || fy+1ll2 < n. N is
majorized by a quantity that depends only on 7. Set & = Fy = Z/iv:o Jx. It follows from Lemma 8.4(ii)
that

|F— %2 <y(n), wherey(n)— 0asn— 0. (10-3)

This function y is independent of ¢ and R.

To prove the lemma, we must produce an appropriate cap ¢ = %(z,r), and must establish the
existence of ®. To do the former is simple: To fy is associated a cap 6y = “6(zo, ro) such that
Jo =< C|(€0|_]/2(X<@0u7<€0)- Then € = 4 is the required cap. Note that by Lemma 2.9, || foll2 > ¢
for some positive universal constant c.

Suppose that functions R — n(R) and R — ©(R) are chosen so that

N(R) > 0as R—> o0 and y(n(R)) <O(R) for all R.
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Then by (10-3), F — % already satisfies the desired inequalities in L?(S?), so it suffices to show that
F(x) = 0 whenever min(|x — z|, |x +z|) > Rro, and that ||F|l« < R|%o|"/%.

Each summand satisfies f; < C(n)l%kl_l/zx(@ku_%k, where C(n) < oo depends only on 7, and in
particular, f; is supported in €; U —€;. Now || fx|l2 > n for all kK < N by definition of N. Therefore by
Lemma 9.2, there exists a function n — A(n) < oo such that if § is sufficiently small as a function of n,
then o(6y, 6p) < A(n) for all k < N. This is needed for n = n(R) for all R in the compact set [1, R],
so such a 8§ may be chosen as a function of R alone; conditions already imposed on § above make it a
function of both ¢ and R.

In the region of all x € S? satisfying min(|x — zo|, |x + zo|) > Rro, either f; = 0, or ¢, has radius
no less than }‘Rro, or the center z; of €; satisfies max(|z;x — zol, |2k + zo|) = %Rro. Choose a function
R — n(R) that tends to O sufficiently slowly as R — oo to ensure that A(n(R)) — oo sufficiently slowly
that the latter two cases would contradict the inequality o (€, €p) < A, and therefore cannot arise. Then
F(x) =0 when min(|x — zg|, |x 4+ zol) > Rro.

With the function n specified, ® can be defined by

O(R) =y (n(R)). (10-4)

Then (10-1) holds for all R € [1, R].

We claim next that |F|lo < R|€o|"'/? if R is sufficiently large as a function of 5. Indeed, be-
cause the summands f; have pairwise disjoint supports, it suffices to control max;<y || fx|lco. Again, by
Lemma 8.4, || filloo < C(1)|@x|~"/2. If n(R) is chosen to tend to zero sufficiently slowly as R — oo to
ensure that C(n(R))A(n(R)) < R for all k < N, then inequality (10-2) holds provided that ® is defined

by (10-4).
The final function n must be chosen to tend to zero slowly enough to satisfy the requirements of the
proofs of both (10-1) and (10-2). Il

11. Preliminaries for Step 7

Lemma 11.1. Let ® : [1, 00) — (0, 00) satisfy ®(R) — 0 as R — o0. Let § > 0. Then there exists ¢ > 0
such that any nonnegative function g € L>(R?) satisfying ||gll> = 1 and the upper bounds

/ g(x)zdx—i-/ g(x)?dx < O(R) forall R>1,
[x|=R g(x)=R

has Fourier transform satisfying the lower bound
| teerd=e
|§l<s
Proof. Let g € L>(R?) satisfy the hypotheses. For ¢ > 0, let ¢;(y) = ¢~!F/2 Then

f gordy = (2m)~* / §&)@ &) dg = m)~ ! / &) I g,
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Forany R, p>1,let S={y:|y| < R and g(y) < p}. Provided that R and p are chosen to be sufficiently
large that ©(R) + ®(p) < 1,

iR tR22
[ ooy = [ gray=e R [ @y
R? S s
_iR2 —1R22 —
= (gl [ POordy) = e
R2\S
for any ¢ > 0. On the other hand, by the Cauchy—Schwarz inequality

o0
~ —1_—&)? 1A
/ HI - 1||g||2(/
§1=8

12
ey dr)
r=34

1/2,—1 > 12 1/2,—1/2 ,—8%/2
=%t~ (t/ e_sds> =gl 71282
s=62/1t
The Cauchy—Schwarz inequality also gives

12 00 1/2
[ pente et ras < ([ pepds) Cen ([ e ar)
§1<8 §1=<8 0
1/2
=P petde)
|§]=é
Therefore

A [ pepde) = [ aete ¥ s [ jaente R ag
|§1<8 R?

[§1=6

2 2
—tR?/2 -1 1/2,=1/2,,-8%/21

>me p =7

Now substitute = 82/y, where y = y(§) > 1, to obtain
1/2.,1/2¢—1 A 2 172 —82R%)2y —1 1/2.,1/2¢—1 _—y/2
2y s 1g@)dg) " z e pl Py 2T,
1<

The quantities R and p have already been fixed, independent of §. As § also remains fixed while y — oo,
this last lower bound tends to 7p~! —0 > 0. Thus choosing y sufficiently large yields the desired lower
bound. g

Lemma 11.2. Let ¢y > 0. Let {g,} be any sequence of functions in L*(R?) satisfying ||g,|l;2 = 1 and
fl§\<1 |§;(§)|2 d& > co. Then either there exists a function 0 : [1, co) — (0, co) satisfying

0(s) >0 ass— o0

such that

/ |§;($)|2d$§0(s) forall s € [1, 00) and all v,
[E]>s
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or there exist a subsequence v — 0o and real constants § > 0, e > 0, and Sy > s > 1 such that sy — oo,
ex —> 0, Sp=s7,

/ @(s)ﬂdszs,f |§;(5)|2dsza,/ TP dE < s
& <sk |&]>Sk sk<I&|<Sk

In this lemma, § is permitted, in principle, to depend on {g,}, and ¢; and s; are permitted to depend on
{gv} and on k in an arbitrary manner, provided only that they satisfy the stated conditions. The relation
Sk = s,f is chosen simply because it is convenient for the proof of Lemma 12.2 below; one could arrange
to have Sy equal to any function of s; that might be desired.

Proof. Define a sequence p1, p2, ... by p; =2 and by induction, p;;| = ,0;. If the first conclusion does
not hold, then after passing to a subsequence and renumbering, we have

/ 15 (&)|*dE > 68 forall v.
[E1=pv

Consider a large v. Since

v—1

> / . 18E)1PdE < 2m)’llgu 5 < 27)?
i Pji=ISI=pj+1

j:1 J=

and there are v — 1 summands, there must exist j (v) satisfying
/ 8 @&)Pas < v,
pri<I§1=pj+

It suffices to set s, = Py, Sv = Pjw)+1 = sg, and &, = Cv—\. U

12. Step 7: Precompactness after rescaling

We begin the proof of Proposition 2.15. Let { f,,} be as in Proposition 2.15. Set g, = ¢} (f,), where ¢,
is the rescaling map associated to €,,. Let r, — 0. Then by definition of g,

2 1
lgvllz2gey = 5 as v— o0,

so the results of the preceding section apply to 2!/2g,, and hence to g, itself, uniformly in v.

If the first alternative in the conclusion of Lemma 11.2 holds, then we obtain the conclusion of
Proposition 2.15. Therefore we may assume, by passing to a subsequence, that {g,} satisfies the conclu-
sions of the second alternative of Lemma 11.2.

Split

S =280 +g> +g,
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where

102 =8, g0(6) is supported where [£] < 2s,.
1812 =8,  g°(&) is supported where |&] > 15,
lgbllz < e,

gS, g.° are upper normalized with respectto B, and &, — 0as v — oo.

Here § > 0 is a certain constant independent of v, and % denotes the unit ball in R?. This splitting is
accomplished via an appropriate C* three term partition of unity in the Fourier space Ré.

Write €, = 6(z,, r,). The decomposition above of g, = ¢;( f,,) induces a corresponding decomposi-
tion

fo=F)+F +F),
where all three summands are real-valued and even and for all sufficiently large v,

FY, F>®, F” are upper even-normalized with respect to €,,
IFl—0asv— o0, [F)l226/2, [IF®l225/2, (12-1)
FvO and F° are supported in 6(z,, %) U—%(z,, %).

Moreover:

Lemma 12.1. The decomposition f, = F]f) +F°+ FE may be carried out so that the conditions above are
satisfied, and moreover, for certain constants C, Cy < 00, the summands Fv0 and F° are real-valued,
even, and admit representations

FO(y) = f OFE)EdE, and  FE(y) = f 0 (E)eE dE, (12-2)
H,

v

where the representations with plus signs are valid for y € 6(z,, %), and those with minus signs are valid
fory e =€(z,, %), with Fourier coefficients ag’i and a;’Q’i satisfying

f : /4|a§°’i($)|2d$ <Cs;' forallv, (12-3)
€IS,
1a%F(€)2de < Cys; N forallv, forany N < oo (12-4)
£124s, - ’ ' ‘
rvl§1=4sy

Proof. By rotational symmetry, it suffices to prove this under the assumption that z, = (0, 0, 1) for all v.
Then ¢*(f,)(x") = ry fu (ryx’, (1 —r2|x'|>)V/?) for x’ € R?, and H, = {x = (x’, 0) € R* x R'}.

Once a representation of the required form is established for the restriction of f;, to the hemisphere
S%r ={y € S?: y3 > 0}, the symmetry f,(—y) = f,(y) leads immediately to the desired representation
for y3 < 0. So we restrict attention to §%r. For the remainder of this proof, we identify (¢',0) € R>*!
with £ € R?, and denote elements of R? by £ rather than by £’.
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Fix a compactly supported C* function ¢ : R> — R that is supported in {y’ : |y’| < %} andis =1 in
]yl = %}. For y’ € R?, define

GO =m) eyt /R i Y g0(E) d, (12-5)
Gy = Q) ey ! fR 2 el E g% (&) dE. (12-6)

Then from the fact that g% and g5 are upper normalized with respect to %, it follows that
Iry g0t ) = GU 2@y = 0 as v — oo,

and likewise

Iy eyt ) =GP ()llwey as v — oo,

using the hypothesis that r, — 0 coupled with the fact that the support of ¢ is independent of r,. It can
of course be arranged that G¥ and G° are real-valued.
Define

Flle (v, y3) = [0, y3) = GL () = G (.

where y3 = /1 —|y’|2. The function F |§2 is upper normalized with respect to €, because all three
summands in its definition are upper normahzed Since ¢} (f,) = gv +8°+ gv, since || g,, 222y — O
as v — oo, since f, is upper normalized with respect to ‘6, and r, — 0, and since ¢; is essentially an
isometry from L2(§ ) to L2(R?) for large v (again because r, — 0), it follows that

||F5||Lz(§z+) —0 as v— 0.

When regarded in this way as functions of y = (y’, y3) € S%, the summands G%(y’) and G°(y")
are each upper normalized with respect to the caps 6, because g and g5° are upper normalized with
respect to 9. It remains only to show that G%(y") can be represented in the form fRz el'E a%t (&) dg,
where a%* satisfies the required bound (12-4), and likewise for G%°. To prove this for GY, it suffices to
rewrite the product of ¢ (y’) with the inverse Fourier transform in (12-5) as the inverse Fourier transform
of a convolution, and to combine the bound |E($ ) < Cn(14]&)~N for all N with the fact that gAg &)=0
for {£ : |£| > 2s,}. The analysis of G}° is essentially identical, using the given fact that g (&) =0 for

(& 18] < 350 U
As v — 00,

Ifvo * fooll2 < ||(Fo x Fo) + (F°0 % F°0)|, + 2| Fo * F°o |+ o(1)
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where o(1) denotes a function that tends to zero as v — co. Applying the triangle inequality to the first
term does not lead to a useful bound. Instead,

|(FYo x Fo) + (F°0 x F°0) ”5
< ||FP % FOo |54 | F®0 % F¥0 |54 2|(F0 % Flo, F®0 % F>0)|

=||Fl0 % FOo |3+ | F®0 % F0 |3 4+ 2|(Fl0 % F¥0, Flo % F¥0)|
since F? and F2° are real and even. Thereforeand since F?, F2° have uniformly bounded L? norms,
I foo * foo |3 < | FO0 % Fo |3 + | F®0 % F¥0 |3+ C||Foo % F™c |3 + o(1). (12-7)
The following key lemma will be proved below, in Section 14.

Lemma 12.2. Let F? and F>® be upper even-normalized with respect to a sequence of caps of radii
ry, = 0. Assume that FU0 and F° admit Fourier representations satisfying the inequalities specified in
Lemma 12.1. Then

| FYo * F2°0 || 2@ — 0.
Corollary 12.3. The second alternative in the conclusion of Lemma 11.2 cannot hold.
Proof. Assume Lemma 12.2. Then by (12-7),
£ % foo |3 < 1F)o + Flo |3+ | F*o + Fo 3 +o(1) < S* F)ll; + S F2ll; +o(1).
Since S, /s, — oo and ||F5||2 — 0, it follows easily from (12-3) and (12-4) that

IEJIZ+IEXNS < (o)Al = T+o(D).

Since min(||F3||2, | F>°N2) > &/2, this forces
max(| F} 13, | F°13) < 1—p
for all sufficiently large v, for some p > 0 independent of v. It follows that
SHIEN 2+ SHIE N 20y < ST IFN 20y + IESC 17 20) max(IFI3, 1 F0113)
<S*1+o(1))(1 —p).

We conclude that

: 2 4
hm Sup ”fva * fVO||L2(R3) < S )
V—> 00

contradicting the assumption that { f,,} was an extremizing sequence. 0

Combining the results above, the proof of Proposition 2.15 is complete except for the proof of
Lemma 12.2.
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13. Step 8: Excluding small caps

In this section we prove Proposition 2.16, which asserts that the radii r, of the caps 6, associated to an
extremizing sequence { f,} of positive even functions cannot tend to zero.

Lemma 13.1. Let {f,} be any sequence of real-valued, even functions on S* satisfying || f,ll;2 = 1.
Suppose that f, is upper even-normalized with respect to a cap €, = €(z,, ry), uniformly in v. Suppose
that the sequence of pullbacks ¢ ( f,) satisfies the first alternative in the conclusion of Lemma 11.2.
Suppose that r, — 0. Then there exists a sequence of functions F, : P> — R satisfying || F,|l» — 1 such
that

limsup || Fyop * Fyopllz > (3/2)~ Y limsup || foo % foo .

V—>00 V—>00

Proof of Proposition 2.16. Let {f,} be an extremizing sequence of nonnegative even functions for the
inequality (2-1) satisfying || f,,||>» = 1. There exists a sequence of caps 6, = €(z,, r,) such that each f,
is upper even-normalized with respect to 6,,. We must prove that inf, , > 0.

If not, then by passing to a subsequence we may assume that », — 0. By Proposition 2.15, the
sequence of pullbacks g, = ¢ (f,) is precompact in L*(R?). Thus the hypotheses of Lemma 13.1 are
satisfied, so there exists a sequence of functions F, € L?(P?) satisfying its conclusions.

Now || F,op * Fyop|l2 < P?||F, ”iZ(uﬂ) by the definition of P. Consequently

limsup || f,0 * foo |2 < (3/2)/?P2.

V—>00

The left side tends to S? since { Jfv}1s an extremizing sequence for (2-1), so S?<@3 / 2)1/2p2, contradicting
the inequality S > 2!/4P of Lemma 2.4. U
Proof of Lemma 13.1. Write 6, = %(z,,r,). Decompose 2'/2f,(x) = f;7(x) + f;F (—x) + fu(x),
where f, is real, f," is supported in €(z,, r,}/z), ||fvb||2 — 0, and the functions ¢ ( f,) satisfy the first
alternative of the conclusions of Lemma 11.2, uniformly in v.

Since f, is even and || f,||2 = 1, we have || £, ||, — 1 as v — co. Moreover g, (x) = f, (x) + f,F (—x)

4
2

satisfies
lgvo % guo I3/l = 2| £ o = £a |5 /| £

and therefore

limsup || f,Fo x f,Fo |3 = (3/2)~ limsup || f,0 % fyo 13-
V—>00 V—>00

By rotation symmetry, we may suppose that z, = (0, 0, 1) for all v. Define F, : P2 — [0, 00) by

Fo(y,1y%/2) = fF (rvy, A =rl1yH'7?)
for y € R2. The function F, will also be regarded as an element of L*(R?, dy) by F,(y)=F,(y, |y|2/2).
Then “FV”LZ([P’Z,UP) = ||FU||L2(R2) — lasv— oo.
It remains to prove that

. 4 . 4
hm sup ” FUGP ||L4(|R3) Z hm sup ”fv o I|L4(R3)'
V—>00 V—>00
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We have

/ Fv<y>2dy+/ Fv(y>2dy+f B2 de — 0 (13-1)
[y|=R F,(y)=R |&|=R

as R — oo, uniformly in v.
Thus we must compare F,op(x,t) = f e_ix'y_i’|)’|2/2Fv(y) dy with

firo (e 1) =/

R

ixv—it(1—=lvI12H)1/2
e XY it(1—|v|?)
2

£F, =) do (v, (1 —[v]H?)

ixv—it(1—ul2)1/2 _
=/ e~ £ @, (1= o)) (1= o)™ d.
R2
In the latter integral, substitute v = r,y to obtain
rv_lf,fa(rv_lx, —rv_zt)

v v

_ ivevifr—2(1—p2 v|2)1/2 _
=r 1r2/2e Petn A £ iy, (L= ly YY) A= rfly ) 72 dy
R

_ /2 e—ix-y+itru_2(l—rf\ylz)]/sz(y)(l — r5|y|2)_1/2 dy
R

— eitr;2

/R 2 e IR E, ()R (2, ) dy,
where

hy(t,y) =D A=r2lyH™? and Y, (y) = —r) 2+ yP2+ 1A=y )2
Thus

—_— g~ _ _ 4 e irlul2 4
1570l = [ [t oy e —r 2ol dxdr = | [ e R E ) dy
R JR R

L4R3)

It will be important that on any compact subset of R} x [R%
hy(t,y) = 1inthe C" norm as v — oo, for all N < o0o. (13-2)

Define
uy(x, 1) = / eV ERE, (vhy (1, y) dy and iy (x, 1) = / eTHYTIERE, (y) dy.
R2
Lemma 13.2. We have
/ u,(x, t)|4 dxdt — 0 as R — oo, uniformly in v,
[(x.0)|=R|
/ liiy(x, )[*dxdt = 0 as R — oo, uniformly in v.
|(x,)|=R
Proof. Define operators T, and T from L?(R?) to L*(R%) by

_: -,‘—. 12 i vev—i 2
Tvg(x,t)zfze TR e (3) Kyt <1 p (D, ¥) d, Tg(x,t)zfe eyl E2 3y dy.
. <
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The operator T : L*(R?) — L*(R?) is bounded. Although the operators 7, are written in coordinates
that disguise this fact, they are bounded from L*(R?) to L*(R*) uniformly in v, being obtained via
norm-preserving changes of variables from the single bounded operator L*(S?,0) 3 h > ho.

If g € C*(R?) has compact support, then |T,g(x, 1)| < Cgl(x, 1)|~!, where C ¢ depends only on the
C! norm of g and on the diameter of its support, provided that v is sufficiently large that the support of
g is contained in B(0, r;’!). This follows from (13-2) together with the method of stationary phase; the
phase functions appearing in the definition of 7, have uniformly nondegenerate critical points (if any),
uniformly in v.

These two facts, together with the three uniform inequalities (13-1), lead directly to the stated con-
clusion for u, by a routine argument.

A slightly simpler application of the same reasoning applies to it,,. 0

Therefore it suffices to prove that for any R < oo,

f |y, 1) — ity (x, )| dx dt — 0 as v — 0. (13-3)
[(x,0)|<R

If g € L' has compact support, then
|T,(g)(x,t) —T(g)(x,t)| = 0, uniformly for all |(x, )| < R. (13-4)
Since 7, and T are uniformly bounded operators from L? to L*, and since the class of all compactly
supported g € L' is dense in L2, (13-3) follows from (13-4). Il
14. Estimation of the cross term || F,?a * F o0 ||§

To prove Lemma 12.2, let f,, FO and F° be as above. Let f, be upper even-normalized with respect to
a cap 6, of radius r,. Since the inequality in question is invariant under rotations of R, we may suppose
without loss of generality that 6, is centered at the north pole zg = (0, 0, 1).

Decompose F) = F%* + F%~, where both summands are real-valued, F-* is supported in 6(zo, %),
F]f)’_(x) = Fl?’+(—x), F,?’i is upper normalized with respect to €(%zg, r,), and F,f)’i have the same
Fourier representations (12-2) as F?. There is a parallel decomposition F® = F®+ + F>~. By
Lemma 3.2,

0 0,— - 0,— 0 -
|F)Tox FTola=|F) 0xF* ola=|F) "o F* ola=|F To*F* o|.
Therefore it suffices to bound || F**o * F>*o|),.
Lemma 14.1. Let §,, 8;; > 0 be sequences of positive numbers that satisfy
2 * 702
8,/r; =0 and &)/r; — oo.
Then, with A :={x e R®: |x| >2 -6, or |x| < 2675},

||Fv0’+a * FVOO’+0||L2(A) —0 asv— oo
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Proof. Since F** and F°* are upper normalized with respect to %,, Corollary 7.3 asserts that the
region |x| > 2 — §, makes a small contribution for large v. To handle the region |x| < 2 — &, choose a

sequence 7, > 1 tending slowly to infinity. Decompose F\"t = F)% xq(zo.1,r) + Fy T X2\ @(z0.10r)» @0

)’
decompose F2°T in the same way. If 7, — oo sufficiently slowly, then the main term FB‘JF X€(z0,1,r,)0 *
FF X¢(z0.10r,)0 is supported where |x| > 2 — §*. Expanding F**o * F® %o according to this de-
composition leaves three more terms. Each of these has small norm in L2(R?) for large v, because

IF)F 1l 2s2v@zonry = 0 and [FO Tl 22z —> O- O

If i1 and h; are supported in 6(zg, r), then h10 *hyo is supported in {x € R3: |x —2z0| < Cr}. Since
FOF and F>% are upper normalized with respect to 6(z,, r,,), and since r, — 0, it follows from the
inequality [|hio % hao || 2@sy < Cllhill2]lh2]l2 that

/ I(F@to % F® o) (x)Pdx — 0 as v — oo.
|x—2z0|>1/100

On the other hand, if |x — 2zg| < 1/100, then for all sufficiently large v, (FVO'JFG * F°"o)(x) depends
only on the restrictions of FO:* and F>** to €(z¢, 1/10). This has the following significance in terms
of the Fourier representations (12-3), (12-4) of Lemma 12.1:

F%*(x) :/ ) e a%T(0)de +0(1) in L*(€(z0, 1/10)) as v — 00 (14-1)
ryl|¢|<ds,

by virtue of (12-4); this does not follow for L?(S?) because surface measure on S? is not approximately
equivalent to Lebesgue measure on {(x1, x2, 0)} near the equator {x € S?: x3 =0}. Likewise, by (12-3),

FH(x) :f e a®T(¢)de +o(1) in L*(€(z0, 1/10)) as v — oo. (14-2)
ru‘g‘zsv/4

Henceforth we simplify notation by writing a? in place of a®* and a%° in place of a%>*, and we will
take these functions to be supported in the sets 7, |¢| < 4s, and r,|¢| > S, /4, respectively.

Set H={& e R}: & =0}, and identify (&1, &, 0) € H with (&1, &) € R2. Denote a region s, and an
interval I, by

sy ={x eR}:2—68*<|x| <2—6, and |x —2z0| < 1/100} and I,=[2—8" 2—8,].

It remains only to estimate ||F "o F8’+6||Lz(&4v). For x € s, and for all sufficiently large v,
(FO%o % F*%o)(x) depends only on the restrictions of FOF, F** to %(z9, 1/10). Therefore in
cl<as, € a’(¢)d¢ and F+(x)
by frulileuM e"xcafo(;“) d¢, at the expense of additional terms that are o(1) as v — co. We will continue
to denote these modified functions by FO+, Fo-+,

Set hy = e_;j FO T for ry|¢| < 4s,. Let

majorizing || FS* Vo x F T oll;2(y,), we may replace FO(x) by [

H*:{KEH:FU|§|§4SU}’
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By (7-4), (7-5), (14-1), and (14-2),

dt+o(1)
%)

2
1F o P ol <€ [ [ [ 1ab@1 el de|
I,"JH* L*(S

2
I, " H*
02 2
H* JI,

<C [ [ el drdc+ o)
H* JI,

by the Minkowski and Cauchy—Schwarz inequalities. Inserting the Fourier integral operator bound
IT,(he) 113 < CI(I — p?A)~V4h, |13 yields

||F5°’+0*F8’+o||iz(ﬂv)50f /f (1+p(0)[EN " e (©)* d& dr d¢ +o(1)
teH* JI, JEeH

ZC/ // (1+pMIEN " al (€ — ¢)I* dE dr d¢
teH* JI, JE€H

~ sﬁr;zf / (1+p N~ a(©) P dE di +o(1), (14-3)
1, JH
since |&| >> |¢| for ¢ in the support of ag and £ in the support of a°. Next,

/H<1+p|s|>—1|a;”<s>|2ds sc/

vlEl<coSy

SCSNES IR +C max (14 plg) ™" 1F )

|ag® (&) dg +C/ (1+pleD al&)|* d&

ry|§l=coSy

<cs;t v cpln S

The first term after the first inequality was estimated using (12-3). Inserting the final line into (14-3)
yields

IF> Yo s F) Yol 7ag,, < csgru—zf (S 4+ o078y dr

v

< csﬁrﬁ/ S+ Q=025 de
I
since (1/2)? + p(1)* = 1 implies p (1) > C2 —1)!/?
=Cs; S, r 2 | (L+rQ—0")dr

I
<Csp Sy 'r 2 ILI(1 +maxr, (2 - n~"?)

v

< CspSy P8 (4671 2r) < O 28 (1 + 871 2r)

3

since S, > s;.
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Combining all terms, we have shown that
IF) "o FO%a |3 <o)+ Cs) ' (ry 285 (148,1%r,)

as v — 0o, provided that 8, /r2 — 0 and §*/r?> — oo. Since s, — 00, it is possible to choose &, and §*
to satisfy the additional constraint

s, (28 (148,1%r) = 0 as v — oo.

With such a choice, we obtain
|FO o« F*To|3 -0 as v— oo,

completing the proof of Lemma 12.2. (|

15. Step 9: Large caps

We now prove Proposition 2.17. The proof is quite similar to that of Proposition 2.15, without the
complication of ensuring uniformity of bounds as r, — 0. However, the proof of Proposition 2.15 also
exploited the condition r, — 0 in a positive way, and substantive modification is therefore required here.
Matters here that are essentially identical to corresponding matters in the earlier proof will be treated
sketchily.

There is given an extremizing sequence { f,,} of even nonnegative functions satistying || f,||.2(s2) = 1,
each of which is upper even-normalized with respect to a certain cap 6(z,, r,,). Itis given that r, = inf), r,,
is strictly positive.

Introduce a C™ partition of unity of S? by nonnegative functions 7 j» each of which is supported in a
cap 6(z;, 3). The points z; and functions n; are to be chosen independent of v. Let ¢; : R> — S? and
¢;‘.‘ : L?(S?) — L%*(R?) be the associated mappings.

Since ry <r, < 1, the uniform upper normalization of f, means simply that || f, | .2(s2) < 1, and there
exists a function ® that is independent of v and satisfies ® (R) — oo as R — oo, such that

/ va(x)|2d0(x) <O(R) forall v.
[fo(x)I=R

Thus the radii r,, no longer enter into the discussion.

Decompose f, = Y j Jv.j» where f, ; =n;f,. By identifying the plane tangent to S? at z ; with
a fixed copy of R%, we may regard each g, j= ¢7( fv.j) as an element of L?(R?); thus the functions
gv,j> and hence their Fourier transforms, have a common domain. The functions g, ; are supported in
{y €R?:|y| < 1}, and again ﬁgv‘j(y)lzR 18v.i (M1*dy < ©(R), where ®(R) — 0 as R — oo.

The analogue of Lemma 11.2 in this simplified situation is the following dichotomy: Either there
exists a function 6 : [1, 0co) — (0, 0o) satisfying 6(s) — 0 as s — oo such that

/ > g ®)Pde <6(s) foralls €[l, 00) and all v, (15-1)
£l2s
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or there exist 8, ¢,, 5., S, as in Lemma 11.2 such that the conclusions in the second case of that lemma
hold, with |g,|? replaced by > 18 |. The proof of this dichotomy is essentially identical to the proof
of Lemma 11.2 itself.

If (15-1) holds, then the conclusion of Proposition 2.17 is simply a reformulation of the conjunction
of the upper normalization bounds for f,, with (15-1); the desired decomposition of f, is obtained by
expressing each g, ; as an inverse Fourier transform, splitting the resulting integral with respect to & into
large |&| and smaller |&| regions, and reversing the mapping qb;f to transplant both summands to S. The
contribution of sufficiently large |&| will have small L?(S?) norm, while the contribution of smaller |£|
will satisfy an adequate C'! norm bound.

It remains only to demonstrate that the second case of the dichotomy cannot arise; there cannot exist
8, &y, Sy, Sy satisfying all conclusions of the second case of Lemma 11.2. Suppose to the contrary that
this situation were to arise. Denote by qb the left inverse of ¢%, mapping functions supported in
(yeR?>: |yl < 4} to functions supported in c(%(z i Z) C S?. By summing over j, one would obtain as in
(12-1) a decomposition

fv=F)+FX+F), (15-2)

where lim,,_, ||F5 =0, F is highly oscillatory, and F? is slowly varying in comparison with F°.
Here for instance

=3¢ g, where g%(6) = (1—m(£/S,)gn ()
J

and where the C*° cutoff functions ¢ and m have the following properties ;e C®R?)is = 1 on the
ball B(0, %), and is supported on B(0, %), while m(§) =0 for |§| > 3 3 and m(¢) = 1 for €| < 4 F0 is
defined in the same way, with 1 —m(&/S,) replaced by m(£/8s,).

The decomposition (15-2) can be modified so that FB, F° and Ff remain real-valued and even,
without sacrificing any of its desired properties. First replace each summand by its real part. Then
replace Fo(x) by %Fg(x) + % O(—x) and similarly for F7° and Fb

The remainder (1 —¢)g;° L Wthh is neglected in the construction of F>°, gives rise to one of several
summands which contribute to F Because S, — oo, and because the cutoff function m is smooth and
compactly supported, [|(1 —¢)g>° ll2@e) — 0 as v — oo,

From the fact that s, — o0 and the relation S, > s2, it follows easily that (F?, F®) — 0 as v — oo.
Therefore since || FV I, — 0,

AN = NS = I1EN5 = 0

IEQIZ+ I ESNE — 1= 11 £13.
As in Section 14, the relation S, > s> — oo also leads to
| FYo % F2°0 || 2@ — 0. (15-3)

This requires several substeps. These are entirely parallel to those in Section 12 and Section 14, so the
details are omitted.
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We need to know that
liminf || F° 2 > 0.
V—>00

This is less apparent than was the analogous statement in the proof of Proposition 2.15, because F;° is
defined here as a sum over j that recombines different terms resulting from our partition of unity, and
it must be shown that this summation does not introduce unwanted cancellation. Indeed, suppose to the
contrary that || F7°|2 — 0 for a subsequence of values of v. Then there must exist an index i such that
for a certain sub-subsequence,

/|s| EORdER . (15.4)

Pass to such a sub-subsequence, substitute the representation f, = F| ,9 + F° + Ff into the definition
gv,i = ¢ (i f,), and consider g, ; (&) for |§| 2 S,. The contribution of F]? to this Fourier transform in
this regime tends to zero in L?(d§) norm, because S, /sy, — 00. The contribution of Fvb tends to zero in
L? norm, because Ff itself does so. Therefore the contribution of F° to the integral (15-4) cannot tend
to zero. Therefore || F°|| ;2(s2) cannot tend to zero.

Since the L*(S?) norms of both F$° and Fl? enjoy strictly positive lower bounds, the small cross-term
bound (15-3) implies as in the proof of Lemma 12.2 that

limsup || f,0 * fyo |3 < S,
V—> 00

contradicting the assumption that { f,,} is an extremizing sequence.

16. Constants are local maxima

Theorem 1.8 asserts that constant functions are local maxima. Define

v
Y() =1 fo 5 fo g, and B(f)= —
||f||L2(§2)

Denote by 1 the constant function 1(x) =1 for all x € S2.

Proof of Theorem 1.8. Since ®(f) = ®(¢f) for all t > 0, and since ®(f) < ®(| f|), we may restrict
attention to functions of the form f =1+¢eg where 0 <¢ <4, g L 1, g isreal-valued, and | gll.2(s2) = 1.
We may further assume that g(—x) = g(x), by Proposition 2.7.

The constant function 1 is a critical point for ®. Indeed, by rotation symmetry, f = 1 satisfies the
generalized Euler—Lagrange equation f = A(fo % fo * fo) |§2 that characterizes critical points.

A straightforward calculation gives the Taylor expansion

O (1+¢g) = O(1) + |11l g, (6(80 % g0, 0% 0) =20 D11II;°llgll3) + O,

where O (&%) denotes a quantity whose absolute value is majorized by Ce3, uniformly for g € L2(S?)
satisfying ||g||> < 1. Thus it suffices to show that

sup 6(go * go, o xo) <2¥()|1];>.
llgll2=1
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The quantities W (1) and ||1]|; can be evaluated explicitly. Firstly, ||1||§ =0 (S?) = 4. Secondly,
(0% 0)(x) =27 |x]™" Yjxj<2-

Indeed, it follows from trigonometry that o xo (x) =a|x| -1 X|x|<2 for some a > 0, and a can be evaluated
by

(47r)2 = a(§2)2 = /R*(G *x0)(x)dx = /02ar_1 AAxr’dr = 87na.
Therefore
w(l) = /R3(a *a(x))zdx = fw 472 |x| 72 dx = 47? /()2r2-4nr2dr = 47?47 -2 =327,
Therefore it suffices to prove that

sup (go xgo, 0 x0) < % 3273 (4~ = gnz’
lgll2=1

where the supremum is taken over all real-valued, even g € L>(S?) satisfying ||g|l>» = 1 and [ gdo =0.
The following key bound will be established below.

Lemma 16.1. For all real-valued even functions g € L>(S?) satisfying [gdo =0,
‘ // ggMlx —yl™! da(x)dcr(y)‘ < $7llgl7z -
S2xS?
The factor ‘5—‘71 is optimal, and is attained if and only if g is a spherical harmonic of degree 2.

Now for such g satisfying ||g|l» =1,

(go xgo, ox0)=(go *x(0*x0), g)
=27 [/gzxgzg(x)g(Y)|x —yIVdo(x)do(y) <2m - %n _ %7.[2 - %772,

completing the proof of Theorem 1.8. O

Proof of Lemma 16.1. We first recall the Funk—Hecke formula in the theory of spherical harmonics, see
e.g., [Miiller 1998, page 29] or [Xu 2000, Theorem A].

Theorem 16.2 (Funk—Hecke formula). Let d > 2 and k > 0 be integers. Let f be a continuous function
on [—1, 1] and Yy be a spherical harmonic of degree k, on the sphere S¢. Then for any x € §¢,

/sd fx-Ye(y)do(y) = M Yi(x),

where x -y is the usual inner product in R, and

g I FOCEP 00 - 2D,
C]Ed—l)/Z(l) f_ll (1— t2)(d—2)/2dt
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where wgq = 2 “tV/2 /T ((d +1)/2) denotes the surface area of the unit sphere S¢ and C}(t) is the
Gegenbauer polynomial defined by the generating function

A=2rt 4= "Cir* (16-1)
k=0

forO<r<land —-1<t<landv > 0.
For v =1/2 and ¢ = 1, the generating formula becomes (1 —r)~%2 =372 C,i/zrk, )
c,>=1 forall k>0,

Ford =2, (d —2)/2 =0 and wg = 47, and the relevant index v is v = (d — 1)/2 = 1/2. Therefore for
d=2,

1
ao=27 / FOC @), (16-2)
-1

Choosing v = 1/2 and setting » = 1 in the generating function (16-1), we obtain

o0
Q-207"2=>"¢®.
k=0

This formula is not entirely valid, since (16-1) only applies for » < 1; but all calculations below can be
justified by writing the corresponding formulas for » < 1 and then passing to the limit » = 1. We will
omit these details, and work directly with r = 1.

We also recall the following fact in [Stein and Weiss 1971, Chapter 4, Corollary 2.16]: For S?,
the polynomials C,i/ 2(t) for k = 0,1, ... are mutually orthogonal with respect to the inner product
(f,g)= f_ll f(H)g(t)dt. So for f = (2—2t)"/? in (16-2) and for any k > 0, by orthogonality,

1 1
xkzzn/ (2—2:)—‘/20,}/2(z)dt:2n/ > e war
—1 —1 m=0

4
2k+1°

1
zznf (€2 (1))t =
-1

where the last identity follows from the normalized value of C,i/ 2(t) over (—1, 1), see e.g., [Andrews
et al. 1999, page 461] or [Miiller 1998, 10.15, page 54]. Hence for f(t) = (2—2t)~'/2, for x € S?,

4
/gz fx-»Yr()do(y) = mYk(x) for all k > 0.
Now return to [ g(x)g(y)|x —y|~!do(x) do (y). Here |x —y| ' = (2—2x-y)"/2 = f(x-y), where
f(t) = (2—2t)"1/2. Since all spherical harmonics of odd degrees are odd, and since g L 1, g may be
expanded as g = > ;| Yok, where each Yy is a spherical harmonic of degree 2k. These are of course
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pairwise orthogonal in L2(S?). Therefore

WK

// g)gMIx —y| T do(x)do(y) =) (A Yok, Yar)

~
Il
—_

M

(o)
4 47 2 47 )
—Y Y = Y = — .
(s Y Ya) = & >l = el

~
Il

1

This completes the proof of Lemma 16.1. |

Remark 16.3. Consider inequalities of the modified form
2
f N Fox for@[* we) dx < ClLF I ey, (16-3)
R;

where w > 0 is any radial weight. The modification consists in placing the L* norm on the right side of
the inequality instead of the L? norm.
If the inequality holds for some C < oo, and if w satisfies |Ag(w)| < Ag(w), where

1
ae(w) =27 / w(@+20"1)@2+20712 ¢ 1) dr,

1

then constant functions are (global) extremals. This holds in particular for w = 1.

This is proved as follows, in the spirit of Foschi [2007]. We may assume that f > 0.
f (fo x fo)(x)*w(x)dx 5/ ((fo *0)(x))2w(x)dx
R3 R3

=21 ffg o P OF Ay wllx +yD do x) da ().

The first inequality follows from the Cauchy—Schwarz inequality, and is an equality if f is constant
modulo null sets on almost every circle (that is, the intersection of S? with an affine plane) in S2; thus
if and only if f is constant modulo o -null sets. Expand f? = Y e Y« in spherical harmonics. Then

o0
27 //52 - 2O 20 x + v ' w(lx + y) do (x) do (y) = 2x ZkkllYkl|%§2n sgpkk||f||i,
) k=0

for certain coefficients A; that depend only on w. If there is a valid inequality (16-3) with C < oo, then
Ao < 00. Thus constant functions are extremizers. If max;.o [Ax(w)| < Ao(w), then f is an extremizer
if and only if f2 has a spherical harmonic expansion with Y; = 0 for all k > 1, that is, if and only if f2
is constant. For f > 0, this forces f to be constant. O

17. A variational calculation

Recall the notation eg (x) = e*'¢. It is natural to study || f& ll4/1l fll2 for f(x)=eg(x), for several reasons.
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(i) Extremizers for the paraboloid P? = {x : x3 = %|x/ |2}, where x’ = (x1, x»), are Gaussian functions
of x'; but these are simply restrictions to P2 of simple exponentials ¢*% for £ € C? satisfying
Re(&3) < 0.

(i1) (fo * fo)(x) is expressed for each x as an integral of a product of two factors. When f = e, the
integrand becomes a constant for each x, and hence the Cauchy—Schwarz inequality becomes an
equality when applied to each such integral in an appropriate way. Such equalities are the key to
one proof [Foschi 2007] that Gaussians are extremal for P2.

(iii) The functional |lezo *eso |2/ |leg ||§ is susceptible to a perturbative analysis for large |£]|.

(iv) This analysis appears more likely to be generalizable to other manifolds than S? than does the
calculation of Lemma 2.4 for f = 1.

For these reasons, we carry out in this section a perturbative analysis of ||ezo xego |2/ es ||§, thereby
establishing Proposition 2.19.

We will work with functions concentrated principally in a very small neighborhood of the north pole
(0,0, 1). A point z~ (0,0, 1) in S? can be written as

0. A= 1yDYH = 0 1= 31y = glyI*+ 00y,
where y € R? and |y| < 1. Let o denote surface measure on S?;
do = (1+31y>+0(y[") dy.
For z € S and ¢ > 0 define
fo@ =T Veg s

Within the domain of f,, the mapping (z1, z2, z3) <> (21, z2) is a one-to-one correspondence between Sh
and a ball in R?.
We observe that f, is essentially g 12e=1/ eg, where & = (0,0, 8_1); the two functions differ by
O (e~¢/¢) in L? norm for some ¢ > 0. The cutoff functions are inserted for convenience in the calculation.
For (7, x) € R'*2, define

ue(t, x) = / fe@e "% do (2),
52
where of course (x, ) -z = x1z1 + x222 + tz3. Then

U (t, x) = 8_]/2/ B3/ p=ix-(21,22) ,=ilz3 7 (2)do(2)
S2

=s—1/2e—”/ oIy 2/2=1y1*/8+0(y e ™!
R2

7T EDEREDEATON (1 41y /24 0y 1) x () dy,
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where ¥ and x denote disks centered respectively at (0,0, 1) € S? and 0 € R?, which are independent
of . A change of variables gives

e (t, x) = el/ze_i’/ e—isl/zx-ye—(l—isz)(|y|2/2+s|y|4/8+0(s*1|51/2y|6))
2
N (LtelylP/2+ 02y ) x ' 2y) dy.
Setting
Vo (t, x) = e ey (—e7 1, 67 2x)
- /2 ™%y o= HDY P24y P /8H0E e 2V (1 4 1y 272 4+ O (12 y*)) x (62 y) dy,
R
we have
Ve ll s sy = Nate I 7 gy - (17-1)
Set
we(t, x) = / e_ix'ye_(l+it)(|y|2/2+5‘”4/8)(1 + %slylz) dy for ¢ >0.
R2
Using the exact definition of f; rather than the approximate expressions above, it is routine to verify that
lwell3 = llve 3+ O as & — 0%

Since we are interested in first variations with respect to ¢ of the L* norm at ¢ = 0, it will suffice to
analyze ||w8||2. Also introduce

_ _ 4
ge(y) = e PP and  do,(y) = (1 +ely[?/2) dy.
Then
1 fel}2 ) = llgell7a (s, + O(€D).

Although f; is not well defined in the limit € = 0, the limit lim,_, o+ || f¢ ||% > 0 does exist, and we will
abuse notation by writing || f0||% to denote this quantity. We have

_lvl2
||fo||%=/ e " dy.
RZ

It is a routine exercise to verify that ¢ — ||vs||:‘l is a C* function on [0, 0o0); hence the same goes for
lwe ||, and for [lu.[|5 by (17-1). Similarly, & > || fz||3 is C> on [0, 00).

Consider the functional
””8”14

TAR

which is initially defined for & > 0 but extends continuously and differentiably to ¢ = 0. Its derivative is

W(e) =log

4 2
ellwe ],y Pelogllgel

llwoll} llgoll3

de|,_o W (&) = (17-2)
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and of course ¥ (0) = log (%E;z)’ where Rp2 from (1-3) is the optimal constant for the adjoint restriction
inequality for the paraboloid.

v

Lemma 17.1. —
de

> 0.
e=0

Proposition 2.19 follows, since by radial symmetry, [leso *ezo |2/ |les ||% depends only on |£].
The most involved calculation is that of the numerator in the first term of (17-2). To begin that
calculation,

. —ixey — it)vI2
agiezowg(t,x):/(—%(1+zz)|y|4+§|y|2)e ixy o= (HDIE/2 gy,
— (_%(1+it)(_i/2)—28t2+%(_i/z)—lat)/e—ix‘ye_(1+it)|y|2/2 dy
= (3(1 +it)3,2+ia,)fe”C'ye“*”"y'z/2 dy
= (A +i0)d7 +id)wo(t, x)
= (3 +ind? +id,)co(1 +in)~ e K24,

where cq is a positive constant whose precise value will play no role, since it will ultimately appear in
both the numerator and denominator of a certain ratio.
Define

¢t x) = —3x*(L+it)~" —log(1 +i1),
so that wo = cpe?. The last quantity above may be written as

co(3(1+ind7 +id;)e? = jeo(1 +in) (@7 + du)e” + coipre?
= (30 +in@] + du) +igr)wo,

where ¢, and ¢, denote respectively the first and second partial derivatives of ¢ with respect to ¢.

Now
¢ =5IxPA+in?—il+in~",
b = (20 xPA+it) 7 —i(=) (L +it) > = [x|P A +it) 7 — (L +ir) 2,
o7 = —tx*A+in + xPA+inT - A +in 72
SO
¢+ du = —tx*L+in ™ F2x P +it) 7 —2(1+i1) 2,
Consequently

S+ (@] + ) +idy
=—tlx*A+in P+ xPA+in 2= (1 +inT = HxPA+in T+ 1 +in ™!
= A+ A =i} + LxPa+ 720 —in?,
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whose real part is
Re(L(1+it)(¢F + du) +igh) = —2lx*A + )3 A =3 + HxPA+H 72 A = 12).
Now 9 ||we [l =4 [|we|* Re(d;w, /w,), and therefore
4 _ 1 . 2 . 4
8ellwa||4|£=0—4/f Re(5(14it)(@; + ¢u) + i) wolt, x)|* dx dt
=cg/ /2(—%|x|4(1 +1)7 (1 =3 +2xF(L+ )21 — 1))
RIR (1 +tz)—2|e—\x\2/2(1+n)|4dx dt
_CO// A+ =3 +20xP(L+ 1) 72 (1L — 1)
(141272 e PO gy gy
Substituting x = (1 4+¢2)!/2% and then replacing % by x gives
agllwg||i|8_0=c3// (—Lx* (1 =3 + 21 P(1 = ) (1 + 1222 dx dr.
N R JR?

~1/2 1/2

By substituting x =272y in R? and then r = s

2 2 o0 2 o0
/ e 2l dx:%/ e M dy:n/ e " rdr:%n/ eds =1,
R2 R2 0 0
5 o0
/ |x|2e 2] dx:%/ se_sds:%,
R2 0

o0
ol T _ T
Ix|*e gy =2 s2e S ds =
R2 8 0

in (0, c0), we derive the identities

0|

Z.

Recall also that
f(l—i—tz)_ldt:n and /(1+t2)_2dt: T
R R 2

Using these formulas we obtain

ag||ws||i|g:0=06‘/(—%<1—3t2)§+2(1—ﬁ)%)(wﬁ)%zt
R

%cg/<—§z2+§)(1+t2)—2dt
R

2
= Zcé/(—%(l + 20+ dr = %‘(—%H%) =tz
R

On the other hand,
”wO”i — Cé—f / (l +t2)726*2‘«\7|2/(1+t2) dx dt = Cgf (1 +t2) 1 *2|)| dy dt =c¢ 27_[2
R JR2 R

Therefore
88||w8”3|8:0 T C0/8 1

4 4 :
lwol; — w232 4
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The variation of || g, ||§ must also be taken into account:

2 _ Iyl Ly
Oe g:(y) doe(y) =0, e (1+82|}’| )dy
R2 e=0 R2 e=0

Lt L2y P gy — 2T T
—fRz< P+ 3lyPe P dy = -2 + 5 =0,

Therefore 29, || g |7 / llgoll3 = 0. Putting it all together, 9, ¥ ()|, _, = 1-0>0.

2(0,) }s:O
18. Proof of Lemma 6.1

Proof of Lemma 6.1. Suppose that f = xg is the characteristic function of a set E. We will begin by
showing that there exist C < 0o and exponents s, ¢ > 0 such that for any set E and any index &,

: : 4/ EN€i| \¢
Z|<6,i|2(|<6,£|1f|xE|P) psC|E|2-min(22k|E|1,22k|E|)’-max(M). (18-1)
y " \IE|+ (€]

j
Indeed,
Z |(€l{|2<|(€£|_1 [@j X§)4/” _ Z|cglf€'|2|E N 14/7 6] |~4/P
J ¢ j
= YIE NG max(|E NG Y 6 27)
J
= |E| max(|E N6} 1*/7 ! (G P).

The analysis now splits into two cases. Note that |<€',£ | ~ 272k uniformly for all indices j and k. If
2% > |E|, then

) B o |Em<6i| 4/p-2
|E|miax(|E NP1 e, > P) < |E|2miax<T.|k>
k

Emcgi 2/p—1
< |EP@H|EDYP! miax(%) .
k

Since 1 < p <2, we have 2/p — 1 > 0 and hence this is a bound of the required form (18-1). If instead
272k <|E|, then since 4/p — 1> 1> %,

} ) Em(@i 4/p—1
|Elmax(|E NG 6L P~47) = | EP QB! m.ax(%)
l 1
k

<|EP@*ED™! m.ax(#)
AN

Em(@l 1/2
=|E|2(22"|E|>—”2max(—' |E|k') :
l

which again is a bound of the desired form. Thus (18-1) is proved.



310 MICHAEL CHRIST AND SHUANGLIN SHAO

Next consider a general function f € L?(S?). By sacrificing a constant factor in the inequality, we
may assume that f takes the form f =) >
|Ey| < co. Invoking the preceding analysis for each summand together with the triangle inequality for

w——oo 2% XE,» Where the sets E, are pairwise disjoint and

the sum with respect to « yields

4 1/2 . (n—2k —1 A2k /4 |Eam<@§<| Y
171, =€ 3 (30 27 Eal 2 min(2 1,1~ 2 E, ) -mgx(—.| (18-2)

k o |Ea| + |(6;¢
|E, mcgil s\1/2 5
< C< 2| E, 2 m (—) JRE (18-3)
The second inequality in (18-3) is deduced as follows. For each integer r define
|Eg N6, |\ o
a, = WIEN 2 m (_) and by, = min(2-CH201/4 o+2001/4)
r Z | ﬂl |Eﬂ|+|(61 | k,r ( )

B:lEgle[2r,27h)

Then by (18-2),

1y, < (X0 aben?)

k=0 r=—0o0
(X b h) = C(Z > atn N ze(xa)" s
k=0 1 r r

Finally for each r, an application of Hélder’s inequality with exponents 8 and & 7 gives

|Eﬂmc6i| s/4
_ 2#1E51 2 m (—) ,
a= D, 2IE |Egl + €]

BiEg|~2r
| 25\ 1/8
<er?( 3 m(Eiie) ) (2 )"
- , |Eg| + €, ,
B:lEg|~2" B:|Eg|~2"
E m(@i s 1/8
sc( X 21EF max (—l'Eﬁch@,")) 1y,
BiEgl~2 p

since the sum of the finite series ) BiEg|~2r 24/7 is comparable to its largest term.
Continuing now from (18-4), we have

|Eq NEL] \
£, 1£1* < € 32 21 Ea - sup 2| .l ax(—)
T Z | Eal + 1]
AR
_ CIfIE - su (22“|E I (—))
712 sup ( 7127 ma |Eal + €]

(61 S
<CIfI4- sup<(22"|E F17) m X(%))
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for some 0 < s < 1.
It remains to show that

X —sup((22“|E £l )w(M)) < Csup Ay j ()
PREA o

for some positive exponent . Choose an index « for which the supremum is attained up to a factor of at

most 2. Then

1 2a |E m(Gil
1X < (22|l - | £ (—
2 ( fl) |E|+|(€l|

The right side is a product of two nonnegative factors, neither of which can exceed 1, so

%0 2 : _ |Eoa N}
27|Eq|/Nl fll3 = X/2 and there exist k and i such that—————— > X /4.
Eqy| + (€]

Set 6 = 6;. We have |Eq| > 27271 X|| f|13, and since |Eq NG| <27% [, | f],

E,N% E,N%
|<6|“/|f|>2°" EaO6] | o [EaVG]
@ E [+ €

o

Also

E, N% E E,N%
|<@|—1f|f|zz°" - |'||<6a|| 22“|'E°‘|+|((,1||<6|—‘|Ea|zc2“X|<6|—1|Ea|
¢ o o

> 2" X |67 27 FIRX = 27| 13X
Taking the geometric mean of these two bounds yields

(G A1
|(6|_1/2||f||2
which by the definitions of X and Ay ;(f) is a bound of the desired form. Il
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DISPERSION AND CONTROLLABILITY FOR THE SCHRODINGER EQUATION
ON NEGATIVELY CURVED MANIFOLDS

NALINI ANANTHARAMAN AND GABRIEL RIVIERE

We study the time-dependent Schrédinger equation 3—”,‘ =— % Au, on a compact Riemannian manifold on

which the geodesic flow has the Anosov property. Using the notion of semiclassical measures, we prove
various results related to the dispersive properties of the Schrédinger propagator, and to controllability.

1. Introduction

Let M be a smooth compact Riemannian manifold of dimension d (without boundary). We denote by A
the Laplacian on M. We are interested in understanding the regularizing properties of the Schrédinger

equation
ou 1 2
1 5 = 2Au, where ul;—g € L°(M).
More precisely, given a sequence of initial conditions u, € L?(M), we investigate the asymptotic behavior
of the family

T
v, (dx) = (fo |e”A/2un(x)|2dt> dVol(x) (1)

of measures (where Vol denotes the Riemannian volume measure on M).

We want to relate this question to the behavior of the geodesic flow, using results on propagation of
singularities. For that purpose, we reformulate the question using the semiclassical formalism, and more
specifically the notion of semiclassical measures. We consider a sequence of states (u);_.o+ normalized
in L?(M) (indexed by a parameter /i > 0 going to 0, which plays the role of Planck’s constant in quantum
mechanics), and for every ¢t € R we define the following family of distributions on the cotangent bundle
T*M:

i ()(a) = / a(x, &) dun(x, §) = ("> up|Opy(@)|e"* up) 2y forall a € €X(T*M), (2)
T*M

where Op,, (a) is a i-pseudodifferential operator of principal symbol a (see [Dimassi and Sjostrand 1999],

or Appendix A for a brief reminder). This construction gives a description of a state in terms of position

1tA/2

and impulsion variables. Throughout the paper, we will denote by U’ :=e the quantum propagator.

N. Anantharaman wishes to acknowledge the support of Agence Nationale de la Recherche, under the grant ANR-09-JCJC-
0099-01.

MSC2000: 35B37.

Keywords: Schrodinger equation, semiclassical analysis, control theory.
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By standard estimates on the norm of Op;,(a) (the Calderén—Vaillancourt theorem), the map ¢ +— ()
belongs to L¥(R; @' (T*M)), and is uniformly bounded in that space as i — 0. Thus, one can extract
subsequences that converge in the weak-x topology of L (R; @’ (T*M)). In other words, after possibly
extracting a subsequence, we have

mn(0 ®a)1=/R@(t)a(x,é‘)uh(t)(dx,dé‘)dth—_)g[R@(t)a(x,é)u(t)(dx,dé)dt 3)

forall # € L'(R) and a € €°(T*M). The main example to keep in mind is the case when 6 is the
characteristic function of some interval [0, T']. In that case we can write

T T/h
1n(0 ®a) = f (€22 up|Opy(a)|e' ™ up) dt = h / ("2 2up|Opy (@) €' ™" 2 Pup) d.
0 0

In the last term we used the change of variable ¢ = At to express everything in terms of the flow ¢'7"4/2,

which solves the equation —/i>Av/2 = 1hdv/dt with the time-parametrization of quantum mechanics.
Thus, in the time-scale of quantum mechanics, we are averaging over time intervals of order A~!.
It follows from standard properties of Op, (a) that the limit x4 has the following properties:

e For almost all #, w(¢) is a positive measure on T*M.

o The unitarity of U’ implies that fT* y () (dx, d&) does not depend on 7; from the normalization
of up, we have f ey B (dx, d§) < 1, the inequality coming from the fact that T*M is not compact,
and that there may be an escape of mass to infinity.

e Define the geodesic flow g* : T*M — T*M as the Hamiltonian flow associated with the energy
px, &) =& ||)2C/2. From the Egorov theorem, we have

e ThA20p, (a)e’ ™22 = Op, (a0 g¥) 4 Or u(h) forall T eR

and for a € €°(T*M). At the limit # — 07, this implies that . (¢) is invariant under g* for almost
all r and all 7.

These sequences of distributions were already studied by Macia [2009]; we refer to that paper for
details about the facts mentioned above. Macia was mostly interested in describing the properties of the
measures w(¢) in the case where the geodesic flow on the manifold M was not chaotic (Zoll manifolds
for instance, or the flat torus [Macia 2010; Anantharaman and Macia 2011]).

In this paper, we are interested in a completely different situation where the geodesic flow has the
Anosov property (manifolds of negative curvature are the main example). In this setting, the case where
the initial states u are eigenfunctions of the Laplacian, satisfying —#%Aup, = us, has been much studied;
in this particular situation u(¢) does not depend on ¢. The Shnirelman theorem (also called quantum
ergodicity theorem) says that for a “typical” sequence of eigenfunctions up, the limit p is the Liouville
measure on the unit cotangent bundle S*M; see [Shnirelman 1974; Zelditch 1987; Colin de Verdiere
1985] for the precise statement. It is also known, by the work of Anantharaman and Nonnenmacher, that
for any sequence of eigenfunctions the limit i has positive entropy [Anantharaman 2008; Anantharaman
and Nonnenmacher 2007; Anantharaman et al. 2009]. The aim of this paper is twofold: extend the
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Shnirelman theorem to the setting of the time dependent equation and prove lower bounds on the metric
entropy of the measures u(t). We shall also show how these results apply to the controllability problem
for the Schrodinger equation.

2. Statement of the results

2a. Semiclassical large deviations. Our first result is a generalization (and a reinforcement in the case
of Anosov geodesic flows) of the quantum ergodicity theorem. Recall that the Shnirelman theorem
is originally a result on orthonormal bases of eigenfunctions of the Laplacian. In order to state an
analogue for solutions of the time dependent Schrédinger equation, we introduce a notion of generalized
orthonormal families.

2al. Generalized orthonormal family. We fix @ > 0 and a sequence [ (%) :=[a (%), b(h)] of subintervals
that are of length at least 2ac/i for every /i > 0. We also assume that lim,_, o+ a(i) = limy_ o+ b(h) = 1.
We denote by N (I (%)) the number of eigenvalues )»? of A (counted with their multiplicities) satisfying
h2k§ € I (h). We assume that

Vol(M)
Q2mh)d

(where Vol(M) is the Riemannian volume of M, and Vol(B,;(0, 1)) is the volume of the unit ball in R?).
According to [Duistermaat and Guillemin 1975], we know that the Weyl law (4) holds in the case where

N(I(h) =

Vol(B4(0, 1)) (b(h) —a(h))(1+ o(1)) “4)

b(h) —a(h) = 2k if we suppose that the set of closed geodesics is of zero Liouville measure on S*M
(this is the case for Anosov geodesic flows).
We introduce the notion of generalized orthonormal family localized in the “energy window” I (f):

Definition 2.1. For # > 0, let (225, P) be a probability space and uy : Q5 — L*(M) a measurable map.
We say that (us(@))we@,,P,) 15 @ generalized orthonormal family (GOF) in the spectral window I (%) if

o lup(@) L2y = 1+ 0(1) as 7 tends to O (uniformly for w in €25);
o Idz2ear —ﬂ_[(ﬁ)(—th))Mﬁ((j))”LZ(M) =0(1) as & tends to O (uniformly for w in 2p);
o for every B in $(L*(M)),

/Q (up ()| Blup(@)) 2my dPr(w) = Tr(B1;ny (—h*A)). &)

1
N(I ()

We stress the fact that if (un(®))we(,.p,) is @ GOF, then (U'up(w))we(,.p,) is also one for every ¢. This
is a strong requirement which is crucial in the sequel. In Section 4, we will provide two examples of
GOF.

We will denote by up ., (¢) the (time-dependent) distribution associated to uj(w) by formula (2).

2a2. Semiclassical large deviations. The quantum ergodicity theorem says that, for a given orthonormal
basis of eigenvectors of A, “most of” the associated distributions on 7*M converge to the Liouville
measure on the unit cotangent bundle $*M :={p = 1/2} (we recall that p(x, §) = ||& ”)2( /2 is the classical
energy). This holds under the assumption that the geodesic flow acts ergodically on S*M endowed with
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the Liouville measure. Here we aim for a more precise statement, and will assume that the geodesic flow
has the Anosov property. Our result will, in particular, imply a reinforced version of the usual Shnirelman
theorem.

We recall that the Liouville measure on 7*M is the measure given by d¥ = dxd£ in local coordinates.
In a region where the Hamiltonian p has no critical point, one can find local symplectic coordinates
(X1, ..., Xq,&1,...,&g) such that x; = p, and the Liouville measure can be decomposed into d¥ =
dxidLy, (x, &), where L,, is a smooth positive measure carried by the energy layer {p = x1}. We shall
restrict our attention to the unit cotangent bundle, S*M = {p = %}, and will denote L = Ly >. This is the
Liouville measure on S*M.

Given a GOF (uj())we(@y, Py, our result says that for “most”  (in the sense of P) the distributions
Uno(t) are close to the Liouville measure L. We will use a large deviations result due to Kifer [1992]
to give an estimate on the proportion of @ for which up ,(¢) is far away from L. To state our result, we
need to introduce two dynamical quantities. First, we define the maximal expansion rate of the geodesic
flow on S*M as

L1
= lim -1 dpg"|l.
Xmax :=_lim ngzlsllel 8|

This quantity gives an upper bound on the Lyapunov exponents over S*M and it is linked to the range
of validity of the semiclassical approximation in the Egorov theorem [Bouzouina and Robert 2002]. We
also introduce, for every § in R and every a in €)°(T*M, R) such that L(a) =0,

H($) = inﬂl;;{—sé + P (sa+¢")},
NS

where f +— P(f) is the topological pressure of the continuous map f and ¢* is the infinitesimal unstable
Jacobian (see Section 3 for details). The map 6 — — H (8) is the Legendre transform of s — P (sa + ¢"),
which is a smooth and convex function on R. In particular, —H is a convex map on R and it satisfies
H(0) =0and H(5) <0 for all § # 0 (see Section 3c).

Theorem 2.2. Suppose (S*M, (g")) has the Anosov property. We fix a sequence of generalized orthonor-
mal families (up(w))we(y, Py With i — 0T). We fix two observables,

e an element 6 in L' (R, R.) such that f 0()dt =1, and
o an element a in 6°(T*M, R) such that fS*M adlL =0.

Then, we have, for any 6 > 0,

! logPr({w € Q4 : upw(@ ®a) >38})  H(S)
im sup < .
=0 llog | Xmax

From this theorem and the properties of H (§), one can deduce the following corollary:

Corollary 2.3. Suppose (S*M, (g")) has the Anosov property. Fix a sequence of GOF (up(®))we(Qy.Ph)
(with i — O%). Then, for every § > 0, for every a € €°(T*M, C) and for every function 0 in L' (R, R,),
we have

Ph<{a) € Qp: ‘,uh,w(@@a) —/

adL/ 0(r) dt( > 5}) = Og5.0(h7®), (6)
S*M R
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where I:I((S) > 0 depends on a, 6 and 6.

2a3. Comments. As already mentioned, this result reinforces the Shnirelman theorem in the case of
Anosov geodesic flows. The Shnirelman theorem (suitably adapted to the time-dependent Schrodinger
equation) would simply assert that for an ergodic geodesic flow, and for every é > 0,

Pr({oeon: uno@oa —fs

adL/ H(I)dt‘ > 5}) — 0456 (1).

M R

The algebraic rate of Corollary 2.3 can be compared with a classical conjecture in quantum chaos, known
as the quantum variance conjecture [Feingold and Peres 1986; Eckhardt et al. 1995]. This conjecture
is usually formulated for eigenfunctions of the Laplacian and states that the quantum variance behaves
(modulo a prefactor related to a classical variance) like 1/ Ty (h), where Ty (h) is the Heisenberg time.
Recall that the Heisenberg time is defined as 7o (%), where p(%) is the mean density of states (which is

proportional to 7~ in our case). Translated in our context, it would predict that

).

where V (a, 8) would be a classical dynamical variance. If this conjecture is true, it implies

*MadL/R@(z)dt‘ za}) =0(r'"),

Pho@ ®a) — /

2
adL/ 9(;)dz‘ AP (w) ~ V(a, 0)he",
S*M R

Po({we Qo ®a)—f

S

which is stronger than our result.
Related to this kind of question, Zelditch [1994] proved that

J.

for all p > 1; see also [Schubert 2006]. Again, his proof is written for the eigenfunction problem, but

Mh,w (0 ®a) _/

p o
adL 9(t)dt‘ APy (w) = O(llog A|~7/?)
S*M R

could easily be transposed to the time-dependent Schrodinger equation (see [Riviere 2009] — and note
that we have to make the extra assumption |up(w)|l;2 =1+ 0(| loghl_l) uniformly in w). Using the
Bienaymé—Chebyshev inequality, Zelditch’s result implies that

Ph({a) € Q- ‘/Lh,w(e ®a) —/ adL/ e(t)dr( > 5}) — 0(log h|~).
S*M R
Our theorem — although it does not say anything about the quantum variance — improves this aspect of

Zelditch’s result, as we can replace O(|log /1| ~*°) by @(hﬁ @)y,

2b. Entropy of semiclassical measures. Our second result is a lower bound on the Kolmogorov—Sinai
entropy of the measures (). We will consider a sequence of normalized states (up)p_o+ in L>(M).
We fix two energy levels 0 < E| < E; and we suppose that the family of states is localized in the energy
window [E|, E»]. Precisely, we make the assumption that

hli%{r H (IdLZ(M) _ﬂ[El,Ez](_th))”ﬁ ||L2(M) =0. )
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This assumption implies that each w(¢) is a probability measure carried by the set {E£; < || ||,26 < E»}
(it prevents escape of mass in the fibers of T*M). In addition, we recall that w(¢) is invariant under the
geodesic flow. Using the invariance of the energy under the geodesic flow, we see that for Lebesgue
almost every t, u(t)(dx, d§€) is of the form f ur e(dx,d§)v(dE), where v is a positive measure on the
interval [E;, E>] and u, g is a probability measure on {||& ||§ = E} invariant under the geodesic flow.

Remark 1. The measure v is independent of ¢. It is the weak limit (after extraction of a subsequence)
of the measures vy, defined on R by v;([E, E']) = || 1j£, g1 (—h*A) us .

In the following theorem, hgs(u, (g7)) denotes the entropy of the invariant probability measure u for
the geodesic flow g* (its definition is recalled in Section 3).

Theorem 2.4. Let M be a compact Riemannian manifold of dimension d and constant curvature = —1.

We fix two energy levels 0 < E| < E, and we consider a sequence (Up)p— o+ in L*(M) that satisfies
o the energy localization limy ol (Id 2 (p) _]]-[El,Ez](_th))uh L2y = 0 and
o limjollunllpzn = 1.

Consider u(t)(dx,d&) = f e g(dx, d&)v(dE) a weak-x limit in L (R; 9" (T*M)) of the sequence of
distributions |1y (t) defined in (2). Then, one has, Leb ®v almost everywhere,

d—1
hks (e, (87) = 5=V,
where hxs(u: g, (87)) is the Kolmogorov—Sinai entropy of ;.

Remark 2. For the sake of simplicity, we only state and prove the results in the case of constant curvature.
In principle the methods from [Anantharaman and Nonnenmacher 2007; Anantharaman et al. 2009] for
general Anosov manifolds or from [Riviere 2010] for Anosov surfaces could be adapted in this setting.
However, one step requires a nontrivial adaptation: see Remark 8. Modulo this extra work, the result in
variable curvature would read

hxs(ue g, (8%)) > (/Iw”l di g — d%lxmax(E))

where ¢" is the unstable Jacobian and ymax (E) is the maximal expansion rate of the geodesic flow on
the energy layer {p = E/2}; see Section 3. This lower bound may be negative (and thus trivial) if xmax
is too large compared to the average of ¢“. For surfaces, the adaptation of the ideas of [Riviere 2010]
would lead to the better result

1 "
hxs (e, (87)) > 5 f|§0 ldu: e > 0.

Remark 3. We note that /E is the speed of trajectories of g* on the energy layer {p = E/2}. It is also
natural to consider the geodesic flow ¢7 = g%/ vE parametrized to have speed 1 on any energy layer, and
our result then reads hxs(ur g, (97)) > (d —1)/2.

If one wants, one can avoid assumption (7) and deal with the issue of escape of mass in a different
manner: Consider the space ¥ of smooth functions @ on 7*M that are 0-homogeneous outside a compact
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set. The distributions wp(¢) are bounded in L (R, Ef’{)), and one can consider convergent subsequences
in the corresponding weak-* topology. The corresponding limits i € L*(R, ¥;)) are actually positive
for almost all ¢, and each w(¢) defines a probability measure on 7{*1\\/1, the cotangent bundle compactified
by spheres at infinity. We note that the flow ¢’ can be extended to the spheres at infinity. We can then
write (1) = f e g(dx, d§)v(dE), where now v is a probability measure on [0, +o00]. Our result reads
his (e g, (87)) = VE(d —1)/2 for 0 < E < 400, and hgs (s £, (¢7)) > (d — 1)/2 for 0 < E < +o00.

Remark 4 (uy versus u,). Let (u,) be a normalized sequence in L*(M), and suppose we want to study
the sequence of probability measures (1). No scale %, is given a priori. We can always choose /i, such
that (7) is satisfied, and apply Theorem 2.4. However, the statement of the theorem is trivial for the part
of the limit measure carried on {§ = 0}: It just says that hxs(us0, g°) = 0. Thus, it is preferable to
choose 7, such that none of the limit mass goes to {£€ = 0}. If u,, converges weakly to 0 in L2, this is
also possible but in general (7) will no longer be satisfied (some of the mass will escape to infinity) and
one must in this case use the version of the theorem stated in Remark 3. If u, converges weakly to 0
in L? and if one is ready to have all the mass escape to infinity (thus losing some information about the
rate of escape), one can even let /i, = 1. This means that one considers the “distribution”

[ () (B) = (uy | €272 0py (B)e' ™ uy) 121y,

defined for all b € ¥y. This is the analogue of (2) in the microlocal setting [Gérard 1991]. The map
t — (1) belongs to L (R, 9’/0). Thus, there exists a subsequence (u,, ) and p in L= (R, 51’6) such that

/ @b (x, &)y () (dx, dE)dt —> __0@b(x, E)u(t)(dx, d&) dt
RxT*M k=400 JRrxT*M

for all @ € L'(R) and b € ¥y. Besides, as above, () is a probability measure on the compactified
cotangent bundle 7{*;[, and is invariant under the normalized geodesic flow. As u,(t) = ¢''*/%u,
converges weakly to O for every ¢ in R, each wu(¢) is actually supported at infinity, and may thus be
identified with a probability measure on the unit sphere bundle S*M, invariant under the geodesic flow.

Theorem 2.4 adapted to this setting says that hgs(u(t), (g7)) > (d — 1)/2 for every ¢ in R.

2c¢. Application to controllability. Theorem 2.4, in the form given in Remark 4, implies the following
observability inequality:

Theorem 2.5. Let M be a compact Riemannian manifold of dimension d and constant curvature iden-
tically equal to —1. Let a be a smooth function on M, and define a closed g*-invariant subset of S*M
by

K,={peS*M,a*(g"(p)) =0 forall T € R}.

Assume that the topological entropy of K, is less than (d —1) /2. Then, for all T > 0, there exists Ct 4 >0
such that, for all u in LZ(M),

T
2 A2 12
||M”LZ(M) = CT,a/ lae'®/ M”LZ(M) dr. (8)
0
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Remark 5. The topological entropy of a (g*)-invariant compact subset K of S*M is related to the
Kolmogorov—Sinai entropy by the variational principle [Walters 1982]

hop(K, () := sup  {hxs(i, (g7)) : w(K) =1},
neM(S*M,gv)
where M(S*M, g7) is the set of probability measures on $*M invariant under the geodesic flow. Thanks
to [Barreira and Wolf 2007, Corollary 4], our assumption on the topological entropy of K, is satisfied
when the Hausdorff dimension of K, is less than d. The converse is also true if K, is a locally maximal
subset [Pesin and Sadovskaya 2001, Theorem 4.1], that is, there exists an open neighborhood AU of K,
such that K, =), cg 87U.

The proof that Theorem 2.4 implies Theorem 2.5 is given in Section 7. This follows a classical
argument due to Lebeau [1992], who used it to prove that if M is an arbitrary Riemannian manifold, and
if K, = & (the “geometric control condition”), then (8) holds.

We can give an example where our assumption on the topological entropy of K, is satisfied. Consider
a closed geodesic y and a small tubular neighborhood of this geodesic in M that does not contain another
complete geodesic. We take a to be nonzero on the complement of this neighborhood and O near the
closed geodesic. In this case, one has K, = y so that our condition holds. Another example, in dimension
d =2, goes as follows: Take a decomposition of the hyperbolic surface M into “hyperbolic pairs of pants”
(there are 2g — 2 pairs of pants if M has genus g). The boundary of each pair of pants consists of 3
simple closed geodesics. Take a function a supported in a neighborhood of the union of these 3g — 3
simple closed geodesics, and assume that a does not vanish on the union of these curves. Thus, any
geodesic that avoids the support of @ must stay inside one of the pairs of pants. If the length of each
of the 3g — 3 boundary components is large enough, this will imply that K, has dimension less than d,
and our condition will be satisfied. The existence of a hyperbolic pants decomposition with boundary
components of arbitrary large lengths follows, for instance, from [Rees 1981, Proposition 2.2]. It would
be interesting to find a larger variety of geometric situations in which our assumption on K, holds.

Following the Hilbert uniqueness method, one knows that inequality (8) implies that for any ug, ur €
L*(M) and any T > 0, there exists f (¢, x) € L?([0, T] x M) such that the solutions of

u , A
l§+§u:a(x)f(t,x)

with initial condition u|;—o = ug satisfy u|,—7 = uy. This is called the controllability problem.

Remark 6. As already mentioned, this application to the controllability problem relies on the entropic
estimate of Theorem 2.4, which is proved for manifolds of constant negative curvature. In Remark 2, we
indicated what should be (modulo extra work) the extension of Theorem 2.4 in the case of manifolds of
variable negative curvature. Let us mention what would then be the consequences for controllability. In
the case of manifolds of variable negative curvature, controllability would hold under the condition that

d—1
Ptop(Ka, (g7, ¢") < _TXmax,
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where Py, (Kg, (87), ¢") is the topological pressure of K, with respect to ¢* [Pesin 1997, Appendix II].
If M is of variable curvature, there is no precise relation between such a condition and the Hausdorff
dimension of K. In the case of surfaces of variable negative curvature, the entropic estimate of Remark 2
would imply that controllability holds under the more general condition

Ptop(Ka, (gr), %QOM) < 0.

This condition is satisfied when the Hausdorff dimension of K, is less than 2 [Barreira and Wolf 2007,
Corollary 4].

Organization of the paper. In Section 3, we describe some background in dynamical systems that we
will need at different points of the article. In Section 4, we give two examples of GOF and apply
Theorem 2.2 to them. In Sections 5 and 6, we prove Theorems 2.2 and 2.4. Finally, in Section 7, we
show how to derive an observability result from Theorem 2.4. In the appendix, we give a brief review of
semiclassical calculus on a manifold.

3. Dynamical systems background

3a. Anosov property. In this paper, we suppose that M is a smooth, compact, Riemannian manifold of
dimension d (without boundary). The geodesic flow (g¥) on T*M is the Hamiltonian flow associated to
the Hamiltonian p(x, &) = || ||)2C /2. We also assume that, for any E > 0, the geodesic flow g* is Anosov
on the energy layer p~Y({E/2}) C T*M: Forall p € p~'({E/2}), we have a decomposition

T,p~ ({E/2}) = E“(0) ® E*(0) ®RX ,(p),

with X, is the Hamiltonian vector field associated to p, E" the unstable space and E* the stable space
[Katok and Hasselblatt 1995]. We can introduce the infinitesimal unstable Jacobian as follows [Bowen
and Ruelle 1975]:

u d
' (p) = _E(det(dpgtlE“(p)))rzo'

3b. Kolmogorov-Sinai entropy. Let us recall a few facts about Kolmogorov—Sinai (or metric) entropy,
which can be found for example in [Walters 1982]. Let (X, %, T, u) be a measurable dynamical system,
and P := (Py)qe; a finite measurable partition of X, that is, a finite collection of measurable subsets
that forms a partition. Each P, is called an atom of the partition. With the convention 0log 0 = 0, one
defines

Hy(u, T, P) ==Y u(PoyN---NT~ "D Py )log u(Pay N+ NT~ VP, ). 9)

la|=n

This quantity satisfies a subadditivity property
Hyom (0, T, P) < Hy(u, T, P) + Hp (10, T, T7"P) = H,(u, T,P)+ Hy(u, T, P). (10)

The first inequality is true even if the probability measure p is not T-invariant, while the last equality
holds for T-invariant measures. A classical argument for subadditive sequences allows to define the
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quantity
H, ,T,9P
s, T, @) = lim 2129

n—00 n

(1)

the Kolmogorov—Sinai entropy of (T, u) with respect to the partition . The Kolmogorov—Sinai en-
tropy hgs(u, T) of (u, T') is then defined as the supremum of hgs(u, T, ) over all finite partitions P
of X. In the case of a flow (for instance the dynamical system (S*M, g%, n)), we define the entropy
hxs(i, (g7)) := hxs(u, g'). Entropy can a priori be infinite. However, for a smooth flow on a compact
finite dimensional manifold, entropy is bounded thanks to the Ruelle inequality [1978]. In the case of
the geodesic flow on a negatively curved manifold, it reads

hks(u, (7)) 5—/ ©“(p)du(p),
S*M

and equality holds if and only if p is the disintegration L of the Liouville measure on S*M (defined in
Section 2a2) [Pesin 1977; Ledrappier and Young 1985].

Notation. In the rest of this paper, we will write hgs(u) for hxs(u, (g7)), unless we want to consider a
flow different from (g7).

3c. Topological pressure. To conclude this section, we introduce the topological pressure of the dy-
namical system (S*M, g¥) as the Legendre transform of the Kolmogorov—Sinai entropy [Walters 1982;
Parry and Pollicott 1990; Pesin 1997]: for all f € CGO(S*M ,R),

P(f)=P(S™M, (g%), f) :=sup {th(,u) +/S

fdu:p e MS™M, g’)} :

*M

where M(S*M, g7) is the set of probability measures on $*M invariant under the geodesic flow. This
defines a continuous and convex function on 6°(S*M, R) [Walters 1982].

We shall be particularly interested in the behavior of P(f) near f = ¢“. By the Ruelle inequality, we
have P (¢") =0 (the sup defining P (¢") is achieved at u = L; see Section 3b). Moreover, it can be proved
that for any real-valued Holder function f on S$*M, the function s — P(¢" + sf) is real analytic on R
[Bowen and Ruelle 1975; Ruelle 1976] and its derivatives of order 1 and 2 can be computed explicitly
[Parry and Pollicott 1990].

We have %(P((p“ +5f))|s=0 = fS*M fdL. If fS*M fdL =0, the convex function s — P (¢" + sf)
achieves its minimum at 0. Moreover, if f S M fdL =0, then we have

2
L (P@" 5P|,y =),
where

T—+o0 T

T 2
o2(f)i= lim + f (/ fog"(pdr) dL(p)
S*M 0

is called the dynamical variance of the function f. It is known that o>( f) vanishes if and only if f is of
the form f = d%(h 0 g"%)|r=o for some function 4. In this case, one says that f is a coboundary.
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3d. Kifer’s large deviation upper bound. We shall use the following result, due to Kifer [1992], and
valid for more general Anosov flows:

T
lim %log/ exp(f aogf(p)dr> dL(p) = P(a + ¢"), (12)
S*M 0

T—o0

for all continuous a. In fact, we will only use that the lim sup is uniform for a running over compact sets
in the €' topology (this property can be derived from the proof of [Kifer 1992, Theorem 3.2]).

Remark 7. This result implies the following strengthened version of the Birkhoff ergodic theorem. Fix
a such that [, adL =0, and fix § > 0. Then

T
limsup%logL({p €S*M : %./0 aog'(p)dt > 8}) < Sir>1£{—s8+ P(sa+¢")}
= inug{—S(S + P(sa+¢")} = H(J).
se

Similarly, for § < 0, one has
1 1"
lim sup TlogL({,o €S*M: 7/ aog'(p)dt <8}) < H($).
0

The function — H, which is the Legendre transform of s +— P(¢" + sa), satisfies H(§) = 0, is convex
and is positive for § 7~ O (it is infinite for § #~ O if a is a coboundary).

4. Examples of generalized orthonormal families

In this section, we provide two examples of GOF and show how Theorem 2.2 applies to them. Our
examples are of distinct types: basis of eigenvectors of A and truncated Dirac distributions. In the first
example, Theorem 2.2 provides a strengthened version of Shnirelman’s theorem for Anosov flows.

4a. Orthonormal basis of eigenvectors. Consider (Y,),cn, an orthonormal basis of L?(M) made of
eigenfunctions of A, that is, there exists a sequence 0 =Ag < A} <--- <X, <-.-. such that for every n
in N,

A = =M.

For i > 0, we take Q5 :={n e N : hz)»% € [1 —ah, 1 + ah]}, where o is some fixed positive number.

In this case, the probability measure is given by Py := @ > 3, and the measurable map is given

VZEQH
by up(n) := v¥,. Applying Corollary 2.3 to this example, we find that for every a in €;°(T*M), and for
every é > 0, there exists H (8) > 0 such that

{n €Qp: ]un,n(a) —/ adL( Za” = 0,.5(h1®).

il
|25 s M

Shnirelman’s theorem provides a o, 5(1), and using the results from [Zelditch 1994] on eigenfunctions
of A, one can obtain a O, s ,(|log 72|~?) for arbitrarily large p.
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4b. Truncated Dirac distributions. The second class of examples we will consider is given by families
of vectors constructed from the Dirac distributions. For y in M, we denote by §, the Dirac distribution
given by (8,, f) := f(y) (where f is in €°°(M)). To construct our GOF, we will project §, on L*(M).
To do this, recall that we have defined I (%) := [a(#), b(h)], where b(h) — a(h) > 2ah, and that we
have defined N(I(h)) := |{n : hzkﬁ € I(h)}|. Using this notation, we can introduce a truncated Dirac

distribution by
Vol (M) /2
(Sh = OM—() ]l[(h) (—th) (Sy.
Y N(I(h))
According to (global and local) Weyl laws from [Duistermaat and Guillemin 1975] and from [Sogge and
Zelditch 2002, Theorem 1.2]), we know that in the Anosov case,

VOIM A . . .
M, ———, 87 | is a GOF in the spectral window I (#).
Voly (M)’

Applying Corollary 2.3 to this example, we find that for every a in €;°(T*M, C), for every 6 in
L'(R, R,) and for every 8 > 0, there exists H (8) > 0 such that

VolM({y EM: ‘Mﬁ,y(e ®a) —/

| adL /R 0(1) dr( > 3}) = Oy g (RO,

Thus, if we choose y randomly on M according to the volume measure, and consider the solution of the

= 3 fon Ut A/25h
Schrodinger equation e 8y

, our result says that we have convergence of the associated semiclassical
measure to the uniform measure, for most y (in the probability sense, and with an explicit bound) as
i tends to 0. Taking a subsequence (), that tends to O fast enough, we can apply the Borel-Cantelli
lemma and derive convergence for almost every y [Riviere 2009]. An interesting question would be to

understand more precisely for which subsequences (#,) we have convergence for almost every y.

4c. Coherent states. Similar results could, in principle, apply to bases of coherent states (e.g., gaussian
states). Such bases can be constructed easily in euclidean situations; see [Riviere 2009] for an application
of Theorem 2.2 to the “cat map” toy model. However, on an arbitrary manifold, it seems difficult to
construct bases of coherent states meeting all the requirements of the definition of a GOF, which are
actually quite strong.

5. Proof of Theorem 2.2

The proof has two steps. To begin with, we combine the Bienaymé—Chebyshev inequality and the
Egorov theorem to obtain a first bound (Section 5b). Then we apply a large deviations estimate due
to Kifer [1992] to obtain a bound in terms of the topological pressure. This proof follows the steps of
Zelditch [1994], the new input being

« the use of the exponential function x — e* in Section 5b instead of the power functions x > x7;

« the use of Kifer’s large deviation result for the geodesic flow instead of the central-limit theorem;!

]Rigorously speaking, one cannot say that the LDP is stronger than the CLT. When the large deviation principle holds with
a rate function that is C2 and strictly convex, one usually expects to have a central limit theorem; the variance of the limiting
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» amore careful treatment of the trace asymptotics (Lemma 5.3) to make sure that the remainder term
is not larger than the leading term for the symbols we consider.

We fix 0 an element of L' (R, R.) such that f O(t)dt = 1. Let a be an element in ‘€;°(T*M, R) that
satisfies f gy @dL =0. Recall that we defined

L1
= lim —1 dyg"|l.
Xmax :=_lim = ngZI;PM” 8

Since the states up (w) are uniformly microlocalized in a thin neighborhood of S*M, we can assume that
a is compactly supported in a tubular neighborhood p~! ([% -, % +n]) of S*M (with n > 0 arbitrarily
small). Letting ), = Xmax+/1 + 21, we have, for all T € R, for all p € T*M and for all «,

18%(@o g7 ()| < Ca gl

Sa. Long-time Egorov theorem. We fix c such that cx, < % The positive quantization Op,;r procedure
described in Appendix A satisfies the following “long time Egorov property”:

10" Opy (@ U™ = Opy (@0 )l 212y = Oah ") forall |z] < clloghl, — (13)
where v := cx,; see [Anantharaman and Nonnenmacher 2007].

Lemma 5.1. For every &g > 0, there exists hig (depending on a, 0 and 8y) such that for every h < h,

<68y forevery |T| <c|logh]|.

T
er(t)Uf(op;(a) —i/ op;;(aogf)dr)Uf dt
2T -T L2(M)—L2(M)

Proof. The proof of this lemma relies on the application of the Egorov property (13). For T a real number
such that |T'| < c|log i|, we have

T T
/e(z)Uf(i/ op;(aogf)dr)uf d;:i/ /G(t)U’m Op; (@)U dtdr +0,(h"/>).
2T |, 2T |,

We make the change of variables t' = ¢+ t/ and use the fact that |6 (-) —6(- — 1)) 11 —()) 0 to conclude.
T—>

g

5b. Bienaymé—Chebyshev and Jensen’s inequality. For simplicity of notation, we will denote the quan-
tity we want to bound as follows:

Pr@ ®a,d) :=Pr({w € Qp: pno® a) > 8}).

The first step is to combine the previous lemma with the Bienaymé-Chebyshev inequality to obtain a
bound on P (0 ® a, §).

gaussian being the second derivative of the rate function at its minimum. Formally, one makes a Taylor expansion of order 2 of
the LDP near the minimum of the rate function to derive a gaussian behavior. However, the implementation of this idea requires
a very precise and strong version of the LDP, and in practice one prefers to prove the CLT independently.
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Lemma 5.2. Let §, 8o > 0 be arbitrary positive numbers. For s € R, let

T (h)

a,(T(h), p) :=exp(s / aog’(p)dr),

T(h)

where T (h) = c|log fi| (and c is such that cx, < 1/2). Then, given s > 0 and for h small enough, one has

6(725+450)ST(}'1)

Ph(@ ®a, 8) < 2W

TrlL;(n) (=h*A) Opy (as (T (), -))1. (14)
Proof. Let s > 0. A direct application of the Bienaymé—Chebyshev inequality allows us to write

Pa(0 ®a,8) :=Pr({w € Qn : pin.o@ ®a) > 8)) <e >TH / exp(2sT (W) fin.0 (0 ® a)) dPj (o).
Qp

We can now use Lemma 5.1 and deduce that, for # small enough,

Pr(O ®@a,s) <e 2$TM f exp(spvh,w<9 ® (/
Q -

Using the fact that [|us ()] = 1 4 o(1) uniformly for o in 2, the quantity e2%7 ®lur@I* i yniformly

T (h) )
aog’ dt)) +2580T () ||t (@) | ) APy ().
T (h)

bounded by e3*%7™ for i small enough. The map x > ¢** is convex and we can use Jensen’s inequality
to write

Pr(6 ®a, ) < T2H30TM / uh,w(exp(sun,w<e®1>( /
Qn =T (h)

T (h)

. P4 (o)
aog dT)) ®9>m

Using again that ||lus(w)|| = 1+ o(1) uniformly for @ in €2; and that 6 is nonnegative and [ 0(r) dr = 1,
one has

Pheo@®1) =14+0(1),

uniformly in w for /i small enough. All this can be summarized as follows:

Pr(6 ®a, ) < 25 2HH0TM / Hho O @as(T (1), -)) dPs(w),
Qp
Note that the function as (7 (%), -) belongs to the class of symbols SS”“’(T*M), where v :=cx, < 1/2
and kg :=2cs||alleo (Appendix A); moreover as (7 (%), -) is constant in a neighborhood of infinity. The
previous inequality can be rewritten as

Pr(6 ®a, 8) < 2eHHH0TR) / 0(1) | (un(@)|U™" Opf (as(T(h), - )U' |up(@)) dPp () dt.
Qp

We recall that if (un(w))pe,.py) 1S @ GOF then for every 7 in R, (U'up(w))we@,.py) 18 also a GOF

Using point 3 of the definition of a GOF, we get for # small enough the bound

Ze(—28+450)sT(h)

Pr(0 ®a,d) < NI )

Tr{L; ) (—h*A) Opyf (a5 (T (h), -))]. O
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5c. Trace asymptotics. We now have to estimate (from above) the trace
Trl Ly (—h*A) Opy (as(T(R), ). (15)

We first underline that, for every /i > 0, there exist energy levels E| < --- < Ep (depending on /) such
that

P
1(h) = la(h), b)) C |_|(E, —ah, E, +ah) C [a(h) —ah, b(h) +ah],
p=1

for some fixed positive «. Note that P = O((b(h) —a(h))/h). We decompose (15) into

P
> TrlAiE, -an £, +any (—h>A) Op; (a;(T (h), -))].
p=1

We shall bound each term of the previous sum (uniformly with respect to p), using standard trace esti-
mates, and then sum over p. We consider for instance the interval [1 — /4, 1 4+ «f), and recall how to
determine the asymptotic behavior of

Tr[L[1—ah.1+an) (—H>A) Opyf (as (T (B), -))].

Introduce a function f that is €°°, compactly supported in a small neighborhood of 1, equal to 1 in a
neighborhood of 1 and taking values in [0, 1]. We shall also use a function x in $(R?) whose Fourier
transform is compactly supported in a small neighborhood of 0, containing no period of the closed
geodesics of (g¥) on S*M. We assume that x > 0 and that it is greater than 1 on [—«, «]. Using the fact
that the quantization is positive, we can bound the previous quantity as

—h*A—1

S=1) opf (@, (7). )] (16)

TL1 a4 (—h28) Op (s (T(h), )] = Te| £ (—n2a)x

The study of this last quantity now follows well-known lines. We use the Fourier inversion formula,

2nx(—E;1)=/[Re’(E_1)T/h)2(r)dt.

As a consequence, the right hand side of (16) can be written as

1

5= | "M TH(Opy (a5 (T (h), -HU™ f(=h*A) R (7) dr.
21 R

The asymptotic behavior of the trace comes from an asymptotic expansion of the kernel of the operator
Op}iF (ag(T (h), - ))U*" f(—h%>A). This expansion is given by the theory of Fourier integral operators
[Dimassi and Sjostrand 1999, Chapter 11; Zworski 2012, Chapter 10]. The trace is then expressed as the
integral of the kernel over the diagonal, and the asymptotic behavior of this integral is determined by the
method of stationary phase [Dimassi and Sjostrand 1999, Chapter11].
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Lemma 5.3. For every integer N > 1, we have

Tr[f(—th)X (%) Op; (as(T (h), -))]

N-1
1 n n ) — By
:W(E h /S*M D? lls(T(h),,O)dL(P)+@a,x,0,N(hN(l 2v)=pv ko)),
n=0

where B > 0 depends only on the dimension of M, and where D" is a differential operator of order 2n
on T*M (depending on the cutoff functions and on the choice of the quantization Op;.f).

There are many references for these kind of estimates. For instance, a very similar calculation is done
by Schubert [2006, Proposition 1] (he stops at N = 1 but the stationary phase method actually provides
asymptotic expansions at any order).

Recall that v =cy, < % It is important here to note that a; (7 (%), -) belongs to the class SS’kO(T*M),
and that the observable a; (T (h), x, &) satisfies the particular property that D ay(T (h), p) is of the form
as (T (h), x, )by, (x, &), with ||by]lcc = O(ls|*h=>") as i — 0 and s — oo. If s stays in a bounded
interval, and if we choose N large enough accordingly, this implies that

—h*A—1

o f - ar (2L opy @iy, )< o]

= W(/S*M as(T (), p) dL(p))(l_i_@(hl—Zv)).

Combing this with Lemma 5.2 and using the Weyl law (4), we finally have, for every N > 1 and 4
small enough,

Pr(0 ®a, §) < Cel~20+430)sT (h) (/

as(T (h), p) dL(p))(l +0(h'™)), (17)
S*M

for some constant C that does not depend on 7.

5d. A large deviations bound. To conclude, we use Kifer’s large deviations result (12). For our proof,
we only need an upper bound on the quantity

T
/ exp(s/ aog’(p)dr) dL(p).
S*M -T

Compared with (12), there is a parameter s in the exponential that stays in a bounded interval /. Following
the proof of the upper bound (12) in [Kifer 1992, Section 3], one can say that for every 8’ > 0 and any
bounded interval I in R, there exists ¢y > 0 and n(8’, I) € N such that for every T > n(§’, I') and every
sin 1,
T
/ exp<s / aog'(p) d‘L’) dL(p) < cyel® 2T Plsate"), (18)
S*M -T

This last bound will allow us to conclude. In fact, combining this inequality to the bound (17) on
Pr(0 ® a, §), we find that

l]:Dh (9 ®a’ 8) S Ce(—28+480)5T(h)eT(h)yezT(Fl)P(Sa"'(ﬂu),
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where the constant C depends on the various parameters but not on /. This implies

. log (P4 (6 ®a, 3))
lim sup
h—0 C|10gh|

<8 + (=28 +480)s +2P(sa+¢").

This last inequality holds for any 8y > 0 and any 8’ > 0. It implies that for every s > 0 in the interval I,

, log (Px (0 ®a, §))
lim sup
h—0 c|log |

< —2s6+2P(sa+ ¢") forallce(O, ! )

2 Xmax

In particular, we find that

log(Pr(0 ®a, s .
lim sup gPr® ®a, 9)) <2 inf {—s8+ P (sa+¢")} forall 5 eR.
rs0  [logh|/(2Xmax) seRy

Since 6 > 0, we have infieg, {—56 + P (sa +¢")} = infycr{—s8 + P (sa + ¢")}. This concludes the
proof of Theorem 2.2.

6. Proof of Theorem 2.4

In this section, we assume that M has constant sectional curvature —1, and we fix two energy levels
0 < E| < E; and consider a sequence (up);_s0+ in L?(M) that satisfies

%i_I)I})H(IdLZ(M) — 1, ) (—h* A)upll 21y = O

Moreover, we suppose that [[us| 723y = 1. The proof follows essentially the same lines as the one in
[Anantharaman and Nonnenmacher 2007], and we refer the reader to that paper for a detailed account.

6a. Quantum partitions. As usual when computing the Kolmogorov—Sinai entropy, we start by decom-
posing the manifold M into finitely many pieces (of small diameter). Let (Py)r=1
smooth real functions on M such that

kx be a family of

.....

K
Z Pl(x)=1 forall xeM. (19)
k=1
Later on we will assume that the diameters of the supports of the P; are small enough. We shall denote
by Py the operator of multiplication by Py (x) on the Hilbert space L>(M). We denote the Schrodinger
flow by U’ = exp(1t A /2). With no loss of generality, we will assume that the injectivity radius of M is
greater than 2, and work with this propagator at time 7, that is, U”". This unitary operator is a Fourier
integral operator associated with the geodesic flow g! taken at time T = 1. As one does to compute
the Kolmogorov—Sinai entropy of an invariant measure, we define a new quantum partition of unity by
evolving and refining the initial partition under the quantum evolution. For each time n € N and any
sequence of symbols o = («p, ..., ®,—1), where o; € [1, K] (we say that the sequence « is of length
|| = n), we define the operators

Mg =Py (n—1)Py ,(n—2)-- Py, (20)
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Throughout the paper we use the notation A(r) = U™ AU™ for the quantum evolution of an operator
A. From (19) and the unitarity of U’, the family of operators {7, : |x| = n} obviously satisfies the
resolution of identity _, _, 7oy =Id;2(y). We also have ., 7a7e = 1d;2 sy

6b. Quantum entropy, and entropic uncertainty principle. For each time n and each normalized ¢ in
L?(M), we define two quantities that are noncommutative analogues of the entropy (9):

hy (@) ==Y _ miel* log(lmi ). 1)
||=n

hi@) ==Y Imadl log(lmad ). (22)
||=n

In all that follows, the integer n is of order ¢|log 7| (with ¢ > 0 to be chosen later), and thus the number
of terms in the sum Zm:n is of order 7~ X0 for some K¢ > 0. The following is proved in [Anantharaman
and Nonnenmacher 2007], using the entropic uncertainty principle of [Maassen and Uffink 1988].

Proposition 6.1. Let x be real-valued, smooth, compactly supported function on R. Define

c(x,n) = max n(llﬂa/(n)ﬂax(—th)ll)- (23)

lor|=le|=

Then for any h > 0 and L > 0, and for any normalized state ¢ satisfying

sup [|(I — x (=h*A) ke < ht, (24)

|or|=n

we have

hyy (U™ ) +hy, (¢) = —2log(c(x, n) +h" =50,
Finally everything boils down to the main estimate:

Theorem 6.2 [ Anantharaman 2008; 2011; Anantharaman and Nonnenmacher 2007]. If the diameters of
the supports of the functions Py are small enough (compared with the injectivity radius), the following
holds.

For E > 0and 0 < ¢ < E, choose x smooth, compactly supported in [E — ¢, E + €], and such that
I xlloo < 1. For any ¢ > 0, there exists hz > 0 such that, for all h < hg, for n < ¢|logfi|, and for any pair

a, o' of sequences of length n,
|7 ()77 x (=A% A)|| < CA™TD2 gmnd=IVE=2, (25)
(The constant C is an absolute constant).

Remark 8. This result is an improvement of the estimate of [Anantharaman 2008] (where the prefactor
was only i~%/?) and [Anantharaman and Nonnenmacher 2007] (where the support of x was assumed
to shrink with #). Proving Theorem 2.4 using the weaker results of these papers turned out to be more
painful than reproving Theorem 6.2 directly. This proof is provided in [Anantharaman 2011, Section 5].
Unfortunately, the arguments of there are specific to constant curvature, although we believe the result
should also hold in variable negative curvature (parts of the proof rely on the fact that the stable and



SCHRODINGER EQUATION ON NEGATIVELY CURVED MANIFOLDS 331

unstable foliations of the geodesic flow are smooth). Thus, if we wanted to extend Theorem 2.4 so as
to get the results claimed in Remark 2, we would have to use the hyperbolic dispersive estimate in the
form used in [Anantharaman and Nonnenmacher 2007], which would need a rather different, and more
technical, presentation.

In what follows, the integer n will always be taken equal to |c¢|log#|], where ¢ will be fixed in
the next section. We assume that L is large enough so that iZ~X0 is negligible in comparison with
p=(@=D/2 g=nd=DVE=¢ " Ag a corollary of Theorem 6.2 and Proposition 6.1, we have this:

Corollary 6.3. Let (¢n)n—0 be a sequence of normalized states satisfying the assumptions of 6.1, with
L large enough that h*~%0 is negligible in comparison with h~@=D/2 ¢=nd=DVE=¢ for. j — Lc|log fil].

Then, in the semiclassical limit, the entropies of ¢y at time n = | c|log ii|] satisfy

+ nh - -

6c. Subadditivity until the Ehrenfest time. In this section, we fix a sequence of normalized states
(¢n)n—o satisfying (24) (x is always assumed to be supported in [E — ¢, E + ¢]). We fix some arbitrary
§ > 0, and introduce the Ehrenfest time,

27)

nEhr(h, E, 8) = LMJ .

VE+¢

Remark 9. The Ehrenfest time is the largest time on which the (noncommutative) dynamical system
formed by the flow (U") acting on pseudodifferential operators (supported in {||£||> € [E — ¢, E +£]})
is commutative, up to small errors going to 0 with /4.

We take 1 = ngp (%1, E, ¢) (in other words, we take ¢ = (1 — 8)/+/E + ¢), and we use a subadditivity
property of the entropies 4, and k,, to go from (26) for n = ngn (%1, E, €) to a fixed, arbitrary, integer
ng. The proof of the next proposition is given in [Anantharaman and Nonnenmacher 2007] in the case
when ¢y, is an eigenfunction of A. It can easily be adapted to the case of an arbitrary ¢y and yields this:

Proposition 6.4 (subadditivity). Let E > 0 and ¢ > 0. For § > 0 arbitrary, define the Ehrenfest time
nene(f, E, €) as in (27). Let (¢pn)n—o be a normalized family satisfying (24), where x is supported in
[E —¢, E+e¢l,and L is chosen large enough.

For any ny € N, there exists a positive Ry, (), with R,,(A) — 0 as i — 0, such that for any h € (0, 1]
and any ng, m € N with no +m < ngn(h), we have

b (@) < h%(dn) + Byt (U™ dn) + Ry (),
B (1) < iy (&) + Ty (U™ d1) + Ry ().
Let ng € N be fixed and n = ngy(f, E, €). Using the Euclidean division n = gng + r, with r < ny,

Proposition 6.4 implies that for / small enough,

—1
hi (@) _ o it (UF™ ) N R (U gy ) N Ry ()
n - qgng n ng
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and
— g—1 4 — r+kno)h — 77N
B @) _ 2o My U 0) (U ) | Ry ()

n - gng n no

Note that 2 (U9 ¢pp) + h- (U™ ¢p) stays uniformly bounded (by log ng) when  — 0. Combining the
subadditivity property with Corollary 6.3, we find that

Z Uknoh Unh¢h) + h (U(r+kn0)h¢h))
2qn0

- VETE = DVE+e  Ru(h)

2(1—96) g T Om(1/m)(28)

for n = ngne (A, E, €).

6d. The conclusion. The interval [E|, E;] is fixed. Consider E in [E, E;] and a sequence of normal-
ized states (up)r—0 that satisfies (7). We may assume without loss of generality that 1z, Ez](—th)uh =
uy (since the semiclassical limits associated with u; and ]l[El,Ez](—th)uh will be the same). We fix a
function x € €3°(R), supported in [—1, 1] such that ) , _, x2(x —k)= 1. For N € N, we write

Ez—El )C—El—jé‘ .
&= N and Xj(x)=x(f) for j =0,...,N.

We have up = 0o x3(—=h*A)up and thus [lus|?> = Y7 ollx; (—=A*A)unl>. We will write u; =
Xj(—th)uh and it; =uj/|luj|. Fort € R, we apply (28) to ¢ = U'ii; and obtain

ZZ;(I) (h;z)(Uknoh UnhUtﬁj) + //l;O(U(r—HmO)h Utﬂj))
2gno

> (d=WE+( =De— )\/E1+(]+

2(1

ny(1/[log 7). (29)

If we multiply by 6(¢) (satisfying # € L'(R, Ry) and [ 6 =1), integrate with respect to ¢, and take into
account the fact that (kng +r)h — 0 and nfi — 0, we find that

Wt WaH)+h- (Uln
/em () R0 T8 >(d—1)VE +(j— De— )\/E1+(J+ 1) +04,(1). (30)

2ny 2(1

This yields that

By U') + g, (U'E)

N
n2 o(t no
;””’” [ow —
>Z||u,|| (@~ OVE+G—De -

) JE+ G+ 1)5] Fon (D). (31)

2(1 —5)
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We define the averaged entropy

0.0 == 3 ([ 0wlmv giar) og( [ 6wiinu glPar). (32)
la|=n

1.0 == 3 ([ 0wim v glPar) og( [ 6im v Par). (33)
|a|=n

Using the concavity of x — —x log x, (31) implies

Z” 2 oy i, 0) + hy (i, 0)
uj

2710

>Z||u,|| [@—DVE+(G—De-

D VE G De| +ou(). (%)

2(1 )

We can now take the limit 7 — 0. If the semiclassical measure associated with the family (U’up)
decomposes as 1 = [ g dv(E), then [lu;||* converges to [ x7(E)dv(E). On the left side of (34),
hy (ii;,0) and h;,, (ii, 0) both converge to

1 2 1\ p2
n(— / OO X (E)pre((Py, 08" ") -+ (Py 0g")Pa)dv(E) dt>,
2 @ | OO 080
where 1(x) = —x log x.

Then, we let ng — +o00, which allows to go from the previous quantity to the Kolmogorov—Sinai en-
tropy hks; for this step, details can be found in [Anantharaman and Nonnenmacher 2007, Section 2.2.8].
This gives us the inequality

2
Z / X; (E)dv(E)th( I Z(E) i) / 9(r)x,-(E)m,Edv<E)dz)

N

=Y [@-DVE+G—De-

j=0

SVEC G| [ e os)

2(1

At this stage, we use the fact that hkg is affine and derive that

/9(l)<h1<s i) ZX](E)[(d—l)\/El-i-(]— - \/E1+<j+1)e]>dv(E>drzo.

2(1 —6)
Finally, we can take the limit N — +o00, to obtain

/ 9(¢)(th (e E) — %«/E) dv(E)dt > 0.
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If we use the same argument, replacing uy by f (—th)uh (where f is a smooth function on [E{, E>]
such that f f 2(E)dv(E) = 1), we obtain by the same argument

f e(z)fz(E)(th(ut E)— —f ) dv(E)dt > 0;

this holds for all # in L!(R, R,.) such that f@ =1and f in €5°(R, R) such that f f2(E)dv(E) = 1.
As a consequence, one has for Leb ®v-almost every (¢, E),

his (e g) > —f O

Remark 10. If one wants to consider the microlocal setting (see Remark 4) where one uses Op; instead
of Op;, one introduces a partition of unity based on the Paley—Littlewood decomposition. For a fixed
€ > 0, arbitrarily small, one introduces a smooth function v on R satisfying ¢.(E)=1for0<E <27¢
and Y (E) =0 for E > 1. Then, one can define ¢.(E) = ¥ (E/2°) — ¥ (E) and verify that

I=Ye(E)+) ¢ 27°E).
Jj=0
We stress that for every j > 0, the cutoff function ¢, (27/€ E) is compactly supported in [2¢ =D 2¢G+D7],
On the energy window E € [2€U~D 2¢U+D] one can adapt the proof above, doing the change of vari-
able £ ~» 279 &, and using the relation Op, (a(x, 27€E)) = Op,—(a(x, &)). One then copies the steps
of Section 6, using /i; = 27¢ as the effective Planck constant, and taking x J(E) = goel/ 2(2‘jEE) in
Section 6d.

7. From entropy estimates to observability

In this section, we explain how we can go from the entropy estimates of Theorem 2.4 to the observ-
ability estimate of Theorem 2.5. According to Lebeau [1992], it suffices to prove the following weak
observability result to deduce Theorem 2.5:

Theorem 7.1. Under the assumptions of Theorem 2.5, for all T > 0, there exists Cr 4 > 0 such that

T
200, = Cra( / lae" 2l gy i+l ) for ail win LAM). (36)
0

For the sake of completeness, we briefly recall the argument of Lebeau to deduce observability from a
weak observability estimate at time 7. First, for 7’ > T, we introduce the subspace

N(T'y:={p e L>(M) : a(x)(¢"*¢)(x) =0 forall 0 <t < T'}.

From weak observability and the compactness of the injection L? C H~!, we can deduce that for 7’ > T,
this subspace is finite-dimensional. One can also verify that Ag belongs to N(T") forevery T <T" < T’
and every ¢ in N(T’) (by taking the limit of the sequence (e'“¢ — @) /e, which belongs to N(T") for €
small enough, and is bounded in H —2(M)).

This implies that A is an operator from the finite-dimensional subspace N (T’) into itself. As a is
nontrivial, one can deduce the existence of an eigenfunction of the Laplacian that is equal to 0 on a
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nonempty open set. By the Aronszajn—Cordes theorem [Hérmander 1985, Section 17.2], this eigenfunc-
tion is necessarily 0 and the subspace N (T") is reduced to {0}. By contradiction, we can finally deduce
that observability holds for 7/ > T.

To prove Theorem 7.1, we proceed by contradiction and make the assumption that there exists a
sequence of normalized vectors (#,),en in L?>(M) and T > 0 such that

T
i ([ e 2,y 4 iy ) =0 @)

n—-+o0o
This implies that u,, converges to 0, weakly in L2. For every ¢ in R, we introduce the “distribution”
(D)) = (uy | €742 Op ()€ 2up) 12

defined for all b € ¥y. The map ¢ — u,(¢) belongs to L>°(R, 9”6). Thus, there exists a subsequence
(un )k and p in L*(R, ¥)) such that

f __0@)b(x, &) pun, (1)(dx, d§) dt —> __0@b(x, &)u()(dx,d§) dt
RxT*M k=400 JRrxT*M

for all @ € L'(R) and b € %y. As u,, converges weakly to 0, each u(¢) is actually supported at infinity,
and may thus be identified with a probability measure on the unit sphere bundle $*M, invariant under
the geodesic flow (see Remark 4).

From Theorem 2.4 and Remark 4, we know that hgs(u(t)) > %(d — 1) for almost every ¢ in R. We
will now use the fact that the topological entropy of K, is less than %(d — 1), that is,

hiop(Ka, (89) := sup  {hxs(p) 1 u(Ky) =1} < 5(d —1).
HEM(S*M,g")

Using property (37), we know that fS*Mx[O T a’(x, E)u () (dx, dg)dt = 0. In particular, this implies
that pu(¢)(S*M\K,) = 0 for almost every ¢ in [0, T'] (as u(z) is g*-invariant), leading to a contradiction.
O

Appendix A. Pseudodifferential calculus on a manifold

In this section, we recall some facts of pseudodifferential calculus; details can be found in [Zworski
2012]. We define on R% the following class of (semiclassical) symbols:

S™H(RM) := {a = ap € C®(R*) : |00 a| < Co.ph ™ (g)" 1P

for all K c R? compact, «, B, some C, g, and all (x,§) € K x [R{d}.
Let M be a smooth compact Riemannian d-manifold without boundary. Consider a finite smooth atlas
(fi, Vi) of M, where each f; is a smooth diffeomorphism from the open subset V; C M to a bounded

open set W; C R¢. To each fi corresponds a pull-back f;* : C*°(W;) — C°°(V}) and a canonical map fl
from T*V; to T*W;:

fii (x,8) > (fitx), (DAx)"HTE).
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Consider now a smooth locally finite partition of identity (¢;) adapted to the previous atlas (fi, V;).
That means ), ¢; = 1 and ¢; € 6°(V;). Then, any observable a in C*°(T*M) can be decomposed
as a = ) _;a;, where a; = a¢;. Each a; belongs to C*°(T*V;) and can be pushed to a function a; =
( fl_l Y*a; € C*°(T*W;). As in [Zworski 2012], define a class of symbols of order m and index k by

S™K(T*M) :={a=ap € C°(T*M) : |a;ja§‘a| < Cophi ()" P! for all o, B and some C,5}. (38)

Then, for a € S™*(T*M) and for each [, one can associate to the symbol g; € Sk (R2?) the standard
Weyl quantization:

_.l_
xzy,é;h)u(y)dydé,

w _ 1 @/h)ix=y.6) 5 (
Opj; (@nu(x) := iy /dee a
where u € %EO(R‘Z). Consider now a smooth cutoff y; € 62°(V;) such that ¥; = 1 close to the support
of ¢;. A quantization of a € S™*(T*M) is then defined by

Opp (@) (u) := Z Y1 x (fi Opy @) (f; )W x ), (39)
]

where u € 6°°(M). According to the appendix of [Zworski 2012], the quantization procedure Op; sends
Sk (T*M) onto the space of pseudodifferential operators of order m and of index k, denoted W (M).
It can be shown that the dependence in the cutoffs ¢; and v; only appears at order 2 in 7 and the principal
symbol map og : WK(M) — §™*/§mk=1(T*M) is then intrinsically defined.

At various places in this paper, a larger class of symbols should be considered, as in [Dimassi and
Sjostrand 1999] or [Zworski 2012]. For 0 <v < 1/2,

SIE(T*M) = {a = ap € €°(T*M) : 390 a| < Caph™ 141 (£)"~ 1Pl for all @, B and some Cop}.

Results of [Dimassi and Sjostrand 1999] can be applied to this new class of symbols. For example, if M
is compact, a symbol of S* gives a bounded operator on L?(M) (with norm independent of # < 1).

Even if the Weyl procedure is a natural choice to quantize an observable a on R??, it is sometimes
preferable to use a quantization that also satisfies the property that Op, (a) >0 if a > 0 (such a quantization
procedure is said to be positive). This can be achieved using to the anti-Wick procedure; see [Helffer
et al. 1987]. For a in SS’O(IRZ‘Z) that coincides with a function on R? outside a compact subset of T*RY,
one has

10p} (@) — Op; Y (@)l 2 <€ Y~ K1V |18%] |, (40)
le|<D

where C and D are some positive constants that depend only on the dimension d. To get a positive
procedure of quantization on a manifold, one replaces in definition (39) the Weyl quantization by the
anti-Wick one. We will denote by Op;iIr (a) this new choice of quantization, which is well defined for
every element in SS’O(T*M) of the form b(x) + c(x, &), where b belongs to SB’O(T*M) and ¢ belongs
to €5°(T*M) N SO%(T*M). We underline the fact that Op; (1) =Id;2 ).
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A BILINEAR OSCILLATORY INTEGRAL ESTIMATE AND BILINEAR
REFINEMENTS TO STRICHARTZ ESTIMATES ON CLOSED MANIFOLDS

ZAHER HANI

We prove a bilinear L>(R?) x L?(R?) — L?(R¢*!) estimate for a pair of oscillatory integral operators
with different asymptotic parameters and phase functions satisfying a transversality condition. This is
then used to prove a bilinear refinement to Strichartz estimates on closed manifolds, similar to that derived
by Bourgain on R?, but at a relevant semiclassical scale. These estimates will be employed elsewhere to
prove global well-posedness below H'! for the cubic nonlinear Schrodinger equation on closed surfaces.

1. Introduction

We consider oscillatory integrals defined by

Tof (1, x) = / D x E) [ (E)dE, (1-1)

R4
wheret € R, x,& € RY, ae C(‘)’O([R{ x R x [F\Rd). The phase function ¢ is a real-valued smooth function
on the support of a. We shall assume that it satisfies a usual nondegeneracy condition, namely that the
(d +1) x d matrix

3%¢

9E 3 (x, 1) (to, x0, &) has maximal rank d for every (¢, x9, &) € suppa. (1-2)

This implies that for each fixed (fy, xo) € R?*!, the map given by

& = V¢ (to, x0,§)

defines a smooth immersion from R? into R¢*!. The image of this map is a hypersurface which we
denote by S (fo, x0), or just Sy when no confusion arises. Our objective is to prove bilinear estimates for
such operators and use them to get bilinear refinements to Strichartz estimates on compact manifolds
without boundary.

Operators as in (1-1) can be thought of as variable coefficient generalizations of usual dual restriction
(extension) operators where ¢ (¢, x, &) = x.& + ¢t (€) and (1-1) becomes the dual of the operator given
by restricting the Fourier transform to the hypersurface Sy = {(7,§) € R+t = (£)}). As in the case
of restriction operators, one is interested in obtaining asymptotic decay estimates for || Ty || 1.p (rd)— L4 (ra+1)
in terms of A. It is well known that in order to obtain nontrivial decay estimates (the optimal one being

MSC2000: primary 35B45, 42B20, 58J40; secondary 35A17, 35S30.
Keywords: bilinear oscillatory integrals, bilinear Strichartz estimates, transversality, semiclassical time scale, nonlinear
Schrodinger equation on compact manifolds.
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A~@+D/4) one has to impose some curvature condition on the hypersurfaces Sg, namely that the Gaussian
curvature does not vanish anywhere. The pairs of exponents (p, ¢q) for which this decay is possible were
specified by Hérmander [1973] when d = 1 and posed as a question for higher dimensions. Since then,
there has been a tremendous amount of research in proving such bounds. (See [Stein 1993] and references
therein for an introduction and [Tao 2004] for a more current survey).

We will be interested in bilinear versions of such estimates. In this case, one considers the product
T, f Tu g, where Tu g is an operator similar to (1-1):

Tog(t,x) = / VIO (1 x, E)g () dE, (1-3)
Rd

where b € Cj°(R x R? x R?) and v is smooth on the support of b and satisfies the same nondegeneracy
assumption (1-2). The initial motivation behind such estimates was proving and refining the linear
estimates in the case when the exponent ¢ is an even number. However, such an improvement is only
possible when the surfaces Sy and Sy, satisfy a certain transversality assumption. This transversality turns
out to be more important than any curvature assumption in certain instances. To be precise, the type of
estimates one is often interested in are of the form

1T T8l o@umey S AC, W f Il 2@y lgll ey (1-4)

(For us, the case when ¢ = 2 and A # u will be of particular interest.) Great progress has been achieved
in proving estimates like (1-4) especially in the case A = u and when the surfaces Sy and Sy satisfy
some nonvanishing curvature assumption. In the constant coefficient (restriction) case, Wolff was able to
prove (1-4) in the cone restriction case for all ¢ > 1+2/(d 4+ 1) with A(A, A) < A~ @+D/a 'Wolff 2001].
This estimate was later extended to the endpoint in [Tao 2001]. The same estimate was then proven for
transverse subsets of the paraboloid [Tao 2003]. In the variable coefficient case, Lee proved a similar
estimate when A =, g > 1+2/(d+1),and A(A, 1) < A~@+D/a+e ynder certain curvature assumptions
on the surfaces Sy (o, xo) and Sy (79, xo) [Lee 2006].

In this paper, we prove an L? estimate when A # 1 and the only assumption we impose on the
hypersurfaces Sy and Sy, is transversality. In particular, no curvature assumptions are taken.

Theorem 1.1. Suppose that T) and 7:# are two oscillatory integral operators of the form given in (1-1)
with u < A and assume that the canonical hypersurfaces associated with the phase functions ¢ and
satisfy the standard transversality condition (1-6), then

~ 1
1T fTugll 2mxray S W||f||LZ(Rd)||g||L2(Rd)- (1-5)

The implicit constants are allowed to depend on 8, d, and uniform bounds on a fixed number of derivatives
of ¢, V¥, a,andb.

A couple of remarks are in order. First, we mention that (1-5) is sharp (see the remark at the end of
Section 2). Second, we note that without curvature assumptions on the surfaces, the linear estimate is
easily seen to fail (consider the restriction to hyperplanes). However, the L? bilinear estimate is true as
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long as the surfaces are transverse.! Even when the linear estimate is true (which requires as mentioned a
nonvanishing curvature assumption on the surfaces), (1-5) is an improvement on applying Holder and the
linear estimates available especially in the case when u << A (for example, when d = 2 linear estimates
give the bound (Ax)~3/4). This improvement is often of great importance in applications (see [Bourgain
1999; 1998; Hani 2012]).

We now specify the transversality condition needed. The canonical hypersurfaces Sy (#o, xo) and
Sy (10, x0), given by the maps & — V¢ (f9, xo, §) and § — V(¥ (fo, X0, §) respectively, live in the
cotangent space T(’;O’ XO)[R{‘”] to Rt at (#9, x9). The nondegeneracy condition defined in (1-2) for ¢ (and
defined similarly for /), implies that for every & € supp; a(fo, xo, - ), there exists a locally defined unit
normal vector field vy (fo, X0, £&0) = v1(£p) to this surface at the point V(; )¢ (f0, xo, &) € T} RIH In

(10,x0)
other words, the map

£ (v1(&0), Vin @ (10, x0. §))

has a critical point at £ = &; (in linear algebra terms, v(&p) is the unit vector spanning the one dimensional
orthogonal complement of the image of the matrix appearing in (1-2)). Similarly, we define the associated
unit normal vector v2(§o) to Sy (79, Xo) at the point V(; ) (19, xo, &) satisfying

£ > (n2(50). Vo ¥ (10, x0, §))

has a critical point at § = &.

The transversality condition we impose on the phase functions ¢ and v is that the two surfaces
S¢ (to, x0) with Sy (to, xo) are uniformly transverse for every (1, xo): by which we mean that there exists
a é > 0 such that for each (¢, xo, &1) € suppa, (ty, x9, &) € supp b, we have

[(viE), m&E))| < 1-3. (1-6)

This transversality condition is standard in all bilinear oscillatory integral estimates. We remark that there
is a slight difference between this definition of transversality and that used in most differential topology
textbooks in which the definition of transversality includes manifolds that do not intersect. Here we say
that two hypersurfaces are transverse if the intersection of all their translates is transverse in the sense of
differential topology.

Remark. The phase functions ¢ and v can depend on A and u as long as the quantitative estimates
needed in the proof (namely (1-6) and the derivative bounds mentioned in Equation (1-5)) are satisfied
uniformly in A and u on the support of a and b.

The proof of Theorem 1.1 is based on a 7T* argument and delicate analysis of a cumulative phase
function.

Bilinear Strichartz estimates. Our main application of the bilinear estimate in Theorem 1.1 is to derive
short-range or semiclassical bilinear Strichartz estimates for the Schrodinger equation on closed (compact

IThis is well known in the constant coefficient case; see [Tao 2004].
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without boundary) d-manifolds M¢. We will also be able to prove mixed bilinear estimates of Schrodinger-
wave type as well (see Section 4). Bilinear estimates are of great importance in PDE as they offer
refinements to linear Strichartz estimates. The latter are given on R? with its Euclidean Laplacian by

A
le" Suoll Lo mxmay S N0l L2y, (1-7)

where (q, r) is any Schrodinger admissible pair, i.e.,2 < q,r < 00,2/q+d/r =d/2,and (q,r,d) #
(2, 00, 2). The implicit constants depend on (g, r, d). These estimates are of fundamental importance in
proving both local and global results for nonlinear Schrédinger equations. (See [Tao 2006; Keel and Tao
1998].)

In the case of compact manifolds, the first Strichartz estimates were proved by Bourgain [1993] in the
case of the torus. The case of general compact Riemannian manifolds (M, g) without boundary was dealt
with by Burq, Gerard, and Tzvetkov in [Burq et al. 2004] and [Staffilani and Tataru 2002]. In [Burq et al.
2004], the authors prove the estimates

it A
lle"™ ®<uoll 191r o 11x a1y Saorom N0l 110 (1-8)

for any admissible pair (g, r). The proof relies on a construction of an approximate parametrix to the
semiclassical operator e/"*¢@(h,/—A ¢) (Where ¢ is Schwartz) which is used to prove the semiclassical
linear Strichartz estimate

itA
”ell guO“L?L;([O,Ol/N]XM) ,Sq,r,M ||u0”L2(M) (1'9)

whenever u is frequency (spectrally) localized at the dyadic scale N and o << 1. This estimate conforms
with the heuristic that Schrodinger evolution moves wavepackets localized at frequency ~ N at speeds
~ N, which means that in the time interval [0, o/ N ], one expects the wave packet to remain in a coordinate
patch and hence satisfy the same estimates like those on R?. This heuristic will be very useful in predicting
the right bilinear estimate later on as well. Notice that (1-8) follows directly from (1-9) by splitting the
time interval [0, 1] into N subintervals of lengths N~! and using the conservation of mass and a square
function estimate (see [Burq et al. 2004]).

Turning to bilinear estimates, we will start by mentioning the relevant estimate on R for which we wish
to find an analogue on compact manifolds. This estimate first appeared as a refinement to linear Strichartz
estimates in [Bourgain 1998]: assuming that u is frequency localized at frequencies {£ € R? : |€] ~ Ny}
and vy is frequency localized at frequencies {£ € R4 - |&] < N} with Ny < Ny, then

d-1/2
PRI

itA 2
lle' “uoe’ “voll 2 @xrey Sa W”u”LZ(Rd)”U”LZ([R")‘ (1-10)
1

We first notice that this estimate is an improvement on applying Holder’s inequality and the linear Strichartz

estimates. In fact, applying the linear estimates only, one would get instead of the Nz(dfl)/ 2 /N 11 /2 constant

on the left side of (1-10): 1 for d = 2 (here one uses the L2 — Lf’ . Strichartz estimate) and Nj 2! for

d > 3 (here one should use Holder, the L)ZC — L?ff”w 4 estimate for ef! Aup, and Bernstein combined
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with the
2d(d+2)

L2 — L2

estimate for '’®v). Bourgain used this improvement (when N, < N) to prove, among other things, global
well-posedness below energy norm for certain mass (and H '/?)-critical equations (which incidentally
is also an application that will be considered in the context of closed manifolds in [Hani 2012]). Since
then, this improvement and variants of it proved to be of essential use in studying nonlinear Schrédinger
equations.

In the context of compact manifolds, some bilinear estimates on the torus were already implicit in
[Bourgain 1993] (see also [Burq et al. 2005a]), and other variants were proved in [De Silva et al. 2007].
In [Burq et al. 2005a; 2005b], the authors prove bilinear Strichartz estimates on spheres S and 3 (and
on the bit wider class of Zoll manifolds) using bilinear eigenfunction cluster estimates. These bilinear

Strichartz estimates take the form

it A it A
lle' Scuge'! gUOHL,Z_X([oJ]xsd) Sd Ngd||”O||L2(Sd)||UO||L2(S")

whenever u is spectrally localized in the dyadic region ,/—A, € [N, 2Ny), vg in the region \/—A, €
[N2,2N>), N» < Ny, with o = %+e whend =2 and o = %—i—e when d = 3.

Using Theorem 1.1, we will be able to prove the following bilinear estimate for any closed manifold
(M, g):

Theorem 1.2. Suppose ug, vo € L*>(M?) are spectrally localized at dyadic scales Ny and N> as above
with No» < Nj. Then the estimate

(d=1)/2
7 itA
lle' 2suge’’ gUOHL%X([fl/Nl,l/Nl]xM) Swm ?VTHMOHLZ(M)”UO”L?(M)- (1-11)
1
holds. More generally,
it A it A
lle'"®suge’ 2 voll 2 7. 17150y < AT, N1y No) lluoll z2am lvoll L2 ar)» (1-12)

where 1
NYDRNIE T < NS

A(T, N1, N2) < _ (1-13)
YlrieNev2 > NS
In particular, for T =1 we have
j ' d—1)/2
e <uoe < voll 21 1pnny S Ny* 2 loll 2 voll 2y (1-14)

Some notes are in order: First we notice that in the semiclassical/ short-range case (1-11), the
coefficient Nz(d_l)/ 2 /N 11/ ? is the same as that on RY. This conforms with the heuristic that in the time
interval [0, 1/N1], the two waves e'’®¢vy (which is moving with speed ~ N) and ¢/’

speed ~ N, < Njp) do not leave a coordinate patch and hence their product satisfies the same estimate as

2o (moving at

that on R?. Second, the estimates in (1-12) and (1-14) are essentially obtained from (1-11) by splitting
the time interval into pieces of length N, ! It should be emphasized though that the exact dependence of
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A(T, N1, N,) on its all parameters is often of great importance in applications (see [Hani 2012]). In fact,
it is easy to see that bilinear estimates on the interval [0, T'] translate by scaling into bilinear estimates
on the interval [0, 1] for the rescaled manifold AM.? The A-dependence of those estimates is dictated
by dependence of A(T, Ny, N>) on all its parameters. The bilinear Strichartz estimates on A M take the
following form (see [Hani 2012] for relevant calculations):

Corollary 1.3 (Time T estimate on M implies time 1 estimate on AM). Let M be a 2D closed manifold
and suppose that Ni, N € 27 and suppose ug, vy € L?>(AM) are spectrally localized around N and N,
respectively, with Ny < Ni. Then
le" A o€ vl 2o, 11x0ar) Sar AT AN, AN lueoll 2oy 1ol L2y (1-15)
< (N2/NDYuoll 26.an lvoll 2goary — if A > Ny,
~M .
(N2 /WY luoll 2 voll 2gany if 2 S N1,

where we have denoted by A, the Laplace—Beltrami operator on the rescaled manifold * M.

(1-16)

Having favorable bounds (in terms of A and N;) on the right hand side of (1-16) is crucial to obtaining
global well-posedness of some nonlinear equations on M below energy norm. In fact, in [Hani 2012] it is
proven that the cubic nonlinear Schrédinger equation is globally well-posed in H* (M) for any closed 2D
surface M? and all s > %, a result which matches the current (to the best of our knowledge) minimum
regularity needed for global well-posedness on the 2-torus.

Finally, we note that as in the case of bilinear estimates on R4, the bilinear estimates in (1-11) and
(1-12) offer a refinement to those obtained by using linear estimates alone. However, this refinement
is only visible when one looks at estimates over time intervals [0, T'] for T < N, ! (or alternatively,
estimates on rescaled manifolds). For example, for d > 3, applying Holder’s inequality, the L>°L?2 bound

: . 2d/(d—2 ;
on ¢y, Bernstein and the LtzLx /4=2) for €2, one gets

it A itA
lle'" upe’’ U0||fo([o,T]xM) SC(T, No) lluoll r2can) llvoll L2 (ar)

d=2)/2 _ A (d=1)/2 ;7,12

where C(T, N2) = N NP2 NG for T < Ny and C(T, Ny) = TN for T > Ny
This shows the improvement offered by (1-12) in the range T < N, ! (especially when dealing with
low-high frequency interaction N, << Np). This improvement is due to the cancellation happening when
we multiply the high frequency wave with the low frequency one. This cancellation is completely ignored
by linear estimates. In the case, d = 2, one would need to prove an estimate for the inadmissible pair
(g,r) = (2, 00). This is possible with an N€ loss. See [Jiang 2011]. In this case, the bilinear estimate
(1-12) not only offers a refinement to linear estimates at time scales 7 < 1 and in the range N, < Ny, but
also yields better estimates in the time scale 7 =1 (no N5 loss in (1-14)). See [Hani 2012] for details.

The paper is organized as follows. In Section 2 we provide the proof of Theorem 1.1. In Section 3, we
review the needed facts about the parametrix construction in [Burq et al. 2004] and prove Theorem 1.2.

2Here AM can either be viewed as the Riemmannian manifold M, (1/ Az) g) or by embedding M into some ambient space
RY and then applying a dilation by X to get A M.



BILINEAR ESTIMATES 345

Finally in Section 4 we prove inhomogeneous versions of the bilinear Strichartz estimates stated above in
addition to mixed type bilinear estimates for products of the Schrodinger propagator e!’“u( and the half

wave propagators e*i/IVIv

. These estimates can also be deduced from Theorem 1.1 and have potential
applications (to be investigated elsewhere) in studying Zakharov type systems on closed manifolds. We

use the notation A < B to denote A < CB for some C > 0 and A ~ B to denote A < B < A.

2. Proof of Theorem 1.1

All implicit constants are allowed to depend on d, § and uniform bounds on a finite number of derivatives
of ¢, ¥, a and b. We have

T (1, ) Tug(t, x) = /R d /R ORI a1 £ 3, 8 [ G E) dEr s, (2-1)

Since the supports of @ and b are compact, one can use a finite partition of unity to split @ and b into
finitely many pieces so that on the support of each piece there exists f, xo, §o, £2,0 such that

1
|t — 1o, |x — xol, 151 — &ol, 162 — &2,0] < rok

where C is some large constant depending only on § and the uniform norms of ¢ and v and their
derivatives on the compact supports of a and b.

Also notice that by applying a rotation L of the domain R x R: (¢, x) = L7 (s, y), the left hand side
of (1-5) is unaffected, whereas the hypersurfaces S4 and Sy, are both rotated by L. In fact, since

Ven (@ LT (s, 3),x,6) = LV (LT (5, ). ),
where V is taken in the first d + 1 variables of ¢. Consequently, if we apply the change of variable
(t,x) = LT (s, y), the canonical hypersurfaces Sy and Sy are both rotated by L. Using this symmetry,
one can assume that

2
det(aag g’x (fo. o, g@)' >1 and

2
det( 835 Y (10, 0, &,w)' >1 22)

on the support of a and of b, respectively. This means that the surfaces S and Sy can be regarded as

graphs of functions of the form (&, 7;(§)) and (&, 72(§)) C T* R4+ respectively.

(to,x0)
Define ) 5
._ 0°¢ 0y
= e ox (to, x0,60) and B := 3E 0 (to, X0, &2,0)-

By the above, we have that A and B are invertible. It will be convenient later on to do the following
change of variables in the & integral and define & =& 4 (u/ MA~'BE3 This gives

T f (1, x)T,g(t, x)
— A, x,E—(/M) AT BE) (/MY (1,x,62)) _ Ryt -
[ [ e, x, 6,8 f (5~ A7 Be g d do, (23)

3The justification for this change of variables will be obvious later on. However, at a heuristic level this corresponds to adding
the momenta of the two waves.
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where we set ¢(t, x, &, &) = a(t, x, & — (u/AM) A~ B&)b(t, x, &) and all we have to remember about ¢
is that it is uniformly bounded along with all its derivatives (since /A < 1) and is supported in a small
neighborhood of (#, xo, & + (1/ MNAT! B&.0, &.0) of diameter < 1/C. In particular, we have

§—DATIBE 5| < (2-4)

1
C
for every &, & in the support of c.

We now fix a particular coordinate direction e; (to be specified later), and write & = pe; +&;. Roughly
speaking, the direction will be chosen using the transversality assumption of the two surfaces Sy and Sy,

so that
3%y (to, X0, §.0),
dE(L, x) I

(The inner product is in R?*!, the second entry being the product of a (d + 1) x d matrix with a vector in

zs L. (2-5)

<v1(€0),

R?.) This will be possible because v is the unique direction for which

< 32 (1o, X0, 52,0)> A
V), ———————— | = ORd,
£ A(t, x)

since v is not a multiple of vy, the vector

<v 32W(t0,x0,$2,0)>
T IOR)

is also nonzero, so there exists a coordinate direction e; onto which the projection of this nonzero vector
does not vanish. In other words, the inner product in (2-5) can be thought of as the projection of v; onto
the curve in S¢(l‘0, Xg) given by t V(,,x)l//(l(), X0, &2.0 + t€j).

For convenience of notation, when confusion does not arise, we will assume that j = 1 and write
& = (p,&) where pe Rand &) RY=!. As a result, we have

HT)Lf(l‘, X)T/Lg(t’ x)”2

[ — -1
=‘/d 1/1/ B E= (/) A B&)+(“/”""t’x’§2’)c(t,x,5,fz)f(s—‘;gz)g(gz)dg dp dé,
R: " JRE JR
& § P

gv/
R

Freezing &,, we define the operator S = Séé s LR — L2(RI* given by

2

D (X E=(/NAT BE)I+HR/MY (.5,6)) (4 ( K ) JEd
/Rg/n@pe c(t,x,8,6) (&~ 76)8&)dédp

déﬁ.
L?,

-1
5

SF(t,x) = / ) / MU E—QNATBEI LUV S ED (¢ x £, ) F(E, p)dEdp,  (2-6)
R /R,

where & = (p, £}). As a result of this definition, our estimate is reduced to proving that for each &), the

estimate

1
ISFlla, ey S Sl e 2-7)
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holds for S. In fact, with such an estimate and by Cauchy—Schwarz in the &) integral (keeping in mind
that ¢ is compactly supported), we get

f(&‘ — %(p, Eé))g(p, &)

~ 1 /
T)»f(t’-x)T g(t’-x) ,S, —/ dg
17000 F 0 % s [ s

P&

1
S s 1 e g e
The bound on S is proved using a 7*T argument. For convenience of notation, let us define
o — — EA_I B © 2-8
t.x.& p)=o\t.x.§ =7 §2)+ ¥ x. &), (2-8)

where & = (p, &}). With this notation, S takes the form
SF(t,x) = / / eHPUTEP et x, &, p)F(§, p) d§ dp.
R JR,
The adjoint of S is given by the operator
GG = [ [ D e pGn dur
R JR,

As a result, we get

S*SF(E.q) = /R ) /R K(¢.q.& p)F(&, p)dé dp, (2-9)
& r

where

K(,q.8,p)= / / eMEUXEP=RUXLDe(t, x, &, p)E(t, x, £, q) dx dt. (2-10)
R, JRd

Our aim will be to show that K satisfies the bound

1
(+rE=C+plg—pHV

for a sufficiently large N (any N > d + 1 would do).

K(qu’ S? P) SN (2'11)

In fact, with such an estimate, one can easily see (using Schur’s test for example) that || S*S|| ;22 <
1/ ). Since |[S]l 2, 12 = [IS*S|l ), ,» one gets that || S| 2_, 2 is bounded by O(1/(14/211/?)).

The bound on K is based on nonstationary-phase-type estimates and integration by parts. These are
based on the following estimates on the phase function ® and its derivatives.

Lemma 2.1. There exists Q € S¢ such that

|<Vl‘,xq)(tv-xv Sv p) _vt,xcb(t»x» é‘v Q)v Q)| 2 |§ _é‘l +%|P _C]| (2'12)

and

0 J
aya g8 P X, & p) =Pt x, ¢, q)) Saplé =1+ Slp—al. (2-13)
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Proof. The second estimate (2-13) is a direct consequence of the definition (2-8), the Taylor expansion,
and the uniform boundedness of all the ¢, x derivatives of ¢ and ¥r. We now turn to the proof of (2-12).
Here we split the analysis into two cases:

Case l: |E—-¢| > ﬁ(u/k)lp — ¢g|. The change of variables we have made in (2-3) will allow us to
prove (2-12) in this case using only the x derivative part of V, ®. In fact, using (2-8), we have

Ve®(t, x, &, p) — Vi®(t, x, ¢, q) = quﬁ(t, X, E— %A’IB&) - ngb(t, X, — %A’IBQ) (2-14)
+%(Vx1l’(f,)€,§2) — Ve (t, x, £)), (2-15)
where & = (q. £}). We estimate (2-14) in the following manner:
vx¢(z, X E— %A_IB&) . qub(t, X, — %A_IBQ)

2
= <385 2 (rx6-LalBe) e —c—LaBE - ;z>> + 03 —¢P)

<8§g) (to, x0, 60), & — ¢ — A_IB(Sz—C2)>+EI’r0r1

= A~ )~ § B(& — t2) + Errory,

where we used the fact that A = (32¢/8§ d0x)(to, X0, &). Here

2
Error| = (g—g(t,x,s ~LaTBe) s —c - KAl —§z)>

<8§g) (fo, x0, §0), & — C—MA B(Sz—C2)>+0(|§ ).

By our assumption of smallness of the support of ¢ (cf. (2-4)), the error can be estimated (if C is chosen
large enough depending on the uniform norms of derivatives of ¢) by

[Error | Sp £[& —¢ — LA B — )]+ 0(Ie — ¢1P) < fimle —¢|

where y; is chosen to be the smallest singular value of A (or equivalently y; = min,cga-1 |AZ]).
Next we estimate (2-15) by

52
%(wa(tv X, ‘%.2) - VXW(t7x7 52)) = %<8$ (})ﬁx (tvx7 52)’ EZ - §2>+ 0(%'52 - §2|2>
2
= %<aa$ g (to, x0, 62,0), &2 — §2> + Error;
= ZB(& — &) +Erron,

where

2 2
Error, = %((ag Lt x, ). 6 - >—<88S Y10, x0, £2,0), &2 — €2>> +0(Lie-op).
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which, as before, can be bounded (using the bounds |& — &2|, [&2 —&.0] S é and %V;‘z — 0| <1001E=¢))
by

|Error,| < 151116 —¢|.
Collecting these estimates we get
qu)(t’ X, 59 p) - vxq)(ta X, é-’ CI) = A(é- _E) +Err0r1 +Err0r2, (2_16)

where Error; 4 Error; is bounded by %yllg“ —&|. We now let w € S4~! be equal to A(¢ —&)/|A(C —£).
Since

(A —8). 0)| = |AG - O)| > nlE —¢|
by the definition of y;, we get
[(Ve®@(t, 5. &, p) = Vx®(t, 2.8, ). )| 2 1§ =]
As a result, by taking Q € §¢ equal to (w, 0) we get
[(Via® (1, 3,8, p) = Via®(t, 3, £.9), Q)| 2 |6 —¢1 2 15— ¢+ p—ql, (2-17)
which is (2-12) in Case 1.

Case2: |E —¢| < ﬁ(u/k)lp — ¢q|. The analysis in this case is a bit more delicate, and it is here that
the transversality assumption is used. In this case, we will take 2 = v;(§p), the normal to the surface
& — V¢ (1, x0, &) at &. With this choice we have

(Vt,xq)(t9 X, Sv p) - Vt,xq)(tv X, {’ CI), Q>
- <vt,x¢(r, X, E— %A‘IB&) - vt,xqs(r, X0 — %A‘chz), v (so>> (2-18)
+ VL 5, 8) = Vi (5, £2), v o)), (2-19)

The main term in this expression comes from (2-19), whereas (2-18) will be treated as an error. We start
by lower bounding (2-19).
We have

2
VoW (1, . 6) — Vya ¥t x. £2) = <%(r, X.E2). 61— ;2> +0(1& - &)

2
= <%(IO» X0, 62,0), &2 — §2> -+ Errory

=(p— )82—1p(t X0, £2.0), € )+ Error
=p—9q 9E 9 (x, 1) 0, X0, 52,0), €; 1,

where

2 2
Error; = <%(h x,6),6 — C2> - <%(m, X0, 62,0), 62 — €2> +0(1& — &l?).
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This is estimated as before using the small support assumption to get

1 1
E Sy =& —0l<=lp—ql, 2-20
[Errori| Sy =162 = &2l < Flp —dl (2-20)
where we have used in the last inequality the fact that & = (p, &}) and ¢, = (g, &5). We remark that

%y

= EICD (to, X0, 2,0)

isa (d +1) x d matrix, so (N, e;) is a vector in R4+, From a geometric point of view, this vector lies in
the tangent space to Sy (7, xo) at &2 0.

Recall that by definition, v, := v2(§2,0) is the unique vector (up to sign) in $9 such that v2T N=0
where vZT is the row vector corresponding to v;. In particular, the map from the d-dimensional subspace
v C R4t into R? given by

vevy > v NeR?

is an isomorphism. Let y, > 0 denote its smallest singular value (or equivalently y» is the positive infimum
of the above map when v € Ué‘ satisfies ||[v|| = 1).

Writing v;(§0) = avy + Bvs with 13 € v2L, lvs|| =1, and ||, | 8| < 1, we notice that since 1 —§ >
|(v1, 12)| = |a| we have that || = v/1 — a2 > /5.

As a result, we have

(vi, Vi ¥ (t, x, &) — Vi 2 ¥ (t, x, &)) = (p — q)v{ Ne; + Error; = B(p — q)vj Ne; + Errory.

Since ||V3T N|| = y», one can choose ¢; so that |v3T Nej| > ya/ Vd =: ¢;. Combining this to the estimate
on Error; in (2-20) above we get that if C is large enough, then

c1vV/8
100

99
(V1L Vex ¥ (1, x, 8) = Ve ¥ (8, x, 0))| = e1v/8lp — gl — p—ql> mcn/glp—ql- (2-21)

As mentioned before, we will treat (2-18) as an error. Indeed,
Hoy—1 Hop—1
<Vt,x¢<taxsg_xA BSZ)_VI,X¢<t’xs{_xA B{2>,U1(§0)>

= 1@ Dariea(t.x E~ LA o) —r ~ LA~ B o]+ o(|Lio-a)|).

where we have defined

3%
Ds1yxa(t, x,n) = m(%% n)

and also used that [€ — | < (u/A)|p — g| in this case. Since the derivatives of D are uniformly bounded
and because of the small support assumption (2-4), we have

a8
100(JA—TB|+1)

_ 1
HD(d+1)xd(t, x,&— %A 1352) — Dg+1yxa(to, x0, §0) H N C <

if C is large enough.
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Using the fact that v{ D441)xa(to, X0, &) = 0, we get that

S

C(SE

l —_—
50 Alp ql

Kvt,m(r, 6= AT BE ) - Vi (12, ¢ - a7 Be), v1<so)> < (2-22)

again using the small support assumption.
Combining (2-22) and (2-21), we get (2-12) for Case 2.

Now we are ready to perform the integration by parts needed to prove the estimate (2-11). Recall that
K(,q.6,p)= f / eHPWRED=VCXEDe(t, x €, p)E(t, x, ¢, q) dx dt.
R, JRY

Let Dq be the operator given by

1
MV @, x, €, p)— VP, x, L, q), Q)

DQ . (V(x’,), Q) (2—23)

Then
Do (e MOUEE)I—OUL L)) — pIMOUEE) (1),

Noticing that the formal adjoint of Dq acting on L? is

1

DL = (Vi Q)— — — ,
& D M MV, B, x, £, p) =V, B(E, X, £, q), Q)

we get

K, 9,8 p)= / f ) MOUXEP=UX LD (s x £ p)E(t, x, ¢, q) dx dt
R, Rx

= [ [ erenen o O DENG 2 E prcten. g gy dx r
R, JRd

Using the estimates in Lemma 2.1, it is easy to see that

1
(& —=¢l+ulp—ghN”
When A|E — ¢+ ulp — q] < 1, we do not perform any integration by parts and estimate the K integrand
by O(1) and hence K by O(1) as well. Otherwise we use the above decay. As a result, we get

1

(I1+AE=¢+ulp—gDN’
which finishes the proof. 0

(DLYNe(r, x, &, p)e(t, x, ¢, q) Sw

K(sa gZ’ é‘? 52) rSN

Remark. It is not hard to see that the estimate (1-5) is sharp. In fact, by considering the restriction
case and taking ¢ (t, x, &) =¥ (t,x,§) =x.& +1]&|* with a having its & support in the region |£| > 100
and b having its & support near |£| < 1, one can reduce the sharpness of (1-5) to that of (1-10) which
is known to be sharp. In fact, this can be seen by first reducing to the case when N, = 1 (again
using scaling) and taking i to be the characteristic function of [Ny, Ny + N L 1] x [—1, 1197 (hence
||uo||L§ ~ Nl_l/z); and 0p to be the characteristic function of [—1, 1]¢ (hence ||Uo||L§ ~1). By Plancherel’s
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theorem in space and time, we get that the left side of (1-10) is 2 || xr, * X&, |l ;2@e+1) Where Ry =
[N, N —|—Nf1] x[0, 119 and Ry =[—1, 1]9F!. A direct calculation now shows that XR ¥ XR, 2 (1/N1) XRs
where R3 =[N + %, N + %] X [—%, %]d and hence || xg, * Xr, | L2(ga+1y ~ 1/N1, which shows that the
left side of (1-10) is 2 (1/N,"®)lluoll .2 [[voll .2

3. Bilinear Strichartz estimates

We will apply the result of the previous section to get bilinear Strichartz estimates for the free Schrodinger

evolution on compact manifolds without boundary. These will be analogues in the variable coefficient

case to the estimate (1-10) on R with the Euclidean Laplacian which we recall here for convenience
d-1/2

it A
uoe" 2 voll 2 mxrdy S 3\/7””||L2(Rd)||v”L2(Rd)’
1

||eilA

where u, v € L>(R?) are frequency localized on the dyadic annuli {§ € R? : |&] € [Ny, 2N;]} and
(€ € R?: |E| € [Na, 2N,]} respectively.

By scaling time and space, one can easily see that this estimate is equivalent to the same one on the
time interval [0, 1/N;]. On this time scale, the numerology in (1-10) can be understood (heuristically at
least) by a simple back-of-the-envelope calculation. Thinking of e//“u( as a “bump function” localized in
frequency at scale N; and initially (at t = 0) localized in space at scale 1/N;. The evolution moves this
bump function at a speed N; thus expanding its support at this rate while keeping the L? norm conserved.
Similarly, e!’2vy could be thought of as a “bump function” that is initially concentrated in space at
scale ~ 1/N, and moving (expanding) at speed N;. A simple schematic diagram allows to estimate the
space-time overlap of the two expanding “bump functions” thus giving the estimate Nz(d_l)/ 2 /N 11 2 for
the Ltz’x([O, Nl_l] x R?) of the product.

The goal of this section is to prove the analogue of (1-10) for the linear evolution of the Schrédinger
equation on a C* compact manifold M without boundary. This was stated in Theorem 1.2. All implicit
constants are allowed to depend on M and the uniform bounds of its metric functions (they are all
finite since M is compact). To fix notation, we consider two functions ug, vg € C*(M )* such that
Uy = w(M/Nl)uo and vg = @(M/Nz)v() where ¢ € C5°(R), and we would like to estimate the
L? . norm of the product e'“uge’*vy. We assume further that ¢ vanishes in a small neighborhood of the
origin.

Remark. The same analysis allows to consider different frequency localizations for u¢ and vy like
Uy = go(ﬂ/Nl)uo and vy = W(M/Nz)v() with ¢, ¥ € C§° as long as ¢ vanishes in a neighborhood
of the origin and N is sufficiently larger than N,. In particular, ¥ does not need to vanish near the origin.

To simplify notation, we use A to denote the Laplace—Beltrami operator A, on M, and |§[g(y) tO
denote /g(x)" &:;.

Proof of Theorem 1.2. The proof is organized as follows. We will first review some important facts about
microlocalizing ¢ (h+/—A) and constructing the Schrodinger parametrix (as in [Burq et al. 2004]) that will

4The full result for ug, vy € L%(M) can be obtained in the end by a standard limiting argument.
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be used to approximate the linear evolutions. The case when N, ~ Ny, will then follow directly from the
semiclassical linear Strichartz estimates already proven in [Burq et al. 2004, Proposition 2.9]. As a result,
we will only need to consider the case when N, < Nj. This will ensure that the canonical hypersurfaces
associated to the phase functions of the parametrices are transversal as defined in the previous section, a
fact which will allow us to apply Theorem 1.1. |

Microlocalizing (p(hﬁ) [Burg et al. 2004; Sogge 1993; Hormander 1994a; 1994b]. In this section,
we will briefly review how spectrally localizing a function f € C*°(M) using the spectral multiplier
@(h+/—A) is expressed in local coordinates. Essentially, up to smooth remainder terms, ¢(h+/—A) f
is given in local coordinates as a pseudodifferential operator whose symbol a(x, &) has a support that
reflects the spectral localization dictated by ¢:

Proposition 3.1. Let 9 € C°(R) and k : U C RY — V C M be a coordinate parametrization of M. Also
let x1, x2 € C3° (V) be such that x» =1 near the support of x1. Then for every N € N, every h € (0, 1), and
every o € [0, N1, there exists ay (x, &) supported in {(x, ) e U xR? 1k (x) € supp(x1), [§lg(x) € supp(e)}
such that

[e* (1o (h/=8) f) = aCe, DY 2 ) | o oy Sv B F 2 any (3-1)

for every f € C®°(M). In particular, if ¢ is supported away from the origin, then so is the & support of
a(x, &). Here k™ is used to denote the pull-back map given by k* f = f o k.

Proof. See Proposition 2.1 of [Burq et al. 2004] (alternatively, one can use the parametrix expression of
the half-wave operator e'’ V-4 (see [Sogge 1993] for example), along with the expression of ¢ in terms
of its Fourier transform).

A consequence of this proposition and a finite partition of unity in M, one can split ug = @ (h</—A)ug
into pieces of the form yx;¢(h+/—A)ug and replace each of those pieces (incurring an error that is
O (h™ |lug|l;2)) by a(x, hD)x*(x2uo) which is a compactly supported function in space and is pseudolo-
calized in frequency in the following sense:

There exists a function ¥ € Cgo(le) such that for all h € (0,1),0 > 0,and N > 0,

(9 h/=8) f) =y (hD)* (19(hv/=A) f) + 11, (3-2)

with |11l go ey Son WV £l 2. If @ is supported away from 0, one can also take Y to be supported
at a positive distance from the origin in R¢. This follows easily from Proposition 3.1 and standard
pseudodifferential calculus (See [Stein 1993], for example). We will denote wy(x) = a(x, hD)x™*(x2uo).
In brief, wq is compactly supported in space and can be replaced by ¥ (hD)wy at the cost of an error that
is O (W lluoll 2qany).

The parametrix [Burq et al. 2004]. With this microlocalization setup, Burq, Gerard, and Tzvetkov
constructed an approximate solution in local coordinates to the semiclassical equation

ihd;w +h*Agw =0, (3-3)
w(0) = p(hv/—A)vy. (3-4)
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More precisely, using the usual WKB construction (see for example [Hormander 1994a; 1994b; Burq
et al. 2004], or the lecture notes [Evans and Zworski 2003]), they show that there exists « > 0, such that
on the time interval [—a, o]

w(s) =w(s) +ra(s),

where ra(s) satisfies [|r2(2) || Lo (—a.a]x Ho (M) < hN||w0||Lz(M) (with N sufficiently large) and w(?) is
supported in a compact subset of V C M and is given in local coordinates by the oscillatory integral

W(s, x) = (27'[1h)d /Rd e<f/h)<5<s’xf>a(s, x, &, h)@o(%) dt. (3-5)

Here a(s, x, &, h) =Y.' ghia;j(s, x,&), and a; € CP([—e a] x U x U’ € R x RY x R?), while wy is

the microlocalization of w(h«/Z) vg described above. Since wy can be replaced by 1 (hD)wy at the cost

of an error that is O (h" ||wy|| 12(rd)) One can assume without loss of generality that a(s, x, &, h) has its §

support at a positive distance from the origin in frequency space if ¢ is supported away from O itself.
The phase function ¢ appearing in the integral (3-5) satisfies the eikonal equation

0P+ ¢"0:$0;¢ =0, (3-6)
ij
$(0,x,&) =x.£. (3-7)

Semiclassical linear Strichartz estimates and the case N1 ~ N,. Using this representation, one can
easily use stationary phase (see [Burq et al. 2004] for details) to get the semiclassical dispersion estimate

' 1
e 02 (/=) voll Lo ) <ap —azz lvoll i G-8)

for every t € [—ah, ah] with 0 < o <« 1. Combining this with the Keel-Tao machinery [1998] one
immediately gets the semiclassical Strichartz estimate

itA /A
lle" @(h _A)MOHL?L;([fah,ah]xM) Swm ||u0||L2(M) (3-9)

whenever 2 < g, r < oo satisfy 2/q +d/r =d/2 and (q, r, d) # (2, 00, 2).
This estimate is enough to prove (1-11) in the case when A =1/N; ~m = 1/N,. In fact, ford =2,
one can use the L} . Strichartz estimate to get

it A it A it A it A
e 06 001l 2oy <€ @(rV/=Dyuoll s NS @(h/=Dll s < ol 2z Vol 2.

Whereas for d > 3, one can apply Holder’s inequality, the L>°L2 bound on /" u, Bernstein® and the
L?Lid/(d_z) for /"2y to get

A A d-2)/2
lle uoe “voll 2 qo.anmxmy S Na ol 2y llvoll L2 cany

as desired.

50ne can verify Bernstein’s inequality in the setting of compact manifolds by using Proposition 3.2 and the fact that the
kernel K (x, y) of a(x, h D) satisfies the bound || K (x, )| 1 1 » (d gy Sa p—d(=1/r=1/p)
x=y
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The case N1 > N,. In this section, we will reduce the case N; > N, to a verification of the conditions
of (1-5). By rescaling time, we have

||€”Au0€imv0||L3X([—ah,ah]xM) =h'/? ||€ihtAM0€ih'Av0||L,2,X([—a,a]xM)
— h1/2 ”ei/’ll‘AMOeim(/’l/m)tAvo”Ltzyx([_a’a]XM)' (3_10)
As a result it is enough to show
j im( 1
||elhtAqull’l’l(m [)AUOHLIZJ([—O[,O[]XM) 5 W ||u0||L2(M) ||v0”L2(M)' (3‘1 1)
The advantage of writing the estimate in this way is that we can now use the parametrices for e/ 1 and
€Ay, constructed above to write®
e ug(x) = Thuo(t, x) + Ruuo(t, x)
and
MMM By (x) = Spvo(t, X) + Ruvo(t, %),
where Th and S‘m are defined according to (3-5) by
~ 1 i/ 1) =(&
Thuo(t, x) = /MO8 g (1 x, €, bt <—>d 3-12
ot ) = g [ (6x, & i (5) a G-12)
and
Suvo(t,x) = o [ elmima ey (Le v g m)5o(2) des, (3-13)
Q2am)? Jpa m m

where ity and ¥y are the respective microlocalizations of uy and vg in the considered coordinate patch (in
particular [[ioll 2@ay S lluoll 22(ary @nd [[0ollL2ary S Nlvoll 2(ary)- Also we have
N N
| Rnuoll o to (—asaixnry S B Nuoll 2y and (| Rpvoll o me (—aaixsny S ™7 Vol 2oy (3-14)
The main contribution comes of course from the product fh MOS' vo. For example the cross terms fh uoR,vo
and Ry, uogm vo can be bounded as follows:
I ThuoRmvoll 2 < I Thuollrger2 IRmvoll 20 S Nluollz2llvoll 2,

where in the last step we used (3-14) and a crude Sobolev embedding to bound || R, vo| 2L by || Ry || L2HY
for some o > d /2. The L®L? bound on Tj,uo follows from the L>®L?2 boundedness of e/ uq. Similarly,
one bounds the contributions of R}, uOS’m vo and RuugR,,vg.

To bound the contribution of fh uogm vg, we now apply Theorem 1.1 with ¢ (¢, x, &) = ¢~>(t, x, &) and

Y (t, x, &) = d((h/m)t, x, &), f(&) :=ii(§/h), and g(§) = Ho(§/m), to get
~ o~ 1 1 ~ ~
1510 Smv0ll 12 (= xRe) S (hT)d(hdm)l/z”fHLz(Rd)||g||L2(Rd) S —=7z ol 2@ 1ol 2w,

6Strictly speaking this representation only holds in an open neighborhood of xg € M. Since M is compact, we can cover it by
finitely many of such neighborhood, and hence we only need to prove the estimate on each one of them.
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which clearly gives (3-11) and hence (1-11). As aresult, all we need to do is to verify that the requirements
of Theorem 1.1 are satisfied.

Obviously all derivatives of ¢ and ¥ are uniformly bounded on the compact supports of a; and a;
(h/m < 1). Moreover, since qS(O, x, &) = x.£, we have that (3%¢/3£0x)(0, x, £) = Id (invertible), the
nondegeneracy condition (1-2) is satisfied at = 0 and hence for all ¢ € [—«, «] if « is small enough.

Now we consider the canonical surfaces Sy and Sy :

Recall that Sy and Sy are the images of the maps

E10> Vi, x, 6D = (Va1 x, 60, 8,02, x, §1)),
. ~rh
&2 Via (1, x, &) = (w(%t,x, &), ad (ot sz)),

respectively. By the nondegeneracy condition above, Sy and Sy, are smooth embedded hypersurfaces in
T(T’X)Rd“. We need to show that if vy (&) is the normal to Sy at V; (¢ (¢, x, §1) and v(§>) is the normal
to Sy at V; ¥ (¢, x, &), then there is a § > 0 (uniform in &; and &) such that

(v, »)| < 1-346. (3-15)

By continuity, we only need to verify (3-15) at t =0 for all x, &, &. This will imply that the same holds
for all ¢t € [—a, «] if a is small enough. We now fix (0, xg) € R4+ and consider the surfaces Sy and
Sp in Tjy . R*!. From the eikonal equation (3-6), ¢(0, x, &) = x.& and 9,¢(0, x, &) = g (x)&:&;. A
straightforward computation gives

(28", 28%E;,...,28%E;, —1)

é) =
: JIHAER,
and _ . _
_ Q(h/m)glE;, 2(h/m)g*E;, ... 2(h/m)g¥E;, —1)
(&) = . ,
VI+4|(h/mE
where we recall our notation that |£]4() = /g(x)"&&;. As a result,
1 h
(1(1), v2(52)) = +0(—).
) = e T A e ()

Since |&1] 2 1 and |&] < 1,” we get that (3-15) holds true if &/m is small enough.

The proof of (1-12) follows by splitting the time interval [0, T'] into pieces of length N~ ! That of
(1-14) follows by setting T =1 in (1-14) when N; > 1 and by using the Lf"L% estimates and Sobolev’s
inequality if Ny < 1. 0

Remark. If P(D) is a differential operator on M of degree n, then P(D)e!"“u has the expression

P(D)e™Pug(x) = ™" Tuo(t, x) + Rjuo(t, x),

TWithout loss of generality, we can assume that ||gij -8 < fraclC for some large enough C on the coordinate patch
considered. This is enough to have | |g(x) ~ |€].
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where YN’,: and R} are operators of the same form as T}, and Rj. In particular, 7, has an expression as
in (3-12) (just with different ) and R), obeys similar estimates to (3-14) (by choosing # small enough).

imtA

Similar expressions for e vo allow us, using the exact same analysis performed above, to get:

Corollary 3.2. Suppose the ug, vo € L>(M) are spectrally localized around Ny, N, € 27 respectively as
in Corollary 1.3. Let P(D) and Q(D) be differential operators on M of orders n and m respectively:
1P (D)e""SupQ(D)e ol 20,71y < NY NS AT, Ni, No)lluoll 2 any Vol 2 (3-16)

where A(T, N1, Ny) is given in (1-13).

This variant will be useful in some applications of the bilinear Strichartz estimates proved here (see
[Hani 2012] for example).

4. Further results and remarks

Bilinear inhomogeneous estimates. Here we will present some inhomogeneous versions of the bilinear
estimates proved in the previous section. We will assume that u(¢) and v(¢) solve the inhomogeneous
Schrodinger equation with forcing terms F' and G respectively. More precisely,

ioju+Au==F, 4-1)
idv+Av=0G. 4-2)

F and G can be assumed to be a priori in C*.% The question now is to determine estimates for [|uv|| L2,
in terms of the initial data u(0) = ug, v(0) = vg and the forcing terms F and G.

We will prove two types of inhomogeneous estimates: one corresponding to spectrally localized
functions generalizing (1-11) and another is a time 7" = 1 estimate generalizing (1-14).
Theorem 4.1. Suppose u(t) and v(t) solve the inhomogeneous Schrodinger equations (4-1) and (4-2)
with initial data u(0) = ug and v(0) = vg respectively. Also suppose that (q,r) and (q,7) are two
Schrodinger admissible exponents.

Q) Ifu®) =9p(W—A/Npu(t) and v(t) = p(/—A/Ny)v(t) for all t, then
Nz(dfl) /2

”uv”Ltz,x([O,l/N]JxM) S W(”L‘OHLZ(M) + ”F”Ltq’L;/)(”vO“LZ(M) + ||G||L;7'L§/), (4-3)
1

where for any p € [1, oo], p’ denotes its conjugate exponent 1/p+1/p’ = 1.

(i1) In general, for any § > 0 we have

luvllzz, o, 11xm)
< (ol s ny + IVT=BYVF g ) (vl s + IV T= M) 2G40 ). (4-4)

For the proof, we will need the Christ—Kiselev lemma [2001], which we state following [Smith and Sogge
2000]:

8This assumption can be removed a posteriori using standard density arguments.
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Lemma 4.2. Let X and Y be Banach spaces and K (t, x) a continuous function taking values in B(X,Y),
the space of bounded linear mappings from X to Y. Suppose that —oo < a < b < 0o and let

b
Tf() = / K(t,5)f(s) ds.
a
Suppose that
I T fllLaqap1:v) < CIfllLea,b;x)s

and define the lower triangular operator

t
W) = / K(1.5)f(s)ds.
a
Then,if 1 < p <gq <00,
IWEllaqanryy S CIFILrab):x)-

Proof of Theorem 4.1. We start by proving the spectrally localized version in (4-3). The integral equations
satisfied by u(¢) and v(¢) are given by Duhamel’s formula:

t t
u(t) =e"ug—i / I F(s)ds and v(t) = e€Pvg—i f e IAG(s) ds.
0 0
As a result,

t
u(Hv(r) = " uge’ vy — ie"Auof e IAG(s) ds
0

t t t
—ie'" vy / eUIAE(s)ds — / e IAE(s)ds / S UIAG(r) dr.  (4-5)
0 0 0

Recall that ug, u(t), F(t) are all spectrally localized at dyadic scale N and vg, v(¢), G(¢) localized at
scale N,. The estimate for the first term on the right in (4-5) is the bilinear Strichartz estimate proved in
the previous section. We turn to the second term. Applying the Christ-Kiselev lemma (with ¥ = L Lfc/,
X = L2 ([0, 1/N1]1 x M), and C ~ N3*~"2 /N |lug|l 124 it is enough to show
d-1/2
N,

1/N;
itA i(t—s)A ,
e MO/(; e G(s)ds S N1/2 ”uO”LZ(M)”G”L;] L
1

L?,([0,1/Ni1x M)

But this follows from the bilinear estimate (1-11) and
Ny /_
/ e_”Aga(—A>G(s) ds
0 N;

which is the dual estimate to (1-9).

SIGI

=/
Ly
L)Z((M) t Hx
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The third term on the right in (4-5) is estimated similarly. For the fourth term, we first apply the
Christ—Kiselev lemma to reduce the estimate to

/Ny r
‘f el(l—S)AF(s)ds/ el([—r)AG(r)dr
0 0 L2,.(10,1/Ni1x M)

. 1/N1 . t .
e’m</ e”AF(s)ds)/ e CIAG(r) dr
0 0
@2y N
<N T f e SAF(s)ds
0

~ TN,
where in the first inequality we apply the same analysis as that used to estimate the second and third
term on the right in (4-5) (or apply Christ—Kiselev lemma again) while in the second we use the dual
homogeneous Strichartz estimate. This finishes the proof of (4-3).

We now turn to the time 1 estimate (4-4). We start by mentioning that the first term on the right in
(4-5) satisfies the needed estimate

2
LI,X

1Gll, g0 SIFl

L2(M) !

Gl

5l
q9 7
Li Ly

itAitA
lle' Suoe" “voll 2o, 11xmy S Ntoll s lvoll grrr2-s.
This follows directly by splitting into Littlewood—Paley pieces u = Y uy, and v = ) vy, and

. . Ni>1 Ny >1
estimating by (dyadic) (dyadic)

TINTIN
lle" Fuoe™ “voll 120,17 m)

it A it A itA itA
< Y Nl tunePon e + Y e un e oyl

Ni<N, Ni>N;
d-1/2 (d-1)/2
0 N Ty ellvws iz + Y Ny e s I
NN, Ny <Ny
N(d 1)/2-8 N3
S Z s e e lows lpra-ves + N s Nl oo
N, Na<N; 1

Sl gsllvll ga-ne-s,

where we have used Schur’s test to sum in the last step. The rest of the proof of (4-4) follows as that of
(4-3) above except that here we use the estimate dual to (1-8) given by

1
‘f e IBE(s)ds
0

Bilinear estimates of mixed type. Here we present an instance of a mixed-type bilinear estimate of
Schrodinger-wave type that can be proved using Theorem 1.1. Constant coefficient versions of such
estimates are often useful when studying coupled Schrédinger-wave systems such as the Zakharov system
(see [Bejenaru et al. 2009] for instance). Theorem 4.3 below serves as an example of a variable coefficient

SIVT=M)YF)

L2(M)

O

LY L7 ([0.11x M)’
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Schroédinger-wave bilinear estimates and has potential applications in studying Zakharov systems (or
other Schrodinger-wave systems) on manifolds.

Theorem 4.3. Suppose ug, vy € L>(M?) are spectrally localized at dyadic scales Ny and N> as above
with 1 < N;. Then the estimate

min(N;, Np)@—D/2
vollz2 (1731, 1/N %) Sm V172 luoll L2can V1 22(ary (4-6)
1

||eitAMOeiit|V|

holds. Of course, an estimate over the time interval [0, 7'] follows as well by splitting into pieces of
length 1/Nj.

Proof. We present the proof in the case of the forward half wave operator, the proof for the backwards
operator being similar. As before, we use the parametrix for e//!Vlvg which is given, up to a smoothing
remainder R,,vg, by the oscillatory integral

Wy MY (.8 4 (g ~A<§)d
V0= /Rde a(t, x, &)vo( > ) dé2,

where v is a nondegenerate phase function (in particular det((82/9& dx)¥) # 0) and homogeneous in
& of degree 1 and vy is a microlocalization of vy as explained in Section 3 (cf. [Hormander 1994b,
Chapter XXIX]). As before, we used the convention that 4 = 1/N| and m = 1/N,. As a result, we have

€A ugeiV!

12 giht o119

uoe™ " voll 2 (1—a/myayminany = 17Nl VollL2  (—carx

Ignoring the smooth remainder terms R;, and R,, (as they are inconsequential as in Section 3) we get that
(4-6) follows from the estimate

~ < 1 . - -
||ThM0([, x)S,Yleo(ht, x)”L,zvX([—Ol,Ol]XRd) S W mln(m’ h)d/2 max(m, h)1/2||l/t()||L2([Rd) ”UO”LZ(Rd)
= C max(m, h)~ "V )iig 2wy B0l 12 ey

This inequality follows by applying Equation (1-5) with the nondegenerate phase functions ¢ (¢, x, &) =
¢~)(t, x, &) and ¥ (t, x, &) = &(ht, x, &). The transversality condition is directly verified as follows. The
normal vectors to the two surfaces

Sp &1 > Vit x,£1) = (Ve(1, x, &), 0,1, x, &),
Sy &> Vi W (t, x, &) = (Vo (ht, x, &), hdyr (ht, x, &))
can be written as v; = (1, 71) and vy, = (12, 72) with 51,17, € R" and 11, 75 € R. The fact that
(vy, (82/85 d(x, t))¥) = 0 implies that (n,, (82/3§8x)1/~f(ht, x,&)) + hrgatagl/}(ht, x, &) = 0, which
implies that
82
0E0x

-1
= —hT2<3z351l~f, [ l}} >: O(h).

This gives that
(vi, ) < It + 0(h) < [l + 0 ).
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As a result, the transversality condition (1-6) holds if 4 <« 1 (i.e., Ny >> 1) and |t;| < 1, which is the case

since 11 = —1/v1 —|—4|§|§,(x) and |&1] 2 1 (see end of the proof of Theorem 1.2). O

Applications in PDE. The bilinear estimate (1-14) directly implies local well-posedness for 2-dimensional
cubic NLS

idu+ Au= |ul’u,

5 4-7)
u(t =0)=uge€ H (M")

in X5t c C, H; spaces for all s > 1/2 and some b > % It should be noted that local well-posedness of
4-7)in C,H* for s > % has already been proven in [Burq et al. 2004] using linear Strichartz estimates.
Here X*? is the closure of C5° (R x M) in the norm

172
lull o = ( /R Z<r+v>2”<v>f||zm<r>||iz(mdr) ,

where the sum runs over the distinct eigenvalues of the Laplacian and m, is the projection onto the
eigenspace corresponding to the eigenvalue v. It is worth remarking that (1-11) translates into the
following estimate for functions u, v € C3°(R x M) satisfying u(t) = 1[N1’2N1)(M)M(f) and v(t) =
L, 28, (W= D) v(2):

vl 2@ pry S min(Na, NDY2|ullxos o]l o (4-8)

for any b > % (cf. [Burq et al. 2005a; Hani 2012]). Using this and a standard dyadic decomposition one
can prove the crucial cubic estimate that yields local well-posedness via Picard iteration (see [Burq et al.
2005a] for example).

One interesting application of Theorem 1.2 is that of proving global well-posedness of (4-7) for s < 1.
As mentioned in the introduction, the bilinear Strichartz estimate (1-12) on the time interval [0, T']
translates into a bilinear Strichartz estimate on the rescaled manifold AM over the time interval [0, 1].
Here AM can either be viewed as the Riemmannian manifold (M, (1/A?)g) or by embedding M into
some ambient space R" and then applying a dilation by A to get AM. The relevant result was cited in the
introduction in Corollary 1.3: if ug, vg € L*>(AM) are spectrally localized around N; and N, respectively,
with N, < N;. Then

1A, itA -2
e uoe > voll 12 j0.11x000) S AT ANT, AN [luoll 2600 Vol L2 goany

. (N2/ NDY uoll 20 Ivoll 2gar) if A > Ny,
T N2/ ol gy lvoll 2o A S N

This estimate turns out to be crucial in [Hani 2012] where it is proved that (4-7) is globally well-posed
for all s > % This generalizes, without any loss in regularity, a similar result from [Bourgain 2004] (see
also [De Silva et al. 2007]), where global well-posedness for s > % is proved for the torus T2. Global
well-posedness for s > 1 follows using conservation of energy and standard arguments. To go below the
energy regularity s = 1, the I-method of Colliander, Keel, Staffilani, Takaoka, and Tao should be used



362 ZAHER HANI

and most of the analysis is done on AM rather than M. As a result, the factor of 1/1!/? on the right side
of (1-16) in the range . < N; becomes crucial to get the full regularity range of s > % (see [Hani 2012]).
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THE CAUCHY PROBLEM FOR THE BENJAMIN-ONO EQUATION IN L?
REVISITED

Luc MOLINET AND DIDIER PILOD

Ionescu and Kenig proved that the Cauchy problem associated with the Benjamin—Ono equation is globally
well posed in L2(R). In this paper we give a simpler proof of Ionescu and Kenig’s result, which moreover
provides stronger uniqueness results. In particular, we prove unconditional well-posedness in H*(R) for
s > %. Note that our approach also permits us t? simplify the proof of the global well-posedness in L>(T)
and yields unconditional well-posedness in H2 (T).

1. Introduction

The Benjamin—Ono equation is one of the fundamental equations describing the evolution of weakly
nonlinear internal long waves. It has been derived by Benjamin [1967] as an approximate model for
long-crested unidirectional waves at the interface of a two-layer system of incompressible inviscid fluids,
one being infinitely deep. In nondimensional variables, the initial value problem (IVP) associated with
the Benjamin—Ono equation (BO) is

u(x, 0) = uo(x), (1-1)

where x e Ror T, r € R, u is a real-valued function, and % is the Hilbert transform, defined on the line by

{Btu—i-%a)%u =u d.u,

£ (x) =p.V.% R){(Ty)))dy. (1-2)

The Benjamin—Ono equation is, at least formally, completely integrable [Fokas and Ablowitz 1983] and
thus possesses an infinite number of conservation laws. For example, the momentum and the energy,
respectively given by

1
M(u):fuzdx and E(u):%/‘D}u‘zdx+é/u3dx, (1-3)

are conserved by the flow of (1-1).

The IVP associated with the Benjamin—Ono equation presents interesting mathematical difficulties and
has been extensively studied in recent years. In the continuous case, well-posedness in H*(R) for s > %
was proved by I6rio [1986] by using purely hyperbolic energy methods (see also [Abdelouhab et al. 1989]
for global well-posedness in the same range of s). Then Ponce [1991] derived a local smoothing effect

associated with the dispersive part of the equation, which, combined with compactness methods, enables

MSC2010: primary 35A07, 35Q53; secondary 76B55.
Keywords: Benjamin—Ono equation, initial value problem, gauge transformation.
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us to reach s = % This technique was refined by Koch and Tzvetkov [2003] and Kenig and Koenig
[2003], who reached s > 45'1 and s > %, respectively. On the other hand, Molinet, Saut, and Tzvetkov
[Molinet et al. 2001] proved that the flow map associated with BO, when it exists, fails to be C? in any
Sobolev space H®(R), s € R. This result is based on the fact that the dispersive smoothing effects of the
linear part of BO are not strong enough to control the low-high frequency interactions appearing in the
nonlinearity of (1-1). It was improved by Koch and Tzvetkov [2005], who showed that the flow map fails
even to be uniformly continuous in H*(R) for s > 0 (see [Biagioni and Linares 2001] for the same result
in the case s < —%). As the consequence of those results, one cannot solve the Cauchy problem for the
Benjamin—Ono equation by a Picard iterative method implemented on the integral equation associated
with (1-1) for initial data in the Sobolev space H*(R), s € R. In particular, the methods introduced by
Bourgain [1993b] and Kenig, Ponce, and Vega [Kenig et al. 1993; 1996] for the Korteweg—de Vries
equation do not apply directly to the Benjamin—Ono equation.

Therefore, the problem of obtaining well-posedness in less regular Sobolev spaces turns out to be
far from trivial. Due to the conservations laws (1-3), L*(R) and H %(R) are two natural spaces where
well-posedness is expected. In this direction, a decisive breakthrough was achieved by Tao [2004]. By
combining a complex variant of the Cole—Hopf transform (which linearizes the Burgers equation) with
Strichartz estimates, he proved well-posedness in H'(R). More precisely, to obtain estimates at the
H!-level, he introduced the new unknown

w =3, Pypi(e2F), (1-4)

where F is some spatial primitive of # and P, j; denotes the projection on high positive frequencies. Then
w satisfies an equation of the form

dw—i 32w = —, Pypi (37 'wP_ d,u) + negligible terms. (1-5)

Observe that, thanks to the frequency projections, the nonlinear term appearing in the right-hand side of
(1-5) does not exhibit any low-high frequency interaction terms. Finally, to invert this gauge transformation,
one gets an equation of the form

u="2ie:Fw + negligible terms. (1-6)

Very recently, Burq and Planchon [2008] and Ionescu and Kenig [2007] were able to use Tao’s ideas
in the context of Bourgain’s spaces to prove well-posedness for the Benjamin—Ono equation in H*(R) for
s > }l and s > 0, respectively. The main difficulty arising here is that Bourgain’s spaces do not enjoy
an algebra property so that one is losing regularity when estimating u in terms of w via Equation (1-6).
Burq and Planchon first paralinearized the equation and then used a localized version of the gauge
transformation on the worst nonlinear term. On the other hand, Ionescu and Kenig decomposed the
solution in two parts: the first one is the smooth solution of BO evolving from the low-frequency part of
the initial data while the second one solves a dispersive system renormalized by a gauge transformation
involving the first part. The authors were then able to solve the system via a fixed-point argument in a
dyadic version of Bourgain’s spaces (already used in the context of wave maps [Tataru 1998]) with a
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special structure in low frequencies. We observe that their result only ensures the uniqueness in the class
of limits of smooth solutions while Burq and Planchon obtained a stronger uniqueness result. Indeed,
by applying their approach to the equation satisfied by the difference of two solutions, they succeed in
proving that the flow map associated with BO is Lipschitz in a weaker topology when the initial data
belongs to H*(R), s > %.

In the periodic setting, Molinet [2007; 2008] proved well-posedness in H*(T) for s > % and s > 0,
successively. (This last result is proven to be sharp in [Molinet 2009].) Once again, these works combined
Tao’s gauge transformation with estimates in Bourgain’s spaces. It should be pointed out that in the periodic
case, one can assume that # has mean value zero to define a primitive. Then it is easy to check by the mean-
value theorem that the gauge transformation in (1-4) is Lipschitz from L? into L>°. This property, which
is not true on the real line, is crucial to prove the uniqueness and the Lipschitz property of the flow map.

The aim of this paper is to give a simpler proof of Ionescu and Kenig’s result, which also provides
a stronger uniqueness result for the solutions at the L? level. It is worth noticing that to reach L? in
[Ionescu and Kenig 2007] and [Molinet 2008], the authors replaced u in (1-4) by the formula given in
(1-6). The benefit of this substitution is that then u no longer appears in (1-4). On the other hand, it
introduces new technical difficulties in handling the multiplication by e¥f/2 in Bourgain spaces. Here
we are able to avoid this substitution, which will simplify the proof. Our main result is the following:

Theorem 1.1. Let s > 0 be given.
Existence: For all ug € H*(R) and all T > 0, there exists a solution

ueC(0,T1; H*®)Nnxi " nriws (1-7)

of (1-1) such that .
w = dy Ppi(e”2F) e v3, (1-8)

where Fu] is some primitive of u defined in (3-2).

Uniqueness: This solution is unique in the following classes:'

(@) e L%(10, T[; LAR)) N L*(10, T x R) and w € X2,
(i) u € LOO(]O, T, HS([F\R)) N L‘} W;A whenever s > 0,
(iii) u € L>(10, T[; H*(R)) whenever s > 1.
Moreover, u € Cyp(R; L*(R)), and the flow-map data solution uy — u is continuous from H* (R) into
C(0, T]; H*(R)).
Note that H*(R) above denotes the space of all real-valued functions with the usual norm, and X ST’b
and Y3 are Bourgain spaces defined in Section 2B while the primitive F[u] of u is defined in Section 3A.

Remark 1.2. Since the function spaces in the uniqueness class (i) are reflexive and since 0y Pyp; (e~ 5F Lunly
converges to dy PH”-(e*IEF[“]) in L°(—T, T[; L*(R)) when u,, converges to u in L*°(|—T, T[; L*(R)),
our result clearly implies the uniqueness in the class of L*°(]—T, T[; L?(R))-limits of smooth solutions.

INote that according to the equation, the time derivative of a solution in these classes belongs to L (—T, T; H _2), and thus
such a solution has to belong to C(—T, T; H72).
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Remark 1.3. For s > 0 we get a uniqueness class without any conditions on w (see [Burq and Planchon
2008] for the case s > 4—11).

Remark 1.4. According to (iii) we get unconditional well-posedness in H*(R) for s > A%. Such a result was
first proven, in a much less direct way, in [Burq and Planchon 2006] for s > % It implies in particular the
uniqueness of the (energy) weak solutions that belong to L>*°(R; H 3 (R)). These solutions are constructed
by regularizing the equation and passing to the limit as the regularizing coefficient goes to O (taking into
account some energy estimate for the regularizing equation related to the energy conservation of (1-1)).

Our proof also combines Tao’s ideas with the use of Bourgain’s spaces. Actually, it closely follows the
strategy introduced by the first author in [Molinet 2007]. The main new ingredient is a bilinear estimate
for the nonlinear term appearing in (1-5), which allows us to recover one derivative at the L? level. It
is interesting to note that, at the H*® level with s > 0, this estimate follows from the Cauchy—Schwarz
method introduced by Kenig, Ponce, and Vega [Kenig et al. 1996] (see the Appendix for the use of
this method in some region of integration). To reach L?, one of the main difficulties is that we cannot
substitute the Fourier transform of u by its modulus in the bilinear estimate since we are not able to
prove that %~!(|]) belongs to Li’, but only that # belongs to Li’ ;- To overcome this difficulty we use
a Littlewood—Paley decomposition of the functions and carefully divide the domain of integration into
suitable disjoint subdomains.

To obtain our uniqueness result, following the same method as in the periodic setting, we derive a
Lipschitz bound for the gauge transformation from some affine subspaces of L*(R) into L>(R). Recall
that this is clearly not possible for general initial data since it would imply the uniform continuity of the
flow map. The main idea is to notice that such a Lipschitz bound holds for solutions emanating from
initial data having the same low frequency part, and this is sufficient for our purpose.

Let us point out some applications. First our uniqueness result allows us to simplify the proof of the
continuity of the flow map associated with the Benjamin—Ono equation for the weak topology of L2(R).
This result was recently proved by Cui and Kenig [2010].

It is also interesting to observe that the method of proof used here still works in the periodic setting,
and thus, we reobtain the well-posedness result [Molinet 2008] in a simpler way. Moreover, as in the
continuous case, we prove new uniqueness results (see Theorem 7.1). In particular, we get unconditional
well-posedness in H*(T) as soon as s > %

Finally, we believe that this technique may be useful for other nonlinear dispersive equations presenting
the same kind of difficulties as the Benjamin—Ono equation. For example, consider the higher-order
Benjamin—Ono equation

v —bH v +addv=cvdv—dd ¥+ K@), (1-9)

where x, t € R, v is a real-valued function, a € R, and b, ¢, and d are positive constants. The equation
above corresponds to a second-order approximation model of the same phenomena described by the
Benjamin—Ono equation. It was derived by Craig, Guyenne, and Kalisch [2005] using a Hamiltonian
perturbation theory and possesses an energy at the H' level. As for the Benjamin—Ono equation, the flow
map associated with (1-9) fails to be smooth in any Sobolev space H®(R), s € R [Pilod 2008]. Recently,
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the Cauchy problem associated with (1-9) was proved to be well posed in H 2(R) [Linares et al. 2011]. In
a forthcoming paper, the authors will show that it is actually well posed in the energy space H!(R).

This paper is organized as follows: in the next section, we introduce the notations, define the function
spaces, and recall some classical linear estimates. Section 3 is devoted to the key nonlinear estimates,
which are used in Section 4 to prove the main part of Theorem 1.1 while the assertions (ii) and (iii) are
proved in Section 5. In Section 6, we give a simple proof of the continuity of the flow map for the weak
L?(R) topology whereas Section 7 is devoted to some comments and new results in the periodic case.
Finally, in the Appendix we prove the bilinear estimate used in Section 5.

2. Notation, function spaces, and preliminary estimates

2A. Notation. For any positive numbers a and b, the notation a < b means that there exists a positive
constant ¢ such that a < cb. We also write a ~ b when a < b and b < a. Moreover, if « € R, oy and o
will denote a number slightly greater and lesser than o, respectively.

For u = u(x, t) € $(R?), Fu = u will denote its space-time Fourier transform whereas F,u = (u)"*
and F,u = (u)" will denote its Fourier transform in space and time, respectively. For s € R, we define
the Bessel and Riesz potentials of order —s, J; and Dy, by

Pu=F 0+ Fu and Dlu=F (€ Fu).
Throughout the paper, we fix a cutoff function 7 such that
neCy®), 0<n<I1, mn_, =1 supp(n) C[-2,2].
We define
$€):=n(E) —n2E) and ¢y (&) :=¢Q27'4).

Summations over capitalized variables such as N are presumed to be dyadic with N > 1; i.e., these
variables range over numbers of the form 2", n € Z,.. Then we have

D on(E) =1-nQE)VE#0 and supp(¢n) C {3N <[&] <2N}.
N

Let us define the Littlewood—Paley multipliers by
Pyu=%"(¢xFu) and Poy:= Y  Pg.
K>N
We also define the operators Py;, Py, Pi,, and Pro by

Ppi = Z Py, Pgr= Z Py, Po=1—Py, and Pro=1— Py.
N>2 N=>8

Let P, and P_ denote the projections on the positive and the negative Fourier frequencies, respectively.
Then
Pru=F." (xg, Fru),
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and we also define Pyy; = P+ Py, P+y; = P+ Py, Pyjo = P+ Py, and P1;9 = P+ P;o. Observe that Py;,
Pyj, Pi,, and Prp are bounded operators on L?(R) for 1 < p < oo while Py is only bounded on L?(R)
for 1 < p < 0o. We also note that

H=—iPr+iP_.

Finally, we denote by U (-) the free group associated with the linearized Benjamin—Ono equation,
which is to say,

F UM F)E) = "EEF, £(&).

2B. Function spaces. For 1 < p < oo, L?(R) is the usual Lebesgue space with the norm || - ||z», and
for s € R, the real-valued Sobolev spaces H*(R) and W*7(R) denote the spaces of all real-valued
functions with the usual norms

I las =0 ull2 and [ fllwse = 107 fllze.

For 1 < p < oo, we define the space L? as

1

2

1z = 1P flle + (Z ||PNf||%p) :
N

Observe that when p > 2, the Littlewood-Paley theorem on the square function and Minkowski’s inequality
imply that the injection L? < LP is continuous. Moreover, if u = u(x, t) is a real-valued function
defined for x € R and ¢ in the time interval [0, T'] with 7 > 0, B is one of the spaces defined above,
and 1 < p < oo, we will define the mixed space-time spaces L‘T’Bx and L? B, by the norms

T ) » b\
||u||L¢BX=</ ||u<-,r>||3dr) and ||u||L,pBX=</ ||u(-,r>||3dr),
0 R
respectively.

For s, b € R, we introduce the Bourgain spaces X*** and Z*? related to the Benjamin—Ono equation
as the completion of the Schwartz space ¥(R?) under the norms

lull e = ( /R (T IEIE7 (€, 1) dg dr)i, (2-1)
s\
il oo = ( /R ( /R <r+|s|s>”<s>5|ﬁ<s,r)|dr) ds) , 2-2)
300 = | Poit| 700 + (Z ||PNu||ZZS,b)2, (2-3)
N
lullys = el + el 0, (2-4)

where (x) := 1+ |x|. We will also use the localized (in time) version of these spaces. Let T > 0 be a
positive time and || - || = || - | xs.65 || - |55, OF || - [lys. If u : R x [0, T] — C, then

lullg, :=inf{ |[il|p | & : Rx R — C, ét|gxjo,r; =u}.
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We recall that
Y3 < 75" < C((0, T1; H* (R)).

2C. Linear estimates. In this subsection, we recall some linear estimates in Bourgain’s spaces that will
be needed later. The first ones are well known (see [Ginibre et al. 1997], for example).

Lemma 2.1 (homogeneous linear estimate). Let s € R. Then

In@ U@ fllys SN fllas- (2-5)

Lemma 2.2 (nonhomogeneous linear estimate). Let s € R. Then, for any 0 < < %,

X572

H n(t) /0 Ut —1t)g(t")dt

Sgl s (2-6)

and

“n(t)/o U@—1t)g@)dr

Slghoo 1 +lglz. (2-7)
Ys X2

Proof. Lemmas 2.1 and 2.2 follow directly from the classical linear estimates for X** and Z*** together

with the fact that
1

2
lull o ~ || Prot | o + (Z ||PNu||§S,b> . 0
N

Lemma 2.3. Forany T > 0, s € R and for all —% <b <b< %,
b—b'
ol s ST lullyss- (2-8)
The following Bourgain—Strichartz estimates will also be useful:

Lemma 2.4. It holds that

lull s S Naellzs, < el g (2-9)

XU
and for any T >0and% <b< %,

_3
lull s, S TS Nl oo (2-10)
Proof. Estimate (2-9) follows directly by applying the estimate

el s, S Nl o

proved in the appendix of [Molinet 2007], to each dyadic block on the left-hand side of (2-9).
To prove (2-10), we choose an extension i € X 0.5 of u such that ||i|| x0b =< 2|lu|| yo». Therefore, it
T
follows from (2-8) and (2-9) that

3
< i < < b3
IIMIILiT < IIMIIL;*__, S llall ST IIMIIng. O

3
x5
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2D. Fractional Leibniz rules. First we state the classical fractional Leibniz rule estimate derived by
Kenig, Ponce, and Vega (see Theorems A.8 and A.12 in [Kenig et al. 1993]).

Proposition 2.5. Let 0 < o < 1, p, p1, p2 € (1, +00) with % + % = %, and ay, oy € [0, o] with
o =oy+ oy Then

IDS(f8) — fDYg —gDs fllr SIDS' gllLm 1D fllLre. (2-11)
Moreover, for ay =0, the value p; = +00 is allowed.

The next estimate is a frequency-localized version of estimate (2-11) in the same spirit as Lemma 3.2
in [Tao 2004]. It allows sharing most of the fractional derivative in the first term on the right-hand side
of (2-12).

Lemma 2.6. Let o > 0and 1 < g < o0o. Then
DS Py (f P-0xg)llLa SIDS' fllLar 1D gl e (2-12)

withl<q,~<oo,qil+qlz:$,anda1Za,a220,anda1+a2:1+a.

Proof. See Lemma 3.2 in [Molinet 2007]. O

L .
+3F where F is a

Finally, we derive an estimate to handle the multiplication by a term of the form e
real-valued function, in fractional Sobolev spaces.
Lemma 2.7. Let2 <g <ooand <a < é. Consider F| and F,, two real-valued functions such that
u;j = 0, F; belongs to L*(R) for j = 1,2. Then

|7 (5 )| 0 S (4 llunll ) 1 gl o (2-13)
and
|72 (@27 —eF2)g) ||, < (luy —uall 2 + €35 — 222 | 1 (1 4 ey 1)) 1788l a. (2-14)

Proof. In the case o = 0, we deduce from Holder’s inequality that

+iF

le=: g, < lgllLe (2-15)
since F1 is real-valued. Therefore, we assume that 0 < o < é, and it is enough to bound || D¢ (ei%F ')l La.
First we observe that

| D% (27 8) | 10 = | DE(Ploe™2 1 8) |, + [ DE (Prie* 71 8) | - (2-16)

Estimate (2-11) and Bernstein’s inequality imply that
| D% (Pioe™2"18) | 0 S | Proe™2 ||, 1D gl Lo + | DE Pioe™2 1|, lIgllie S 128 NLa.  (2-17)
On the other hand, by using estimate (2-11) again, we get that

| D% (Puie* 1) | 1y < | Puie™ s o 1DY gl o + gl [ DY Pie*2 1]

with qi. = é —o and qiz =«, SO qu + qiz = 5 Then it follows from the real-valuedness of F7, the equality
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dx F1 = uy, and the Sobolev embedding that
+iF aty +iF
|DS (Prie™2"18) |, SIDEglLe + 1J2glILa | Dy 2 Prie™2""|

STl (14 ]| ace™271 )
SIS glla (L4 fuillz2). (2-18)

The proof of estimate (2-13) is concluded gathering (2-15)—(2-18).
Estimate (2-14) can be obtained exactly in the same way, using that

|9x (5571 — 32| S lur —uall o + 2T — =572 flun 2 (2-19)

This completes the proof. g

3. A priori estimates in H*(R) for s > 0

In this section we will derive a priori estimates on a solution u to (1-1) at the H*-level for s > 0. First,
following Tao [2004], we perform a nonlinear transformation on the equation to weaken the high-low
frequency interaction in the nonlinearity. Furthermore, since we want to reach L2, we will need to use
Bourgain spaces. This requires a new bilinear estimate, which we derive in Section 3B.

3A. The gauge transformation. Let u be a solution to the equation in (1-1). First we construct a spatial
primitive F' = F[u] of u (i.e., d, F = u) that satisfies the equation

W F =—HF+ 30, F)>°. (3-1)

Note that these two properties defined F up to a constant. In order to construct F for u with low regularity,
we use the construction of Burq and Planchon [2008]. Consider ¥ € C§°(R) such that fR Y(y)dy=1
and define

F(x,t)z/tﬁ(y)(f u(z, t)dz) dy+G(1) (3-2)
R y

as a mean of antiderivatives of u. Obviously, d, F = u and
0 F(x,1)= / 1//()))(/ du(z, t)dz) dy+G'(1)
R y
= / v (y) (/ (=% 2u(z, 1) + % 3.(u(z, 1)?) dz) dy + G'(1)
R y

— _9auCe. 1)+ hue, P+ /R (99 () u(y. 1) — ¥ hu(y. ) dy + G (1),

Therefore, we choose G as

t
Gty = fo /R (=99 () u (. 5) + ¥ ) Lu(y, $)7) dy ds
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to ensure that (3-1) is satisfied. Observe that this construction makes sense for u € LIZOC(RQ). Next, we

introduce the new unknown
W=Pyi(e ") and w=08,W=—LiP(e 2 u). (3-3)
Then it follows from (3-1) and the identity # = —i (P;. — P-) that
WW +H2W =0, W —i 0°W = —LiPry (e 27 (3, F —i 0°F — 13, F)?)
= —Pipi(WP-0yu) — P+hi(P1()€_%FP— dxt)

since the term — P.p; (P,hie_%F P_ 0,u) cancels due to the frequency localization. Thus, it follows from
differentiating that

Biw — i 92w = =3, Py (W P_ du) — 3, Pypi (Proe™ 2" P dut). (3-4)
On the other hand, one can write u as
u=F,= e%Fe_%FFx = 2ie%F8x(e_%F) = 2ie%Fw —e%FPlo(e_%Fu) —e%FP_h,-(e_%Fu) (3-5)
so that it follows from the frequency localization
Pypu=2i P+HI(6%FU)) - P+HI(P+hie%FP10(e_%F”)) +2i P—i—HI(P—&-HIe%F Ox P—hie_%F)- (3-6)

Remark 3.1. Note that the use of P, y; allows us to replace erF by P+h,-e%F in the second term on the
right-hand side of (3-6). This fact will be useful to obtain at least a quadratic term in ||u|| Lr2 on the
right-hand side of estimate (3-8) in Proposition 3.2.

Then we have the following a priori estimates for u# in terms of w:

Proposition 3.2. Let0<s<1,0<T <1,0<0 <1, and u be a solution to (1-1) in the time interval [0, T .
Then

ol oo S el gemg + el g 193l (3-7)
Moreover, if 0 <s < ‘l‘, we have
I ullpe s S luollz2 + (1+ IIMIIL;OL;)(IIWIIY;' + Ilulli;oLi) (3-8)
for (p,q) = (00,2) or (4,4).
Remark 3.3. One can rewrite (3-8) in a convenient form for s > %; see [Molinet 2007].

Proof. We begin with the proof of estimate (3-7) and construct a suitable extension in time & of u. First
we consider v(t) = U(—t) u(t) on the time interval [0, T] and extend v on [—2, 2] by setting d,v = 0
on [—2,2]\ [0, T]. Then it is pretty clear that

10le =100l and (0l e S I0ligm
for all r € R. Now we define ii(x, t) = n(¢) U(t) v(¢). Obviously,

liil1s SN0l 2 e+ 1002 et S 1002 gt + 10 g (3-9)
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and

2l x50 < Illz, , b Slvlleens = lullLen;- (3-10)
Interpolating between (3-9) and (3-10) and using the identity
dv=HU(—t)u+U(—t) du = U(—1)[9€8u + d,ul,

we then deduce that
litll oo S 19 + 9 2ull 2 gemr + el e (3-11)

for all 0 < 8 < 1. Therefore, the fact that u is a solution to (1-1) and the fractional Leibniz rule [Kenig
et al. 1993] yield

liilleeo S Nall oy + el o, W3l s

which concludes the proof of (3-7) since u extends u outside of [0, T].
Next, we turn to the proof of (3-8). Let0 <7 <1,0<s < le’ (p,q) =(c0,2) or (4,4), and u be a
smooth solution to the equation in (1-1). Since u is real-valued, it that holds P_u = Pu so that

Iullpers S N Prowlipr po + 1Dy Pygpull e s (3-12)
To estimate the second term on the right-hand side of (3-12), we use (3-6) to deduce that
1D} P pyuall 2 s S | D3 Prar (e w) HLI;L;’. + HchP+H1(P+hiel§FPlo(e_'§Fu))||L,T:LZ

+| DS P+H1(P+H1€%F3x P—hie_éF) [ LoLd

= 1+1+1l.
Estimates (2-10) and (2-13) yield
IS (T Qullpe ) iwliprgs S A4 llullpger) lwlly; - (3-13)

On the other hand, the fractional Leibniz rule (Proposition 2.5), Holder’s inequality in time, and the
Sobolev embedding imply that

ns ” D;P+hie%FHL”L‘1 PHO(”"’_%F)”LOO + ”PJrhi"’%FHLOC ” D;PH(,(ue_%F)“Lqu
T=x T,x T,x T=x
< axP—i—hie%F”LiLf ” P+10(”e_%F)H L¥L? N T'%”””i;%i' (3-14)

Finally, estimate (2-12) with ¢y = oy = (1 4+ 5)/2 and q; = g2 = g, Holder’s inequality in time, and the
Sobolev embedding lead to

mx | D)(cl+s)/2P+Hle%F H L

PSS Sl P
<ql 1455 i 143 -5 _ip
ST Dy Pipre? ||L%°L§ | Dx P_pie 2 HL;°L§

ST 0P | oo |00 Popie ™ | oeyo S TP Nl o, (3-15)
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since 0 <s < é Therefore, we deduce by gathering (3-13)—(3-15) that

1
1Dy Pyl pr e S (1+ llull per2) (lwllyy + 77 IIMII%;oLE)- (3-16)

Next we turn to the first term on the right-hand side of (3-12) and consider the integral equation
satisfied by Prou,

t
Prou =U(t) P puo —i—/ Ut — 1) Pro 0, (u?) (1) dr. (3-17)
0
First observe that
1
1 Proull s ST 7IIPLoullrser:-
Then we deduce from (3-17), using the fact that U is a unitary group in L? and Bernstein’s inequality, that
1 1
I PLoullrge S T7 luollz2 + T 18, Po@®) [l 12
< 1 1+1 2
ST uollz + T2 Po) gz
S lluollzz +llulzee - (3-18)

since0<T <1.

Thus, estimate (3-8) follows combining (3-12), (3-16), and (3-18). This concludes the proof of
Proposition 3.2. U
3B. Bilinear estimates. The aim of this subsection is to derive the following estimate of [Jw/y;:

Proposition 3.4. Let0<T <1,0<s < l, and u be a solution to (1-1) on the time interval [0, T]. Then

lwlly; < (4 lluoll 2) lluoll o + IIMIIiiT + IIWIIXJ,% (lull o2 + llull s, + IIMIIX;H)- (3-19)

T

The main tools to prove Proposition 3.4 are the following crucial bilinear estimates:

Proposition 3.5. For any s > 0, we have

92 Pisi (B w P ) |

S wl oy (lull gz, + Nl s+ el x-u) (3-20)

x5 xX52

and
|95 i By w P Byu0) |

goor SNl oy (lull 2+l s, + lallx-1)- (3-21)

Remark 3.6. Note that 3w is well defined since w is localized in high frequencies.

Proof. We will only give the proof in the case of s = 0 since the case s > 0 can be deduced by using
similar arguments. By duality, to prove (3-20) is equivalent to prove that

LS WAl Nl oy (2, + el s, + lull 1), (3-22)

where

1 2/ S] Z’h\(é, ) &7 D(EL ) £ (6, 1) dv, (3-23)
g (o)

dv:dgdéldrdrla $2=g_gl’ Th=71T—T1, al:Tl+§l|$l|7 i:1527 (3_24)
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and

d={¢E . eR 6216 21.6=<0] (3-25)
Observe that we always have in % that
§1z6=1 and & =& (3-26)

In the case where |&;| < 1, we have by using Holder’s inequality and estimate (2-9) that

1] 5/R4 (cl;lll/z (&, Tl g, )l dv S H<<J§l1|/2>v

o PO, Ttz Sz, Dol g el

From now on we will assume that |&;| > 1 in 9.
By using a dyadic decomposition in space-frequency for the functions 4, w, and u, one can rewrite I as

I= Y Ivw.w (3-27)
N,N{,N;

with

vy = | —Ss Pyh(E, 1) &7 Py &1, 71) & Pu(6r, 12) dv
g (o)

and the dyadic numbers N, Ny, and N, ranging from 1 to +00. Moreover, the resonance identity
o1+oy—0 =& +(E—EDIE—&| £ =26k (3-28)
holds in 9. Therefore, to calculate Iy y, n,, we split the integration domain & into the disjoint regions

Ay oy, ={¢E E.1.1) €D | o] = NN, },
By, ={E .1, 1) €D ||o]| < %NNz, lo1| > %NNZ 1,
Cnv, ={ G 51T n) €D o] < NN, |o1] < NNy, oo = NN, .

AN.Ny BN.N,
and denote by Iy x "y, Iy n, N,

follows that

€ .. . .
and / NNlez N the restriction of Iy py, n, to each of these regions. Then it

SAN,N, BN,N, €N, N,
Invine = Iy wg v, T Ivonens T Inveny

and thus

] < Lal + [1g] + | Lel, (3-29)

where

AN,N, BN, €N.N,
Loi= Y Iy Imi= Y Iywin. lo= Y Iy,
N,Ni,Ny N,Ni,N> N,Ni,N;
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Therefore, it suffices to bound |/y4|, |In|, and |I¢|. Note that one of the two following cases holds:
(1) high-low interaction: Ny ~ N and N; < Ny,
(2) high-high interaction: N ~ N, and N < Nj.

Estimate for |1y|. In the first case, we observe from the Cauchy—Schwarz inequality that

In Ny

In2
~ _1 _
|I&4—| ~ ' /I;zh § § ¢N1€<O_> 2X{|O‘|ZéN122_-i}%(P+(ax IPleP* aXP27jN1M)) dé dT
Ny j=0

SRl | D03 NiNF2 ) 2o | (P (9 Pryw P 8 Py )|

2
N; j>0 Li .

Then the Plancherel identity and the triangular inequality imply that
1
. 3 » \2
Ll S Ml 2, Z(Z 27| Py, (07 Prvyw P 9 Py ) | 2 > .
FER h
By using the Holder and Bernstein inequalities, we deduce that

1

2
—j 2 2
[Lal S Ukl 2, Z(Zz Pyl ||P2.,~N1u||L§,)
J=0 N Ny ’ '
1

2
S lallz, (Z ||PN1w||§¢,) lull s - (3-30)
s |

In the second case, it follows using the same strategy as in the first case that
1
—j iy - - 2\
Ll S A2, Z(Z(z IND?Q7ININD ™Y Py, (37 PyywP- 8, Py,u) | L;”) ,
jz0 N Ny '
which implies using the Holder and Bernstein inequalities that

1

. 2
L] S IRl 27 Py w3 N Pyl
Xt th th

Jj=0 Ny
1
2
Shalle, (Z ||PN1w||i¢[) luel s - (3-31)
N '

Therefore, we deduce by gathering (3-30)—(3-31) and using estimate (2-9) that
[l < Wz, Nl Nl (3-32)

Estimate for |13|. By again using the triangular and the Cauchy—Schwarz inequalities, we have in the first
case that

-2 —jia-1 no\Y A2 )2

Il <l oy Z(Z NP2(N 27N H Py, <ax Pyni P, <W> P, 3, P2-_,~Nlu) Li,,) ,

J=0 * Ny
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where ii(x, t) = u(—x, —t). Thus, it follows from the Bernstein and Holder inequalities that

: N
Iz ||P2_./'N1u||Lit
x,r ’

ol Sy 3 (Zz v (5 1/2)
n 2 \2
h \
st (Sl (i) s, ) s

In the second case, we bound |Ig| by

7

. \
Iz < il o4 Z(Z N2 NN HPNI (awaLhiPZ*le <<G)—1/2) Py axPNHZ)‘

j=0 * Ny

so that

V2 ) 2
Py u
o 1Pl
1
2 2
L1,> a4,

_; h
Tal S Il o Z(;z P (G5572)
1

j=0

—i oY
Sty Y24 (S o (i)
j=0 Ny
1
2 2
S lhwll, (ZH (g 1/2) L4,) lul s,

In conclusion, we obtain by gathering (3-33)—(3-34) and using estimate (2-9) that

Ll < Il 2, Nl oy Nl

Estimate for |I¢|. First observe that

|1<@|,§/~ SialhE Dl |w(sl,n>|'§2' 9) @6y, )l av,

g (o) 2) 1621

where

{(& 51, T, n)e@'(g §i.1.11) € U%NNZ}.

N.N»
Since |o»| > |o| and |0z > |oq| in Eé, it follows from (3-28) that |o3| 2 |£&;|. Then
8763001 S 1

holds in % so that, using Holder’s inequality and estimate (2-9), we deduce

15 [ ), ot (22

&l
<) L

=NV
y IAWD Mg, Mol S Al w3 el

2l ey, )| dv

379

(3-33)

2 )2
L3,

(3-34)

(3-35)

(3-36)

(3-37)

(3-38)
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Therefore, estimates (3-29), (3-32), (3-35), and (3-38) imply estimate (3-22), which concludes the
proof of estimate (3-20).
To prove estimate (3-21), we also proceed by duality. Then it is sufficient to show that

1
2
M (Z ||gN||i§L$o> Nl oy (lall g2, + Dl s, + o), (3-39)
N

where

J = ;/@; é—>gN($, ) pn (&) 51_11’5(51, ) & u(é2, 1) dv,

and dv and 9 are defined in (3-24) and (3-25). As in the case of I, we can also assume that |§;| > 1. By
using dyadic decompositions as in (3-27), J can be rewritten as

J = Z IN.Ni N2

N,Ni,N,
where
D= [ Eov@n(e. 8 P ) &Pyt o dv
)
arflkd the dyadic numbers N, Ny, and N; range from 1 to +00. Moreover, we will denote by J, IZ\,NZNZ
Iy A,/VNZN , and J N, N 2 N the restriction of Jy_y, n, to the regions sy n,, By n,, and €y n, defined in

(3-28). Then it follows that
| < [Jaal + || + [ Jeel, (3-40)

where
AN, Ny BN.N, CN.N,y
Z JNlNz’ Z JNlNz’ Z ]NINZ
N,Ni,N, N,Ni,N» N,N1,Ny
so that it suffices to estimate |Jy|, |Jg|, and |J¢|.
Estimate for |Jy|. To estimate |Jy|, we divide each region sy y, into disjoint subregions
Al v, ={E &.r.n) sy, | 27NN, < |o| <297°NN, |

Al o
for g € Z. Thus, if J Ij\',Ilvaz denotes the restriction of J), I;\’,NZNZ to each of these regions, we have

NN2
J&&_Z Z JN Ni,N2*
q>0 N,N|,N»

In the case of high-low interactions, we deduce by using the Plancherel identity and the Cauchy—Schwarz
and Minkowski inequalities that

Jal 370 D0 D lemiXgoraomnnllzz, x QININD T Nillog ! Py wP- 8. Pryull 2,
q=0 Ni Na<N ’

Moreover, we get from Holder’s inequality

1
&N, X6 j~2a vy oy Il 2 S QINN)2 gw ll 2
{lo| YILg ghr
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so that the Cauchy—Schwarz inequality yields

—1.4
Jal S D 2Ny D2 lgw llpzpee 1Pwwllps, 1 Pryulls,

Ny N2<N;
1

2
2
Slullgs, Y lgmllzs 1Pyl S (Z lew, ||L§L?c) lwlizs Nullgs . (3-41)
N Ny

In the high-high interaction case, it follows from the Minkowski and Cauchy—Schwarz inequalities that

al <D >0 D 18w Xyoaswwyllzz, X QINNDT' N9, PyywP-ds Pyl 2 .
g>0 Ny N=<N;

Moreover, we deduce from Holder’s inequality that
1
||8NX{\(;|~2<1NN1} ”L§ . 5 (29N Ny)2 ||gN||L§Lgo-

Then the Cauchy—Schwarz inequality implies that

Y 1
[l S )0 ) (NT 2 ND 2 lgaiw, 2 1Pwwl e, 1Pyl

Jj=0 N
1 1
f 2 2
-1 2 2
522 Z(Z ||g2711\/] ”L§L$°> (Z ||Ple||Li,t> ”M”Li,
Jj=0 Ny Ny
1
< 2 ’
S (Z lgw, ||L§L$o) lwlizs ulls, - (3-42)
Ny

Then estimates (2-9), (3-41), and (3-42) yield

2
1l S (Z ||gN||i§L$C) lwll o el (3-43)
N

Estimate for |Jg| and | J¢|. Arguing as in the proof of (3-20), it is deduced that

|J%|+|J(@|§(H((§—>)v zif”(%y

where ¢ = )"\ ¢ngn. Moreover, estimate (2-9) and Holder’s inequality imply

(&) ], + Gy LSS enli ) 5 (S ez, )
ET N N

so that

Zi,r) ||w||x()% (”M”L;‘_J + ||u||X_1v1)’

_3
p S H<o> S dngn
* N

1

2
Janl + 1l < (; ||gN||§§L?C) lwll oy (lull s, + lullg-11)- (3-44)

Finally (3-40), (3-43), and (3-44) imply (3-39), which concludes the proof of estimate (3-21). O
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Lemma 3.7. Let 0 < T < 1,5 > 0, uy, u» € L¥(R; L>(R)) N L*(R?) be supported in the time inter-
val [-2T, 2T, and F, F, be some spatial primitives of u; and u», respectively. Then

[0 Pini (Proe™ 2" P 9catr) | 3o + 00 P (Proe ™2 Pt} | ooy Slunllye o (349

and

||8xP+hi(Plo(e_%F] - e_%FZ)P— axu2)| 51T ” axP-‘rhi(Plo(e_%F] - e_%FZ)P— 8)cl/‘2)|

o 1
X472
_i _i
S (lur —uallgopz +lle™ 2" — €722, lluallgopz ) luallys - (3-46)

Proof. We deduce from the Cauchy—Schwarz inequality, the Sobolev embedding || f 1| ;,-12¢¢ S| £l 14
with 1+¢" =1/(1 — &), and the Minkowski inequality that

I e H UL s SUAN o1 = [ (EUEDHME)|| i
X X2 H 2

1
2 2
Lg

<l @l e

S e (3-47)
Lf t x
On the other hand, it follows from the frequency localization that
3y Pani (Proe™ 2 P_ dyu) = 8, Piro(Pioe™ 2" P_po dcu).

Therefore, by using (3-47), Bernstein’s inequalities, and estimate (2-12), we can bound the left-hand side
of (3-45) by

| Psro(Pioe™" P10 du) STV 0™ | o Nullys, (3-48)

“ L2 ~
with % = % — ¢, which concludes the proof of estimate (3-45), recalling that 9, F =u and 0 < T < 1.
Estimate (3-46) can be proved exactly as above by recalling (2-19). O

Proof of Proposition 3.4. Let 0 <s < %, 0 < T <1, and u and w be extensions of # and w such that

il x-—11 < 2[ully-11 and [[w]lxs12 < 2|lwll ys1/2. By the Duhamel principle, the integral formulation
T T

associated with (3-4) reads

w(t) =n) U@) w(0) — n(t)/o U(t —1') 0x Popi (0705 "0 P_(ng 9,u)) (t) dit’

t .
— (1) f Ut — 1) 9y Prpi(Pio(npe™ 27 ) P_(ny0,i)) (t) dt’
0
for 0 <t < T < 1. Therefore, we deduce gathering estimates (2-5), (2-7), (3-20), (3-21), and (3-45) that
lwllyy S lwO)|las + IIMIIiiT + IIwIIX;% (IIMIIL;OLg +llullzs, + IIMIIX;I.I)-

This concludes the proof of estimate (3-19) since

lw©) s <[5 (e2FCVug)|| 2 S (L4 lluoll 2) lluoll s (3-49)
follows from estimate (2-13) and the fact that 0 <s < % O
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4. Proof of Theorem 1.1

First, we can always assume that we deal with data having small L?(R)-norm. Indeed, if u is a solution
to the IVP (1-1) on the time interval [0, T'], then for every 0 < A < o0, u,(x, t) = Au(Ax, A2t) is also a
solution to the equation in (1-1) on the time interval [0, A~2T] with initial data ug,) =Aug(r,-). Fore >0
let us denote by B, the ball of L?(R) centered at the origin with radius . Since |Ju, (- 0)|| .2 = AY?{lugll 2,
we see that we can force ug, to belong to B, by choosing A ~ min(82||u0||222, 1). Therefore, the
existence and uniqueness of a solution of (1-1) on the time interval [0, 1] for small L?(R) initial data
will ensure the existence of a unique solution u to (1-1) for arbitrary large L?(R) initial data on the time
interval T ~ A2 ~ min(||u0||zz4 , 1). Using the conservation of the L?(R)-norm, this will lead to global
well-posedness in L% (R).

4A. Uniform bound for small initial data. First we begin by deriving a priori estimates on smooth
solutions associated with initial data ug € H°(R) that are small in L2(R). It is known from the classical
well-posedness theory [I6rio 1986] that such initial data gives rise to a global solution u € C(R; H*(R))
to the Cauchy problem (1-1). Setting 0 < T <1,

Ny () = max (ull e, 150l s Tl ) (1)

X, XT
and it follows from the smoothness of u that 7+ N7 (u) is continuous and nondecreasing on R’ . Moreover,
from (3-4), the linear estimate (2-7), (3-49), and (3-7), we infer that lim7_, o4 N3 (1) S (14uoll 2) luoll -
On the other hand, combining (3-7)—(3-8) and (3-19) and the conservation of the L?-norm, we infer that

NO(u) < (1+ uoll ) lluoll 2 + (N2 () + (N2(w)).

By continuity, this ensures there exist &g > 0 and Cy > 0 such that N? (u) < Coe given ||ugll;2 <& < &o.
Finally, again using (3-7)—(3-8) and (3-19), this leads to N{(u) < |luoll g+ given |lugll;2 < & < eo.

4B. Lipschitz bound for initial data having the same low-frequency part. To prove the uniqueness as
well as the continuity of the solution, we will derive a Lipschitz bound on the solution map on some affine
subspaces of H*(R) with values in L7 H*(R). We know from [Koch and Tzvetkov 2003] that such a
Lipschitz bound does not exist in general in H*(R). Here we will restrict ourselves to solutions emanating
from initial data having the same low-frequency part. This is clearly sufficient to get uniqueness, and
it will turn out to be sufficient to get the continuity of the solution as well as the continuity of the flow
map. Let ¢1, ¢» € B. N H*(R), s > 0, such that PLop; = Progz, and let u;, uy be two solutions to (1-1)
emanating from ¢ and ¢,, respectively, that satisfy (7-1) on the time interval [0, T],0 < T < 1. We
also assume that the primitives F := Flu] and F, := F[u,] of u; and u,, respectively, are such that
the associated gauge functions Wy, w; and W», w,, respectively, constructed in Section 3A, satisfy (7-2).
Finally, we assume that

N2 (u;) < Coe < Coep. 4-2)
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First, by construction, we observe that since F'(x) — F(y) = fxy u(z)dz,

PLof udz = Pro(F(x) — F(y)) = PLoF (x) — F(y)
y

holds. On the other hand, since Prp and d, do commute, we have o, ProF = Prou and, by integrating,
fyx Proudz = ProF(x) — ProF(y). Gathering these two identities, we get

/ Proudz — PLO/ udz =F(y)— PoF(y) = Py F(y),
y y

which leads to

X X
Pl,,f udz = Pl(,/ Proudz.
y y

We thus infer that

on(Fl—Fz)(x,O)szl/f(y)onf (w1 —uz)(z,0)dzdy
y

X
- / () P / PLo(91(2) — ¢2(2)) dz dy =0, (4-3)
R y
Then we set v =u| —us, Z = W — W, and z = w; — wy. Obviously, z satisfies
01z —i 07z =—0x Pypi (W) P 9,v) — 0y Pypi (Z P Ocu2)
— 3, Pypi (Proe™ 571 P 0,0) — 8, Pypi (Pro (e 3 — e 2P)P_ s, (4-4)

Thus, by gathering estimates (2-7), (3-20), (3-21), (3-45), and (3-46), we deduce that

2
Izlly; S N2O) s + IIW1IIX:.,%(|IUIIX;1-1 +llvlizs, + lollpeer2) + lwlla

—iFl_ _LFZ
Iy (Rl el 4 s lzer) + (Rl + e =780l

which, recalling (4-1) and (4-2), implies that
lzlly; S U@l +e(loll-n+1vlps +lvlez) +efe 2 —e2R] o0 @5)
where, by the mean-value theorem,

i

12Ol S Nt — @2l (L+ D@l + llgall2) + e 21O — e 22O oyl gs (1+ Nl 22)
S ot — @all s + 11F1 (0) — F2(0) || . (4-6)

On the other hand, the equation for v = u| — u» reads
v+ 97 = 13, (U +uz)v)
so that it is deduced from (3-11), (4-1), and the fractional Leibniz rule that

2
loll 10 S 190 +H vl 2o +HlvllLers Sellvlips +Ivllzess (4-7)
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Next, proceeding as in (3-6), we infer that
P gv= 21P+H1(€2 ! ) +2i P+H1((62F‘ — e%Fz)wz)
+2i Py (Pynie? 710, Py (e 37 —e7372))
+2i Py (P (€27 — €372) 9, Pyype272)
+2i Py (Prme ™0, P_ (7311 — e7312))
+2iP+H1(P+H1(e2 I — elZFz) BXP,e_%FZ).
Thus, we deduce using estimates (2-14) and (2-19) and arguing as in the proof of Proposition 3.2 that
150l s S (lellperz + luall gz 10l e gz + (U e g2) izl
+ (vl gz + €3 — e [ 1, A+ o)) w2 vy
el (10l ez + ™37 — e3P |1, unllsers)

+lluall gz (10l oo + ||e2 —eth ||

o lnlerz)
for (p, q) = (00, 2) or (p, q) = (4, 4), which, recalling (4-2), implies that
||ijU||LTcL% + ||J)jv||Lil < lIzllys +8”e—’zF1 P 1) HL:?I +g||e’7F1 — P2 ||L§?1' (4-8)
Finally, we use the mean-value theorem to get the bound
le*5F — 372  Loe S|y — Pl (4-9)
The following crucial lemma gives an estimate for the right-hand side of (4-9):
Lemma 4.1. It holds that
1F1(0) — F2(0) |l < o1 — @2l 2 (4-10)

and
IF1 = Fallz, < vllpea. (@11)

Proof. Equation (4-10) clearly follows from (4-3) together with Bernstein’s inequality. To prove (4-11),
wesetG=F,—F, G, = P,G, and Gj; = P;;G. Then

1G>, = 1Giollze, +1GhillLe,- (4-12)

x,1 —
Observe, from the Duhamel principle and (4-3), that G, satisfies

1 / Ut =) Po((uy + u)v) (1) d.
0

Glo=2

Therefore, using Bernstein and Holder’s inequalities, it follows that

1Gollz, < Nt +u2)vllpeps < (e llggerz + luallgser2) 19l ooz (4-13)
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On the other hand, Bernstein’s inequality ensures that
1Gnillex, S 10xGill ez S Mol er (4-14)
since d,G = v. The proof of Lemma 4.1 is concluded gathering (4-2) and (4-12)—(4-14). O
Finally, estimates (4-5)—(4-11) lead to

1zl + Il H vl ms + 1000 S lor—@2llas +e(lzlly; + ollxs-11 + 0l 5o + vl )-
Therefore, we conclude that there exists 0 < &1 < & such that

1zllyy + ol s+ Mol my + 1pvllzs S o= @2llas, (4-15)
provided u and u, satisfy (4-2) with 0 < ¢ <¢y.

4C. Well-posedness. Let ug € B;, N H*(R), and consider the sequence of initial data {ué} C H*(R),
defined by

ué = 9?;1 (X\[__,,_,-J%Mo) for all j > 20. (4-16)

Clearly {ué} converges to ug in H*(R). By the classical well-posedness theory, the associated sequence of
solutions {u/} is a subset of C([0, 1]; H*(R)), and according to Section 4A, it satisfies Ny (w!) < Coe;.
Moreover, since PLOM(j) = P, yup for all j > 20, it follows from the preceding subsection that

. . . .y . . . j/
! =/ s my + Nl —u? Nl payges +lw? —w’llyo ) S lud — uf s (4-17)
Therefore, the sequence {u’} converges strongly in LYH*(R)N L‘lt WS4 to some function

u € C([0, 11; H*(R)),

and {w;} ;>4 converges strongly to some function w in X i’l/ 2. Thanks to these strong convergences, it is

easy to check that u is a solution to (1-1) emanating from uo and that w = dy Py,; (e~2 7)), Moreover,
from the conservation of the L?(R)-norm, u € C,(R; L%2(R)) N C(R; H*(R)).

Now let &z be another solution of (1-1) on [0, T] emanating from u belonging to the same class of
regularity as #. By again using the scaling argument we can always assume that || || Lrret ||| 14, = Coel.
Moreover, setting 1 := P, (¢ F14)), by the Lebesgue monotone convergence theorem, there exists N > 0
such that || P>y wl]| X012 < Co¢1/2. On the other hand, using Lemmas 2.1-2.2, it is easy to check that

~ L. ~ ~12
|1 =P)B] oy Slluollzz+NT il Nzs, + N7,

1
i ~ ~02
< luoll 2+ NTH [l ad il + 1l

Therefore, for T > 0 small enough, we can require that i satisfies the smallness condition (4-2) with &1,
and thus by (4-15), # = u on [0, T]. This proves the uniqueness result for initial data belonging to By, .
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Next we turn to the continuity of the flow map. Fix ug € B, and A > 0 and consider the emanating
solution u € C([0, 1]; H*(R)). We will prove that if vy € B,, satisfies ||ug — vo|lgs < 8, where § will be
fixed later, then the solution v emanating from vy satisfies

llu—=vliLem; < 2. (4-18)

For j > 1, let ué and vé be constructed as in (4-16), and denote by u’/ and v/ the solutions emanating
from u) and v]. Then it follows from the triangular inequality that

lu —vllrens < llu—uwllens +llu’ —v/llLen; + v —vllLen;. (4-19)
First, according to (4-17), we can choose jp large enough so that
' j 2
e — [ e s + Il — 07| ooz < 20
Second, from the definition of ué and vé in (4-16), we infer that
J_ < 3 _ < -3—s8
lug —vollps < j7 " lluo —vollms < j .
Therefore, by using the continuity of the flow map for smooth initial data, we can choose § > 0 such that

A
e = v ey <

3

This concludes the proof of Theorem 1.1.

5. Improvement of the uniqueness result for s > 0

Now we prove that uniqueness holds for initial data ug € H*(R), s > 0, in the class u € L HS N L7 WS4,
The great interest of this result is that we no longer assume any condition on the gauge transform of
u. Moreover, when s > 7, the Sobolev embedding L7 H; — L4 WOJr 4 ensures that uniqueness holds
in L3 H}, and thus, the BenJamln—Ono equation is unconditionally well posed in H*(R) for s > }‘.
According to the uniqueness result (i) of Theorem 1.1, it suffices to prove that for any solution u
to (1 1) that belongs to L7 H; N L4 Wi 4 the associated gauge function w = 9, Py; (e_%F ]y belongs

to X 2. The proof is based on the following bilinear estimate that is shown in the Appendix:

Proposition 5.1. Let s > 0. Then there exist 0 < 8§ < s/10and 0 € (%, 1), let us say 6 = % + 8, such that
1P (W P— i)l 1 1405 S TWII ,,M(IIJ wllgz, + 1 ull s+ llullxs—es). (5-1)

First note that by the same scaling argument as in Section 4C, for any given ¢ > 0, we can always assume
that ||Jsu||L%cL§ + ||]su||Lz;X < g, and by (3-7) it follows that ||u||X3;0.9 <efor0<6 <.

Since u € L*°([0, T]; HS(R)) N L4 W 4 and satisfies (1-1), it follows that u, € L*([0, T]; H*"2(R)).
Therefore, F := Flu] € L*°([0, T]; HS+]) and 9, F € L®([0, T]; H'="). It ensures that

loc loc

W= Pu(e727) e L=([0, T1; HS*'(R)) N LEWSH4 s X 1O, (5-2)
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N\

e L*([0,T]; H, ”“1) and the following calculations are thus justified:

loc

W =0, Py(e72") = —Li Pi(Fre ")
= —1i Py (e 2T (=% Fx + 1 FD)),

axxWZBxxPhi(e ) Phl(e ZF(__FZ l XX))

It follows that W satisfies, at least in a distributional sense,

{a,W — i 2W = — Py (WP_du) — Pypi(Proe™2F P_ d,) 5:3)

W(-,0) = Pyy(e2F o),

From (5-2) and Lemma 2.6, we thus deduce that W € X %1 so that, by interpolation with (5-2), W € X %’%Jr.
But since u is given in L HNL}WS*N X5~ 0.6 cons1der1ng (2-6), the bilinear estimate (5-1), and (3-48),
we infer that there exists only one solution to (5-3) in X; 71+ . Hence, w = 9, W belongs to X5 22+ and
is the unique solution to (3-4) in X, oyt emanating from the initial data wy = 9, Pp; (e~ 5F [”0]) e L*(R).
On the other hand, according to Proposition 3.4, one can construct a solution to (3-4) emanating from wy
and belonging to Y7 by using a Picard 1terat1ve scheme. Moreover, using (1-1) and Lemma 2 6 we can
easily check that this solution belongs to X "and thus by interpolation to X7 2t e, X7 32%. This
ensures that w = 9, Py; (e 'F/?) belongs to Y3 < x% 7 2» which concludes the proof

6. Continuity of the flow map for the weak L>-topology

In [Cui and Kenig 2010] it is proven that, for any ¢ > 0, the flow map uo + u(¢) associated with the
Benjamin-Ono equation is continuous from L?(R) equipped with the weak topology into itself. In this
section, we explain how the uniqueness part of Theorem 1.1 enables us to simplify the proof of this result
by following the approach developed in [Goubet and Molinet 2009].

Let {#o n}n C L*>(R) bea sequence of initial data that converges weakly to ug in L*(R), and let u be the
solution emanating from u( given by Theorem 1.1. From the Banach—Steinhaus theorem, we know that
{uo.n}, is bounded in L2(R), and from Theorem 1.1 we know that {uo.n}n gives rise to a sequence {u,},
of solutions to (1-1) bounded i 1n C([0, 1]; L2(R)) N L*(]0, 1[ x R) with an associated sequence of gauge
functlons {w,}, bounded in X 2 . Therefore, there exist v e L*°(]0, 1[; LZ([R{))ﬂX_1 1ﬂL4(]0 1[xR) and
Z € X 2 such that, up to the extraction of a subsequence, {u,}, converges to v Weakly in L*(0, 1[ x R)
and weakly star in L°°(]0, 1[ x R), and {w,}, converges to z weakly in X |'2. We now need some
compactness on {u,}, to ensure that z is the gauge transform of v. In this direction, we first notice,
since {w,}, is bounded in X (1)’% and by using the Kato’s smoothing effect injected in Bourgain’s spaces
framework, that {Di/4wn}n is bounded in LiL%. Let ng(-) :=n(-/R). Using (3-6) and Lemma 2.6 we



THE CAUCHY PROBLEM FOR THE BENJAMIN-ONO EQUATION IN L2 REVISITED 389
infer that
1 1 . .
ip Flun] 1 5 Flu,] —5 Flun]
”Dx +HIUn ||L2 (0,1[x1—R,R[) ~ ”D PJrHI(e2 " wn”R)HL{X+||DXP+H1(P+M"2 "y Pe 2t )”fo

D3 P (P ) 3, P e 5P |

1 1
3 3 i F 2
S O e A B T P T
WX Lx WX

But clearly
1 1
| D3 wang) | 212 < C(R)(H Diwn| a2+ llwnll 2 )

and by interpolation || D/* ¢t Fli] s | Sllunll 3/% Therefore, recalling that the u,, are real-valued functions,
it follows that {u,}, is bounded in L2 1/4(] R RD).

Since, according to Equation (1-1), {d;u,}, is bounded in L%HX_Z, Aubin-Lions compactness theorem
and standard diagonal extraction arguments ensure that there exists an increasing sequence of integers {rny }x
such that u,, — v a.e. in ]0, I[ x R and uﬁk — 92 in L%(]0, 1[ x R). In view of our construction
of the primitive F[u,] of u, (see Section 3A), it is then easy to check that F[u,, ] converges to the
primitive F[v] of v a.e.in ]O, I[ x R. This ensures that P, p; (e_%F[”"k]) converges weakly to Pyp; (e_%F[”])
in L%(]0, 1] x R), and thus, z is the gauge transform of v. Passing to the limit in the equation, we conclude
that v satisfies (1-1) and belongs to the class of uniqueness of Theorem 1.1.

Moreover, setting ( -, -) for the L2 scalar product, by (1-1) and the bounds above, it is easy to check
that for any smooth space function ¢ with compact support, the family {¢ — (u,, (¢), ¢)} is uniformly
equicontinuous on [0, 1]. Ascoli’s theorem then ensures that (u,, (- ), ¢) converges to (v(-), ¢) uniformly
on [0, 1], and thus, v(0) = ug. By uniqueness, it follows that v = u, which ensures that the whole
sequence {u,} converges to v in the sense above and not only a subsequence. Finally, from the above
convergence result, it follows that u, () — u(z) in L)2C for all r € [0, 1]. Il

7. The periodic case

In this section, we explain how the bilinear estimate proved in Proposition 3.5 can lead to a great
simplification of the global well-posedness result in L2(T) derived in [Molinet 2008] and to new uniqueness
results in H*(T), where T = R/2wZ. With the notations of [Molinet 2007], these new results lead to the
following global well-posedness theorem:

Theorem 7.1. Let s > 0 be given. For all ug € H*(T) and all T > 0, there exists a solution
ueC([0,T]; H (M) N X3 " nLiws*(T) (7-1)

of (1-1) such that
w =0, Pri(e 2% ") ey, (7-2)

ﬁ_u<tx—t][ )—][uo and 8;1:=é,§el*.

where
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This solution is unique in the following classes:
(@) e L%(10, T[; LAT)) N L*(10, T[ x T) and w € X%:7,
(i) u € L®(J0, T[; H#(T)) N LAW #*(T) whenever s > 1,

(1) u € L°°(]0, TI; H%(T)) whenever s > %

Moreover, u € Cy(R; L>(T)), and the flow map data-solution uy — u is continuous from H*(T)
into C([0, T]; H*(T)).

Sketch of the proof. In the periodic case, following [Molinet 2007], the gauge transform is defined as
follows: let u be a smooth 2 -periodic solution of BO with initial data ug. In the sequel, we will assume
that u(¢) has mean value zero for all time. Otherwise, we perform the change of unknowns

u(t, x) = u(t,x —t][uo) — ][uo, (7-3)

where f ug := % 1 uo is the mean value of ug. It is easy to see that & satisfies BO with ug — F ug as
initial data, and since i is preserved by the flow of BO, ii(r) has mean value zero for all time. We take
for the primitive of u the unique periodic, zero mean value primitive of u defined by

FO)=0 and F(§) = éﬁ(s),g ez”.
The gauge transform is then defined by
W= P (e7'F/?). (7-4)

Since F satisfies

1
3 f 2= r2 =,

Ft+%Fxx:%sz_2

we finally obtain that w := W, = —%iPHn- (e FPF) = —%iPJr(e_"F/Zu) satisfies
w; — iwy = =0y Pai[e ™" (P-(Fe) — T Po(FD) ]

= —8: Py (WP () + 5 Po(Fow. (7-5)

Clearly the second term is harmless, and the first one has exactly the same structure as the one that we
estimated in Proposition 3.5. Carefully following the proof of this proposition, it is not too hard to check
that it also holds in the perlodlc case independent of the perlod A > 1. Note in particular that (2-9) also
holds with L4 and X% 8 respectively replaced by L[ , and X , A > 1, where the subscript A denotes
spaces of functlons with space variable on the torus R/2mwAZ (see [Bourgain 1993a] and also [Molinet
2007]). This leads to a great simplification of the proof the global well-posedness in L?(T) proved in
[Molinet 2008].

Now to derive the new uniqueness result we proceed exactly as in Section 5 except that Proposition 5.1
does not hold on the torus. Actually, on the torus it should be replaced by the following:
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Proposition 7.2. Fors > % and all A > 1, we have

22
A

1Posi WPl sy g SIW gy (20l + 10l + ) (7-6)
Going back to the proof of the bilinear estimate, it is easy to be convinced that the above estimate
works at the level s = 0 in the regions s« and % (see the proof of Proposition 5.1), whereas in the region

€ we are clearly in trouble. Indeed, when s = 0, (3-37) must then be replaced by
_1 _1
K2k, 213 (o) " | ~ [k 2k, 2K,
which cannot be bounded when |k;| > k. On the other hand, at the level s = 4—11 it becomes

1

I (o)~ IR | <kt <
|k3ky *k3 (o) ™| ~ [k 7k, ks | SkTF S,

which yields the result.

With Proposition 7.2 in hand, exactly the same procedure as in Section 5 leads to the uniqueness
result in the class u € L7 H i (MnN L‘}Wi"‘(T) and by Sobolev embedding to the uniqueness in the
classu € LYYH > (T), i.e., unconditional uniqueness in H > (T). As in the real line case, it proves the
uniqueness of the (energy) weak solutions that belong to L*°(R; H > (T)).

Appendix
Proof of Proposition 5.1. We will need the following calculus lemma stated in [Ginibre et al. 1997].

Lemma A3. Let0 <a_ <ay suchthata_ +ay > % Then for all u € R,
[ = ay s g, (A1)
R

where s =2a_ ifa; > %,s =2a_—c¢ifa; = %,ands =2(a++a-)—lifay < %,andletedenote any

small positive number.
The proof of Proposition 5.1 closely follows the one of Proposition 3.5 except in the region o,-dominant

where we use the approach developed in [Kenig et al. 1996]. Recalling the notation used in (3-24)—(3-25),
we need to prove that

KIS Wl 10z, (el gz, + Nl o, + lullx-e0), A2)

where | |
k= [ EE i o8 e e TE wan A3)

@ <0>2 2 (O'1>2+8

For the same reason as in the proof of Proposition 3.5, we can assume that |§;| < 1. By using a
Littlewood—Paley decomposition on %, f, and u, K can be rewritten as

K= > Kvn.m (A-4)
NN, N2
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with 1
K e [ € pohe o071 5 T ovd
NNy = | 2 PG, T) o le(él, 71) §2(62) " Pn,u(§2, 12) dv
@ (0)2" (o) 2
an% the dyadic numbers N, N1, and N; ranging from 1 to +o0c. Moreover, we will denote by K NA;VTZNZ
K N,]\;V]:,,zN ,and K NNNZ N the restriction of Ky n, n, to the regions Ay n,, By, n,, and €y y, defined in

(3-28). Then it follows that
|K| < |Kul+|Ka|+|Kel, (A-5)

where
&QN N BN.N (€N,N
= 2 Ivwiwe Ka= ) Kylyly, and Ko=) Ay,
N,Ni,N; N,Ni, N, N,Ni,N;

so that it suffices to estimate |Ky|, |Kg|, and |K¢|. Recall that due to the structure of %, one of the
following case must hold:

(1) high-low interaction: Ny ~ N and N, < Ny,

(2) high-high interaction: Ny ~ N, and N < Nj.
Estimate for |K y|. In the first case, it follows from the triangular inequality, Plancherel’s identity, and
Holder’s inequality that

(Kal SUAll2, Y Y ———

Ny No<N, (N1 N> )2—28

2

o~

;Y —s
M) P_8,J 7 Pyu

(o1)

8=

_1
Py, (]x 2PN1(
L?,
N2 —s+268

S Al Z Z: (N2 ” Nl((mé )V

~

()

o1)

|| Pyyullps,

46—s
Sl Nullgs, Y N L
N1 x,t

Then it is deduced from the Cauchy—Schwarz inequality in N; that

Kl < Iz, (Z | P (W%)v
N

since s > 105. On the other, estimate (A-6) also holds in the case of high-high interaction by arguing

2\
p ) lull s (A-6)

exactly as in (3-31) so that estimate (2-9) yields

Kal SRz, 112, llull s - (A7)
Estimate for | Kg|. The estimate

Kol S Wl g2, 102, Nl s, (A-8)

follows by the same argument as in (A-6).
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Estimate for | K«|. First observe that

(14+6—s)
|K<@|,§/ gl R, ol | P ool (92)" ey, o)l dv, (A-9)

T (o)2™ (o7) 7+ (02)?  |&2l°
where

{(S §1. T, n)eéb'(é §1.7.71) € U%NNZ}.

N,N»

Since |0z| > |o| and |oz| > |o7] in Eé, (3-28) implies that |on| 2 |£&;]. Applying the Cauchy—Schwarz
inequality twice, we deduce that

1
| Kl SSSUP(L@(&, D))’ Iflzz llglzz Nnllzz
2,72 ' ' '

where

- _ |§2|2+2(9_‘Y)/ &11& |~
L5, 1) = (0207 Jeere (@)1 (01) T d&i dr

and
Cepm)={¢EL 1) eR (£, 6,1, 11) €6).
Thus, to prove that

Kl S IAllgz, £ 152, lullx-oa. (A-10)

it is enough to prove that L (&2, 12) S 1 for all (6, 12) € R2. We deduce from (A-1) and (3-28) that

sl T
Lt S B0 | et 4

since 8 = 14 6. To integrate with respect to &, we change variables
m2 =o02+28& sothat dur =2&d& and |uz| < 4oz

Moreover, (3-26) and (3-28) imply that

—1|g, [142(6—5) . .
1 2 16— 16—
&1 181] IgIlélzl < |E6y 305 < gy |3H0S

in €. Then

4o | -1 1 40—s+45
[ - €1 1611 (02)2 35—s
L%(&, ) < S ( 2>1+25 0 (M2>1_48 dup 5 <02)1+23 5 (02)7°7° 5 1

since s — 35 > 0.
Finally, we conclude the proof of Proposition 5.1 by gathering (A-2), (A-5), (A-7), (A-8), and (A-10).
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ON TRIANGLES DETERMINED BY SUBSETS OF THE EUCLIDEAN PLANE,
THE ASSOCIATED BILINEAR OPERATORS
AND APPLICATIONS TO DISCRETE GEOMETRY

ALLAN GREENLEAF AND ALEX IOSEVICH

We prove that if the Hausdorff dimension of a compact set E C R? is greater than %, then the set of
three-point configurations determined by E has positive three-dimensional measure. We establish this by
showing that a natural measure on the set of such configurations has Radon—Nikodym derivative in L™ if
dimy (E) > I, and the index % in this last result cannot, in general, be improved. This problem naturally
leads to the study of a bilinear convolution operator,

B(f. 8)(x) :/ fx—u)gx —v)dK(u, v),

where K is surface measure on the set {(«, v) € R? x R?: |u| = |v| = |u — v| = 1}, and we prove a scale
of estimates that includes B : LZ_I/Z([RZ) x L*(R?) — L'(R?) on positive functions.

As an application of our main result, it follows that for finite sets of cardinality n and belonging to a
natural class of discrete sets in the plane, the maximum number of times a given three-point configuration
arises is O (n %Jré) (up to congruence), improving upon the known bound of O (n %) in this context.

1. Introduction

The classical Falconer distance conjecture says that if a compact set E C R?, d > 2, has Hausdorff
dimension dimg (E) > %, then the one-dimensional Lebesgue measure £!(A(E)) of its distance set,

A(E) :={lx—yleR:x,y € E},

is positive. Here and throughout, |- | denotes the Euclidean distance. A beautiful example due to Falconer,
based on the integer lattice, shows that the exponent d/2 is best possible. The best results currently known,
culminating almost three decades of efforts by Falconer [1985b], Mattila [1987], Bourgain [1994] and
others, are due to Wolff [1999] for d = 2 and Erdogan [2005] for d > 3. They prove that £' (A(E)) > 0 if

. d 1
dimg(E) > §+§.

Since two-point configurations are equivalent, up to Euclidean motions of R?, precisely if the cor-
responding distances are the same, one may think of the Falconer conjecture as stating that the set of

The authors were supported by NSF grants DMS-0853892 and DMS-1045404.
MSC2010: 42B15, 52C10.
Keywords: Falconer—Erdds distance problem, distance set, geometric combinatorics, multilinear operators, triangles.
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two-point configurations determined by a compact E of sufficiently high Hausdorff dimension has positive
measure. A natural extension of the Falconer problem is this:

Question. For N > 3, how great does the Hausdorff dimension of a compact set need to be in order to
ensure that the set of N-point configurations it determines is of positive measure?

To make this more precise, define the space of (k + 1)-point configurations in E or the quotient space
of (possibly degenerate) k-simplices with vertices in E, modulo Euclidean motions, as

Ti(E) = E**1/ ~,

where E¥f! = E x E x --- x E (k + 1 times) and the congruence relation

1 .2 k+1
, Xy~

(!, x%, ... Y

(y 17 y 2’ e ey
holds if and only if there exists an element R of the orthogonal group O (d) and a translation T € R? such
that

v/ =t4+Rx)), 1<j<k+]l.

Observe that we may identify 7T;(E) as a subset of R(2) since rigid motions may be encoded by
fixing distances, and this induces (kjgl)-dimensional Lebesgue measure on T;(E). The problem under
consideration was first taken up in [Erdogan et al. 2011], where it was shown that

d+k+1
2

if dimye(E) > _then 23 (T (E)) > 0.

Unfortunately, these results do not give a nontrivial exponent for what are arguably the most natural
cases, namely three-point configurations in R?, four-point configurations in R and, more generally,
(d + 1)-point configurations (generically spanning d-dimensional simplices) in R?. (Nor does it yield
results for (d — 1)-simplices.) Here, we partially fill this gap by establishing a nontrivial exponent for
three-point configurations in the plane.

As for counterexamples, it is easy to see that §£(kJ2rl) (Tr(E)) > 0 does not hold if the Hausdorff dimension
of E is less than or equal to d — 1; to see this, just take E to be a subset of a (d — 1)-dimensional plane.
We do not currently know if more restrictive conditions exist in this context. However, more restrictive
counterexamples do exist if we consider the following related question. For any symmetric matrix ¢ = {z;; }
with zeros on the diagonal, let

FHE) = Y e BN — x| =5,V )

Conditions under which
. X . k+1 . k
dim. (5 (E)) < (k+ 1) dimye(E) = (* ) = k+ 1) (dimse(E) = 7). (1-1)
where dimy denotes the Minkowski dimension, are analyzed in [Eswarathasan et al. 2011] in the case
k =1 in a rather general setting and in [Erdogan et al. > 2012] in the case k > 1. (See [Falconer 1985a;
Mattila 1995] for background on dimg, dim, and connections with harmonic analysis.)
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The estimate (1-1) follows easily if one can show that
(uxpx-xw{ah Y < — x| < g e Vi, i1 <e(3) as e N0, (1-2)
J J ~Y

where u is a Frostman measure (defined in (2-1) below) on E, under the assumption that dimg(E) > s¢
for some threshold sy < d. This is shown in [Erdogan et al. > 2012] under the assumption that the
Hausdorff dimension of E is greater than (k/k + 1)d + k/2, but observe that this only yields a nontrivial
exponent (less than d) if (];) < d and, in particular, does not cover the important case of k =d.

Our main result is the following:

Theorem 1.1. Let E C [0, 1]° be compact and p a Frostman measure on E.
(1) If dimy(E) > %, then estimate (1-2) holds with d = k = 2.
(i) Ifdimy(E) > I, then £3(T»(E)) > .

The proof that part (i) of Theorem 1.1 implies part (ii) is presented in Section 2 below; part (i) is then
proved by analysis of a bilinear operator (or trilinear form) in Sections 2, 3, and 4.

We observe that the result in part (i) is sharp in the following sense. Define a measure v on 7>(E) by
the relation

f Fltia, 113, 123) (i1, 113, £23) = / f / ' =] ), ) d ) ) due), (1-3)

where u is any Frostman measure on E. We shall prove that the Radon—Nikodym derivative dv/dt € L™,
which is just a rephrasing of the statement that (1-2) holds for d = k = 2, if the Hausdorff dimension of
E is greater than %. On the other hand, we also use a variant of an example from [Mattila 1987] to show
that if 5 < %, then dv/dt need not be, in general, in L*°, in the sense that for every s < % there exists a
set E of Hausdorff dimension s and a Frostman measure p supported on E such that dv/dt ¢ L*. (This
issue is taken up in Section 5.) Thus, in order to try to improve part (ii) of the theorem, i.e., to prove that
P3(TH(E)) > 0 if dimy (E) = 5o for some s¢ < ZT’ it would be reasonable to try to obtain an L”, rather
than an L bound on the measure v defined by (1-3). We hope to address this in a subsequent paper.

Theorem 1.1 may be viewed as a local version of the following theorem due to Furstenberg, Katznelson
and Weiss; see also [Bourgain 1986; Ziegler 20006] for subsequent results along these lines.

Theorem 1.2 [Furstenberg et al. 1990]. Let E C R? be of positive upper Lebesgue density in the sense that

d _ 2
limsupg LENL I;’R] ) >0
R—o0 (ZR)

where $* denotes 2-dimensional Lebesgue measure. For 8 > 0, let E5 denote the §-neighborhood of E.

’

Then, given vectors u, v in R2, there exists Iy such that for any l > ly and § > 0, there exist x, y, z € Es
forming a triangle congruent to {0, lu, [v}, where 0 denotes the origin in R>.

We note in passing that it is generally believed that the conclusion of Theorem 1.2 still holds if the §-
neighborhood of E is replaced by E under an additional assumption that the triangles under consideration
are nondegenerate. For degenerate triangles, i.e., allowing line segments, the necessity of considering the
d-neighborhood of E was established by Bourgain (see [Furstenberg et al. 1990]).
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In contrast to Theorem 1.2, we are able in the local version to go beyond subsets of the plane of positive
Lebesgue measure, and we do not need to allow for dilations of the triangles. On the other hand, we only
obtain a positive Lebesgue measure’s worth of the possible three-point configurations, not all of them.

It is also not difficult to show (see Section 2) that if the estimate (1-2) holds under the assumption that
dimg (E) > 59, then &E(kzl) (Tr(E)) > 0 for these sets. In [Erdogan et al. > 2012], a number of estimates
of the type (1-2) are proved but, as we note above, do not cover the cases k =d or k =d — 1.

A combinatorial perspective. Finite configuration problems have their roots in geometric combinatorics.
For example, the Falconer distance problem is a continuous analog of the celebrated Erdds distance
problem; see [Solymosi and Té6th 2001; Katz and Tardos 2004; Brass et al. 2005; Székely 1997] and the
references therein. The discrete precursor of the problem discussed in this paper is the following question
posed in [Erd6s and Purdy 1971] (see also [Brass et al. 2005; Erd6s and Purdy 1975; 1976; 1977; 1978;
1995]):

Question. What is the maximum number of mutually congruent k-simplices with vertices from among a
set of n points in R%?

In Section 6 we shall see that Theorem 1.1 (ii) implies that for a large class of finite sets P of
cardinality z in R?, namely those that are s-adaptable, the maximum number of mutually congruent
triangles determined by points of P is O(n%“).

For explicit quantitative connections between discrete and continuous finite configuration problems in
other contexts, see, for example, [Hofmann and Iosevich 2005; Iosevich and Laba 2005; losevich et al.
2007].

Notation. Throughout the paper, X < Y means that there exists C > 0 such that X < CY,and X & Y
means that X <Y and ¥ < X. We also define X Y as follows. If X and Y are quantities that depend on
a large parameter N, then X < Y means that for every € > 0 there exists C. > 0 such that X < C.N€Y,
while if X and Y depend on a small parameter §, then X $ Y means that for every € > 0 there exists
C. > 0O suchthat X < C.67€Y as 6 tends to 0.

2. Reduction of the proof to the estimation of a trilinear form

We shall work exclusively with Frostman measures. Recall that a probability measure ¢ on a compact set
E C R? is a Frostman measure if, for any ball B; of radius 48,

n(Bs) £ 6°, (2-1)

where s = dimg (E). For discussion and proof of the existence of such measures see, e.g., [Mattila 1995].
Let 1 be a Frostman measure on E. Cover 7> (E) by cubes of the form

(tiz — €, tiz +€) X (ti3 — €, ti3 +€) X (t§3 — €, t§3 +€).
It follows that

I=(uxpx ExExEY <Y (wxux (' 2 2 it —a < |x' =2/ < tf; +e. Vi, j}. 2-2)
[
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Suppose that we could show that this expression is < ) 613. It would then follow, by definition of sets
of measure 0, that the three dimensional Lebesgue measure of 7,(E) is positive.

In light of (2-1), to establish the positive measure of 7>(E) we may assume that #;; > ¢ > 0. To see
this, observe that if each #;; is <r, then fixing x! results in x2 and x> being contained in a ball of radius r
centered at x!. It follows that

(wxux WExExE} <) (wxux (', 2% 0% 11, —e < ¥ =2 <t + €. Vi, j} < CrP,
l

and taking r to be small enough, this expression is < %. This means that in place of equality on the
left-hand side of (2-2), we have an inequality with 1 replaced by %, and the rest of the argument goes
through as before.

Therefore, the proof of Theorem 1.1 (i) is reduced to proving the trilinear estimate

AfGue )= [[ [ o6 =0, 60 =2 08,02 =) At duGd) ) S 1. @2)

Here, t = (t12, 13, t23), 0, is arc length measure on the circle of radius r in R? and 0 =0y * pe, Where
pe(x) =€ 2p(x/e€) is an approximate identity with p € C°({|x| < 1}), p > 0, f p(x)dx = 1. Note that
the right-hand side is 1 instead of € because the characteristic function of the annulus of radius ¢; ; and
thickness ¢, divided by €, is dominated by o,fj. We now turn to the proof of (2-3).

3. Reducing the trilinear form estimate to a bilinear operator estimate

Define trilinear forms
A (f1s far f3):= f f / of, (' =xM) of (x' —x) o (P =x7) filx") L) (0 dxt dxPdxd, (3-1)

and consider A§ (M‘s_a, ", ,ug), where

2(2-a)/2
I'(a/2)

o (X) = (x| 72 (x), (3-2)

initially defined for Re @ > 0, is extended to the complex plane by analytic continuation, and

18 (x) i= g ps(x),

and ps(x) = 8~2p(x/8) is an approximate identity as above. Observe that 11’ (&) = Co, 1 (£)p(8&) |E]7,

where
27 -20/2

C = e a2y

(3-3)
(See [Gelfand and Shilov 1958] for relevant calculations.) This shows, in view of Plancherel, that ,u‘; is
an L?(R?) function with bounds depending on 8. Moreover, since we have compact support, this shows
that one has a trivial finite upper bound on the trilinear form with constants depending on §. Taking the
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modulus in (3-2), we see that
2(2—w)/2

T(e/2)

and note that the right-hand side is nonnegative.

I'(Rea/2) ,
T (c/2)] | Ree

(MS * | . |—2+Rea)(x) — 2(2—Rea)/2

g (0] < (x)

Now define
Flo)i= Al o, 1) = (B, 1), 1d), (3-4)

where (-, -) is the L2(R?) inner product and B is the bilinear operator given by the relation

B¢(f, &) (x) := / fx—u)gx—v)os(u) o, (v)o(u—v)dudv. (3-5)

Here, for simplicity we have rescaled one side of the triangle to have unit length; the other two, a, b < 1,
are bounded away from 0.
Our main bilinear estimate is the following, which is proved in Section 4.

Theorem 3.1. Let B¢ be defined as above and suppose that f, g > 0. Then
1B )y SWF Nz, e N8l @y i Bi+Ba=13. Bi B2 =0, (3-6)
with constants independent of €.
Using (3-6), we see that, with F'(«) defined as in (3-4), we have
[F@)] S (B (1 geays 105 ko) < 1B UL ree) 1) - 1 Re ol ooy » 3-7)
where the < symbol includes factors of the gamma functions.
Lemma 3.2. Suppose that p is a Frostman measure on a set of Hausdorff dimension > %. Then

Iwdll, S1 if Rea=1.

1
47

1 1
MZ(X)SfIx—yI2+4 du‘s(y)%ZT"@N/

" pr—yl~2

To prove the lemma, observe that if Rea =
i’ (y) S Y 22,
m
and this is $ 1 since p is a Frostman measure on a set of Hausdorff dimension > %. Substituting this into
(3-7) and applying (3-6) with ; = 3, B> = g, we see that if Rear = ],
Pl = 1B W10 i) gy S WML agal 2 gy 10122, oy (3-8)

A straightforward calculation using the definition of ug from above shows that the square of either of the

/f =y~ F dp ) dp(y),

which is the energy integral of u of order ZT' This integral is bounded since the Hausdorff dimension of E

terms in (3-8) is bounded by

is greater than % and p is a Frostman measure; see, e.g., [Falconer 1985a; Mattila 1995].
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By symmetry, the same bound holds when Re o = —% because we can reverse the roles of du(x!)
and dju(x3). When —% <Rea < 1, we use the fact that | F («)| is bounded from above with constants
depending on § as we noted in the beginning of this section. By the three lines lemma (see the version
in Hirschman [1953]), for example) we conclude that, A{(u, 1, 1) < 1, which completes the proof of
Theorem 1.1, conditional on Theorem 3.1, which we now prove.

4. Estimating the bilinear operator

Since we are assuming f, g > 0, we have

IB(f. )l ) = // Fx—u) g(x —v) K<(u, v) du dv dx, (4-1)

where

K (u,v) =0, (u) o (v)o(u—v);

recall that we scaled one of the sigmas to the unit radius. Let ¥ € C°({|x| <2}), ¥ >0, ¥ =1 on
{|x| < 1}. Then it suffices to estimate

f/ fx—u)gx —v) K (u,v)dudvy(x/R)dx

with bounds independent of R > 1. Using Fourier inversion, the expression (4-1) equals

R? / F& &) K& n) U (RE +n) dé dn. (4-2)
Lemma 4.1. Let K (1, v) = K°(u, v), interpreted in the sense of distributions. We have
K& = b WL, E ), (4-3)
where
+ .4 2
Uiyt R*—> R
are defined by

UE, € m = (ag1+ by £bnV 1= v2,, agr —bniV1=v2, Fhyapm)  (@44)
with y,., = (a> + b> — 1)/(2ab). Consequently, using stationary phase, we see that

K< m) U (RE+m)| S A+ IE[+ )2 (4-5)
uniformly for R > 1.

Recalling that, by the method of stationary phase (see, e.g., [Sogge 1993; Stein 1993)),

GE)| < (L+1ED) 77,

one sees that (4-5) will immediately follow from (4-3) and (4-4).



404 ALLAN GREENLEAF AND ALEX IOSEVICH
To prove the lemma, parametrize the Cartesian product of two circles as
{(acosB,asinf,bcos¢, bsing)}.
The restriction imposed by o (u — v) says that
dist((a cosB,asinf), (bcos ¢, bsin qb)) =1,
which implies via standard trigonometric identities that

a’+b*—1
cos(@ —¢) = ~oah = Va,b

and thus 8 — ¢ =£6, := cos_l(ya,b). It follows that

2
K&, n) = / exp(2m'(a cos(60)&1 +asin(0)&2 + b cos(0 +6,.)n1 + b sin(0 + 9a,b)772)) do
0

=0 (Ua,p(&, M),

as claimed. This proves (4-3). The estimate (4-5) follows in the same way since o (x) = 0, * pe (x).
Using Lemma 4.1, Cauchy—Schwarz, and the assumption 8; + 8, = %, B1, B2 = 0, we estimate the
square of (4-2) by

/'f@)|2{R2/|'?€@’")|4ﬂ1 WR(“'?))W}C’S f|é<n>|2{R2/|l?€(s,n>|“ﬂzW(R(Hn))lds}dn
S/|f<€>|2<1+|é|>—2ﬂ’ de f|§(n>|2<1+|n|>—2ﬂ2dn

— | £2 o2
- ||f||L2*/31 (RZ) ||g||L27ﬁ2 (R2)5

as desired, completing the proof of Theorem 3.1 and thus the proof of Theorem 1.1.

5. Sharpness of the trilinear estimate (2-3)

To understand the extent to which this result is sharp, we use a variant of the construction obtained for
the case k = 1, d = 2 in [Mattila 1987]. See [losevich and Senger 2010; Erdogan et al. > 2012], where
this issue is studied comprehensively. Let C, denote the standard «-dimensional Cantor set contained in
the interval [0, 1]. Let

Fo=(Co —DHU(Cy + 1),

and let p denote the natural measure on this set. Let E = F,, x Fg. Observe that we can a fit a \/e by €
rectangle in the annulus {x : 1 < |x| <14 €} near (0, £1) and also near (£1, 0).
Fix x and observe that

(wxw) {2 1<lx—z|<14e 1< |x—y| <1+e; V2<ly—z| 5«/54—6} Ao /B utB — 20428,
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Integrating in x, we see that
wxpxm{@y, 01—z <l+el<li—y < l+eV2<|y—z <v2+e} 2 e,
We need this quantity to be < €3, which leads to the equation
Ja+28>3.

Choosing @« = 1 and 8 = ‘3—1 shows that the inequality (2-3) does not in general hold if s < %. It is
important to note that this does not prove that P3(TH(E)) > 0 does not in general hold if s < 47'1'

We stress that the calculation above pertains to the trilinear expression (2-3). We do not know of any
example that shows that £3(7»(E)) is not in general positive if the Hausdorff dimension of E is greater
than one. The discrepancy here is not particularly surprising because it already takes place in the study of
distance sets. For example, as we point out in the introduction, it is known that if the Hausdorff dimension
of E C R?is < 1, then it is not in general true that PUA(E)) > 0. A result due to Wolff [1999] says that
if the Hausdorff dimension of E is greater than 4 then &' (A(E)) > 0. On the other hand, an example
due to Mattila [1987] shows that if the Hausdorff dimension of E is less than % and u is a Frostman
measure on E, then

limsupe '(ux w) {(x,y) EEXE: 1 <|x—y| < l+e}=o00. (5-1)

e—>0

We note that (5-1) is the analogue of (1-3). It says that the distance measure, defined by

/f(t)dv(t)=/ FOx =y dio) dp(y),

has Radon—Nikodym derivative which is not in L*°,

6. Application to discrete geometry

Definition 6.1. Let P be a set of n points contained in [0, 1]%. Define the measure

duss(x) =n""ns. Z Xs7, (x)dx, (6-1)
peP n

where x B? (x) is the characteristic function of the ball of radius n~!/* centered at p. We say that P is
n—1/s

s-adaptable [losevich et al. 2007] if

LGu) = [ b=yt diy 0 diy ) < .
This is equivalent to the statement

n > lp-p1T S (6-2)
p#p'EP

To understand this condition in clearer geometric terms, suppose that P comes from a 1-separated set
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A, scaled down by its diameter. Then the condition (6-2) takes the form

n? Y la—d|”" S (diameter(A)) . (6-3)
aFa' €A

This says P is s-adaptable if it is a scaled 1-separated set where the expected value of the distance between
two points raised to the power —s is comparable to the value of the diameter raised to the power of —s.
This basically means that for the set to be s-adaptable, clustering is not allowed to be too severe.

To put it in more technical terms, s-adaptability means that a discrete point set P can be thickened into a
set which is uniformly s-dimensional in the sense that its energy integral of order s is finite. Unfortunately,
it is shown in [losevich et al. 2007] that there exist finite point sets which are not s-adaptable for certain
ranges of the parameter s. The point is that the notion of Hausdorff dimension is much more subtle
than the simple “size” estimate. However, many natural classes of sets are s-adaptable. For example,
homogeneous sets studied by Solymosi and Vu [2004] and others are s-adaptable for all 0 < s < d. See
also [losevich et al. 2009], where s-adaptability of homogeneous sets is used to extract discrete incidence
theorems from Fourier-type bounds.

Before we state the discrete result that follows from Theorem 1.1, let us briefly review what is known.
If P is set of n points in [0, 1]2, let u3 2(n) denote the number of times a fixed triangle can arise among
points of P. It is not hard to see that

122(n) = O(n3). (6-4)

This follows easily from the fact that a single distance cannot arise more than O(n%) times, which, in
turn, follows from the celebrated Szemerédi—Trotter incidence theorem. See [Brass et al. 2005] and the
references therein. By the pigeonhole principle, one can conclude that

#T>(P) > —n3. (6-5)

n
~ A3

However, it is not difficult to see that one can do quite a bit better as far as the lower bound on #7;(P)
is concerned. It is shown in [Brass et al. 2005, p. 263] that

#T,(P) Zn-#{|lx —y|:x,y € P}.

Guth and Katz [2011] have recently settled the Erdds distance conjecture, proving that

_ . >
#Hlx—yl:x,ye P} 2 fogn’

and it follows that

#To(P) 2

2(P) 21 ogn’
which, up to logarithmic factors, is the optimal bound. However, Theorem 1.1 does allow us to obtain an
upper bound on u;, for s-adaptable sets that is better than the one in (6-4). Before we state the main
result of this section, we need the following definition.
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Definition 6.2. Let P be a subset of [0, 1]? consisting of n points. Let § > 0 and define
uy,(n) =#{(x', X2, ) e Px Px Pty —8 < |x' —x/| <1;; +6},
where the dependence on ¢ = {#;;} is suppressed.

Observe that obtaining an upper bound for u‘sz’z(n) with arbitrary 7;; immediately implies the same
upper bound on u; »(n) defined above. The main result of this section is the following.
Corollary 6.3. Suppose P C [0, 1]
for every b > 0, there exists Cp > 0 such that

is s-adaptable for s = % + a for every sufficiently small a > 0. Then

4
ws, () < Gyt (6-6)
The proof follows from Theorem 1.1 in the following way. Let E denote the support of d ), defined
as in (6-1) above. We know that if s > %, then

(wp x wp x wp) {62, %) ity < 6 = x| <+ e} S €0 (6-7)
Taking € = n~!/*, we see that the left-hand side is
~n3 -ugz/s (n),

and we conclude that

—1/s _
R ORT A

which yields the desired result since s = 47'1 +a.

. . . 4
As we note above, this result is stronger than the previously known u; »(n) < n3. However, our result
holds under an additional restriction that P is s-adaptable. We hope to address this issue in a subsequent

paper.
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ASYMPTOTIC DECAY FOR A ONE-DIMENSIONAL NONLINEAR WAVE
EQUATION

HANS LINDBLAD AND TERENCE TAO

We consider the asymptotic behaviour of finite energy solutions to the one-dimensional defocusing non-
linear wave equation —u,; + i, = |u|?~'u, where p > 1. Standard energy methods guarantee global
existence, but do not directly say much about the behaviour of u(¢) as + — oco. Note that in contrast
to higher-dimensional settings, solutions to the linear equation —u,, + u,, = 0 do not exhibit decay,
thus apparently ruling out perturbative methods for understanding such solutions. Nevertheless, we will
show that solutions for the nonlinear equation behave differently from the linear equation, and more
specifically that we have the average L*° decay limy_ 4o % fOT lu(@)l 122wy dt = 0, in sharp contrast
to the linear case. An unusual ingredient in our arguments is the classical Rademacher differentiation
theorem that asserts that Lipschitz functions are almost everywhere differentiable.

1. Introduction

Fix p > 1. We consider solutions # : R x R — R to the one-dimensional defocusing nonlinear wave
equation

~1
—uy +uey = ul’"u, (D
with the finite energy initial condition

[ O) | 1) )y + s (O)[| 12w < 00

Standard energy methods (using the Sobolev embedding Hx1 C L%°) show that the initial value problem
is locally well-posed in this energy class. Furthermore, by using the conservation of energy’

Efu] = Elu(r)] := / Too(z, x) dx, 2)
R
where Ty is the energy density
1
1,212 +1
Too := uy +5uy + mmlp ,

Lindblad is supported by NSF grant DMS-0801120. Tao is supported by NSF Research Award DMS-0649473, the NSF
Waterman award and a grant from the MacArthur Foundation.
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UIn order to justify energy conservation for solutions which are in the energy class, one can use standard local well-posedness
theory to approximate such solutions by classical (i.e., smooth and compactly supported) solutions (regularising the nonlinearity
P~ Ly if necessary), derive energy conservation for the classical solutions, and then take strong limits. We omit the standard
details. More generally, we shall perform manipulations such as integration by parts on finite energy solutions as if they were
classical without any further comment.
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it is easy to show that the HX1 X Li norm of u(¢) does not blow up in finite time, and that the solution to
(1) can be continued globally in time.

In this paper we study the asymptotic behaviour of finite energy solutions u to (1) as t — £oo. Of
course, from the conservation of energy (2) we know that u(¢) stays bounded in Hx1 RYNLY + (R), and
thus (by the Gagliardo—Nirenberg inequality) bounded in L{°(R) for all time, but this does not settle the
question of whether [u(7)| L (r) exhibits any decay as t — Fo00.

For the linear equation —u,; +u,, =0, the solutions are of course travelling waves u(t, x) = f(x+1)+
g(x —1t), which do not decay along light rays x = xo &=¢. In particular, for any nontrivial linear solution,
lu(®)|lL () stays bounded away from zero. It is thus natural to ask whether the same behaviour occurs
for solutions to the nonlinear Equation (1). However, an easy energy argument shows that the behaviour
must be slightly different. Indeed, if we introduce the momentum density (or energy current)

Tor =T :=usuy
and the momentum current .
T := %M?-F %Mﬁ i |I/t|p—"_1
p+1

we observe the conservation laws

0: Too = 0x To1, (3)
0;Tor =0, Tq1. “4)

From (3) and the fundamental theorem of calculus we have
3z/ Too(t, x) dx = Too(t, xo + 1) + To1 (2, xo + 1)
X <xo+t
for all xg, t € R. On the other hand, from the nonnegativity of Toy we clearly have
0< / Too(t, x)dx < Elu].
x<xo+t
From the fundamental theorem of calculus (and the monotone convergence theorem), we thus obtain

/ Too(t, xo+1)+ Toi1 (2, xo+1)dt < E[u]

—0o0

|u|P*! we conclude in particular the

for all xo € R. From the pointwise inequality Tog + To; > j_ ]
nonlinear decay estimate P

oo
[t ndr =+ DEW) 5)
—00
for any xo € R. From reflection symmetry we also have
oo
/ ulP* (@, xo — 1) dt < (p+1)E[u] (6)
—00

for any xp € R. We thus see that solutions to the nonlinear equation ¥ must decay (on average, at least)
along any light ray x = x( =1, in sharp contrast to solutions to the linear equation. This simple calculation
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already reveals that the nonlinear equation has somewhat different asymptotic behaviour from the linear
equation, and in particular that it is highly unlikely that one can asymptotically analyse the former as a
perturbation of the latter. This is in contrast with the one-dimensional nonlinear Klein—Gordon equation,
for which the decay can be leveraged to obtain asymptotic results; see for instance [Lindblad and Soffer
2005]. Another contrast is with the local theory, which asserts that singularities for the nonlinear wave
equation propagate along the same light rays as for the linear one; see [Reed 1978].

The estimates (5), (6) imply that finite energy solutions # cannot concentrate on light rays {(¢, xo£1) :
t € R}. However, it is a priori conceivable that such solutions might still concentrate on other worldlines
{(z, x(t)) : t € R}. Concentration on spacelike worldlines (in which |x/(¢)| > 1) are easily ruled out by finite
speed of propagation (or by a modification of the arguments used to derive (5), (6)), but concentration
on timelike worldlines (in which [x'(z)| < 1) are not so obviously ruled out. Nevertheless, we are able
to rule out this scenario by the following theorem, which is the main result of this paper.

Theorem 1.1 (Average L{° decay). Let u be a finite energy solution to (1), with an upper bound E{u] < E
on the energy. Then
to+T

= lu ()|l ooy dt < cg,p(T)
T T T J4

foralltye Rand T > 0, where cg,, : RY — R is a function depending only on the energy bound E and
the exponent p such that cg ,(t) — 0 ast — oo. In particular, we have

to+T
lim sup — lu(®)|lLeew) dt = 0.

T—+00 4 eR to—T

The proof of this theorem will use energy estimates combined with a version of the Rademacher differ-
entiation theorem (or Lebesgue differentiation theorem), that Lipschitz functions are almost everywhere
differentiable. The basic idea is to observe that if u concentrates on a timelike worldline {(z, x(¢)) : t € R},
then x should be Lipschitz, and thus mostly differentiable. This implies that u concentrates on certain
parallelograms in spacetime; we will then use energy estimates to rule out such concentration.

In principle, the decaying bound cg ,(T) could be made explicit, but this would require a quantitative
version of the Rademacher differentiation theorem. Such results exist (see [Tao 2009] or [Tao 2008, Sec-
tion 2.4]), but they are fairly weak (involving the inverse tower exponential function log,). Presumably
a more refined argument than the one given in this paper would give better bounds. For instance, it is
plausible to conjecture that ||u(?) || L> () should decay at a polynomial rate in ¢, at least in the perturbative
regime when u is small.

We remark that our methods do not seem to give any precise asymptotics for the solution. Of course
Theorem 1.1 indicates that the solution will not scatter to a linear solution, but it is not clear what the
solution scatters to instead, even in the perturbative regime. It may be that techniques from nonlinear
geometric optics could be useful to settle this question, but the extremely weak decay of the solution
means that it would be very difficult for these methods to be made rigorous, at least until one can improve
the results of Theorem 1.1 significantly.
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2. Energy estimates

In this section we derive the basic energy estimates needed to establish Theorem 1.1. Henceforth we fix
p and the finite energy solution . We adopt the notation X S Y or X = O(Y) to denote the estimate
|X| < CY, where C can depend on p and the energy bound E. Thus from energy conservation we obtain
the bounds

fR|ut|2<z,x>+|ux|2<r,x>+|u|”“(r,x) dx 51 (7)
for all .
Lemma 2.1 (Holder continuity). Forallt, x,t', x" € R we have the pointwise bound
ut,x)=0(1) (8)
and the Holder continuity property
ut,x) —u(t',x) =0t —t')"* +|x — x'|'/?). )

Proof. The bound (8) follows immediately from (7) and the Gagliardo—Nirenberg inequality. Using
the bound on |u,|? in (7) together with the fundamental theorem of calculus and the Cauchy—Schwarz
inequality, we also have the spatial Holder continuity bound

u(t, x) —u(t, x') = 0(lx = x'|'/%).
Thus to prove (9) it will suffice to show that
u(ty, xo) — u(tz, x0) = O((ta — 1))/ (10)

for all #, > #;. In view of (8) we may also assume #, =t + O(1).
Fix t;, ;. From (4) and the fundamental theorem of calculus we have

3;/ To1(t, x)dx =Ty1(z, x0);
X <X0

integrating this in time and using (7) we obtain the bounds

15)
/ Ti(t, x0)dt = O(1).
n
Combining this with (8) we conclude
5]
f u; (t, x0)> dt = 0(1)
1

and (10) follows from the fundamental theorem of calculus and Cauchy—Schwarz. O

Now we prove a more advanced energy estimate.
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Proposition 2.2 (nonlinear energy decay in a parallelogram). Let T > R > 1, let x¢, to € R, and let v € R
be a velocity. Then we have

to+T xo+vt+R T
/ / lu(t, )|PH dx dr < RVATV?2 4 = (11)
xo+vt—R R

Remark 2.3. Energy conservation (7) only gives the bound of O(T') for this integral, thus this proposi-
tion is nontrivial when T is much larger than R. A key point here is that the bounds do not blow up in
the neighbourhood of the speed of light v = 1. It may be possible to improve the right-hand side of (11),
and to also control other components of the energy, but the above bound will suffice for our purposes.

Proof. By translation invariance we can set xg = fp = 0. By reflection symmetry we may assume that
v>0.

Let x : R — R be a nonnegative bump function supported on [—2, 2] which equals 1 on [—1, 1], and
let ¥ (x) := fy<x X (y) dy be the antiderivative of x. From (4) and integration by parts we have

atAw(x‘”’)T01<r,x>dx=—%/Rx(x

integrating this against x (¢/T) using (7) we conclude that

o

A similar argument using (3) instead of (4) yields

Johr

On the other hand, if we define the nonlinear null form

”) (T11(2, ) +vTor (1, x)) dx

) (T ) +vTor ¢, ) dx d = O(R). (12)

) (Tor ¢, ) + vToo(t, ) dx di = O(R). (13)

Q = (=8 + p)u® = —2u> + 2u> +2{u|P*!
then from integration by parts and (8) we have

xvt

)Q(t X)dxdt| =

20+ 000 (x (™

v+2R
—dxa’t
/ /1: 2R T2 R2
R T

<=4 =<
TR"’

)dxdt

(14)

|~

Let us compare |u|P*! against the quantities

1
1.2 1.2 +1
T +vTor = 5u; +vu,ux+§ux——p+1|u|p ,
1, 2 1, 2 v +1
Tor +vToo = yvu; +upuy + 5vu; + P lu|?

0= —2u,2 +2u)2€ +2u|PT.
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We divide into three cases.

Case 1 (spacelike): v > 1. In this case, we can verify the pointwise bound

lulPT < To; +vToo

p+1
and so (11) follows immediately from (13) (note that R = O (R'/?T1/?)).
1/2
Case 2 (lightlike): 1 — % < v < 1. In this case we have the bound
1 R1/2
P |u| P < (Tor +vTo0) + 0<T1/2Too)

and so from (13) and (7) we have

+1 x Ut)lu(t P drdx < R+ RV2T?
p

and (11) follows.
1/2

Case 3 (timelike): 0 <v <1-— 77

. Here we use the identity

—v’ 2 (P=DA=V)

1
Ti1+vTo) —v(To; +vToo) + = (1 —vHu?+
(T o1) —v(Tor 00) 0= uy 2+ D)

Taking the indicated linear combination of (12), (13), (14) and discarding (1 — vz)ui, which is non-
negative, we conclude that

— (1 =12 a2
(p—1X v)// Y e, 017 drdx S R+ T
2(p+1) 4 R
and thus (noting that 1 — v2=(1—-v)(1+v)is comparable to 1 — v)
P+l T
f/x - )Iu(t )P dtdx < +—.
R JR R
Since 1 — v > R'/2/T'/? by hypothesis, the claim follows. g

3. Proof of Theorem 1.1

We are now ready to prove Theorem 1.1. Suppose that this claim failed for some E, p. Carefully negating
the quantifiers, we may thus find a sequence of times 7;,, — oo and ¢, € R, a § > 0 independent of n, and
a family of solutions u, which uniformly obey the energy bound E[u,] < E such that

ty+T,

2Tn t,—T,

lun (@)l L2ow) dt = 8.

By translating each u, by t,, we may normalise ¢, = 0.
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Let n be large. We will now allow our implied constants in the < notation to depend on §, thus
T,
/ lun ()L w) dt Z T
-7,

From this bound and (8), we now conclude that the set

{t e[=Tn, Tul: lup®) Lo 2 1}

has Lebesgue measure > T, (for suitable choices of implied constants). In particular, we can find a finite
set A, C [—T,, T,] of times which are 1-separated and of cardinality

#A, > T,

such that
lun (@) llLeemw) 2 1 (15)

forallt € A,,.
For each t € A, let x,,(¢) € R be a point such that |u, (¢, x,(t))| > %||un(t)||Loo(R). From (15), one has

lun (t, X2 (1) Z 1 (16)

forallr € A,,.
Let us say that two times ¢, t' € A,, are spacelike if we have

lxn (1) —xa )] = [t —1'| + L.
There is a limit as to how many spacelike pairs of times can exist:

Lemma 3.1 (finite speed of propagation). Let n be sufficiently large, and let t1, ..., t,, € A, be times
which are pairwise spacelike. Then we have m = O(1).

Proof. Without loss of generality we may assume that t; < ... < t,,. Consider the spacetime region
._ . 1
Q:=RxR\ U {¢,x):r>1;and |x —x,(t))| <t —1t; + 3}
l<j=m
Standard energy estimates reveal that
/ Too(fj,x)dx-i-/ Too(zj, x)dx Sf Too(tj—1,x)dx
(t;,x)eQ lx—2x, (1)1<3 (tj-1,%)€RQ

for all 1 < j <m, where Tog = Too, is the energy density of u,. Iterating this and then using (7), we
conclude that
Z / Too(tj,x)dx§1

[x—xn ()=

1
l<j<m 2

and in particular that

> ey, P dx S 1.
1< jem Y = @)I=3
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But from (16), (9) we see that
/ lun (2, x) [P dx > 1.
lx—x, (1)1<5
for each j, and the claim follows. (|

We now use this lemma and some combinatorial arguments to extract a Lipschitz worldline.

Corollary 3.2 (existence of Lipschitz worldline). Let gy : (0, 1] — (0, 1] be an arbitrary function. Then
there exists a constant 0 < co = co(eo) < 1 with the following property: for all sufficiently large n, there
exists co < ¢ < 1 (depending on n) and a subset A, of A, with

#A), > cT,
such that we have the Lipschitz property
1Xn (") = x2 ()| < |t —1'| +0(c) T, A7)
forallt, t' e A).

Proof. Fix ¢, and let n be sufficiently large. Define the particle number of a set A to be the largest integer
m for which one can find pairwise spacelike times 1, ..., f,, in A. By the previous lemma, we see that
A, has particle number O (1). The key lemma is the following:

Lemma 3.3 (dichotomy). Let A’ C A,, m = O(1) and ¢ > 0 be such that
#A' > 2cT,

and N has particle number at most m. Suppose n is sufficiently large depending on c. Then at least one
of the following is true:

(1) There exists a subset A" C A’ of cardinality at least cT, such that (17) holds for all t, 1" € A".

(ii) There exists a subset A" C A’ of cardinality at least cey(c)T, /16 with particle number at most
m—1.

Iterating this lemma at most O(1) times we obtain the claim.

It remains to prove the lemma. We subdivide the interval [—T7,,, 7, ] into intervals I of length between
go(c)T, /4 and go(c) T, /8. Call an interval sparse if #(A'NI) < cey(c)T, /8, and dense otherwise. Observe
that at most ¢7,, elements of A’ lie in sparse intervals. Thus if we let A” denote the intersection of A’
with the union of all the dense intervals, then #A” > ¢T,,.

If A” obeys (17) then we are done. Otherwise, we can find ¢1, 7, € A” such that

|xn (11) — X (2)| > |t1 — 12| +£0(c) T

The time #; must lie in some dense interval 7. We split A" NI = A"U AY’, where A" consists of all
t € AN with |x,(t) —x,(t1)| < e0(c)T,/2, and A}’ consists of the remainder of A”NI. Observe from
the triangle inequality (if n is sufficiently large depending on c) that all times in A" are spacelike with
respect to f>, and similarly all times in A’ are spacelike with respect to #;. Thus each of A} and A’ can
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have particle number at most m — 1. On the other hand, by the pigeonhole principle, one of A" and A7’
must have cardinality at least %#(A” N I), which is at least ceg(c)T, /16 since I is dense. The lemma,
and hence the corollary, follows. (|

Let & : (0, 1] — (0, 1] to be a function to be chosen later (one should think of gq(c) as going to zero
very rapidly as ¢ — 0). For any sufficiently large n, let co, ¢ and A}, be as in Corollary 3.2.
Define the function x), : [—T,,, T,] - R by

x, (1) := inf (x,(t") — |t —1']).
el
One easily verifies that x), is Lipschitz with constant at most 1. From (17) we also see that

X (1) — X, ()| < €0(c) Ty, (18)

forallt € A),.
We now apply a quantitative version of the Rademacher (or Lebesgue) differentiation theorem to
ensure that x/,(¢) is approximately differentiable on a large interval.

Proposition 3.4 (quantitative Rademacher differentiation theorem). Let €1 : (0, 1] — (0, 1] be a function,
and let § > 0. Then there exists ry =r1(e1, 8) > 0 with the following property: given any Lipschitz function
f 1 [—1, 1] = R with Lipschitz constant at most 1, there exists r1 <r <1 such that the set

y—x
whenever y € [—1, 1] is such that 1 (r) < |y — x| < r}

{x € [—1, 1] : there exists L € R such that <$é

(which, intuitively, is the set where f is approximately differentiable) has Lebesgue measure at least
2—34.

Proof. We give an indirect “compactness and contradiction” proof. Suppose for contradiction that the
claim failed. Negating the quantifiers carefully, this means that there exists a function ¢; : (0, 1] — (0, 1],
a $ >0, a sequence r, — 0, and a sequence f, : [0, 1] — R of Lipschitz functions with constant at most 1,
such that the sets

{x € [—1, 1] : there exists L € R such that W —L|<$

whenever y € [—1, 1] is such that 1 (r) < |y — x| < r}

have Lebesgue measure at most 2 —§ foralln and all v, <r < 1.

By translating each f, by a constant if necessary, we may assume that f,,(0) = 0. The Lipschitz
functions then form a bounded equicontinuous family on the compact domain [—1, 1], and so by the
Arzela—Ascoli theorem we may (after passing to a subsequence if necessary) assume that the f,, converge
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uniformly to a limit f. We conclude that the set

{x € [—1, 1] : there exists L € R such that W —L|<§/2

whenever y € [—1, 1] is such that e, (r) < |y — x| < r}

has Lebesgue measure at most 2 — § for all 0 < r < 1. On the other hand, f is clearly Lipschitz with

constant at most 1, and so by the Lipschitz differentiation theorem, f is differentiable almost everywhere.

In particular, the set
oo

U {x € [—1, 1] : there exists L € R such that

m=1

<5/2

fO-f®
y—Xx

whenever y € [—1, 1]is such that 0 < |y — x| < 2’”}

has full measure in [—1, 1]. By the monotone convergence theorem, this implies that one of the sets in
this union has measure greater than 2 — §. But this contradicts the previous claim. 0

Remark 3.5. It is also possible to give a more direct “martingale’?

or “multiscale analysis” proof of
this proposition, which we sketch as follows. For each n > 1, let f,, be the piecewise linear continuous
function which agrees with f on multiples of 27", and is linear between such intervals. One easily
verifies that the functions f,+| — f, are pairwise orthogonal in the Hilbert space H! ([—1, 1]), and thus

by Bessel’s inequality we have

o0
2
Dot = Fallip gy <2

n=1

Now let F : N — N be a function to be chosen later, and let o > 0 be a small quantity to be chosen later.
From the pigeonhole principle, one can find 1 <ng < C(F, o) such that

F(no)

2
Y et = Falfp gy < O

n=ng

If one then sets r := 027", one can verify all the required claims if ¢ is chosen sufficiently small
depending on &, and F is sufficiently rapidly growing depending on §, o, and go; the quantity L can
basically be taken to be f, (x). We omit the details, but see [Tao 2009] for some similar arguments in
this spirit.

Let § > 0 be a small quantity (depending on ¢) to be chosen later, and let ¢ : (0, 1] — (0, 1] be the
function ¢1(r) := §r. We let n be sufficiently large, and apply the above proposition to the Lipschitz
function f = f,, : [—1, 11— R defined by f(y):=1/T,x,(T,y). We conclude that there exists r; =r; ()

2Indeed, the arguments here are closely related to some classical martingale inequalities of Doob [1953] and Lépingle
[1976].
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and r; < r <1 (depending on § and n) such that the set

x, () —x, (1)

{x € [—T,, T,] : there exists L € R such that L <6

whenever y € [T, T,] is such that 87T, < |t — 1| < rTn}

has measure at least (2 —§)7,,.

On the other hand, the set A, has cardinality at least ¢T},. As in the proof of Lemma 3.3, we partition
[—T,, T,] into intervals I of length between r7T,/4 and rT,/8, and let A be the portion of A/ which
are contained inside those intervals I which are dense in the sense that they contain at least cr7,/16
elements of A),. It is easy to see that A} has cardinality at least cT},/2. Also, A is 1-separated.

Thus, if we let § = §(c) be sufficiently small compared to ¢, we can find t, € [—T,, T,,] within a
distance 1 of A}, and v € R such that

() = x(t)

P v| <8 whenevert €[—T,, T,] is such that §rT, < |t, —t'| <rT,.
T bk

Let 7y be an element of A} within 1 of 7. Applying (18), the triangle inequality, and the Lipschitz nature
of x,, we conclude that

X, (1) = x,(t0) +v(t1 — 1) + OBty —1o]) + O(e0(c)T,) + O(1)

whenever #; € A is such that §7,, + 1 < |t; —to| <rT, — 1. Applying the Lipschitz property again, we
conclude that

Xn(t1) = xn(to) +v(11 — 10) + O(8rT,) + O(e0(c)T,) + O(1)

forall 1; € A) with |t; —to| <rT, — 1. If we set eo(c) :=8(c)r1(8(c)), and assume n is sufficiently large
depending on all other parameters, we thus have

X, (1) = x,(t0) +v(t1 — 10) + O(SrT,)

whenever f; € A and |t; — fo| < rT,/4. One should view this as an assertion that x,, is approximately
differentiable near 1.

By definition of A/, we know that #; is contained in an interval / of length at most r7,/4 which
contains 2 crT, elements of A,. We thus see that the parallelogram

Pi={(t,x):tel, |x—xu(to) — v(t — to)| < R/2)

contains at least = crT,, points of the form (¢, x,(¢)) with t € A,, where R is a quantity of size ~ §rT,.
On the other hand, by definition of A,, we have |u,(t, x(t))| 2 1 for all t € A,. Applying (9), we
conclude that

/ lun(t, )P dt dx > erT,.
P
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On the other hand, from Proposition 2.2 we have
T,
/ lun(t, X)|P dr dx < RV2(rT)V? + %" <821, +687.
P

If we set 6 to be sufficiently small depending on ¢, and let n be sufficiently large depending on all other
parameters, we obtain a contradiction as desired. This completes the proof of Theorem 1.1.
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