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ANGULAR ENERGY QUANTIZATION FOR LINEAR ELLIPTIC SYSTEMS
WITH ANTISYMMETRIC POTENTIALS AND APPLICATIONS

PAUL LAURAIN AND TRISTAN RIVIÈRE

We establish a quantization result for the angular part of the energy of solutions to elliptic linear systems of
Schrödinger type with antisymmetric potentials in two dimensions. This quantization is a consequence of
uniform Lorentz–Wente type estimates in degenerating annuli. Moreover this result is optimal in the sense
that we exhibit a sequence of functions satisfying our hypothesis whose radial part of the energy is not
quantized. We derive from this angular quantization the full energy quantization for general critical points
to functionals which are conformally invariant or also for pseudoholomorphic curves on degenerating
Riemann surfaces.
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Introduction

Conformal invariance is a fundamental property for many problems in physics and geometry. In the
last decades it has become an important feature of many questions of nonlinear analysis too. Elliptic
conformally invariant Lagrangians for instance share similar analysis behaviors: their Euler–Lagrange
equations are critical with respect to the function space naturally given by the Lagrangian and, as a
consequence, solutions to these Euler Lagrange equations are subject to concentration compactness
phenomena. Questions such as the regularity of solutions or energy losses for sequences of solutions
cannot be solved by robust general arguments in PDE but require instead a careful study of the interplay
between the highest order part of the PDE and its nonlinearity.

For example, in dimension 2, let (6, h) be a closed Riemann surface, it has been proved [Rivière 2007,
Theorem I.2] that every critical point of a conformally invariant functional, u :6→ Rn , solves a system

MSC2010: primary 35J20, 35J60, 53C42, 58E20, 35J47; secondary 49Q05, 53C21, 32Q65.
Keywords: analysis of PDEs, differential geometry.
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of the form1

−1u =� · ∇u on 6, (1)

where � ∈ so(n)⊗ T6 and 1 is the negative Laplace–Beltrami operator
(
1/
√
|h|
)
∂i
(√
|h|hi j∂ j

)
. The

fundamental fact here that has been observed in [Rivière 2007] and exploited in this work to obtain the
Hölder continuity of W 1,2-solutions to (1) is the antisymmetry of �.

The analysis developed in [Rivière 2007] allowed one to extend to general two-dimensional conformally
invariant Lagrangians the use of integrability by compensation theory as it was introduced originally by
H. Wente in the framework of constant mean curvature immersions in R3 to solve the CMC system

1u = 2ux ∧ u y on 6. (2)

Solutions to this CMC system are in fact critical points to the conformally invariant Lagrangian

E(u)= 1
2

∫
6

|du|2h d(volh)+
∫
6

u∗ω,

where ω is a 2-form in R3 satisfying dω = 4 dx1∧ dx2∧ dx3. The natural space to consider (2) is clearly
the Sobolev space W 1,2. The CMC system (2) is critical for W 1,2 in the following sense: the right-hand
side of (2) is a priori only in L1. Classical Calderon Zygmund theory tells us that derivatives of functions
in 1−1L1 are in the weak L2 space locally which is “almost” the information we started from. Hence
in a sense both the quadratic nonlinearity for the gradient in the right-hand side of the system and the
operator in the left-hand side are at the same level from regularity point of view and it requires a more
careful analysis in order to decide which one is leading the general dynamic of this system.

H. Wente discovered the special role played by the jacobian in the right-hand side of (2) — see [Hélein
1996] and references therein — and was able to prove that if u satisfies (2) then

‖∇u‖2 ≤ C‖∇u‖22, (3)

where C is independent on 6 and equals2
√

3/16π . This inequality implies that if
√

3/16π ‖∇u‖2 < 1
then the solution is constant. This is what we call the bootstrap test and it is the key observation for
proving Morrey estimates and deduce the Hölder regularity of general solutions to (2) which bootstraps
easily in order to establish that solutions to (2) are in fact C∞.

Another analysis issue for this equation is to understand the behavior of sequences uk of solutions
to the CMC system (2). Inequality (3) tells us again that if the energy does not concentrate at a point
then the system will behave locally like a linear system of the form 1u = 0: the nonlinearity 2ux ∧ u y

in the right-hand side is dominated by the linear highest order term 1u in the left-hand side. As a

1In coordinates this system reads

−1ui =

n∑
j=1

�
j
i · ∇u j on 6 for all i = 1, . . . , n,

where the · operation is the scalar product between the gradient vector fields ∇u j and the different entries of the vector-valued
antisymmetric matrix �.

2This later fact was discovered later on by Y. Ge [1998]; see also [Hélein 1996].
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consequence we deduce that sequences of solutions to (2) with uniformly bounded energy strongly
converge in C p-norm for any p ∈N, modulo extraction of a subsequence and possibly away from finitely
many points3

{a1
∞
, . . . , al

∞
} in 6, where the W 1,2-norm concentrates, towards a smooth limit that solves

also (2):

uk −→ u∞ strongly in C p
loc

(
6 \ {a1

∞
, . . . , al

∞
}
)

for all p ∈ N.

The question remains to understand how the convergence at the concentration points ai
∞

fails to be strong,
in other words we want to understand how and how much energy has been dissipated at the points ai

∞
.

A careful analysis shows that the energy is lost by concentrating solution on R2 of the CMC system
(2), the so-called bubbles, that converge to the ai

∞
: there exists points in 6 ai

k → ai
∞

and a family of
sequences of radii λi

k converging to zero such that

uk(λ
i
k x + ai

k)−→ ωi (x) strongly in C p
loc

(
R2
\ {finitely many points}

)
for all p ∈ N,

where ωi denote the bubbles, solutions on R2 of the CMC system (2). Because of the nature of the
convergence it is clear that the Dirichlet energy lost in the convergences amount at least to the sum of the
Dirichlet energies of the bubbles ωi :

lim inf
k→+∞

∫
6

|duk |
2
h d(volh)≥

∫
6

|du∞|2h d(volh)+
l∑

i=1

∫
R2
|∇ωi
|
2 dx1 dx2. (4)

The question remains to understand if the inequality in (4) is strict or is in fact an equality. This question
for general conformally invariant problems is known as the energy quantization question: is the loss of
energy only concentrated in the forming bubbles or is there any additional dissipation in the intermediate
regions between the bubbles and shrinking at the limiting concentration points ai

∞
in the so-called neck

region. Since the work of Sacks and Uhlenbeck [1981] where it has been maybe first considered, in the
particular framework of minimizing harmonic maps from a Riemann surface into a manifold, this question
has generated a special interest, intensive researches and several detailed results have been obtained in the
last decades on the subject. We refer to [Rivière 2002] and reference therein for a survey on the energy
quantization results. Positive results establishing energy quantization (that is, the inequality in (4) is in
fact an equality) often make use of some special geometric objects such as isoperimetric inequality or the
Hopf differential, see for instance [Jost 1991] or [Parker 1996]. Rivière, in collaboration with F. H. Lin,
introduced [2001; 2002] a more functional analysis type technique based on the use of the interpolation
Lorentz spaces in order to prove energy quantization results in the special cases where the nonlinearity of
the conformally invariant PDE can be written as a linear combination of jacobians of W 1,2-functions.
Using this technique we can for instance prove that equality holds in (4): energy quantization holds for
the CMC system, the whole loss of energy exclusively arises in the bubbles. The main step in the proof
consists in using an improvement of Wente inequality (3) which has been obtained by L. Tartar and
R. Coifman, P. L. Lions, Y. Meyer and S. Semmes [1993]. This improved Lorentz–Wente type inequality

3In our notation we can have some ai
∞ that coincide with another.
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reads
‖∇u‖L2,1 ≤ C ‖∇u‖22, (5)

where this time C depends a priori on (6, h) and where L2,1 denotes the Lorentz space “slightly” smaller
than L2 given by the space of measurable function f on 6 satisfying∫

∞

0

∣∣{x ∈�
∣∣ | f (x)| ≥ λ}∣∣1/2 dλ <+∞.

The goal of the present paper is to extend energy quantization results to sequences of critical points to
general conformally invariant Lagrangians using functional analysis arguments in the style of [Lin and
Rivière 2002].

The constant in the inequality (5) depends a priori on the domain, at least on its conformal class
since the equation is conformally invariant. But our neck regions connecting the bubbles are conformally
equivalent to degenerating annuli. The first task of the present work is to prove different lemma which
give some uniform estimates on the L2,1-norm of the gradient for solution to Wente-type equations on
degenerating annuli. This is the subject of Section 2.

In the following sections, we use these uniform estimates established in Section 2 for proving various
quantization phenomena. In particular we get the quantization of the angular part of the gradient for
solution of general elliptic second-order systems with antisymmetric potentials. What we mean here by
the angular part is the component of the gradient in the orthogonal of the radial direction with respect to
the nearest point of concentration. Precisely the first main result in the present work is the following:

Theorem 1. Let �k ∈ L2
(
B1, so(n)⊗R2

)
and let uk ∈W 2,1(B1,Rn) be a sequence of solutions of

−1uk =�k · ∇uk,

with bounded energy, that is, ∫
B1

(
|∇uk |

2
+ |�k |

2) dz ≤ M. (6)

Then there exists �∞ ∈ L2
(
B1, so(n)⊗R2

)
and u∞ ∈ W 2,1(B1,Rn) a solution of −1u∞ =�∞ · ∇u∞

on B1, l ∈ N∗ and

(1) ω1, . . . , ωl a family of solutions to system of the form

−1ωi
=�i

∞
· ∇ωi on R2,

where �i
∞
∈ L2

(
R2, so(n)⊗R2

)
,

(2) a1
k , . . . , al

k a family of converging sequences of points of B1,

(3) λ1
k, . . . , λ

l
k a family of sequences of positive reals converging all to zero,

such that, up to a subsequence,

�k ⇀�∞ in L2
loc
(
B1, so(n)⊗R2),

uk→ u∞ on W 1,p
loc

(
B1 \ {a1

∞
, . . . , al

∞
}
)

for all p ≥ 1,
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and ∥∥∥〈∇(uk − u∞−
l∑

i=1
ωi

k

)
, Xk

〉∥∥∥
L2

loc(B1)
→ 0,

where ωi
k = ω

i (ai
k + λ

i
k · ) and Xk =∇

⊥dk with dk = min
1≤i≤l

(λi
k + d(ai

k, · )).

Moreover, if we have ‖�k‖∞ = O(1) or even just �k = 3(uk,∇uk) where 3( · , p) = O(|p|) the
convergence to the limit solution u∞ is in fact in C1,η

loc for all η ∈ [0, 1[.

This theorem is optimal in the sense that we have also exhibited a sequence of functions satisfying the
hypothesis of the theorem whose radial part of the energy is not quantized. Moreover, the loss of energy
in the neck region is very rigid. We explain these two facts after the proof of Theorem 1.

The proof of Theorem 1 is established through the iteration of the following result. It says that, if the
L2-norm of the potential � is below some threshold on every dyadic sub-annulus of a given annulus,
the angular part of the Dirichlet energy of u on a slightly smaller annulus is controlled by the maximal
contribution of the Dirichlet energy of u on the dyadic sub-annuli. Precisely we prove the following:

Theorem 2. There exists δ > 0 such that for all r, R ∈ R∗
+

with 4r < R, all � ∈ L2
(
BR \ Br , so(n)⊗R2

)
and all u ∈W 1,2

(
BR \ Br ,Rn

)
satisfying −1u =� · ∇u, we have

sup
r<ρ<R/2

∫
B2ρ\Bρ

|�|2 dz ≤ δ.

Then there exists C > 0, independent of u, r and R, such that∥∥∥ 1
ρ

∂u
∂θ

∥∥∥2

L2(BR/2\B2r )
≤ C‖∇u‖2

[
sup

r<ρ<R/2

∫
B2ρ\Bρ

|∇u|2 dz
]1/2

.

Thanks to the quantization of the angular part for general elliptic systems with antisymmetric potential,
we can derive the energy quantization for critical points to an arbitrary continuously conformally invariant
elliptic Lagrangian with quadratic growth.

Theorem 3. Let N k be a C2 submanifold of Rm and ω be a C1 2-form on N k such that the L∞-norm of
dω is bounded on N k . Let uk be a sequence of critical points in W 1,2(B1, N k) for the Lagrangian

F(u)=
∫

B1

[
|∇u|2+ω(u)(ux , u y)

]
dz (7)

with uniformly bounded energy, that is,
‖∇uk‖2 ≤ M.

Then there exists3∈C0
(
TN⊗R2, so(n)⊗R2

)
and u∞∈W 1,2(B1,Rn) a solution of−1u=3(u,∇u)·∇u

on B1, l ∈ N∗ and

(1) ω1, . . . , ωl some nonconstant 3-bubbles, that is, nonconstant solutions of

−1ω =3(ω,∇ω) · ∇ω on R2,
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(2) a1
k , . . . , al

k a family of converging sequences of points of B1,

(3) λ1
k, . . . , λ

l
k a family of sequences of positive reals converging all to zero,

such that, up to a subsequence,

uk→ u∞ on C1,η
loc

(
B1 \ {a1

∞
, . . . , al

∞
}
)

for all η ∈ [0, 1[

and ∥∥∥∇(uk − u∞−
l∑

i=1
ωi

k

)∥∥∥
L2

loc(B1)
→ 0,

where ωi
k = ω

i (ai
k + λ

i
k · ).

Previous works establishing energy quantizations for various conformally invariant elliptic Lagrangian
usually require more regularity on the Lagrangian (see for instance [Jost 1991; Parker 1996; Struwe 1985;
Ding and Tian 1995; Lin and Wang 1998; Zhu 2010]). For instance in [Parker 1996] or [Lin and Wang
1998] the energy quantization for harmonic maps in two dimensions is obtained through the application
of the maximum principle to an ordinary differential inequality satisfied by the integration over concentric
circles of the angular part of the energy. The application of this procedure required an L∞ bound on
the derivatives of the second fundamental form [Lin and Wang 1998, Lemma 2.1]. We insist on the fact
that, in comparison to the previously existing energy quantization results, Theorem 3 above requires a
C0 bound on the second fundamental form only, which is a weakening of the regularity assumption for
the target of a magnitude one with respect to derivation. Another application of Theorem 3 is the energy
quantization for solutions to the prescribed mean curvature system, see Corollary 17, assuming only a
C0 bound on the mean curvature. Again, previous energy quantization results were assuming uniform
C1 bounds on H [Bethuel and Rey 1994; Caldiroli and Musina 2006]. Theorem 3 in the prescribed
mean curvature system corresponds again for this problem to weakening of the regularity assumption
for the target of a magnitude one with respect to derivation in comparison to previous existing result.
These weaker assumptions are the minimal ones required in order that the Lagrangian to be continuously
differentiable and this is why it coincides with the original one appearing in the formulation of the
Heinz–Hildebrandt regularity conjecture in the 1970s.

In a last part, we present some more applications of the uniform Lorentz–Wente estimates we established
in Section 2. The first one, for instance, deals with sequences of pseudoholomorphic immersions of
sequences of closed Riemann surfaces whose corresponding conformal class degenerate in the moduli
space of the underlying two-dimensional manifold. In particular we give a new proof of the Gromov’s
compactness theorem in all generality, see Theorem 19. We also give some cohomological condition
which guarantees the energy quantization for sequences of harmonic maps on degenerating surfaces.
Finally we give a very brief introduction to the quantization of the Willmore surface established recently
in [Bernard and Rivière 2011], where the uniform Lorentz–Wente estimates of Section 2 play a crucial
role.
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Notation. In the following, if we consider a norm with out specifying its domain, it is implicitly assumed
that its domain of definition is the one of the function. We denote BR(p) the ball of radius R centered at
p and we just denote BR when p = 0.

1. Lorentz spaces and standard Wente’s inequalities

Lorentz spaces seem to be the good spaces in order to get precise Wente’s inequalities. Here we recall
some classical facts about these spaces; see [Stein and Weiss 1971] and [Grafakos 2009] for details.

Definition 4. Let D be a domain of Rk , p ∈]1,+∞[ and q ∈ [1,+∞]. The Lorentz space L p,q(D) is
the set of measurable functions f : D→ R such that

‖ f ‖p,q =

(∫
+∞

0

(
t1/p f ∗∗(t)

)q dt
t

)1/q

<+∞ if q <+∞,

or

‖ f ‖p,∞ = sup
(
t1/p f ∗∗(t)

)
if q =+∞,

where f ∗∗(t)= (1/t)
∫ t

0 f ∗(s) ds and f ∗ is the decreasing rearrangement of f .

Each L p,q may be seen as a deformation of L p. For instance, we have the strict inclusions

L p,1
⊂ L p,q ′

⊂ L p,q ′′
⊂ L p,∞

if 1< q ′ < q ′′. Moreover,

L p,p
= L p.

Furthermore, if |D| is finite, we have that for all q and q ′,

p > p′⇒ L p,q
⊂ L p′,q ′ .

Finally, for p ∈]1,+∞[ and q ∈ [1,+∞], we have L p,q
=
(
L p/(p−1),q/(q−1)

)∗.
In the case p, q = 2, 1 we can give an equivalent definition. First we note that the norm ‖ ‖p,q is

equivalent to (∫
+∞

0

(
t1/p f ∗(t)

)q dt
t

)1/q

,

which is only a seminorm [Ziemer 1989]. Then, letting φ(λ)=
∣∣{t ∈ [0, |D|] ∣∣ f ∗(t)≥ λ

}∣∣, we make the
change of variable t = φ(λ) in the definition of the Lorentz-norm, which gives

‖ f ‖2,1 ∼ 2
∫ 0

sup | f |
φ−1/2(λ)λφ′(λ) dλ.

Hence integrating by parts, we get

‖ f ‖2,1 ∼ 4
∫
+∞

0

∣∣{x ∈�
∣∣ | f (x)| ≥ λ}∣∣1/2 dλ. (8)
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To finish these preliminaries, we quickly present the standard Wente’s inequalities for elliptic system
in Jacobian form. Indeed if a and b are in W 1,2 this is clear that ax by − aybx is in L1 but in fact thanks
to its structure, it is subject to compensated phenomena and ax by − aybx is in H1 the Hardy space which
is a strict subspace of L1 and has better behavior than L1 with respect to Calderon–Zygmund theory,
since the convolution of a function in H1 and the Green kernel log(|z|) is in W 2,1. This improvement of
integrability is summarized in the following theorem.

Lemma 5 [Wente 1969; Tartar 1985; Coifman et al. 1993]. Let a, b ∈W 1,2(B1), and let φ ∈W 1,1
0 (B1)

be the solution of
1φ = ax by − aybx on B1.

Then there exists a constant C independent of φ such that

‖φ‖∞+‖∇φ‖2,1+‖∇
2φ‖1 ≤ C‖∇a‖‖∇b‖2. (9)

A consequence of the previous theorem was obtained by Bethuel [1992] using a duality argument.

Lemma 6. Let a and b be two measurable functions such that ∇a ∈ L2,∞(B1) and ∇b ∈ L2(B1), and let
φ ∈W 1,1

0 (B1) be the solution of
1φ = ax by − aybx on B1.

Then there exists a constant C independent of φ such that

‖∇φ‖2 ≤ C‖∇a‖2,∞‖∇b‖2. (10)

2. Wente-type lemmas

In this section we are going to prove some uniform Wente’s estimates on annuli whose conformal class is
a priori not bounded. In fact those estimate were already known for the L∞-norm and the L2-norm of the
gradient, since it has been proved that the constant is in fact independent of the domain considered, see
[Topping 1997] and [Ge 1998]. But this fact is to our knowledge new for the L2,1-norm of the gradient.

Lemma 7. Let a, b ∈W 1,2(B1), let 0< ε < 1
2 , and let φ ∈W 1,1

0 (B1 \ Bε) be a solution of

1φ = ax by − aybx on B1 \ Bε.

Then ∇φ ∈ L2,1(B1 \Bε), and for each λ> 1 there exists a positive constant C(λ), independent of ε and φ,
such that

‖∇φ‖L2,1(B1\Bλε) ≤ C(λ)‖∇a‖2 ‖∇b‖2.

Proof. First we consider a solution of our equation on the whole disk, that is to say ϕ ∈W 1,1
0 (B1) which

satisfies
1ϕ = ax by − aybx on B1.

Then thanks to the classical Wente’s inequality (9), we have

‖ϕ‖∞+‖∇ϕ‖2,1 ≤ C‖∇a‖2 ‖∇b‖2, (11)
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where C is a positive constant independent of ϕ.
Then we set ψ = φ−ϕ, which satisfies

1ψ = 0 on B1 \ Bε,
ψ = 0 on ∂B1,

ψ =−ϕ on ∂Bε.

Hence ψ̃ = ψ −
(∫
∂Bε

ψ dσ
)

log(|z|)/(2πε log(ε)) satisfies the hypothesis of Lemma A.1, then

‖∇ψ̃‖L2,1(B1\Bλε) ≤ C(λ)‖∇ψ̃‖2 for all λ > 1.

Hence, computing the L2-norm of the gradient of the logarithm on B1 \ Bλε, we get that

‖∇ψ̃‖L2,1(B1\Bλε) ≤ C(λ)
(
‖∇ψ‖2+

1
ε
√

log (1/ε)

∫
∂Bε
|ψ | dσ

)
. (12)

But ψ is the harmonic on B1 \ Bε and is equal to −ϕ on the boundary, then

‖∇ψ‖2 ≤ ‖∇ϕ‖2 and ‖ψ‖∞ ≤ ‖ϕ‖∞. (13)

Hence we get that ∫
∂Bε
|ψ | dσ ≤ εC(λ)‖∇a‖2 ‖∇b‖2, (14)

which gives, using (12) and (13), that

‖∇ψ̃‖L2,1(B1\Bλε) ≤ C(λ)‖∇a‖2 ‖∇b‖2. (15)

Finally, computing the L2,1-norm of the gradient of the logarithm on B1 \ Bλε, we get that

‖∇ log r‖L2,1(B1\Bλε) = 4
√
π log (1/λε) . (16)

Hence, thanks to (14), (15) and (16), we get that

‖∇ψ‖L2,1(B1\Bλε) ≤ C(λ)‖∇a‖2 ‖∇b‖2. (17)

Then, thanks to (11) and (17), we get the desired estimate. �

Lemma 8. Let a, b ∈W 1,2(B1), let 0< ε < 1
4 , and let φ ∈W 1,1(B1 \ Bε) be a solution of

1φ = ax by − aybx on B1 \ Bε (18)

such that ∫
∂Bε

φ dσ = 0 and
∣∣∣∣∫
∂B1

φ dσ
∣∣∣∣≤ K ,

where K is a constant independent of ε. Then for each 0< λ < 1 there exists a positive constant C(λ),
independent of ε, such that

‖∇φ‖L2,1(Bλ\Bε/λ) ≤ C(λ)(‖∇a‖2 ‖∇b‖2+‖∇φ‖2+ 1).
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Proof. Let u ∈W 1,1(B1 \ Bε) be the solution of{
1u = 0 on B1 \ Bε,
u = φ on ∂B1 ∪ ∂Bε.

Hence ‖∇u‖2 ≤ ‖∇φ‖2. Moreover, thanks to Lemmas A.2 and 7 we have ∇u ∈ L2,1(Bλ \ Bε/λ) and
∇(u−φ) ∈ L2,1(B1 \ Bε/λ), with

‖∇u‖L2,1(Bλ\Bε/λ) ≤ C(λ) (‖∇φ‖2+ 1) and ‖∇(u−φ)‖L2,1(Bλ\Bε/λ) ≤ C(λ)‖∇a‖2‖∇b‖2,

which proves Lemma 8. �

Remark. As in Lemma A.2 we cannot control the L2,1-norm of ∇φ by its L2-norm, as it is shown by
the following example:

z 7→
log (|z|/ε)
log (1/ε)

.

Lemma 9. Let a, b ∈W 1,2(B1), let 0< ε < 1
4 , and let φ ∈W 1,2(B1 \ Bε) be a solution of

1φ = ax by − aybx on B1 \ Bε.

Moreover, assume that
‖φ‖∞ <+∞. (19)

Then for each 0< λ < 1 there exists a positive constant C(λ), independent of ε and φ, such that

‖∇φ‖L2,1(Bλ\Bε/λ) ≤ C(λ)
(
‖∇a‖2 ‖∇b‖2+‖φ‖∞

)
. (20)

Proof. We introduce first ϕ ∈W 1,2
0 (B1 \ Bε) to be the unique solution to{
1ϕ = ax by − aybx on B1 \ Bε,

ϕ = 0 on ∂B1 ∪ ∂Bε.

Then thanks to Lemma 7, we have

‖∇ϕ‖L2,1(B1\Bε/λ) ≤ C(λ)‖∇a‖2 ‖∇b‖2,

where C(λ) is a positive constant depending on λ but not on φ and ε.
Then we set ψ = φ−ϕ, which is harmonic. Thanks to standard estimates on harmonic functions [Han

and Lin 2011], there exists a positive constant C(λ) independent of ψ and ε such that

‖ψ‖L2,1(Bλ\Bε/λ) ≤ C(λ)‖ψ‖L∞(∂B1∪∂Bε) ≤ C(λ)‖φ‖L∞ .

This proves the desired inequality, and Lemma 9 is proved. �

Lemma 10. Let a, b ∈ L2(B1), let 0 < ε < 1
4 , assume that ∇a ∈ L2,∞(B1) and ∇b ∈ L2(B1), and let

φ ∈W 1,(2,∞)(B1 \ Bε) be a solution of

1φ = ax by − aybx on B1 \ Bε.
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For each ε ≤ r ≤ 1, set φ0(r)= (1/2πr)
∫
∂Br (0)

φ dσ , and assume that∫ 1

ε

∣∣φ̇0
∣∣2 r dr <+∞. (21)

Then for each 0≤ λ < 1 there exists a positive constant C(λ) > 0, independent of ε and φ, such that

‖∇φ‖L2(Bλ\Bε/λ) ≤ C(λ)
(
‖∇a‖2,∞ ‖∇b‖2+‖∇φ0‖L2(B1\Bε)+ ‖∇φ‖L2,∞(B1\Bε)

)
. (22)

Proof. First we consider ϕ ∈W 1,2
0 (B1) to be the solution of{

1ϕ = ax by − aybx on B1,

ϕ = 0 on ∂B1.

Then thanks to the generalized Wente’s inequality, see (10), we have

‖∇ϕ‖2 ≤ C ‖∇a‖2,∞ ‖∇b‖2. (23)

Consider the difference v := φ−ϕ− (φ0−ϕ0); it is a harmonic function on B1 \ Bε which does not have
0-frequency Fourier modes:

v =
∑
n∈Z∗

(
cnρ

n
+ dnρ

−n) einθ ,

which implies in particular that ∫
∂Bρ

∂v

∂ν
dσ = 0 for all ε < ρ < 1. (24)

Moreover, due to the assumption (21) and due to (23) we have

‖∇v‖L2,∞(B1\Bε) ≤ 2‖∇ϕ‖2+‖∇φ0‖2+‖∇φ‖L2,∞(B1\Bε)

≤ C
(
‖∇a‖2,∞ ‖∇b‖2+‖∇φ0‖2+‖∇φ‖L2,∞(B1\Bε)

)
.

(25)

Here we used the fact that L2,∞-norm is controlled by the L2-norm on a set of finite measure [Ziemer
1989]. Let λ ∈]0, 1[; then standard elliptic estimates on harmonic functions give that for all ρ ∈ (ε/λ, λ),

‖∇v‖L∞(∂Bρ) ≤ C(λ)ρ−1
‖∇v‖L2,∞(Bρ/λ\Bλρ)

≤ C(λ)ρ−1 (
‖∇a‖2,∞ ‖∇b‖2+‖∇φ0‖2+‖∇φ‖L2,∞(B1\Bε)

)
.

(26)

Denote �ε := Bλ \ Bε/λ. We have that

‖∇v‖L2(�ε) = sup
‖X‖L2(�ε)

≤1

∫
�ε

∇v · X dz. (27)

For such an X ∈ L2(�ε), we denote by X̃ its extension by 0 in the complement of �ε in B1. Let g be the
solution of {

1g =− div X̃⊥ in B1,

g = 0 on ∂B1,
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where X̃⊥ = (−X̃2, X̃1). We easily see that

‖∇g‖L2(B1) ≤ C ‖X̃‖L2(B1) ≤ C. (28)

The Poincaré lemma gives the existence of f ∈W 1,2(B1) such that

X̃ =∇ f +∇⊥g,

and we have

‖∇ f ‖L2(B1) ≤ ‖∇g‖L2(B1)+‖X̃‖L2(B1) ≤ C + 1. (29)

We have ∫
�ε

∇v · X dz =
∫
�ε

∇v · ∇ f dz+
∫
�ε

∇v · ∇⊥g dz.

We write ∫
�ε

∇v · ∇⊥g dz =
∫
∂Bλ

∂τv g dσ −
∫
∂Bε/λ

∂τv g dσ

=

∫
∂Bλ

∂τv (g− gλ) dσ −
∫
∂Bε/λ

∂τv (g− gε/λ) dσ,
(30)

where ∂τ is the tangential derivative along the circles ∂Bλ and ∂Bε/λ, and gλ and gε/λ denote the averages
of g on ∂Bλ and ∂Bε/λ, respectively.

We have for any ρ ∈ (0, 1)

1
ρ

∫
∂Bρ
|g− gρ | dσ ≤ C‖g‖H1/2(∂Bρ) ≤ C‖∇g‖2 ≤ C, (31)

where C is independent of ρ. Combining (26), (31) and (30) gives on one hand∣∣∣∣∫
�ε

∇v · ∇⊥g dz
∣∣∣∣≤ C(λ)‖∇v‖L2,∞(B1\Bε). (32)

On the other hand, using the fact that v is harmonic and satisfies (24) we have∫
�ε

∇v · ∇ f dz =
∫
∂Bλ

∂νv f dσ −
∫
∂Bε/λ

∂νv f dσ

=

∫
∂Bλ

∂νv ( f − fλ) dσ −
∫
∂Bε/λ

∂νv ( f − fε/λ) dσ.
(33)

We have for any ρ ∈ (0, 1)

1
ρ

∫
∂Bρ
| f − fρ | dσ ≤ C‖ f ‖H1/2(∂Bρ) ≤ C‖∇ f ‖2 ≤ C. (34)

Combining now (26), (33), and (34) we obtain∣∣∣∣∫
�ε

∇v · ∇ f dz
∣∣∣∣≤ C(λ)‖∇v‖L2,∞(B1\Bε). (35)
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Combining (32), (35), and (27) gives

‖∇v‖L2(�ε) ≤ C(λ)‖∇v‖L2,∞(B1\Bε). (36)

This inequality, together with (21) and (23), gives (22), and the lemma is proved. �

3. Angular energy quantization for solutions to elliptic systems with antisymmetric potential

The aim of this section is to prove that the angular part of the energy of a bounded sequence of solutions
of an elliptic system with antisymmetric potential is always quantized. But before starting the proof of
the quantization, we remind the reader of some facts about elliptic systems with antisymmetric potential
which have intensively studied by the second author [Rivière 2007].

Let � ∈ L2(B1, so(n)⊗R2). We consider u ∈W 1,2(B1,Rn) a solution of the equation

−1u =� · ∇u on B1.

One of the fundamental facts about this system is the discovery a conservation law using a Coulomb
gauge for � when its L2-norm is small enough which is the aim of the following theorem.

Theorem 11 [Rivière 2007, Theorem I.4]. There exists ε0 > 0 such that for all � ∈ L2(B1, so(n)⊗R2)

satisfying ∫
B1

|�|2 dz ≤ ε0,

there exists A ∈W 1,2
∩ L∞(B1,Gln(R)) such that

div(∇A− A�)= 0

and ∫
B1

(
|∇A|2+ |∇A−1

|
2) dz+ dist

(
{A, A−1

},SO(n)
)
≤ C

∫
B1

|�|2 dz,

where C is a constant independent of �.

Then, using this theorem and Poincaré’s lemma, we get the existence of B ∈W 1,2(B1,Mn(R)) such
that

div(A∇u)=∇⊥B · ∇u

and ∫
B1

|∇B|2 dz ≤ C
∫

B1

|�|2 dz.

Hence the system is rewritten in Jacobian form and we can use standard Wente’s estimates. In particular,
this permits one to prove three fundamental properties of the solutions of this equation which are the
ε-regularity, the energy gap for solutions defined on the whole plane and the passage to the weak limit in
the equation. These properties are summarized in the following theorem.
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Theorem 12 [Rivière 2007; 2010]. There exists ε0 > 0 and Cq > 0, depending only on q ∈ N∗, such that
if � ∈ L2(B1, so(n)⊗R2) (respectively, L2(R2, so(n)⊗R2)) satisfies ‖�‖22 ≤ ε0, then:

(1) (ε-regularity) If u ∈W 1,2(B1,Rn) satisfies

−1u =� · ∇u on B1,

then we have

‖∇u‖Lq(B1/4) ≤ Cq‖∇u‖2 for all q ∈ N∗.

(2) (energy gap) If u ∈W 1,2(R2,Rn) satisfies

−1u =� · ∇u on R2,

then it is constant.

(3) (weak limit property) Let �k ∈ L2(B1, so(n)⊗R2) be such that �k weakly converges in L2 to �,
and let uk be a bounded sequence in W 1,2(B1,Rn) which satisfies

−1uk =�k · ∇uk on B1.

Then, there exists a subsequence of uk which weakly converge in W 1,2(B1,Rn) to a solution of

−1u =� · ∇u on B1.

For the convenience of the reader we recall the arguments developed in [Rivière 2007] and [Rivière
2010] to prove Theorem 12.

Proof. In order to prove the ε-regularity, let us prove that it suffices to show, for α > 0, that we have

sup
p∈B1/2

0<ρ<1/2

1
ρα

∫
Bρ(p)
|1u| dz ≤ C‖∇u‖L2(B1). (37)

Indeed, a classical estimate on Riesz potentials gives

|∇u|(p)≤ C 1
|x |
∗χB1/2 |1u| +C‖∇u‖L2(B1) for all p ∈ B1/4,

where χB1/2 is the characteristic function of the ball B1/2. Together with injections proved by Adams
[1975] (see also [Grafakos 2009, 6.1.6]), the latter shows that

‖∇u‖Lr(B1/4) ≤ C‖∇u‖L2(B1),

for some r > 1. Then bootstrapping this estimate (see [Rivière 2010, Lemma IV.1] or [Sharp and Topping
2013, Theorem 1.1]), we get

‖∇u‖Lq (B1/4) ≤ Cq‖∇u‖L2(B1) for all q ∈ N∗,

which will prove the ε-regularity.
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In order to prove (37), we assume that ε0 is small enough to apply Theorem 11. Hence there exists
A ∈W 1,2

∩ L∞(B1,Gln(R)) and B ∈W 1,2
∩ L∞(B1,Mn(R)) such that∫

B1

(
|∇A|2+ |∇B|2

)
dz+ dist

(
{A, A−1

},SO(n)
)
≤ C

∫
B1

|�|2 dz,

div(A∇u) = ∇⊥B · ∇u, and curl(A∇u) = ∇⊥A · ∇u. Let p ∈ B1/2 and 0 < ρ < 1
2 ; we proceed by

introducing on Bρ(p) the linear Hodge decomposition in L2 of A∇u. Namely, there exist two functions
C and D, unique up to additive constants, elements of W 1,2

0 (Bρ(p)) and W 1,2(Bρ(p)) respectively, and
such that

A∇u =∇C +∇⊥D, (38)

with
1C = div(A∇u)=∇⊥B · ∇u and 1D =−∇A · ∇⊥u.

Wente’s Lemma 5 guarantees that C lies in W 1,2, and moreover∫
Bρ(p)
|∇C |2 dz ≤ C

( ∫
Bρ(p)
|∇B|2 dz

)( ∫
Bρ(p)
|∇u|2 dz

)
. (39)

Then, we introduce the decomposition D = φ+ v, with φ satisfying{
1φ =−∇A · ∇⊥u in Bρ(p),

φ = 0 on ∂Bρ(p),
(40)

and with v being harmonic. Once again, Wente’s Lemma 5 gives us the estimate∫
Bρ(p)
|∇φ|2 dz ≤ C

( ∫
Bρ(p)
|∇A|2 dz

)( ∫
Bρ(p)
|∇u|2 dz

)
.

Since ρ 7→ (1/ρ2)
∫

Bρ(p)
|∇v|2 dz is increasing for any harmonic function [Rivière 2010, Lemma II.1],

we get, for any 0≤ δ ≤ 1, that ∫
Bδρ(p)

|∇v|2 dz ≤ δ2
∫

Bρ(p)
|∇v|2 dz.

Finally, we have ∫
Bδρ(p)

|∇D|2 dz ≤ 2δ2
∫

Bρ(p)
|∇D|2 dz + 2

∫
Bρ(p)
|∇φ|2 dz. (41)

Bringing together (38), (39), and (41) produces∫
Bδρ(p)

|A∇u|2 dz ≤ 2δ2
∫

Bρ(p)
|A∇u|2 dz + Cε0

∫
Bρ(p)
|∇u|2 dz. (42)

Using the hypotheses that A and A−1 are bounded in L∞, it follows from (42) that for all 0< δ < 1,∫
Bδρ(p)

|∇u|2 dz ≤ 2‖A−1
‖∞‖A‖∞ δ2

∫
Bρ(p)
|∇u|2 dz+C ‖A−1

‖∞ε0

∫
Bρ(p)
|∇u|2 dz. (43)
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Next, we choose ε0 and δ strictly positive, independent of ρ and p, and such that

2‖A−1
‖∞‖A‖∞ δ2

+C‖A−1
‖∞ε0 =

1
2
.

For this particular choice of δ, we have thus obtained the inequality∫
Bδρ(p)

|∇u|2 dz ≤ 1
2

∫
Bρ(p)
|∇u|2 dz.

Classical results then yield the existence of some constant α > 0 for which

sup
p∈B1/2(0)
0<ρ<1/2

1
ρα

∫
Bρ(p)
|∇u|2 dz <+∞,

which proves the ε-regularity as already remarked above.
Then, the energy gap follows easily remarking that, thanks to the conformal invariance, for all R > 0

and some q > 2, we have

‖∇u‖Lq (BR/4) ≤
Cq

R(q−2)/q ‖∇u‖L2(BR).

Finally, the weak limit property is a just a special case of [Rivière 2007, Theorem I.5] which is one of the
many consequences of Theorem 11. �

We will be in position to prove Theorem 2 which is the main result of this section once we will have
established the following lemma.

Lemma 13. There exists δ > 0 such that for all r, R ∈ R∗
+

satisfying 2r < R, all � ∈ L2(BR \ Br ,

so(n)⊗R2), and all u ∈W 1,2(BR \ Br ,Rn) satisfying

−1u =� · ∇u and sup
r<ρ<R/2

∫
B2ρ\Bρ

|�|2 dz ≤ δ,

there exists C > 0, independent of u, r and R, such that

‖∇u‖L2,∞(BR\Br ) ≤ C
[

sup
r<ρ<R/2

∫
B2ρ\Bρ

|∇u|2 dz
]1/2

. (44)

Proof. Let

ε := sup
r<ρ<R/2

∫
B2ρ\Bρ

|∇u|2 dz.

We assume δ to be smaller than ε0 in the ε-regularity result Theorem 12 in such a way that for any
2r < ρ < R/4 one has [

1
ρ2

∫
B2ρ\Bρ

|∇u|4 dz
]1/4

≤ C
√
ε

ρ
. (45)

Let λ > 0. Let f (x) := |∇u| in BR/2 \ B2r and f = 0 otherwise; then∫
B2ρ\Bρ

f 4 dz ≤ C ε2

ρ2 for all ρ > 0. (46)
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For any ρ > 0 denote
U (λ, ρ) :=

{
z ∈ B2ρ \ Bρ

∣∣ f (z) > λ
}
.

Let j ∈ Z such that 2 j/ρ ≤ λ < 2 j+1/ρ. For any j , using (46), one has that

λ4
|U (λ, ρ)| ≤ C ε

2

ρ2 .

Let k ∈ Z. By summing over j ≥ k one obtains

λ2 ∣∣{z ∈ R2
\ B2kλ−1

∣∣ f (x) > λ
}∣∣≤ C

∞∑
j=k

2−2 jε2
≤ C2−2kε2.

So we deduce that for any k ∈ Z

λ2 ∣∣{z ∈ R2 ∣∣ f (z) > λ
}∣∣≤ C2−2kε2

+π22k . (47)

Taking 22k
' ε we obtain

‖∇u‖L2,∞(BR/2\B2r ) ≤ C
[

sup
r<ρ<R/2

∫
B2ρ\Bρ

|∇u|2 dx
]1/2

. (48)

Using now the triangle inequality for the L2,∞-norm and the fact that the L2,∞-norm of ∇u is controlled
by the L2-norm of ∇u over BR \ BR/2 and B2r \ Br , (48) implies (44) and Lemma 13 is proved. �

3.1. Proofs of Theorems 1 and 2.

Proof of Theorem 2. Let ε0 > 0 be as in Theorem 11.

Step 1: We reduce the problem to an L2,1 estimate. Indeed, we use the duality L2,1–L2,∞ to infer that∫
BR/2\B2r

∣∣∣ 1
ρ

∂u
∂θ

∣∣∣2 dx ≤
∥∥∥ 1
ρ

∂u
∂θ

∥∥∥
L2,1(BR/2\B2r )

∥∥∥ 1
ρ

∂u
∂θ

∥∥∥
L2,∞(BR/2\B2r )

.

Combining this inequality with (44) we obtain∫
BR/2\B2r

∣∣∣ 1
ρ

∂u
∂θ

∣∣∣2 dx ≤ C
∥∥∥ 1
ρ

∂u
∂θ

∥∥∥
L2,1(BR/2\B2r)

[
sup

r<ρ<R/2

∫
B2ρ\Bρ

|∇u|2 dx
]1/2

. (49)

Hence, thanks to duality, it suffices to control the L2,1-norm of (1/ρ)(∂u/∂θ) by the L2-norm of ∇u in
the annulus in order to prove the theorem.

Step 2: We prove the theorem assuming that
∫

BR\Br
|�|2 dz < ε0. We start by extending �, setting

�̃=

{
� on BR \ Br ,

0 on Br .

Hence, thanks to Theorem 11, there exists Ã ∈W 1,2(BR,Gln(R))∩ L∞(BR,Gln(R)) such that

div(∇ Ã− Ã �̃)= 0
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and ∫
BR

(
|∇ Ã|2+ |∇ Ã−1

|
2) dz+ dist

(
{ Ã, Ã−1

},SO(n)
)
≤ C

∫
BR

|�̃|2 dz. (50)

Then, thanks to Poincaré’s lemma, there exists B̃ ∈W 1,2(BR(0),Mn(R)) such that

∇ Ã− Ã �̃=∇⊥ B̃, (51)

and, thanks to (50) and (51), we get

‖∇ B̃‖L2(BR) ≤ C‖�‖L2(BR\Br ),

where C is a constant independent of �. Hence, u satisfies

div( Ã∇u)=∇⊥ B̃ · ∇u on BR \ Br .

We extend u to BR by ũ using Whitney’s extension theorem (see [Adams and Fournier 2003] or [Stein
1970] for instance); then we get ũ ∈W 1,2(BR) such that∫

BR

|∇ũ|2 dz ≤ C
∫

BR\Br

|∇u|2 dz. (52)

We consider the Hodge decomposition of Ã∇ũ on BR , that is, C ∈ W 1,2
0 (BR) and D ∈ W 1,2(BR) such

that
Ã∇ũ =∇C +∇⊥D. (53)

Moreover, thanks to (52), we get∫
BR

|∇C |2 dz+
∫

BR

|∇D|2 dz =
∫

BR

| Ã∇ũ|2 dz ≤ C
∫

BR\Br

|∇u|2 dz.

Here we use the fact that C vanishes on the boundary to get that∫
BR

∇C · ∇⊥D dz = 0.

Then, on BR \ Br , C satisfies
1C =∇⊥ B̃ · ∇u.

As usual, we write C = v+φ, where φ ∈W 1,2
0 (BR \ Br ) and v ∈W 1,2(BR \ Br ) satisfy

1φ =∇⊥ B̃ · ∇u and 1v = 0.

On the one hand, thanks to Lemma 7 we get, for 0< λ < 1, that

‖∇φ‖L2,1(BR\Br/λ) ≤ C(λ)‖∇ B̃‖2 ‖∇u‖2.

On the other hand, we decompose v as a Fourier series:

v = c0+ d0 log(ρ)+
∑
n∈Z∗

(cnρ
n
+ dnρ

−n)einθ .
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Since (1/ρ)(∂v/∂θ) has no logarithm part, we conclude as in Lemma A.2 that for any 0< λ< 1 we have∥∥∥ 1
ρ

∂v

∂θ

∥∥∥
L2,1(BλR\Br/λ)

≤ C(λ)‖∇v‖2.

The Dirichlet principle implies that

‖∇v‖2 ≤ ‖∇C‖2,

then we get ∥∥∥ 1
ρ

∂C
∂θ

∥∥∥
L2,1(BλR\Br/λ)

≤ C(λ)‖∇u‖L2(BR\Br ). (54)

Now we estimate D, which satisfies the equation

1D =∇ Ã · ∇⊥ũ on BR.

Then, we also decompose D as D = v+φ, where φ ∈W 1,2
0 (BR) and v ∈W 1,2(BR) satisfy

1φ =∇ Ã · ∇⊥ũ and 1v = 0.

On the one hand, thanks to Lemma 5, we have

‖∇φ‖2 ≤ ‖∇φ‖L2,1(BR) ≤ C‖∇ Ã‖2 ‖∇ũ‖2 ≤ C‖∇u‖L2(BR\Br ).

On the other hand, since v is harmonic, for any 0< λ < 1 we have

‖∇v‖L2,1(BλR) ≤ C(λ)‖∇v‖L2(BR) ≤ C(λ)‖∇D‖L2(BR) ≤ C(λ)‖∇u‖2.

Finally,

‖∇D‖L2,1(BλR\Br/λ) ≤ C(λ)‖∇u‖2. (55)

Combining (53), (54) and (55), we get∥∥∥ Ã 1
r
∂ ũ
∂θ

∥∥∥
L2,1(BλR\Br/λ)

≤ C(λ)‖∇u‖2.

Finally, using (50), we get that ∥∥∥ 1
ρ

∂ ũ
∂θ

∥∥∥
L2,1(BλR\Br/λ)

≤ C(λ)‖∇u‖2, (56)

which proves, as remarked at the end of Step 1, the theorem under the extra assumption.

Step 3: We prove the general case. We construct two sequences of radii ri and Ri such that

r = r0 < r1 = R0 < · · ·< ri+1 = Ri < · · ·< RN = R,

with ∫
BRi \Bri

|�|2 dz ≤ ε0 and N ≤
1
ε0

∫
BR\Br

|�|2 dz.
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First, applying (56) of Step 2, we get that∥∥∥ 1
ρ

∂u
∂θ

∥∥∥
L2,1(BλRi \Bri /λ)

≤ C(λ)‖∇u‖L2(BRi \Bri )
. (57)

We choose δ such that δ < ε0/4; hence for all i we have∫
B4ri \Bri /4

|�|2 dz < 4δ < ε0.

Let Si =min(R, 4ri ) and si =max(r, ri/4), then we apply again (56) of Step 2 on BSi \ Bsi , which gives∥∥∥ 1
ρ

∂u
∂θ

∥∥∥
L2,1(BλSi \Bsi /λ)

≤ C(λ)‖∇u‖L2(BSi \Bsi )
. (58)

Finally, summing (57) and (58), for i = 0 to N , we get∥∥∥ 1
ρ

∂u
∂θ

∥∥∥
L2,1(BλR\Br/λ)

≤ C(λ)‖∇u‖2,

which achieves the proof of Theorem 2. �

We shall now make use of the Theorem 2 in order to prove the quantization of the angular part of the
energy for solutions to antisymmetric elliptic systems.

We will call a bubble a solution u ∈W 2,1(R2,Rn) of the equation

−1u =� · ∇u on R2,

where � ∈ L2(R2, so(n)⊗R2).

Proof of Theorem 1. First we are going to separate B1 into three parts: one where uk converges to a limit
solution; some neighborhoods where the energy concentrates and you blow some bubbles; and some neck
regions which join the first two parts. This “bubble-tree” decomposition is by now classical (see [Parker
1996] for instance); hence we just sketch briefly how to proceed.

Step 1: Find the point of concentration. Let ε0 be the one of Theorem 12 and δ the one of Theorem 2.
Then, thanks to (6), we easily prove that there exist finitely many points a1, . . . , an , where

lim inf
k

∫
B(ai ,r)

|�k |
2 dz ≥ ε0 for all r > 0. (59)

Moreover, using Theorem 12, we prove that there exists�∞ ∈ L2(B1, so(n)⊗R2) and u∞ ∈W 2,1(B1,Rn)

a solution of −1u =�∞ · ∇u on B1, such that, up to a subsequence,

�k ⇀�∞ in L2
loc(B1, so(n)⊗R2),

and
uk→ u∞ in W 1,p

loc (B1 \ {a1, . . . , an
}) for all p ≥ 1.

Of course, if ‖�k‖∞ = O(1) or �k =3(uk,∇uk) where 3( · , p)= O(|p|), then uk is bounded in W 2,∞

which gives the convergence in C1,η
loc for all η ∈ [0, 1[.
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Step 2: Blow-up around ai . We choose ri > 0 such that∫
B(ai,r i )

|�∞|
2 dz ≤

ε0

4
.

Then, we define a center of mass of B(ai , r i ) with respect to �k in the following way:

ai
k =


∫

B(ai,r i )

xα|�k |
2 dz∫

B(ai,r i )

|�k |
2 dz


α=1,2

.

Let λi
k be a positive real such that∫

B(ai
k ,r

i )\B(ai
k ,λ

i
k)

|�k |
2 dz =min

(
δ,
ε0

2

)
.

If λi
k 6= o(1), then we restart the process replacing r i by lim inf λi

k until λi
k = o(1). Then we set

ũk(z)= uk(ai
k + λ

i
kz), �̃k(z)= λi

k �k(ai
k + λ

i
kz), and N i

k = B(ai
k, r

i ) \ B(ai
k, λ

i
k).

Observe that the scaling we chose for defining �̃k(z) guarantees that∫
B(0,r i/λi

k)

(
|�̃k |

2
+ |∇ũi

k |
2) dz =

∫
B(ai

k ,r
i )

(
|�k |

2
+ |∇ui

k |
2) dx ≤ C <+∞;

moreover, we have
−1ũi

k = �̃
i
k · ∇ũi

k .

Modulo extraction of a subsequence, we can assume that for each i

∇ũi
k ⇀ ∇ũi

∞
in L2

loc(R
2,Rn) and �̃i

k ⇀ �̃i
∞

in L2
loc(R

2, so(n)⊗R2).

The weak limit property of Theorem 12 implies that ũ∞ and �̃∞ satisfy what we call a bubble equation

−1ũi
∞
= �̃i

∞
· ∇ũi

∞
.

In fact the convergence of ui
k to ui

∞
is in W 1,p

loc

(
R2
\ {a1

i , . . . , an
i }
)

for all p ≥ 1, where the a j
i are possible

points of concentration of �̃i
k where

lim inf
k

∫
B(a j

i ,r)

∣∣�̃i
k
∣∣2 dz ≥ ε0 for all r > 0, (60)

which are necessarily finite in number and in B1.

Step 3: Iteration. Two cases have to be considered separately: either �̃k is subject to some concentration
phenomena as (59), and then we find some new points of concentration, in such a case we apply Step 2 to
our new concentration points; or ũk converges in W 1,p

loc (R
2) to a (possibly trivial) bubble.

Of course this process has to stop, since we are assuming a uniform bound on ‖�k‖2 and each step is
consuming at least min (δ, ε0/2) of energy of �k . This process is sketched in Figure 1.
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×

×

×

×

×
×

Figure 1. Decomposition of B1.

Analysis of a neck region. A neck region is a finite union of annuli N i
k = B(ai

k, µ
i
k) \ B(ai

k, λ
i
k) such that

lim
k→+∞

λi
k

µi
k
= 0, Xk =∇

⊥d(ai
k, · ),

and ∫
N i

k

|�k |
2 dz ≤min

(
δ,
ε0

2

)
. (61)

In order to prove Theorem 1, we start by proving a weak estimate on the energy of gradient in the region
N i

k . First we remark that, for each ε > 0, there exists r > 0 such that for all ρ > 0 such that

B2ρ(ai
k) \ Bρ(ai

k)⊂ N i
k(r),

where N i
k(r)= B(ai

k, rµ
i
k) \ B(ai

k, λ
i
k/r), we have∫

B2ρ(ai
k)\Bρ(a

i
k)

|∇u|2 dz ≤ ε. (62)

If this were not the case there would exist a sequence ρi
k → 0 such that, up to a subsequence, ûk =

uk(ai
k + ρ

i
kz) converges with respect to every W 1,p-norm to a nontrivial solution of

−1û = �̂∞ · ∇û on R2
\ {0},

where �̂∞ is a weak limit, up to a subsequence, of �̂k . Using the fact that the W 1,2-norm of ûk is bounded,
we deduce using Schwartz lemma that it has to be in fact a solution on the whole plane. Using this time
the second part of Theorem 12 we deduce that �̂∞ have energy at least ε0, which contradicts (61).

Finally, using Theorem 2 on each N i
k(r), we obtain

lim
r→0

lim
k→+∞

∥∥〈∇uk, Xk〉
∥∥

L2(N i
k(r))
≤ C lim

r→0
lim

k→+∞

(
sup
ρ

∫
B2ρ(ai

k)\Bρ(a
i
k)

|∇u|2 dz
)
= 0,

which achieves the proof of Theorem 1. �
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This phenomena of quantization of the angular part of the gradient seems to be quite general for
systems with antisymmetric potentials. In a forthcoming paper [Laurain and Rivière 2011] we investigate
the quantization for some fourth-order elliptic systems in four dimensions.

3.2. Description of the function in the neck regions. In this subsection we give a precise description of
the behavior of ∇uk in the neck regions when the radial part is not quantized. In particular we prove that
the loss of quantization is due to pure radial part to the form a(r)/r with a uniformly bounded.

Proving Theorem 2, we have proved, see (53) and what follows, that if the L2-norm of � is smaller
than a positive constant δ0 on an annulus BR \ Br , then there exists A ∈ W 1,2

∩ L∞(B1,Gln(R)),
h ∈ L2(B1,R2

⊗Rn) and C ∈ R2
⊗Rn such that

A∇u =
C
r
+ h,

where C is a constant and ‖h‖L2,1(BR/2\B2r ) is uniformly bounded by the L2-norm of ∇u, independently
of the conformal class of the annulus. Moreover, up to a choice of δ0 small enough, we can assume that
A is very closed to SO(n). Then using this fact and the fact we can decompose a neck region into a finite
number of such regions, we are going to prove that, in the whole neck region,

∇u = C
a(r)

r
+ h+ g, (63)

where C is a constant, a ∈ L∞(B1,Mn(R)) is uniformly bounded by the L2-norm of ∇u and radial, and
‖h‖L2,1(BR/2\B2r ) is uniformly bounded by the L2-norm of ∇u and ‖g‖L2(BR/2\B2r ) as the ‖∇u‖L2,∞ goes
to zero.

Indeed, a neck region is an annular region of the form BRk \ Brk . Since the L2-norm of �k is
uniformly bounded we can divide the annulus into a finite number of annuli where the L2-norm of
�k is smaller than ε0/2. Let

(
Br i+1

k
\ Br i

k

)
1≤i≤N be the different annuli, where r1

k = rk and r N+1
k = Rk .

Figure 2. Decomposition of the neck region.

On Br i
k
\ Br i+1

k
the L2-norm of �k is smaller than δ0, so there exist Ai

k ∈W 1,2
∩ L∞

(
Br i+1

k
\ Br i

k
,Gln(R)

)
,

hi
k ∈ L2

(
Br i+1

k
\ Br i

k
,R2
⊗Rn

)
and C i

k ∈ R2
⊗Rn such that

Ai
k∇uk =

C i
k

r
+ hi

k on Br i+2
k
\ Br i

k
,
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where ‖hi
k‖L2,1 is uniformly bounded by the L2-norm of ∇uk . Hence we have

∇uk =
Di

k(r)
r

C i
k + h̃i

k + g̃i
k on Br i+2

k
\ Br i

k
, (64)

where Di
k ∈ L∞

(
Br i+2

k
\ Br i

k
,Mn(R)

)
is uniformly bounded by the L2-norm of ∇uk and radial, ‖h̃i

k‖L2,1

is uniformly bounded, and g̃i
k ∈ L2

(
Br i+1

k
\ Br i

k
,R2
⊗Rn

)
with ‖g̃i

k‖L2 = o(1). Indeed, we have

(Ai
k)
−1

r
=
(Ai

k)
−1(r)
r

+
(Ai

k)
−1
− (Ai

k)
−1

r
,

where (Ai
k)
−1 is the mean value of (Ai

k)
−1 on each circle. Since (Ai

k)
−1 is uniformly bounded in

W 1,2
∩ L∞

(
Br i+1

k
\ Br i

k
,Gln(R)

)
, we have∥∥∥∥∥(Ai

k)
−1
− (Ai

k)
−1

r

∥∥∥∥∥
2

L2
(

B
ri+1
k
\Bri

k

) = ∫ r i+1
k

r i
k

1
r

∫ 2π

0

∣∣(Ai
k)
−1
− (Ai

k)
−1
∣∣2 dθ dr

≤

∫ r i+1
k

r i
k

1
r

∫ 2π

0

∣∣∣∣∂(Ai
k)
−1

∂θ

∣∣∣∣2 dθ dr

≤
∥∥∇(Ai

k)
−1∥∥2

2,

here we use the Poincaré inequality. Finally, we conclude using the fact that ‖∇uk‖2 is bounded, which
implies ∥∥C i

k

∥∥= O
((

log
(
r i+1

k

/
r i

k
))−1/2

)
= o(1),

since g̃i
k =

1
r

(
(Ai

k)
−1
− (Ai

k)
−1
)
C i

k , this proves (64). Then we glue all the functions to get the whole
decomposition.

Hence we have the following theorem:

Theorem 14 (see Theorem 1). Let �k ∈ L2
(
B1, so(n)⊗R2

)
and let uk ∈W 2,1(B1,Rn) be a sequence of

solutions of
−1uk =�k · ∇uk (65)

with bounded energy; that is, ∫
B1

(
|∇uk |

2
+ |�k |

2) dz ≤ M.

Then there exist u∞ ∈W 1,2(B1,Rn) a solution of −1u∞ =3(u∞,∇u∞) · ∇u∞ on B1, l ∈ N∗, and

(1) ω1, . . . , ωl a family of solutions to system

−1ωi
=�i · ∇ω

i on R2,

where �i ∈ L2(B1, so(n)⊗R2),

(2) a1
k , . . . , al

k a family of converging sequences of points of B1,
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(3) λ1
k, . . . , λ

l
k a family of sequences of positive reals converging all to zero,

(4) C1
k , . . . ,C l

k a family of sequences of vectors converging all to zero,

(5) A1
k, . . . , Al

k a family of sequences of uniformly bounded and radial functions from R2 to Mn(R),

such that, up to a subsequence,

uk→ u∞ on C1,η
loc

(
B1 \ {a1

∞
, . . . , al

∞
}
)

for all η ∈ [0, 1[

and ∥∥∥∥∇(uk − u∞−
l∑

i=1

ωi
k

)
+

l∑
i=1

Ai
k(d(a

i
k, · ))

d(ai
k, · )

C i
k

∥∥∥∥
L2

loc(B1)

→ 0,

where ωi
k = ω

i (ai
k + λ

i
k · ).

3.3. Counterexample to the quantization of the radial part of the gradient. Thanks to the previous
subsection, we know that the failure of quantization is given in the neck region by a function of the form
ck log(r). Hence we look for uk : B1→ R3 whose third component behaves as ck log(r). For this we
define the following smooth functions:

U 3
k (r)=

 0 if 0≤ r ≤ 1/2,
log(r)

log(k)1/2
if r ≥ 2,

such that |(U 3
k )
′(r)| ≤ log(k)−1/2 on [1/2, 2]; and

φ(r)=


2r if 0≤ r ≤ 1

4 ,

1 if 1
2 ≤ r ≤ 2,

2/r if r ≥ 4,

such that |φ′(r)| ≤ 4 on [1/4, 1/2] ∪ [2, 4]. We set ψ = r(rφ′)′/φ − 1, and we easily see that ψ is a
smooth function with compact support in [1/4, 4]. Finally we set

uk(r, θ)=

 cos(θ)φ(kr)
sin(θ)φ(kr)

U 3
k (kr)


and

�θk (r, θ)=

 0 ψ(kr)/r sin(θ)r1u3
k

−ψ(kr)/r 0 − cos(θ)r1u3
k

− sin(θ)r1u3
k cos(θ)r1u3

k 0

 .
We easily verify that 1uk =�k · ∇uk where �k =�

θ
krdθ and that the L2-norms of ∇uk and �k are

bounded on B1. We have a bubble which blows up at radius 1/k, and

lim
R→+∞

lim
k→+∞

∫
B1/R\BR/k

|�k |
2 dz = 0,
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but
lim

R→+∞
lim

k→+∞

∫
B1/R\BR/k

|∇uk |
2 dz = 1,

which is a failure of energy quantization and proves the optimality of the conclusion of Theorem 1.

4. Energy quantization for critical points to conformally invariant Lagrangians.

In the present section we are going to use Theorem 1 in order to prove Theorem 3.
In his proof of the Heinz–Hildebrandt’s regularity conjecture, the second author prove that the Euler

Lagrange equations to general conformally invariant Lagrangians which are coercive and of quadratic
growth can be written in the form of an elliptic system with an antisymmetric potential. Precisely we
have:

Theorem 15 [Rivière 2007, Theorem I.2]. Let N k be a C2 submanifold of Rm and ω be a C1 2-form on
N k such that the L∞-norm of dω is bounded on N k . Then every critical point in W 1,2(B1, N k) of the
Lagrangian

F(u)=
∫

B1

[
|∇u|2+ u∗ω

]
dz (66)

satisfies
−1u =� · ∇u,

with
�i

j =
[
Ai (u) j,l − A j (u)i,l

]
∇ul
+

1
4
[
H i (u) j,l − H j (u)i,l

]
∇
⊥ul, (67)

where A and H are in C0(N ,Mm(R)⊗∧
1R2) and satisfy

m∑
j=1

A j
i,l∇u j

= 0

and H i
j,l := d(π∗ω)(εi , ε j , εl) where, in a neighborhood of N k , π is the orthogonal projection onto N k

and (εi )i=1,...,m is the canonical basis of Rm .

From (67) we observe that for critical points to a conformally invariant C1-Lagrangian, there exists

3 ∈ C0(TN ⊗R2, so(n)⊗R2) (68)

such that
3(v)= O(|v|); (69)

moreover we remark that 3(u,∇u) · ∇u is always orthogonal to ∇u in the following sense:〈
∂u
∂xk

,3(u,∇u) · ∇u
〉
= 0 for k = 1, 2. (70)

For 3 ∈ C0(TN ⊗R2, so(n)⊗R2), we call a 3-bubble a solution ω ∈W 2,1(R2,Rn) of the equation

−1ω =3(ω,∇ω) · ∇ω on R2.



ANGULAR ENERGY QUANTIZATION FOR LINEAR ELLIPTIC SYSTEMS 27

Theorem 16. Let uk ∈W 1,2(B1,Rn) be a sequence of critical points of a functional which is conformally
invariant, which satisfies

−1uk =3(uk,∇uk) · ∇uk, (71)

where 3 satisfies (68), (69) and (70). Moreover, assume that uk has a bounded energy, that is,

‖∇uk‖2 ≤ M.

Then there exists u∞ ∈W 1,2(B1,Rn) a solution of −1u∞ =3(u∞,∇u∞) · ∇u∞ on B1, l ∈ N∗ and

(1) ω1, . . . , ωl some nonconstant 3-bubbles,

(2) a1
k , . . . , al

k a family of converging sequences of points of B1,

(3) λ1
k, . . . , λ

l
k a family of sequences of positive reals converging all to zero,

such that, up to a subsequence,

uk→ u∞ on C1,η
loc

(
B1 \ {a1

∞
, . . . , al

∞
}
)

for all η ∈ [0, 1[

and ∥∥∥∥∇(uk − u∞−
l∑

i=1

ωi
k

)∥∥∥∥
L2

loc(B1)

→ 0,

where ωi
k = ω(a

i
k + λ

i
kz).

Since (70) holds for any system issued from a Lagrangian of the form (66), it is clear that Theorem 3
is a consequence of Theorem 16.

Proof. From the previous section, we have the quantization of the angular part of the gradient. To prove
Theorem 16 it suffices then to prove the energy quantization for the radial part of the energy. Since uk

satisfies (71) then uk ∈W 2,p(Bµi
k
(ai

k)) for all p <∞ (see [Rivière 2010, Theorem IV.3] or [Sharp and
Topping 2013, Lemma 7.1]); hence we can multiply (71) by ρ(∂uk/∂ρ) and integrate. Using (70) we
have, for any r ∈ [0, µi

k],

0=
∫

Br

〈
ρ
∂uk

∂ρ
,� · ∇uk

〉
dz =

∫
Br

〈
ρ
∂uk

∂ρ
,1uk

〉
dz.

Using Pohozaev identity, we get for all r ∈ [0, µi
k]∫

∂Br

∣∣∣∂uk

∂ρ

∣∣∣2 dσ =
∫
∂Br

∣∣∣ 1
ρ

∂uk

∂θ

∣∣∣2 dσ.

Finally, we have

lim
r→0

lim
k→+∞

‖∇uk‖L2(N i
k(r))
= 0,

which concludes the proof of the theorem. �
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In particular we get the quantization for the solution of the problem of prescribed mean curvature.
Indeed, an immersion of a Riemann surface 6 into R3 with prescribed mean curvature H ∈ C0(R3,R)

satisfies the H -system

1u = 2H(u) ux ∧ u y, (72)

where z = x + iy are some local conformal coordinates on 6.
In order to state precisely our theorem, we define the notion of H -bubble as being a map ω ∈

W 1,2(R2,R3) satisfying

1ω = 2H(ω) ωx ∧ωy on R2.

We shall also rescale the Riemann surface around a point. To that aim we will introduce some conformal
chart. Precisely there exists δ > 0 such that for any a ∈ 6 and 0 < λ < δ there exists a map 8a,λ :

B(a, δ)→ R2 which is a conformal-diffeomorphism, sends a to 0 and B(a, λ) to B(0, 1). We also
associate to each point a cut-off function χa ∈ C∞(6) which satisfies{

χa ≡ 1 on B(a, δ/2),

χa ≡ 0 on 6 \ B(a, δ).

Corollary 17. Let 6 be a closed Riemann surface, H ∈ C0(R3,R) and uk ∈W 2,1(6,R3) a sequence of
nonconstant solution of (72) on 6 then there exists, u∞ ∈W 2,1(6,R3) a solution of (72), k ∈ N∗ and

(1) ω1, . . . , ωl a family of H-bubbles,

(2) a1
k , . . . , al

k a family of converging sequences of point of 6,

(3) λ1
k, . . . , λ

l
k a family of sequences of positive reals converging all to zero,

such that, up to a subsequence,

uk→ u∞ on C1,η
loc

(
6 \ {a∞1 , . . . , a∞k }

)
for all η ∈ [0, 1[

and moreover ∥∥∥∥∇(uk − u∞−
l∑

i=1

χai
k

(
ωi
◦8ai

k ,λ
i
k

))∥∥∥∥
2
→ 0.

We end up this section by mentioning recent work by Da Lio [2011] in which energy quantization
results for fractional harmonic maps (which are also conformally invariant in some dimension) are
established using also Lorentz space uniform estimates.

5. Other applications to pseudoholomorphic curves, harmonic maps and Willmore surfaces

In this section we give some more applications of the uniform Lorentz–Wente estimates of Section 2 to
problems where the conformal invariance play again a central role. We are interested in Wente’s type
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estimate for first-order system of the form

∇φ =

n∑
i=1

ai ∇
⊥bi . (73)

Taking the divergence of this system gives the classical second-order Wente system

1φ =

n∑
i=1

∇ai · ∇
⊥bi . (74)

The gain of information provided by a first-order system of the form (73) in comparison to classical
second-order system (74) is illustrated by the fact that, in the first-order case, no assumption on the
behavior of the solution φ at the boundary of the annulus is needed in order to obtain the Lorentz–Wente-
type estimates of Section 2. This is proved in Lemma 18. This fact can be applied to geometrically
interesting situations that we will describe at the end of the present section.

5.1. Lorentz–Wente-type estimates for first-order Wente-type equations. The goal of this subsection is
to prove the following lemma.

Lemma 18. Let n ∈ N∗, let (ai )1≤i≤n and (bi )1≤i≤n be two families of maps in W 1,2(B1), let 0< ε < 1
4 ,

and assume that φ ∈W 1,2(B1 \ Bε) satisfies

∇φ =

n∑
i=1

ai ∇
⊥bi . (75)

Then for each 0< λ < 1 there exists a positive constant C(λ), independent of φ, ai , and bi , such that

‖∇φ‖L2,1(Bλ\Bε/λ) ≤ C(λ)
( n∑

i=1

‖∇ai‖2 ‖∇bi‖2+‖∇φ‖2

)
.

Proof. Taking the divergence of (75) gives

1φ =

n∑
i=1

∇ai · ∇
⊥bi .

Hence, as in the previous lemma, we start by considering a solution of this equation on the whole disk
and equal to zero on the boundary. Let ϕ ∈W 1,1

0 (B1) be the solution of

1ϕ =

n∑
i=1

∇ai · ∇
⊥bi .

Then, thanks to the improved Wente’s inequality (9), we have

‖∇ϕ‖L2,1(B1) ≤ C
n∑

i=1

‖∇ai‖2 ‖∇bi‖2. (76)
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We now consider the difference v = φ−ϕ, which is a harmonic function on B1 \ Bε. Following the proof
of Lemma A.2, it suffices to control the logarithmic part of the decomposition in Fourier series. To that
aim we set

φ(ρ)=
1

2π

∫ 2π

0
φ(ρ, θ) dθ.

We have

dφ
dρ
=

1
2π

∫ 2π

0

∂φ

∂ρ
(ρ, θ) dθ =

1
2π

n∑
i=1

∫ 2π

0
ai
∂bi

∂θ

dθ
ρ
=

1
2π

n∑
i=1

∫ 2π

0
(ai − ai )

∂bi

∂θ

dθ
ρ
.

Hence ∣∣∣∣dφdρ

∣∣∣∣≤ 1
2π

∑
i=1

(∫ 2π

0

∣∣ai − ai
∣∣2 dθ

)1/2(∫ 2π

0

∣∣∣∣ 1
ρ

∂bi

∂θ

∣∣∣∣2 dθ
)1/2

.

Which gives, thanks to Poincaré’s inequality on the circle,∣∣∣∣dφdρ

∣∣∣∣≤ C
∑
i=1

(∫ 2π

0

∣∣∣∣∂ai

∂θ

∣∣∣∣2 dθ
)1/2(∫ 2π

0

∣∣∣∣ 1
ρ

∂bi

∂θ

∣∣∣∣2 dθ
)1/2

,

where C is a constant independent of φ.
Then integrating over [1, ε], we get∫ 1

ε

∣∣∣∣dφdρ

∣∣∣∣ dρ ≤ C
n∑

i=1

∫ 1

ε

(∫ 2π

0

∣∣∣∣∂ai

∂θ

∣∣∣∣2 dθ
)1/2(∫ 2π

0

∣∣∣∣ 1
ρ

∂bi

∂θ

∣∣∣∣2 dθ
)1/2

dρ

≤ C
n∑

i=1

(∫
D(0,1)\Bε

∣∣∣∣ 1
ρ

∂ai

∂θ

∣∣∣∣2 ρ dρ dθ
)1/2(∫

D(0,1)\Bε

∣∣∣∣ 1
ρ

∂bi

∂θ

∣∣∣∣2 ρ dρ dθ
)1/2

≤ C
n∑

i=1

‖∇ai‖2 ‖∇bi‖2.

(77)

Moreover, by duality, we obtain∫ 1

ε

∣∣∣∣dϕdρ

∣∣∣∣ dρ ≤
∥∥∥∇ϕ 1

ρ

∥∥∥
1
≤ ‖∇ϕ‖L2,1

∥∥∥ 1
ρ

∥∥∥
L2,∞
≤ C‖∇ϕ‖L2,1 . (78)

The combination of (76), (77) and (78) gives then∫ 1

ε

∣∣∣∣dvdρ

∣∣∣∣ dρ ≤ C
n∑

i=1

‖∇ai‖2‖∇bi‖2. (79)

Following the approaches we used in the proofs of the various lemmas in Section 2, we decompose v as a
Fourier series, which gives

v(ρ, θ)= c0+ d0 log(ρ)+
∑
n∈Z∗

(cnρ
n
+ dnρ

−n)einθ .
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We have

v(ρ)= c0+ d0 log(ρ).

Thanks to (79), we get that

|d0| log
1
ε
≤ C

n∑
i=1

‖∇ai‖2 ‖∇bi‖2. (80)

We have moreover

‖∇v‖L2,1(B1\Bε) ' |d0|

∫
∞

0

∣∣{x ∈ B1 \ Bε
∣∣ |x |−1 > t

}∣∣1/2 dt

= |d0|

∫
∞

0

∣∣(B1 \ Bε)∩ B1/t
∣∣1/2 dt

≤ π |d0|

∫ 1/ε

0

dt
max{t, 1}

= π |d0|

[
1+ log 1

ε

]
.

(81)

Thus combining (80) and (81) we have on one hand

‖∇v‖L2,1(B1\Bε) ≤ C
n∑

i=1

‖∇ai‖2 ‖∇bi‖2; (82)

on the other hand, as in Lemma A.2, we have∥∥∥∑
n∈Z∗

(cnρ
n
+ dnρ

−n)einθ
∥∥∥

L2,1(Bλ\Bε/λ)
≤ C(λ)‖∇v‖2 ≤ C(λ)‖∇φ‖2. (83)

Combining (82), (83) we have for any λ ∈ (0, 1) the existence of a positive constant C(λ) > 0 such that

‖∇v‖L2,1(Bλ\Bε/λ) ≤ C(λ)
( n∑

i=1

‖∇ai‖2 ‖∇bi‖2+‖∇φ‖2

)
. (84)

Finally summing (76) and (84) gives the desired inequality and Lemma 18 is proved. �

5.2. Quantization of pseudoholomorphic curves on degenerating Riemann surfaces. We consider a
closed Riemann surface (6, h), where 6 is a smooth compact surface without boundary, and is h a
metric on 6. Since we are only interested in the conformal structure of 6, we can assume, thanks to the
uniformization theorem [Hubbard 2006] that h has constant scalar curvature. We consider (N , J ) to be a
smooth almost-complex manifold and we look at pseudoholomorphic curves between (6, h) and (N , J );
in other words we consider applications u ∈W 1,2(6, N ) satisfying

∂u
∂x
= J (u)

∂u
∂y
, (85)

where z= x+ iy are some local conformal coordinates on 6. These objects are fundamental in symplectic
geometry [McDuff and Salamon 2004]. In the study of the moduli space of pseudoholomorphic curves
in an almost complex manifold, the compactification question comes naturally. In other words it is of
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first importance to understand and describe how sequences of pseudoholomorphic curves with possibly
degenerating conformal class behave at the limit.

The so-called Gromov’s compactness theorem [Gromov 1985] (see also [Parker and Wolfson 1993;
Sikorav 1994; Hummel 1997]) provides an answer to this question.

Theorem 19. Let (N , J ) be a compact almost complex manifold, 6 a closed surface and ( jn) a sequence
of complex structures on 6. Assume un : (6, jn)→ (N , J ) is a sequence of pseudoholomorphic curves of
bounded area with respect to an arbitrary metric on N. Then un converges weakly to some cusp curve4

u :6→ (N , J ) and there exist finitely many bubbles, holomorphic maps (ωi )i=1,...,l from S2 into (N , J ),
such that, modulo extraction of a subsequence,

lim
n→+∞

E(un)= E(u)+
l∑

i=1

E(ωi ).

In fact the bound on the energy is not necessary assuming that the target manifold is symplectic, that
is, if there is ω a closed 2-form on N compatible with J . Indeed, in that case (see [McDuff and Salamon
2004, Chapter 2] for instance), all u :6→ N (J, ω), regular enough, satisfies

A(u)=
∫
6

d(volu∗g)≥
∫
6

u∗ω,

where g=ω( · , J ), with equality if and only if u is pseudoholomorphic. Hence, for symplectic manifolds,
pseudoholomorphic curves are area-minimizing in their homology class. In particular, they are minimal
surfaces, that is, conformal and harmonic, and we can use the general theory of harmonic maps; see [Zhu
2010, Remark 4.2].

We propose below a proof of Theorem 19 that follows the main lines of the most classical one (that
is, we shall decompose our curves into thin and thick parts at the limit) but the argument we provide in
order to prove that there is no energy in the neck and collar regions is new. We don’t make use of the
standard isoperimetric machinery but we simply apply the first-order Wente’s estimate on annuli given by
Lemma 18 which fits in an optimal way the particular structure of the pseudoholomorphic equation (85).

Proof of Theorem 19. The proof consists in splitting the surface in several pieces where the sequence
converges either strongly to a nonconstant limiting map or weakly to a constant. Then in a second step,
we prove that there is in fact no energy in the pieces where the converge is weak. Note that in contrast to
the previous section, in the present case the complex structure of the surface is not fixed and is a priori
free to degenerate.

Our aim is to show how Lemma 18 can be used in this context and therefore we shall be more brief on
the classical parts such as the limiting Deligne–Mumford thin-thick decomposition which is described
for instance in [Hummel 1997] or in [Zhu 2010]. Observe that due to the structure of the equation the
ε-regularity theorem for pseudoholomorphic curves is a consequence of Theorem 12.

For simplicity, we will also assume that we have a surface of genus g greater or equal to 2. Hence let
hn be the hyperbolic metric of volume 1 associated to the complex structure jn .

4We refer to [Hummel 1997, Chapter 5] for precise definitions.
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According to the Deligne–Mumford compactification of Riemann surfaces [Hummel 1997, Chapter 4],
modulo extraction of a subsequence, (6, hn) converges to a hyperbolic Riemannian (6, h) surface by
collapsing p (0≤ p ≤ 3g− 3) pairwise disjoint simple closed geodesics (γ i

n).
Far from the collapsing geodesics, the metric uniformly converges, and we have a classical “bubble-tree”

decomposition, that is to say un converges to a pseudoholomorphic curves of the (6, h) except possibly at
finitely many points where, as in the previous section, un is forming bubbles (pseudoholomorphic curves
from C to N ) which are “connected” to each other by some neck regions N i

n = B(ai
n, µ

i
n) \ B(ai

n, λ
i
n)

where the weak L2 energy goes to zero,

lim
r→0

lim
n→+∞

‖∇un‖L2,∞(N i
n(r)) = 0,

where N i
n(r) = B(ai

n, rµ
i
n) \ B(ai

n, λ
i
n/r). This can be established by combining the fact that, on such

annular regions, the maximal L2 energy of ∇un on dyadic annuli has to vanish (otherwise we would have
another bubble) and the fact that Lemmas 13 and 18 apply to this situation.

Near the collapsing geodesics, our surface becomes asymptotically isometric to a hyperbolic cylinder
of the form

Al =
{
z = reiφ

∈ H
∣∣ 1≤ r ≤ el, arctan(sinh(l/2)) < φ < π − arctan(sinh(l/2))

}
,

where the geodesic corresponds to {reiπ/2
∈ H | 1 ≤ r ≤ el

}, and the lines {r = 1} and {r = el
} are

identified via z 7→ el z. This is the collar region. It is sometimes easier to consider the following cylindrical
parametrization:

Pl =

{
(t, θ)

∣∣∣ 2π
l

arctan(sinh(l/2)) < t < 2π
l
(
π − arctan(sinh(l/2))

)
, 0≤ θ ≤ 2π

}
.

In this parametrization the constant scalar curvature metric reads

ds2
=

(
l

2π sin(lt/2π)

)2

(dt2
+ dθ2),

where the geodesic corresponds to {t = π2/ l}, and the lines {θ = 0} and {θ = 2π} are identified.
Then, as the length ln of the degenerating geodesic goes to zero, Pln = [0, Tn]× S1 up to translation,

which can be decomposed as follows [Zhu 2010, Proposition 3.1]. For each such a thin part, one can
extract a subsequence such that the following decomposition holds. There p ∈ N and 2p sequences (a1

n),
(b1

n), (a
2
n), (b

2
n),. . . , (a p

n ), (b
p
n ) of positive numbers between 0 and Tn such that

lim
n→+∞

bi
n − ai

n

Tn
= 0

and up to rescaling and identifying ] −∞,+∞[×S1 with C \ {0}, there exists a bubble ωi (that is, a
pseudoholomorphic curve from C to N ) such that

un
(

ai
n + bi

n

2
+

t
bi

n − ai
n
, θ

)
→ ωi on C2

loc(C \ {0}).
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Moreover, for any ε > 0, there exists r > 0 such that for any T ∈ [bi
n + r−1, ai+1

n − r−1
],∫

[T,T+1]×S1
|∇un|

2
≤ ε. (86)

Denoting

J i
n = [a

i
n, bi

n]× S1, I i
n = [b

i
n, ai+1

n ]× S1, I 0
n = [0, a1

n]× S1,

I p
n = [b

p
n , Tn]× S1, and I i

n(r)= [b
i
n + r−1, ai+1

n − r−1
],

equation (86) combined with Lemma 13 implies that

lim
r→0

lim
n→+∞

‖∇un‖L2,∞(I i
n(r)) = 0. (87)

This decomposition is illustrated by Figure 3.

ai
n bi

n ai+1
n bi+1

n ai+2
n bi+2

n

Bubbles

Neck regions

Figure 3. Decomposition into necks and bubbles.

As in the previous section, in order to prove that there is no energy at the limit in the neck regions
of the thin parts, we combine the vanishing of the L2,∞-norm given by (87) with a uniform estimate
on the L2,1-norm of |∇un

| on each I i
n(r), which is a direct consequence of Lemma 18 applied to the

pseudoholomorphic equation
∇un = J (un)∇

⊥un.

This concludes the proof of Theorem 19. �

Remark 20. Here again, in addition to the fact that our argument is not specific to J -holomorphic curves,
our proof, in comparison with previous ones such as the one given in [Zhu 2010], has the advantage to
require less regularity on the target manifold N . In fact, following the approach of [Parker 1996] or [Lin
and Wang 1998], in order to establish the angular energy quantization, M. Zhu goes through a lower
estimate of the second derivative

d2

dθ2

∫
S1×{t}
|uθ |2 dθ.
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Such an estimate requires for the metric of N to be at least C2. In the alternative proof we are providing,
in order to apply Lemma 18, we only require the almost complex structure and the compatible metric to
be C1 which corresponds to a weakening of the assumption of magnitude 1 in the derivative.

5.3. Quantification for harmonic maps on a degenerating surface, a cohomological condition. The
aim of this section is to shed a new light on the quantization for harmonic maps on a degenerating surfaces,
which has been fully described by M. Zhu in [2010].

The main result in the present subsection is the following result, which connects energy quantization
for harmonic maps into spheres with a cohomological condition.

Theorem 21. Let (6, hn) be a sequence of closed Riemann surfaces equipped with their constant scalar
curvature metric with volume 1. Let un be a sequence of harmonic maps from (6, hn) into the unit sphere
Sm−1 of the euclidean space Rm . Assume that

lim sup
n→+∞

E(un) <+∞,

and assume that the closed forms

?(ui
n du j

n − u j
n dui

n)

are exact for all i, j = 1, . . . ,m. Then the energy quantization holds: modulo extraction of a subsequence,
on each component of the limiting thick part, un converges strongly, away from the punctures, to some
limiting harmonic map u and there exists finitely many bubbles, holomorphic maps (ωi )i=1,...,l from S2

into Sm−1 — forming possibly both on the thick and the thin parts — such that, modulo extraction of a
subsequence

lim
n→+∞

E(un)= E(u)+
l∑

i=1

E(ωi ). (88)

Proof. In fact, assuming that our sequence of harmonic maps un get valued into Sm−1 the equation simply
written

1ui
n =

(
ui

n∇(un) j − (un) j∇ui
n
)
∇u j

n.

But div
(
ui

n∇(un) j − (un) j∇ui
n
)
= 0 = d(∗un ∧ dun). Hence assuming that the closed ∧2 Rm-valued

1-form ?(un ∧ dun) is exact , there exists bn ∈W 1,2 such that

?(un ∧ dun)= dbn and ‖bn‖W 1,2 = O(‖un‖W 1,2).

Then we have

div(∇un −∇
⊥bn un)= 0.

If we are on a neck region such as B1 \ D(0, εn), it can be integrated as

∇un =∇
⊥bn un +∇

⊥cn + dn∇ log(ρ), (89)
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where cn ∈W 1,2(B1) and dn ∈ R. Then we try to control the gradient of the logarithmic part, remarking
that

d
dρ

∫ 2π

0
un dθ =

∫ 2π

0

1
ρ

∂bn

∂θ
un dθ + 2π

dn

ρ
=

∫ 2π

0

1
ρ

∂bn

∂θ

(
un − uρn

)
dθ + 2π

dn

ρ
,

where uρn is the mean value of un over ∂Bρ . Integrating the previous identity from εn to an arbitrary ρ
gives

2π
(
uρn − uεn

n
)
=

∫ ρ

εn

∫ 2π

0

1
t
∂bn

∂θ

(
un − ut

n
)

dθ dt + 2πdn log (ρ/εn) . (90)

And, thanks to Poincaré’s inequality, we get∣∣∣∣∫ ρ

εn

∫ π

0

1
t
∂bn

∂θ

(
un − ut

n
)

dθ dt
∣∣∣∣≤ C‖∇bn‖2‖∇un‖2. (91)

Then, combining (90) and (91), we finally obtain that

dn = O
(

1
log (1/εn)

)
.

Which implies, as in the proof of Lemma 18, that the L2,1-norm of dn∇ log(ρ) in B1 \ D(0, εn) is
uniformly bounded. By Lemma 18 and thanks to (89), we see that he L2,1-norm of ∇(un − dn log(ρ)) is
also uniformly bounded and these two uniform bounds imply the uniform L2,1 bound of ∇un in neck
regions. Combining the uniform L2,1 bound of ∇un in neck regions together with the Lemma 13 gives
the desired energy quantization (88) and Theorem 21 is proved. �

More generally we can raise the following question: Considering a sequence of harmonic maps from a
degenerating surface to a general target manifolds, is there is a simple cohomological condition similar to
the one in Theorem 21 ensuring the quantization of the energy in collar region?

5.4. Energy Quantization for Willmore Surfaces. Finally we would like to recall a last application of
Lemma 18 that has been used in a recent work by Y. Bernard and T. Rivière in [2011] for proving energy
quantization for sequences of Willmore surfaces with uniformly bounded energy and nondegenerating
conformal classes. The problem can be described as follows: for a sufficiently smooth immersion
u :6→ Rm , where 6 is a closed two-dimensional Riemannian surface, we can define its mean curvature
vector EH and we consider the functional

W (u)=
∫
6

| EH |2 u∗(dy),

where u∗(dy) denotes the metric induced on6 by the immersion u. This functional is called, the Willmore
functional and is known to be conformally invariant [Rivière 2010]. Critical points to the functional W
are called Willmore immersions or Willmore surfaces. Hence as for harmonic maps or pseudoholomorphic
curves the question of the quantization of sequences of Willmore surfaces arise naturally. The second
author has developed appropriate tools to study weak critical points to W in [Rivière 2008] and [Rivière]
and proved the ε-regularity for these weak critical points. Using in particular Lemma 18 the following
energy quantization has been established:
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Theorem 22 [Bernard and Rivière 2011]. Let un be a sequence of Willmore immersions of a closed
surface 6. Assume that

lim sup
n→+∞

W (un) <+∞,

and that the conformal class of u∗n(ξRm ) remains within a compact subdomain of the moduli space of 6.
Then, modulo extraction of a subsequence, the following energy identity holds:

lim
n→+∞

W (un)=W (u∞)+
L∑

l=1

W (ωl)+

K∑
k=1

(W (�k)− 4πθk),

where u∞ is a possibly branched smooth Willmore immersion of 6. The maps ωl and �k are smooth,
possibly branched, Willmore immersions of S2 and θk is the integer density of the current (�k)∗(S2) at
some point pk ∈�k(S2), namely

θk = lim
ρ→0

H2
(
Bρ(pk)∩�k(S2)

)
πρ2 .

Appendix A. Lorentz estimates on harmonic functions.

Here we prove two lemmas on harmonic functions which insure that we can control the L2,1-norm by the
L2-norm on a smaller domain up to some appropriate boundary condition.

Lemma A.1. Let 0< ε < 1
2 and let f : B1 \ Bε→ R be a harmonic function which satisfies

f = 0 on ∂B1 and
∫
∂Bε

f dσ = 0. (92)

Then for each λ > 1 there exists positive a constant C(λ), independent of ε and f , such that

‖∇ f ‖L2,1(B1\Bλε) ≤ C(λ)‖∇ f ‖2.

Proof. We start by decomposing f as a Fourier series, which gives

f (ρ, θ)= c0+ d0 log(ρ)+
∑
n∈Z∗

(cnρ
n
+ dnρ

−n)einθ .

Hence, using (92), we easily prove that c0 = d0 = cn + dn = 0; then we get

f (ρ, θ)=
∑
n∈Z∗

cn(ρ
n
− ρ−n)einθ .

Then we estimate the gradient as follows:

|∇ f (ρ, θ)| ≤ 2
∑
n∈Z∗

|ncn|(ρ
n−1
+ ρ−n−1).

Then, we estimate the L2,1-norm of the fm(z)= |z|m on B1 \ Bλε, for m ∈ Z \ {−1} and λ ∈]1, 2], which
gives

‖ fm‖L2,1(B1\Bλε) ≤
√
π

∫ (λε)m

0
t1/m dt ≤ 2

√
π(λε)m+1 for m <−1,
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and ‖ fm‖L2,1(B1\Bλε) ≤
√
π for m ≥ 0. Here we use the characterization of the L2,1 norm given in (8).

Hence we get

‖∇ f ‖L2,1(B1\Bλε) ≤ 4
√
π

(∑
n>0

|n cn|
(
(λε)−n

+ 1
)
+

∑
n<0

|n cn|
(
(λε)n + 1

))
.

Hence, thanks to the Cauchy–Schwarz and the fact that λ > 1, we get

‖∇ f ‖L2,1(B1\Bλε) ≤ 8
√
π

(∑
n 6=0

|n|λ−2|n|
)(∑

n 6=0

|n| |cn|
2ε−2|n|

)1/2

.

Finally we compute the L2-norm of ∇ f :

‖∇ f ‖2 =
(

2π
∫ 1

ε

∑
n 6=0

|n cn|
2(ρ2n−2

+ ρ−2n−2)ρ dρ
)1/2

≥

√
π

2

(∑
n 6=0

|n| |cn|
2ε−2|n|

)1/2

,

which achieves the proof of Lemma A.1. �

Lemma A.2. Let 0< ε < 1
4 and let f : B1 \ Bε→ R be a harmonic function which satisfies∫

∂Bε
f dσ = 0 and

∣∣∣∣∫
∂B1

f dσ
∣∣∣∣≤ K , (93)

where K is a constant independent of ε. Then for each 0 < λ < 1 there exists positive constant C(λ),
independent of ε and f , such that

‖∇ f ‖L2,1(Bλ\Bε/λ) ≤ C(λ)(‖∇ f ‖2+ 1).

Proof. We start by decomposing f as a Fourier series, which gives

f (ρ, θ)= c0+ d0 log(ρ)+
∑
n∈Z∗

(cnρ
n
+ dnρ

−n)einθ .

Hence, using (93), we easily prove that c0+ d0 log(ε)= 0 and |c0| = O(1). Hence

d0 = O
(
−

1
log(ε)

)
. (94)

Then we estimate the gradient as follows:

|∇ f (ρ, θ)| ≤ |d0|
1
ρ
+

∑
n∈Z∗

|n cn|ρ
n−1
+ |n dn|ρ

−n−1.

Then we estimate the L2,1-norm of fm(z) = |z|m on Bλ \ Bε/λ for m ∈ Z \ {−1} and 0 < λ < 1, which
gives

‖ fm‖2,1 ≤
√
π

∫ (ε/λ)m

0
t1/m dt ≤ 2

√
π(ε/λ)m+1 for m <−1,
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‖ fm‖2,1≤
√
πλm for m ≥ 0, and ‖ f−1‖2,1= O(− log(ε)). Here we use the following characterization (8).

Thanks to (94) and the above, we get

‖∇ f ‖L2,1(Bλ\Bε/λ) ≤ 2
√
π

(∑
n>0

(
|n cn|λ

n
+ |n dn|(ε/λ)

−n)
+

∑
n<0

(
|n cn|(ε/λ)

n
+ |n dn|λ

−n))
+ O(1).

Hence, thanks to Cauchy–Schwarz and the fact that 0< λ < 1, we get

‖∇ f ‖L2,1(Bλ\Bε/λ) ≤ 4
√
π

(∑
n 6=0

|n|λ2|n|
)(∑

n<0

|n|
|cn|

2
+ |d−n|

2

ε2|n| +

∑
n>0

|n|
|cn|

2
+ |d−n|

2

2n

)1/2

+ O(1).

Finally we compute the L2-norm of ∇ f :

‖∇ f ‖2 = |d0|

(∫ 1

ε

1
ρ

dρ
)1/2

+

(
2π
∫ 1

ε

∑
n 6=0

(
|n cn|

2ρ2n−2
+ |n dn|

2ρ−2n−2) ρ dρ
)1/2

≥

√
π

2

(∑
n<0

|n|
|cn|

2
+ |d−n|

2

ε2|n| +

∑
n>0

|n|
|cn|

2
+ |d−n|

2

2n

)1/2

,

which achieves the proof of Lemma A.2. �
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GLOBAL WELL-POSEDNESS OF SLIGHTLY SUPERCRITICAL ACTIVE
SCALAR EQUATIONS

MICHAEL DABKOWSKI, ALEXANDER KISELEV, LUIS SILVESTRE AND VLAD VICOL

The paper is devoted to the study of slightly supercritical active scalars with nonlocal diffusion. We prove
global regularity for the surface quasigeostrophic (SQG) and Burgers equations, when the diffusion term
is supercritical by a symbol with roughly logarithmic behavior at infinity. We show that the result is sharp
for the Burgers equation. We also prove global regularity for a slightly supercritical two-dimensional
Euler equation. Our main tool is a nonlocal maximum principle which controls a certain modulus of
continuity of the solutions.

1. Introduction

Active scalars play an important role in fluid mechanics. An active scalar equation is given by

∂tθ + (u · ∇)θ +Lθ = 0, θ(x, 0)= θ0(x), (1-1)

where L is typically some dissipative operator, such as fractional dissipation, and u is the flow velocity
that is determined by θ . A common setting is either on Rd or Td . Active scalar equations are nonlinear,
and most active scalars of interest are nonlocal. This makes the analysis of these equations challenging.
The best known active scalar equations are the two-dimensional Euler equation in vorticity form (for
which u =∇⊥(−1)−1θ ), the surface quasigeostrophic (SQG) equation (d = 2, u =∇⊥(−1)−1/2θ ), and
the one-dimensional Burgers equation (u = θ). The two-dimensional Euler and Burgers equations are
classical in fluid mechanics, while the SQG equation was first considered in the mathematical literature by
Constantin, Majda, and Tabak [Constantin et al. 1994], and since then has attracted significant attention,
in part due to certain similarities with three-dimensional Euler and Navier–Stokes equations.

Observe that for the SQG and Burgers equations the drift velocity u and the advected scalar θ are
of the same order of regularity, while for the two-dimensional Euler equation u is more regular by a
derivative. The two-dimensional Euler equation has global regular solutions, and can be thought of as a
critical case. For the Burgers and SQG equations, fractional dissipation L=3α , where 3= (−1)1/2 is
the Zygmund operator, have often been considered. Both of these equations possess the L∞ maximum

Dabkowski was supported in part by a research grant of the University of Wisconsin–Madison Graduate School. Kiselev
was partially supported by the NSF grants DMS-1104415, DMS-1159133, and the Guggenheim fellowship. Silvestre was
partially supported by NSF grants DMS-1001629, DMS-1065979, and the Sloan fellowship. Vicol was partially supported by an
AMS-Simons travel award and by the NSF grant DMS-1211828.
MSC2010: 35Q35, 76U05.
Keywords: surface quasigeostrophic equation, active scalars, global regularity, finite time blow-up, supercritical dissipation,

nonlocal maximum principle, nonlocal dissipation, SQG equation, Burgers equation.
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principle [Resnick 1995; Córdoba and Córdoba 2004], and this makes α = 1 critical with respect to the
natural scaling of the equations. It has been known for a while that in the subcritical case α > 1, global
regular solutions exist for sufficiently smooth initial data (see [Resnick 1995] for the SQG equation; the
analysis for the Burgers equation is very similar; see, for example, [Kiselev et al. 2008]). The critical case
α = 1 has been especially interesting for the SQG equation since it is well motivated physically, with
the 3θ term modeling so called the Ekman boundary layer pumping effect; see, for example, [Pedlosky
1987]. The global regularity in the critical case has been settled independently by Kiselev, Nazarov,
and Volberg [Kiselev et al. 2007] and Caffarelli and Vasseur [2010]. A third proof of the same result
was provided by Kiselev and Nazarov [2009], and a fourth by Constantin and Vicol [2012]. All these
proofs are quite different. The method of [Caffarelli and Vasseur 2010] is inspired by DeGiorgi iterative
estimates, while the duality approach of [Kiselev and Nazarov 2009] uses an appropriate set of test
functions and estimates on their evolution. The proof in [Constantin and Vicol 2012] takes advantage of a
new nonlinear maximum principle, which gives a nonlinear bound on a linear operator. The method of
[Kiselev et al. 2007], on the other hand, is based on a technique which may be called a nonlocal maximum
principle. The idea is to prove that the evolution (1-1) preserves a certain modulus of continuity ω of
the solution. In the critical SQG case, the control is strong enough to give a uniform bound on ‖∇θ‖L∞ ,
which is sufficient for global regularity.

In the supercritical case, until recently the only results available (for large initial data) have been
on conditional regularity and finite time regularization of solutions. It was shown by Constantin and
Wu [2008] that if the solution is Cδ with δ > 1− α, it is smooth (see also [Silvestre 2011] for drift
velocity that is not divergence free). Dong and Pavlovic [2009] improved this result to δ = 1−α. Finite
time regularization has been proved by Silvestre [2010] for α sufficiently close to 1, and for the whole
dissipation range 0 < α < 1 by Dabkowski [2011] (with an alternative proof of the latter result given
in [Kiselev 2011]). The issue of global regularity in the case α ∈ (0, 1) remains an outstanding open
problem. A small advance into the supercritical regime was made in [Dabkowski et al. 2012], where the
SQG equation with velocity given by

u =∇⊥3−1m(3)θ

was considered. Here m is a Fourier multiplier which may grow at infinity at any rate slower than double
logarithm. The method of [Dabkowski et al. 2012] was based on the technique of [Kiselev et al. 2007].
The main issue is that even with very slow growth of m, the equation loses scaling, which plays an
important role in every proof of regularity for the critical case. [Dabkowski et al. 2012] was partly inspired
by the slightly supercritical Navier–Stokes regularity result of Tao [2009], and partly by recent work on
generalized Euler and SQG models [Chae et al. 2011; Chae et al. 2010].

In this paper, we analyze a slightly supercritical SQG equation and the Burgers equation equation. As
opposed to [Dabkowski et al. 2012], we keep the velocity definition the same as for classical SQG and
Burgers equations, and instead treat supercritical diffusion. We also consider nonlocal diffusion terms
more general than the fractional Laplacian, including cases where the L∞ maximum principle does not
hold. We show, roughly, that symbols supercritical by a logarithm or less lead to global regular solutions
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for both equations. Our main technique is the control of an appropriate family of moduli of continuity of
the solutions. For the Burgers equation, when the conditions we impose on the diffusion in order to obtain
global regularity are not satisfied, we prove that some smooth initial data leads to finite time blow-up;
see also [Alibaud et al. 2007; Dong et al. 2009; Kiselev et al. 2008]. In this respect, our well-posedness
result is sharp. For the SQG equation, the global regularity proof is more sophisticated than for the
Burgers equation. The upgrade from the double logarithmic supercriticality of [Dabkowski et al. 2012] to
the logarithmic one is made possible by exploiting the structure of nonlinearity, in particular the ∇⊥ in
u = ∇⊥3−1θ . This idea is based on [Kiselev 2011], where this structure was exploited to prove finite
time regularization for power supercritical SQG equations. We note that Xue and Zheng [2012] observed
a similar improvement from log log to log in the context of supercritical velocity.

We also consider the slightly supercritical two-dimensional Euler equation, and generalize the results
of [Chae et al. 2011] on global regularity of solutions.

General diffusion of integral type arises from probabilistic models which involve discontinuous Lévy
processes. Indeed, the classical Lévy–Khintchine representation formula shows that very general integral
diffusion arises as the generator of Lévy processes. This type of diffusion has many applications in the
physical sciences; see, for example, [Klafter and Sokolov 2005] and the references therein.

Below, we state main results proved in the paper. In Section 2, we provide some basic background
results on the nonlocal maximum principles. Section 3 is devoted to proving global regularity for the
slightly supercritical SQG equation with nonlocal diffusions. The Burgers case is handled in Section 4. In
Section 5, we consider the case of dissipation given by Fourier multipliers. Some natural multipliers can
lead to nonpositive convolution kernels for the corresponding nonlocal diffusion, and we generalize our
technique to this case. Section 6 is devoted to the slightly supercritical two-dimensional Euler equation.

To state our main results, we need to introduce some notation.

1A. Assumptions on m. Let m : (0,∞)→[0,∞) be a nonincreasing smooth function which is singular
at the origin, that is, limr→0 m(r)=∞, and satisfies the following conditions:

(i) There exists a sufficiently large positive constant C0 > 0 such that

rm(r)≤ C0 for all r ∈ (0, r0) (1-2)

for some r0 > 0. This condition is natural in the present context, since otherwise the dissipative
operator defined below is subcritical, which is not the purpose of this paper.

(ii) There exists some α > 0 such that

rαm(r) is nonincreasing. (1-3)

This assumption is slightly stronger than just having m(r) be nonincreasing.

Throughout this paper we also denote by m the radially symmetric function m : Rd
\ {0} → [0,∞) such

that m(y)= m(|y|) for each y ∈ Rd
\ {0}. Note that the above conditions allow for m to be identically

zero on the complement of a ball.
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The examples of functions m which are relevant to this paper are those that are less singular than r−1

near r = 0. These functions yield dissipative nonlocal operators (cf. (1-5) below) that are less smoothing
than 3, which makes the corresponding SQG and Burgers equations supercritical. The main examples
we have in mind are

m(r)=
1
ra and m(r)=

1
r( log(2/r))a

(1-4)

with 0 < a ≤ 1 and 0 < r ≤ 1, coupled with enough regularity and decay for r > 1. The first class
corresponds to power supercriticality. The second class, supercritical by a logarithm, is relevant for the
global well-posedness results we prove. It is not hard to verify that the functions in (1-4) verify (1-2)–(1-3)
on (0, 1], and that they can be suitably extended on [1,∞).

1B. Dissipative nonlocal operators. Associated to any such function m, we consider the nonlocal oper-
ator

Lθ(x)=
∫

Rd
(θ(x)− θ(x + y))

m(y)
|y|d

dy. (1-5)

Above and throughout the rest of the paper the integral is meant in principal value sense, but we omit
the P.V. in front of the integral. For example, when m(r)= r−αCd,α for a suitable normalizing constant,
Cd,α, L=3α. The nonlocal operators L we consider here are dissipative because m is singular at the
origin: due to (1-3), we have that m(r) ≥ m(1)r−α for some α > 0 when r ≤ 1, so that L is at least as
dissipative as 3α . It is now evident that when limr→0 rm(r)= 0, the corresponding nonlocal operator L

is less smoothing than 3. We emphasize that, for θ ∈ C∞(Td), the P.V. integral in (1-5) converges only if
m is subquadratic near r = 0, that is, ∫ 1

0
rm(r) dr <∞

holds. In our case, the above condition is satisfied in view of assumption (1-2). Convergence near infinity
is not an issue due to assumption (1-3).

All results in this paper can be generalized to a more general class of dissipative operators. Namely,
for each function m that satisfies (1-2)–(1-3), consider the class of smooth radially symmetric kernels
K : Rd

\ {0} → (0,∞) which satisfy

m(y)
C |y|d

≤ K (y)≤
Cm(y)
|y|d

(1-6)

for some constant C > 0 and all y 6= 0. Associated to each such kernel K we may consider the dissipative
nonlocal operator

Lθ(x)=
∫

Rd
(θ(x)− θ(x + y))K (y) dy, (1-7)

which generalizes the definition in (1-5). As we will see, such generalization will be useful when working
with dissipative operators generated by Fourier multipliers. Moreover, as we will see later, conditions on
K can be relaxed further.
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1C. Main results. The generalized dissipative SQG equation reads

∂tθ + u · ∇θ +Lθ = 0, (1-8)

u =∇⊥3−1θ, (1-9)

where L is as defined in (1-5) and m is as described above. The main result of this paper with respect to
the dissipative SQG equation is the following.

Theorem 1.1 (global regularity for slightly supercritical SQG). Assume that θ0 is smooth and periodic,
and m satisfies an additional assumption

lim
ε→0+

∫ 1

ε

m(r) dr =∞. (1-10)

Then there exists a unique, global in time, C∞ smooth solution θ of the initial value problem associated to
(1-8)–(1-9).

In analogy, one may consider the generalized dissipative Burgers equation

∂tθ − θθx +Lθ = 0, (1-11)

where L and m are as before, and d = 1. Then we prove

Theorem 1.2 (global regularity for fractal Burgers). Assume that θ0 is smooth and periodic, and m is
such that (1-2)–(1-3) hold and

lim
ε→0+

∫ 1

ε

m(r) dr =∞. (1-12)

Then there exists a unique, global in time, C∞ smooth solution θ of the initial value problem associated to
(1-11).

In addition, in the case of the Burgers equation we prove that condition (1-12) is sharp.

Theorem 1.3 (finite time blow-up for fractal Burgers). Assume that m is such that (1-2)–(1-3) hold, and
in addition we have

r |m′(r)| ≤ Cm(r) (1-13)

for r > 0 and some constant C ≥ 1. Furthermore, suppose that

lim
ε→0+

∫ 1

ε

m(r) dr <∞ (1-14)

holds. Then there exists an initial datum θ0 ∈ C∞(T), and T > 0 such that limt→T ‖θx(t)‖L∞ =∞, that
is, we have finite time blow-up arising from smooth initial data.

A natural class of dissipation terms is associated with Fourier multiplier operators. This representation
is closely related to the form (1-7). As noted above, when m(r)= r−αCd,α for a suitable constant Cd,α,
L = 3α, corresponding to the Fourier multiplier with symbol P(ζ ) = |ζ |α. One may generalize this
statement as follows. Let P(ζ ) be a sufficiently nice Fourier multiplier (see Lemmas 5.1 and 5.2 for
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precise assumptions on P), and let K (y) be the convolution kernel associated to the multiplier P , that is,
L̂θ(ζ )= P(ζ )θ̂(ζ ), where L is the operator defined in (1-7). Then there exists a positive constant C that
depends only on P , such that (1-6) holds for all sufficiently small y, with m(y)= P(1/ζ ). This turns out
to be sufficient to prove an analog of Theorem 1.1 (and Theorem 1.2).

Theorem 1.4 (global regularity for slightly supercritical SQG). Let P be a radially symmetric Fourier
multiplier that is smooth away from zero, nondecreasing, satisfies P(0)= 0, P(ζ )→∞ as |ζ | →∞, as
well as conditions (5-3)–(5-4), and (5-9). Suppose also

P(|ζ |)≤ C |ζ | (1-15)

for all |ζ | sufficiently large,

|ζ |−αP(|ζ |) is nondecreasing (1-16)

for some α > 0, and

. lim
ε→0

∫ 1

ε

P(|ζ |−1) d|ζ | =∞. (1-17)

Then, for any θ0 that is smooth and periodic, the Cauchy problem for the dissipative SQG equation
(5-1)–(5-2) has a unique global in time smooth solution.

In particular, Theorem 1.4 proves global regularity of solutions for dissipative terms given by multipliers
with behavior P(ζ )∼ |ζ |( log |ζ |)−a for large ζ , where 0≤ a ≤ 1. The details of the assumptions on P
and more discussion can be found in Section 5 below.

2. Pointwise moduli of continuity

Definition 2.1 (modulus of continuity). We call a function ω : [0,∞)→ [0,∞) a modulus of continuity
if ω(0) = 0, ω is nondecreasing, continuous, concave, piecewise C2 with one sided derivatives, and
additionally satisfies ω′(0+) < ∞ and ω′′(0+) = −∞. We say that a smooth function f obeys the
modulus of continuity ω if | f (x)− f (y)|< ω(|x − y|) for all x 6= y.

We recall that if f ∈ C∞(T2) obeys the modulus ω, then ‖∇ f ‖L∞ < ω
′(0+) [Kiselev et al. 2007]. In

addition, observe that a function f ∈ C∞(T2) automatically obeys any modulus of continuity ω(ξ) that
lies above the function min{ξ‖∇ f ‖L∞, 2‖ f ‖L∞}.

The following lemma gives the modulus of continuity of the Riesz transform of a given function.

Lemma 2.2 (modulus of continuity under a Riesz transform). Assume that θ obeys the modulus of
continuity ω, and that the drift velocity is given by the constitutive law u = ∇⊥3−1θ . Then u obeys the
modulus of continuity � defined as

�(ξ)= A
(∫ ξ

0

ω(η)

η
dη+ ξ

∫
∞

ξ

ω(η)

η2 dη
)

(2-1)

for some positive universal constant A > 0.
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Moreover, for any two points x, y with |x − y| = ξ > 0, we have∣∣∣∣(u(x)− u(y)) ·
x − y
|x − y|

∣∣∣∣≤ �̃(ξ)+�⊥(ξ), (2-2)

where

�̃(ξ)= A
(
ω(ξ)+ ξ

∫
∞

ξ

ω(η)

η2 dη
)

(2-3)

and

�⊥(ξ)= A
∫ ξ/4

0

∫ 3ξ/4

ξ/4
(θ(η, ν)−θ(−η, ν)−θ(η,−ν)+θ(−η,−ν))

ν

((ξ/2− η)2+ ν2)3/2
dη dν, (2-4)

where A is a universal constant.

The proof of (2-1) may be found in [Kiselev et al. 2007, Appendix], while (2-2) was obtained in [Kiselev
2011, Lemma 5.2], to which we refer for further details.

Lemma 2.3 (dissipation control). Let L be defined as in (1-7), with K satisfying (1-6). Assume that
θ ∈ C∞(T2) obeys a concave modulus of continuity ω. Suppose that there exist two points x, y with
|x − y| = ξ > 0 such that θ(x)− θ(y)= ω(ξ). Then we have

Lθ(x)−Lθ(y)≥ D(ξ)+D⊥(ξ) (2-5)

where

D(ξ)=
1
A

∫ ξ/2

0
(2ω(ξ)−ω(ξ + 2η)−ω(ξ − 2η))

m(2η)
η

dη

+
1
A

∫
∞

ξ/2
(2ω(ξ)−ω(ξ + 2η)+ω(2η− ξ))

m(2η)
η

dη (2-6)

and

D⊥(ξ)=
1
A

∫ ξ/4

0

∫ 3ξ/4

ξ/4
(2ω(2η)− θ(η, ν)+ θ(−η, ν)− θ(η,−ν)+ θ(−η,−ν))

×
m(
√
(ξ/2− η)2+ ν2)

(ξ/2− η)2+ ν2 dη dν (2-7)

with some sufficiently large universal constant A > 0 (that we can, for simplicity of presentation, choose
to be the same as in Lemma 2.2). The corresponding lower bound in one dimension includes only the D

term.

Note that D≥ 0 due to the concavity of ω, while D⊥ ≥ 0 since θ obeys the modulus of continuity ω.
The above lemma may be obtained along the lines of [Kiselev 2011, Section 5], where it was obtained for
L = 3. However, some modifications are necessary for more general diffusions we consider, and we
provide a proof in the Appendix below. We conclude this section by establishing a bound for �⊥(ξ) in
terms of D⊥(ξ).
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Lemma 2.4 (connection between �⊥ and D⊥). Let m be as in Section 1A, and assume θ obeys the
modulus of continuity ω. For �⊥(ξ) and D⊥(ξ) defined via (2-4) and (2-7), respectively, we have

m(ξ)�⊥(ξ)≤ A2D⊥(ξ) (2-8)

for all ξ > 0.

Proof of Lemma 2.4. To prove (2-8), first observe that since θ obeys ω, we have θ(η, ν)−θ(−η, ν)≤ω(2η)
and also θ(η,−ν)− θ(−η,−ν)≤ ω(2η). Therefore we have that

|θ(η, ν)− θ(−η, ν)− θ(η,−ν)+ θ(−η,−ν)|

≤ 2ω(2η)− θ(η, ν)+ θ(−η, ν)− θ(η,−ν)+ θ(−η,−ν) (2-9)

holds, for any (η, ν) ∈ R2.
Next, we claim that, for any 0< ν ≤ ξ/4 and any |η− ξ/2| ≤ ξ/4, we have

ν m(ξ)
((ξ/2− η)2+ ν2)3/2

≤
m(
√
(ξ/2− η)2+ ν2)

(ξ/2− η)2+ ν2 . (2-10)

To prove (2-10), we observe that in this range for (η, ν) we have
√
(ξ/2− η)2+ ν2 ≤ ξ , and due to the

monotonicity of m, it follows that m(ξ) ≤ m(
√
(ξ/2− η)2+ ν2). Since ν ≤

√
(ξ/2− η)2+ ν2, (2-10)

holds. Recalling the definitions of �⊥ and D⊥, it is clear that (2-8) follows directly from (2-9) and (2-10).
concluding the proof of the lemma. �

3. Global regularity for slightly supercritical SQG

Proof of Theorem 1.1. The local well-posedness for smooth solutions to SQG-type equations is by now
standard. In particular, we have.

Proposition 3.1 (local existence of a smooth solution). Given a periodic θ0 ∈ C∞, there exists T > 0 and
a periodic solution θ( · , t) ∈ C∞ of (1-8)–(1-9). Moreover, the smooth solution may be continued beyond
T as long as ‖∇θ‖L1(0,T ;L∞) <∞.

The local in time propagation of C∞ regularity may in fact even be obtained in the absence of dissipation.
Since in (1-8)–(1-9) we have a dissipative term, one may actually show local C∞ regularization of
sufficiently regular initial data. The proof may be obtained in analogy to the usual supercritical SQG
equation [Dong 2010], since, in view of (1-3), L is smoothing more than 3α for some α > 0. The
presence of the general dissipation L instead of the usual 3α does not introduce substantial difficulties.

The main difficulty in proving Theorem 1.1 is the supercriticality of the dissipation in (1-8)–(1-9).
Thus, as opposed to the critical case [Kiselev et al. 2007], here we cannot construct a single modulus of
continuity ω(ξ) preserved by the equation, and then use the scaling ωB(ξ)= ω(Bξ) to obtain a family of
moduli of continuity such that each initial data obeys a modulus in this family. Instead, we will separately
construct a modulus of continuity ωB(ξ) for each initial data, and each such modulus will be preserved
by the equation for all times; see also [Dabkowski et al. 2012].
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Before constructing the aforementioned family of moduli, let us recall the breakthrough scenario of
[Kiselev et al. 2007].

Lemma 3.2 (breakthrough scenario). Assume ω is a modulus of continuity such that ω(0+) = 0 and
ω′′(0+)=−∞. Suppose that the initial data θ0 obeys ω. If the solution θ(x, t) violates ω at some positive
time, there must exist t1 > 0 and x 6= y ∈ T2 such that

θ(x, t1)− θ(y, t1)= ω(|x − y|),

and θ(x, t) obeys ω for every 0≤ t < t1.

Let us consider the breakthrough scenario for a modulus of continuity ω. A simple computation
[Kiselev 2011] combined with Lemma 2.2 and Lemma 2.3 yields

∂t(θ(x, t)− θ(y, t))|t=t1 = u · ∇θ(y, t1)− u · ∇θ(x, t1)+Lθ(y, t1)−Lθ(x, t1)

≤

∣∣∣∣(u(x, t1)− u(y, t1)) ·
x − y
|x − y|

∣∣∣∣ω′(ξ)+Lθ(y, t1)−Lθ(x, t1)

≤min{�(ξ), �̃(ξ)+�⊥(ξ)}ω′(ξ)− (D(ξ)+D⊥(ξ)), (3-1)

where �, �̃,�⊥,D, and D⊥ are given in (2-1), (2-3), (2-4), (2-6), and (2-7)„ respectively. If we can
show that the expression on the right side of (3-1) must be strictly negative, we obtain a contradiction: ω
cannot be broken, and hence it is preserved by the evolution (1-8).

3A. Construction of the family of moduli of continuity. We now construct a family of moduli of con-
tinuity ωB , such that, given any periodic C∞ function θ0, there exists B ≥ 1 such that θ0 obeys ωB .

Fix a sufficiently small positive constant κ > 0, to be chosen precisely later in terms of the constant
A of (2-3) and the function m. For any B ≥ 1, we define δ(B) to be the unique solution of

m(δ(B))=
B
κ
. (3-2)

Since m is continuous, nonincreasing, m(r)→+∞ as r→ 0+, and (1-3) holds, such a solution δ(B)
exists for any B ≥ 1 (if κ is small enough). For convenience we can ensure that δ(B) ≤ r0/4 for any
B ≥ 1 by using (1-2) and choosing κ < r0/(4C0). Note that δ(B) is a nonincreasing function of B.

We let ωB(ξ) be the continuous function with ωB(0)= 0 and

ω′B(ξ)= B−
B2

2Cακ

∫ ξ

0

3+ ln(δ(B)/η)
ηm(η)

dη for 0< ξ < δ(B), (3-3)

ω′B(ξ)= γm(2ξ) for ξ > δ(B), (3-4)

where Cα = (1+ 3α)/α2 and γ > 0 is a constant to be chosen later in terms of κ, A, and the function
m (through C0, α, r0 of assumptions (1-2)–(1-3)). We emphasize that neither κ nor γ will depend on B.

Let us now verify that the above defined function ωB is indeed a modulus of continuity in the sense of
Definition 2.1. First notice that by construction ω′B(0+)= B and ωB(ξ)≤ Bξ for all 0< ξ ≤ δ(B). To
verify that ωB is nondecreasing, since m is nonnegative, we only need to check that ω′B > 0 for ξ < δ(B).
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This is equivalent to verifying that ω′B(δ(B)−) > 0. Using (1-3) and the change of variables δ(B)/η 7→ ξ ,
we may estimate∫ δ(B)

0

3+ ln(δ(B)/η)
ηm(η)

dη ≤
∫ δ(B)

0

3+ ln(δ(B)/η)
η1−αδ(B)αm(δ(B))

dη =
1

m(δ(B))

∫
∞

1

3+ ln ξ
ξ 1+α dξ =

Cα
m(δ(B))

,

where Cα = (1+ 3α)/α2 may be computed explicitly. The above estimate and (3-2)–(3-3) imply that

ω′B(δ(B)−)≥ B−
CαB2

2Cακm(δ(B))
=

B
2
, (3-5)

which concludes the proof that ω′B > 0.
In order to verify that ω′′B(0+)=−∞, we use (1-2) and (3-3) to obtain

ω′′B(ξ)=−
B2

2Cακξm(ξ)

(
3+ ln

δ(B)
ξ

)
≤−

B2

2CακC0

(
3+ ln

δ(B)
ξ

)
,

which is strictly negative for 0< ξ < δ(B), and also converges to −∞ as ξ → 0+.
Since m is nonincreasing, the concavity may only fail at ξ = δ(B). By (3-2) and (3-5) we have

ω′B(δ(B)+)= γm(2δ(B))≤ γm(δ(B))=
γ B
κ
≤

B
2
≤ ω′B(δ(B)−)

provided that 2γ ≤ κ , and therefore ωB is concave on (0,∞). It will also be useful to observe that, due
to the concavity of ωB and the mean value theorem, we have

ωB(δ(B))≥ δ(B)ω′B(δ(B)−)≥
δ(B)B

2
. (3-6)

3B. Each initial data obeys a modulus. In order to show that given any θ0 ∈ C∞(T2) there exits B ≥ 1
such that θ0 obeys ωB(ξ), it is enough to find a B such that ωB(ξ) >min{ξ‖∇θ0‖L∞, 2‖θ0‖L∞} for all
ξ > 0. Letting a = 2‖θ0‖L∞/‖∇θ0‖L∞ , due to the concavity of ωB , it is sufficient to find B ≥ 1 such that
ωB(a) > 2‖θ0‖L∞ . First, by choosing B large enough, we can ensure that a > δ(B). Then we have that

ωB(a)= ωB(δ(B))+
∫ a

δ(B)
ω′B(η) dη ≥ γ

∫ a

δ(B)
m(2η) dη→∞ as δ(B)→ 0 (3-7)

due to the assumption (1-10). Therefore each initial data obeys a modulus from the family {ωB}B≥1.

3C. The moduli are preserved by the evolution. It is left to verify that the above constructed family of
moduli of continuity satisfy

min{�B(ξ), �̃B(ξ)+�
⊥

B (ξ)}ω
′

B(ξ)− (DB(ξ)+D⊥B (ξ)) < 0 (3-8)

for any ξ > 0 and B ≥ 1. Here �B and others are defined just as � and others, but with ω replaced by ωB .
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The case ξ ≥ δ(B). First we observe that, by Lemma 2.4 and the fact that m is nonincreasing, we have

ω′B(ξ)�
⊥

B (ξ)= γm(2ξ)�⊥B (ξ)≤ γm(ξ)�⊥B (ξ)≤ γ A2D⊥B (ξ)≤ D⊥B (ξ)

for all ξ ≥ δ(B) if we choose γ ≤ 1/A2. In view of (3-8), it is left to prove that

�̃B(ξ)ω
′

B(ξ)−DB(ξ) < 0

for all ξ ≥ δ(B). In order to do this we claim that, for all ξ > δ(B), we have

ωB(2ξ)≤ cαωB(ξ), (3-9)

where cα = 1+ (3/2)−α and α > 0 is as in assumption (1-3). Note that, by definition, 1< cα < 2. We
postpone the proof of (3-9) to the end of this subsection. Using Lemma 2.3, (3-9), and the concavity and
the monotonicity of ωB , we may bound −DB as

−DB(ξ)≤
1
A

∫
∞

ξ/2
(ωB(ξ + 2η)−ωB(2η− ξ)−ωB(2ξ)− (2− cα)ωB(ξ))

m(2η)
η

dη

≤−
2− cα

A
ωB(ξ)

∫ ξ

ξ/2

m(2η)
η

dη ≤−
2− cα

A
ωB(ξ)m(2ξ). (3-10)

We emphasize that, for the upper bound (3-10), only the contribution from η ∈ (ξ/2, ξ) was used.
On the other hand, integrating by parts, the contribution from �̃B may be rewritten as

�̃B(ξ)

A
= ωB(ξ)+ ξ

∫
∞

ξ

ωB(η)

η2 dη = 2ωB(ξ)+ γ ξ

∫
∞

ξ

m(2η)
η

.

Using (1-3), we may bound∫
∞

ξ

m(2η)
η

dη ≤ ξαm(2ξ)
∫
∞

ξ

1
η1+α dη ≤

m(2ξ)
α

,

where α > 0 is given. Hence we obtain

�̃B(ξ)

A
≤ 2ωB(ξ)+

γ ξm(2ξ)
α

. (3-11)

Now, for δ(B)≤ ξ ≤ 2δ(B), by (1-3) we have

γ ξm(2ξ)
α

≤
γ

α
(2δ(B))1−αδ(B)αm(δ(B))≤

2γ
α
δ(B)

B
κ
≤

Bδ(B)
2
≤ ωB(δ(B))≤ ωB(ξ) (3-12)

by (3-6), if γ is small. On the other hand, for ξ > 2δ(B) we have ξ − δ(B)≥ ξ/2 and therefore

ωB(ξ)≥ γ

∫ ξ

δ(B)
m(2η) dη ≥ γm(2ξ)(ξ − δ(B))≥

γ ξm(2ξ)
2

.

Combining the above estimates with (3-11) leads to a bound

�̃B(ξ)≤ A
(

2+
2
α

)
ωB(ξ). (3-13)
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From (3-4) and the bounds (3-10) and (3-13), we hence obtain

�̃B(ξ)ω
′

B(ξ)−DB(ξ)≤

(
Aγ

2α+ 2
α
−

2− cα
A

)
ωB(ξ)m(2ξ) < 0

for all ξ ≥ δ(B), if we set γ small enough, depending only on A,C, α, and cα.

Proof of estimate (3-9). To verify (3-9) for δ(B)≤ ξ ≤ 2δ(B) is straightforward, since, by the mean value
theorem and (1-3), similarly to (3-12), we obtain

ωB(2ξ)≤ ωB(ξ)+ ξω
′

B(ξ)= ωB(ξ)+ γ ξm(2ξ)

≤ ωB(ξ)+
2γ
κ

Bδ(B)≤ ωB(ξ)+ (cα − 1)ωB(δ(B)),

by choosing γ small enough.
Now, for ξ > 2δ(B), by (3-4) and (3-6) we have

cαωB(ξ)−ωB(2ξ)

= (cα − 1)ωB(δ(B))+ (cα − 1)γ
∫ ξ

δ(B)
m(2η) dη− γ

∫ 2ξ

ξ

m(2η) dη

≥ (cα − 1)
Bδ(B)

2
− γ

∫ 2ξ

2ξ−δ(B)
m(2η) dη+ γ

∫ ξ

δ(B)
((cα − 1)m(2η)−m(2η+ 2ξ − 2δ(B))) dη.

We next note that for ξ ≥ 2δ(B), due to the monotonicity of m, we have

γ

∫ 2ξ

2ξ−δ(B)
m(2η) dη ≤ γ δ(B)m(δ(B))=

γ

κ
Bδ(B)≤ (cα − 1)

Bδ(B)
2

by letting γ be small enough. We next verify that

(cα − 1)m(2η)≥ m(2η+ 2ξ − 2δ(B))

holds for all η ∈ (δ(B), ξ). Using (1-3) and recalling that cα = 1+ (3/2)−α , the above inequality follows
once we check that

(3/2)−α(2η+ 2ξ − 2δ(B))α ≥ (2η)α

holds for all η ∈ (δ(B), ξ). But since ξ > 2δ(B), we have

η+ ξ − δ(B)
η

≥ 1+
ξ − δ(B)

ξ
≥

3
2 . �

The case 0< ξ ≤ δ(B). For small values of ξ , we prefer to bound the contribution from the advective
term using �B instead of �̃B +�

⊥

B . It is sufficient to prove that

�B(ξ)ω
′

B(ξ)−DB(ξ) < 0.

Using the concavity of ωB and the mean value theorem, we may estimate

−DB(ξ)≤
1
A

∫ ξ/2

0
(ωB(ξ + 2η)+ωB(ξ − 2η)− 2ωB(ξ))

m(2η)
η

dη ≤
C
A
ω′′B(ξ)

∫ ξ/2

0
ηm(2η) dη.
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From (1-3) we obtain ηαm(2η)≥ (ξ/2)αm(ξ) for η ∈ (0, ξ/2). Since ω′′B(ξ) < 0, we may further bound

−DB(ξ)≤
C
A
ω′′B(ξ)ξ

αm(ξ)
∫ ξ/2

0
η1−α dη ≤

C
A
ω′′B(ξ)ξ

2m(ξ). (3-14)

The contribution from the advecting velocity is bounded as

�B(ξ)

A
=

∫ ξ

0

ωB(η)

η
dη+ ξ

∫ δ(B)

ξ

ωB(η)

η2 dη+ ξ
∫
∞

δ(B)

ωB(η)

η2 dη

≤ Bξ + Bξ ln
δ(B)
ξ
+ ξ

(
ωB(δ(B))
δ(B)

+ γ

∫
∞

δ(B)

m(2η)
η

dη
)
. (3-15)

Here we used that ωB(η)≤ Bη for η ∈ (0, δ(B)). Using (1-2)–(1-3) and (3-2), we bound∫
∞

δ(B)

m(2η)
η

dη ≤
m(2δ(B))

α
≤

B
ακ
≤

B
γ

for γ ≤ ακ . Therefore, (3-15) gives

�B(ξ)≤ ABξ
(

3+ log
δ(B)
ξ

)
. (3-16)

From (3-3) and the bounds (3-14) and (3-16), we obtain

�B(ξ)ω
′

B(ξ)−DB(ξ)≤ AB2ξ

(
3+ log

δ(B)
ξ

)
+

C
A
ξ 2m(ξ)ω′′B(ξ)

≤ AB2ξ

(
3+ log

δ(B)
ξ

)(
1−

C
2A2Cακ

)
< 0 (3-17)

for any ξ ∈ (0, δ(B)), if we choose κ small enough. Here we used the explicit expression of ω′′B for small
ξ . Note that the choice of κ is independent of γ and B, which is essential in order to avoid a circular
argument. This concludes the proof of Theorem 1.1. �

4. Global regularity vs. finite time blow-up for slightly supercritical Burgers

In this section we prove Theorems 1.2 (global regularity) and 1.3 (finite time blow-up).

Proof of Theorem 1.2. Due to evident similarities to the SQG proof given in Section 3 above, we only
sketch the necessary modifications. See also [Kiselev et al. 2008] for more details.

First, we note that a modulus of continuity ωB is preserved by (1-11) if

ωB(ξ)ω
′

B(ξ)−DB(ξ) < 0, (4-1)

where DB is defined as by (2-6), with ω replaced by ωB . We will consider exactly the same family of
moduli of continuity ωB as in the SQG case, defined via (3-3)–(3-4).

We need to verify that (4-1) holds for any ξ > 0. In the case ξ ≥ δ(B), by using (3-10), we have

ωB(ξ)ω
′

B(ξ)−DB(ξ)≤ ωB(ξ)γm(2ξ)−
C
4
ωB(ξ)m(2ξ) < 0 (4-2)
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if γ ≤ C/8. On the other hand, for ξ ∈ (0, δ(B)), we use (3-14) and obtain

ωB(ξ)ω
′

B(ξ)−DB(ξ)≤ Bξω′B(ξ)+Cξ 2m(ξ)ω′′B(ξ)

≤ B2ξ −
C B2ξ

2Cακ

(
3+ ln

δ(B)
ξ

)
≤ B2ξ

(
1−

3C
2Cακ

)
< 0

(4-3)

if κ ≤ 3C/(2Cα). This concludes the proof of Theorem 1.2. �

Proof of Theorem 1.3. The proof will use ideas from [Dong et al. 2009], which builds an appropriate
Lyapunov functional to show blow-up. Throughout this section we assume that (1-14) holds, that is,∫ 1

0
m(r) dr = A <∞. (4-4)

Let θ0 ∈ C∞ be periodic and odd, with θ0(0)= 0. For simplicity we may take θ0 to be T = [−π, π]

periodic, and consider that r0 = 1 in (1-2). It is clear that the proof carries over for any period length and
for any value of r0 > 0, with obvious modifications. Assume the solution θ(x, t) of (1-11) corresponding
to this initial data lies in C(0, T ;W 1,∞) for some T > 0, and is hence C∞ smooth on [0, T ]. The Burgers
equation preserves oddness of a smooth solution so that we have θ(0, t) = 0 for t ∈ [0, T ], and also
θ(x, t)=−θ(−x, t) for all x ∈ T and t ∈ [0, T ].

Let w(x) be defined as the odd function with

w(x)= 1− x for x ∈ (0, 1), (4-5)

w(x)= 0 for x ≥ 1. (4-6)

Associated to this function w we define the Lyapunov functional

L(t)=
∫
∞

0
θ(x, t)w(x) dx =

∫ 1

0
θ(x, t)w(x) dx . (4-7)

Then, due to the maximum principle ‖θ( · , t)‖L∞ ≤ ‖θ0‖L∞ , which holds on [0, T ], and the definition of
w(x), we have

L(t)≤ ‖θ0‖L∞ (4-8)

for all t ∈ [0, T ]. We will next show, using our assumption that θ ∈C(0, T ;W 1,∞), that if T is sufficiently
large, the bound (4-8) is violated. This shows that our assumption has been wrong, and θ has finite time
blow-up in the W 1,∞ norm, concluding the proof of Theorem 1.3.

To proceed, we first need the following lemma.

Lemma 4.1. If L is a diffusive operator defined by (1-5) with m satisfying (4-4) in addition to our usual
assumptions and w is given by (4-5), ∫

R

|Lw(x)| dx <∞.

Proof. It is sufficient to estimate the integral over positive x , since Lw(x) is odd.
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The case x ≥ 1. Here we have w(x)= 0 and w is odd, hence

Lw(x)=
∫

R

(w(x)−w(y))
m(x − y)
|x − y|

dy =−
∫ 1

0
w(y)

m(x − y)
|x − y|

dy−
∫ 0

−1
w(y)

m(x − y)
|x − y|

dy

=−

∫ 1

0
w(y)

m(x − y)
|x − y|

dy+
∫ 1

0
w(y)

m(x + y)
|x + y|

dy

=−

∫ 1

0
(1− y)

(
m(x − y)
|x − y|

−
m(x + y)
|x + y|

)
dy. (4-9)

Using the mean value theorem and the monotonicity of m, we estimate∣∣∣∣m(x − y)
|x − y|

−
m(x + y)
|x + y|

∣∣∣∣≤ 2y sup
r∈[x−y,x+y]

r |m′(r)| +m(r)
r2 ≤ 4Cy

m(x − y)
|x − y|2

.

But the above bound is only convenient when x ≥ 2, and in this range we obtain∫
∞

2
|Lw(x)| dx ≤ 4C

∫
∞

2

∫ 1

0
(1− y)y

m(x − y)
|x − y|2

dy dx

≤ 4C
∫
∞

2

∫ 1

0
(1− y)y

m(1)
|x − 1|2

dy dx ≤ Cm(1). (4-10)

On the other hand, when x ∈ [1, 2], it is convenient to work with (4-9) directly. By the monotonicity of
m, we have that

|Lw(x)| ≤
∫ 1

0
(1− y)

(
m(x − y)
|x − y|

+
m(x + y)
|x + y|

)
dy ≤ 2

∫ 1

0
m(1− y) dy = 2A (4-11)

for any x ∈ [1, 2), by using (4-4). Therefore,
∫ 2

1 |Lw(x)| dx ≤ 2A, and by using (4-10), we obtain that∫
∞

1
|Lw(x)| dx ≤ 2A+CC0 =: C1. (4-12)

The case 0< x < 1. Here we have w(x)= 1− x , and therefore

Lw(x)

=

∫
∞

1−x
(1− x)

m(y)
y

dy+
∫ 1−x

−x
y

m(y)
|y|

dy+
∫
−x

−x−1
(2+ y)

m(y)
|y|

dy+
∫
−x−1

−∞

(1− x)
m(y)
|y|

dy

=: T1(x)+ T2(x)+ T3(x)+ T4(x). (4-13)

Using condition (1-3), we may easily bound T1 and T4. More precisely, using a change of variables
y→−y in T4, we may write

|T1(x)+ T4(x)| = (1− x)
∫ 1+x

1−x

m(y)
y

dy+ 2(1− x)
∫
∞

1+x

yαm(y)
y1+α dy

≤ (1− x)
∫ 1+x

1−x

m(1− x)
1− x

dy+ 2(1− x)(1+ x)αm(1+ x)
∫
∞

1+x

1
y1+α dy

≤ 2x m(1− x)+
2(1− x)m(1)

α
,
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and therefore∫ 1

0
|T1(x)+ T4(x)| dx ≤ 2

∫ 1

0
xm(1− x) dx +

2C0

α

∫ 1

0
(1− x) dx ≤ 2A+

C0

α
. (4-14)

To bound T2, we recall that m is even and hence T2(x)=
∫ 1−x

x m(y) dy, which in turn implies∫ 1

0
|T2(x)| dx ≤

∫ 1/2

0

∫ 1−x

x
m(y) dy dx +

∫ 1

1/2

∫ x

1−x
m(y) dy dx ≤

∫ 1

0
m(y) dy = A. (4-15)

Lastly, due to the monotonicity of m, we have that

|T3(x)| ≤ 2
∫ 1

x

m(y)
y

dy+ 2
∫ x+1

1

m(y)
y

dy+
∫ x+1

x
m(y) dy

≤ 2
∫ 1

x

m(y)
y

dy+ 2
∫ 2

1

m(1)
y

dy+
∫ 1

x
m(y) dy+

∫ 2

1
m(y) dy

≤ 2
∫ 1

x

m(y)
y

dy+ 2m(1) log 2+ A+m(1),

and therefore ∫ 1

0
|T3(x)| dx ≤ 2

∫ 1

0

∫ 1

x

m(y)
y

dy dx + 3m(1)+ A

≤ 2
∫ 1

0

∫ y

0

m(y)
y

dx dy+ 3C0+ A ≤ 3(C0+ A). (4-16)

Summarizing (4-14), (4-15), and (4-16), we obtain that∫ 1

0
|Lw(x)| dx ≤ 6A+ 3C0+

C0

α
=: C2. (4-17)

This concludes the proof. �

Coming back to our Lyapunov functional L(t), using the evolution (1-11) and integrating by parts, we
obtain

d
dt

L(t)=
∫
∞

0
θt(x, t)w(x) dx =

∫
∞

0

(
∂x
θ(x, t)2

2
−Lθ(x, t)

)
w(x) dx

=−
1
2

∫ 1

0
θ(x, t)2wx(x) dx −

∫
∞

0
θ(x, t)Lw(x) dx . (4-18)

Here we employed the identity
∫
∞

0 Lθ( · , t)w =
∫
∞

0 θ( · , t)Lw. This equality can be derived by using
the oddness of both θ and w, the evenness of m, and Lemma 4.1, ensuring Lw(x) ∈ L1 (see [Dong et al.
2009, (2.8)] for more details). Also, the integration by parts in the first term of (4-18) is justified, since,
by our assumption, θ vanishes as C |x | when x→ 0, with C = sup[0,T ] ‖∇θ( · , t)‖L∞ .
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Now, since wx =−1 for 0< x < 1, and using the Cauchy–Schwartz inequality, we obtain

L(t)2 =
(∫ 1

0
θ(x, t)w(x) dx

)2

≤

∫ 1

0
θ(x, t)2 dx

∫ 1

0
w(x)2 dx

=
1
3

∫ 1

0
θ(x, t)2 dx =−1

3

∫ 1

0
θ(x, t)2wx(x) dx .

Therefore, by (4-18) on [0, T ] we have

d
dt

L(t)≥
3
2

L(t)2−
∫
∞

0
|θ(x, t)||Lw(x)| dx ≥ L(t)2−‖θ0‖L∞

∫
∞

0
|Lw(x)| dx . (4-19)

By Lemma 4.1, we then have

d
dt

L(t)≥ L(t)2− (C1+C2)‖θ0‖L∞ . (4-20)

But (4-20) implies that L(t) blows up in finite time provided that

0< L(0)2− (C1+C2)‖θ0‖L∞ =

(∫ 1

0
(1− x)θ0(x) dx

)2

− (C1+C2)‖θ0‖L∞ .

It is easy to design initial data satisfying this condition, and thus leading to finite time blow-up. This
completes the proof of Theorem 1.3. �

5. Global regularity with dissipative Fourier multiplier

In this section we establish a connection between the global regularity results obtained for (1-8)–(1-9)
when the dissipative nonlocal operators L are replaced by dissipative Fourier multiplier operators, an
approach that has been more standard in fluid dynamics. More precisely, we will replace Lθ(x) by

(P(ζ )θ̂(ζ ))∨(x)

for a nice enough radially symmetric Fourier multiplier symbol P , and consider the global regularity for
the slightly supercritical SQG equation

∂tθ + u · ∇θ + (P θ̂ )∨ = 0, (5-1)

u =∇⊥3−1θ. (5-2)

The setting can be either T2 or R2 with decaying initial data. In the latter case, an additional argument
is needed for Lemma 3.2 to remain valid due to lack of compactness; see [Dong and Du 2008]. We
will focus on the periodic case. Note that working on Td is equivalent to working on Rd with θ(x, t)
extended periodically. We will henceforth pursue this strategy, thinking of the Fourier multiplier P and
its corresponding convolution kernel K in Rd .

Intuitively, the Fourier multiplier corresponds to a nonlocal operator L as defined in (1-5), with m(y)
that is comparable to P(1/|y|). We make this connection more precise in the following two lemmas.
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Lemma 5.1 (dissipative operator associated to Fourier multiplier — upper bound). Let P(ζ )= P(|ζ |) be
a radially symmetric function which is smooth away from zero, nonnegative, nondecreasing, with P(0)= 0
and P(ζ )→∞ as |ζ | →∞. In addition assume the following:

(i) P satisfies the doubling condition:

P(2|ζ |)≤ cD P(|ζ |) (5-3)

for some doubling constant cD ≥ 1.

(ii) P satisfies the Hörmander–Mikhlin condition:

|∂k
ζ P(ζ )||ζ ||k| ≤ cH P(ζ ) (5-4)

for some constant cH ≥ 1, and for all multi-indices k ∈ Zd with |k| ≤ N , with N depending only on
the dimension d and on the doubling constant cD .

(iii) P has subquadratic growth at∞, that is,∫ 1

0
P(|ζ |−1)|ζ |d|ζ |<∞. (5-5)

Then the Fourier multiplier operator with symbol P(ζ ) is given as a nonlocal operator defined as the
principal value of

(P( · )θ̂( · ))∨(x)=
∫

Rd
(θ(x)− θ(x + y))K (y) dy (5-6)

and the radially symmetric kernel K satisfying

|K (y)| ≤ C |y|−d P(|y|−1) (5-7)

for all y 6= 0, for some positive constant C > 0. Similarly |∇K (y)| ≤ C |y|−d−1 P(|y|−1) for y 6= 0.

Proof. As in Littlewood–Paley theory, consider smooth, radially symmetric functions ϕ, supported on
1/2≤ |ζ | ≤ 2, such that

1=
∑
j∈Z

ϕ(2− jζ ) (5-8)

holds for ζ ∈ Rd
\ {0}. We write ϕ j (ζ ) = ϕ(2− jζ ) and note that P(ζ )ϕ j (ζ ) is smooth and compactly

supported with P(0)ϕ j (0)= 0. Hence

K j (y)=−
∫

Rd
P(ζ )ϕ j (ζ )eiy·ζ dζ

is a family of L1 kernels, which are smooth at the origin, radially symmetric, and have zero mean on Rd .
Thus we may write (in order to avoid principal value integrals we use double differences)

(P( · )ϕ j ( · )θ̂( · ))
∨(x)=

∫
Rd

K j (y)
(
2θ(x)− θ(x − y)− θ(x + y)

)
dy.
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For y 6= 0, let j0 = [ log2 |y|
−1
] and fix N > d + log2 cD to be an even integer. By (5-3)–(5-4) we have∑

j

|K j (y)| =
∑
j< j0

‖K j‖L∞ +
∑
j≥ j0

∣∣∣∣∫
Rd

P(ζ )ϕ j (ζ )eiζ ·y dζ
∣∣∣∣

≤

∑
j< j0

‖K̂ j‖L1 +

∑
j≥ j0

|y|−N
∣∣∣∣∫

Rd
(−1)N/2(P(ζ )ϕ j (ζ ))eiζ ·y dζ

∣∣∣∣
≤

∑
j< j0

∫
Rd

P(ζ )ϕ(2− jζ ) dζ +C |y|−N
∑
j≥ j0

2− j N
∫

2 j−1≤|ζ |≤2 j+1
P(ζ ) dζ

≤ P(2 j0)
∑
j< j0

∫
Rd
ϕ(2− jζ ) dζ +C |y|−N

∑
j≥ j0

2− j (N−d)P(2 j+1)

≤ C P(2 j0)
∑
j< j0

2 jd
+C |y|−N 2− j0(N−d)

∑
j≥ j0

2−( j− j0)(N−d)P(2 j0)c j− j0
D

≤ C P(|y|−1)|y|−d
+C P(|y|−1)|y|−d

∑
j≥ j0

2−( j− j0)(N−d−log2 cD),

which shows that the sum K (y)=
∑

j K j (y) converges absolutely for all y 6= 0, and proves (5-7). The
purpose of condition (5-5) is now evident. For a smooth function θ (say at least of class C2), in order to
make sense of the integral ∫

|y|≤1
K (y)(θ(x − y)+ θ(x + y)− 2θ(x)) dy,

in view of (5-7), we need to assume that
∫
|y|≤1 P(|y|−1)|y|−d+2 dy <+∞, which is equivalent to (5-5).

The bound for |∇K |(y) is analogous, and we omit further details. �

Lemma 5.2 (dissipative operator associated to Fourier multiplier — lower bound). Let the Fourier multi-
plier P and its associated kernel K be as in Lemma 5.1. Assume additionally that

(v) P satisfies
(−1)(d+2)/2 P(ζ )≥ c−1

H P(ζ )|ζ |−d−2 (5-9)

for all |ζ | sufficiently large (say larger than c0 > 0), for some constant cH ≥ 1.

Then the kernel K corresponding to P (see (5-6)) may be bounded from below as

K (y)≥ C−1
|y|−d P(|y|−1) (5-10)

for all sufficiently small |y|, for some sufficiently large constant C > 0.

Proof. From our assumptions, the symbol P is a Cd+2 smooth function except perhaps at the origin.
Without loss of generality we can assume P to be smooth at the origin as well. Otherwise, we can write
P = P̃ + R where P̃ is a Cd+2 function everywhere with P̃(ζ )= P(ζ ) for all |ζ |> c0, P̃(0)= 0, and
(−1)N/2 P̃ is bounded in Rd . The remainder R is a bounded compactly supported function with R(0)= 0.
Therefore, the Fourier multiplier operator with symbol P is the sum of the operators with multipliers P̃
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and R. For P̃ we apply the proof below and obtain a kernel satisfying (5-10), and for the remainder R we
have (Rθ̂ )∨ = R∨ ∗ θ and R∨ is a bounded, mean zero L1 kernel. Thus, adding R∨ will not destroy the
estimate (5-10) for small enough y.

If P is smooth near ζ = 0, we have that Q(ζ )= (−1)(d+2)/2 P(ζ ) ∈ L1(Rd). Indeed,
∫
|ζ |≤1 |Q(ζ )| dζ

is finite since P is smooth, while by (5-4) and (5-5) we have∫
|ζ |≥1
|Q(ζ )| dζ ≤ cH

∫
|ζ |≥1
|ζ |−(d+2)P(ζ ) dζ = cH

∫
∞

1
|ζ |−3 P(|ζ |)d|ζ | = cH

∫ 1

0
r P(r−1) dr <∞.

We may hence define the function M , the inverse Fourier transform of −Q, as

M(y)=−
∫

Rd
Q(ζ )eiζ ·y dζ =−

∫
Rd

Q(ζ ) cos(y · ζ ) dζ,

where we have used the fact that Q is radially symmetric and real. Moreover, note that Q has zero
mean, since in view of Lemma 5.1 we have the bound |Q∨(x)| ≤ |x |d+2

|P∨(x)| ≤ C |x |2 P(|x |−1)→ 0
as |x | → 0, since P is subquadratic at infinity; cf. (5-5). Thus we may rewrite M(y) as

M(y)=
∫

Rd
Q(ζ )(1− cos(y · ζ )) dζ =

∫
Rd

Q(ζ )(1− cos(ζ1|y|)) dζ (5-11)

by using that Q is radially symmetric. In order to appeal to (5-9), we further split

M(y)=
∫
|ζ |≤c0

Q(ζ )(1− cos(ζ1|y|)) dζ +
∫
|ζ |>c0

Q(ζ )(1− cos(ζ1|y|)) dζ. (5-12)

For all |y| ≤ c−1
0 , the first integral in (5-12) can be estimated from below by −CQ |y|2, where CQ =∫

|ζ |≤c0
|Q(ζ )| dζ . Then, using (5-9), for |y| ≤ c−1

0 we obtain

M(y)≥−CQ |y|2+ c−1
H

∫
|ζ |≥c0

|ζ |−(d+2)P(ζ )(1− cos(ζ1|y|)) dζ

≥−CQ |y|2+ c−1
H |y|

2
∫
|z|≥c0|y|

|z|−(d+2)P(z|y|−1)(1− cos(z1))dz

≥−CQ |y|2+ c−1
H |y|

2
∫

2≥|z|≥1
|z|−(d+2)P(z|y|−1)(1− cos(z1))dz

≥−CQ |y|2+ c−1
H 2−(d+2)

|y|2 P(|y|−1)

∫
2≥|z|≥1

(1− cos z1)dz

≥−CQ |y|2+ 2C−1
|y|2 P(|y|−1) (5-13)

for some sufficiently large constant C > 0 that depends only on cH and d . The assumption that P(ζ )→∞
as |ζ | →∞ combined with (5-13) shows that

M(y)≥ C−1
|y|2 P(|y|−1)

holds for all sufficiently small |y|.
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To conclude, we note that since M̂ = −Q = −(−1)(d+2)/2 P , we have that K (y) = −P∨(y) =
|y|−(d+2)M(y) in the sense of tempered distributions, and hence we obtain that, for sufficiently small |y|,
the bound K (y)≥ C−1

|y|−d P(|y|−1) holds, concluding the proof of the lemma. �

Remark 5.3 (examples of symbols P). The conditions (5-3)–(5-5) that were assumed on the symbol P in
order to obtain the upper bound for the associated kernel are fairly common assumptions in Fourier analysis.
For all symbols of interest to us in this paper, condition (5-9) also naturally holds. The dimension relevant
to the SQG equation is d = 2. When P(ζ ) = |ζ |( log(|ζ |))−a for sufficiently large |ζ | and 0 < a ≤ 1,
corresponding to (1-4), one may verify that (−1)2 P(ζ )|ζ |4/P(ζ )→ 1 as |ζ | →∞, so that we may take
cH = 2 in (5-9) if c0 is sufficiently large. Thus condition (5-9) is not restrictive for the class of symbols
we have in mind.

The proof of Theorem 1.4 combines the estimates in Lemmas 5.1 and 5.2 above with the argument
given in Section 3. One complication arises due to the fact that (5-10) only holds for small enough |y|. In
fact, for the class of multipliers P that we consider, positivity of the kernel K is not assured. Because of
that, the L∞ maximum principle is no longer available. However, there is an easy substitute which is
sufficiently strong for our purpose.

Lemma 5.4. Assume that a smooth function θ(x, t) solves (5-2). Suppose that the kernel K (y) cor-
responding to the multiplier P via (5-6) satisfies |K (y)| ≤ C |y|−d P(|y|−1) for all y and K (y) ≥
C−1
|y|−d P(|y|−1) for all |y| ≤ 2σ , where σ,C are positive constants. Then there exists M∗ = M∗(P, θ0)

such that ‖θ(x, t)‖L∞ ≤ M for all t ≥ 0.

Proof. Letting M(t)= ‖θ( · , t)‖L∞ , we prove that there exists M∗ ≥ M(0), sufficiently large, such that
M(t)≤ M∗ for all t ≥ 0. If not, then, for any fixed M∗, there exists a t∗ > 0 such that M(t∗)= M∗ and
∂t M(t∗)≥ 0. For this fixed t∗ let x̄ be a point of maximum for θ( · , t∗). We have

Lθ(x̄)≥
∫
σ≤|y|≤∞

(θ(x̄)− θ(x̄ + y))K (y) dy

≥ cM∗

∫
σ≤|y|≤2σ

P(|y|−1)

|y|d
dy−C‖θ‖L2(Td )

(∫
σ≤|y|

P(|y|−1)2

|y|2d dy
)1/2

≥ cM∗P((2σ)−1)−C‖θ0‖L2(Td )P(σ
−1)σ−d/2. (5-14)

We used that P ≥ 0 implies ‖θ( · , t)‖L2(Td ) ≤ ‖θ0‖L2(Td ) in the above calculation. The estimate (5-14)
proves that ∂t M(t∗) must be negative if M∗ is large enough, depending only on P (through σ and other
constants) and θ0. It follows that M(t) will never exceed the larger of these bound or ‖θ0‖L∞ . �

Proof of Theorem 1.4. The first two lemmas of this section show that, for the multiplier P satisfying (5-3)–
(5-5) and (5-9), we have that (P θ̂ )∨(x)=

∫
(θ(x)− θ(x + y))K (y) dy, with K being radial and smooth

away from zero. Moreover, K satisfies |K (y)| ≤ C |y|−d P(|y|−1) for all y and K (y)≥ c|y|−d P(|y|−1)

for all |y| ≤ 2σ , where C, c, σ are positive constants depending only on P .
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Consider a smooth radially decreasing function ϕ0(y) that is identically 1 on |y| ≤ σ and vanishes
identically on |y| ≥ 2σ . We decompose

K (y)= K (y)ϕ0(y)+ K (y)(1−ϕ0(y))=: K1(y)+ K2(y),

so that

(P θ̂ )∨(x)=
∫

Rd
(θ(x)− θ(x + y))K1(y)+

∫
Rd
(θ(x)− θ(x + y))K2(y)=: L1θ(x)+L2θ(x).

The nonlocal operator L1 is of type (1-7), since by letting

m(r)= C−1 P(r−1)ϕ0(r), (5-15)

we have that

K1(y)≥ m(|y|)|y|−d

for all y and some C > 0. It is clear that the above defined m satisfies properties (1-2)–(1-3) and (1-10)
in view of assumptions (1-15)–(1-17) imposed on P . Therefore, for L1, we will be able to directly use
the estimate in Lemma 2.3, which relies only on lower bounds for the kernel associated to L1.

On the other hand, we observe that K2 ∈ L1(Rd) since K2(y)= 0 for y ≤ σ , and we have

|K2(y)| ≤ |K (y)| ≤ C P(|y|−1)|y|−d
≤ σ αP(σ−1)|y|−d−α

for any |y| ≥ σ , by using (1-16). Let us fix the constant C2 = ‖K2‖L1(Rd ). Then if θ( · , t) obeys the
modulus of continuity ω(ξ), it is clear that

|L2θ(x, t)−L2θ(y, t)| ≤ 2C2 min{ω(ξ),M∗}, (5-16)

where M∗ is the L∞ norm bound from Lemma 5.4, holds for all x, y ∈ Rd , where |x − y| = ξ .
Now the argument of Section 3 goes through with minor changes. We provide an outline of the

argument to verify this. First, similarly to (3-7) we may prove that for B large enough (now depending
on σ as well) we have ωB(σ ) ≥ 3M∗ ≥ 3‖θ( · , t)‖L∞ , so that the modulus of continuity can only be
broken at values of ξ ∈ (0, σ ). Let DB and D⊥B be the bounds obtained from the dissipative operator L1

via Lemma 2.3. Note that the only contribution from the integral defining DB that is used in the estimates
is for η ∈ (0, ξ) (see (3-10) and (3-14)), and for us ξ < σ so all the bounds on the dissipation given in the
proof of Theorem 1.1 require no modification. Therefore, provided κ and γ are chosen sufficiently small,
we have

min{�B(ξ), �̃B(ξ)+�
⊥

B (ξ)}ω
′

B(ξ)− (
1
2 DB(ξ)+D⊥B (ξ)) < 0

for any B ≥ 1 and ξ ∈ (0, σ ), exactly as in the proof of Theorem 1.1. The proof is hence completed once
we show that the contribution of L2 is controlled:

2C2 min{ωB(ξ), 2‖θ‖L∞} ≤
1
2 DB(ξ) (5-17)
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for any ξ ∈ (0, σ ) and any B ≥ 1. The range ξ ∈ (0, δ(B)) is clear, since here ωB(ξ)≤ Bξ and by (3-14)
we have

DB(ξ)≥−
C
A
ξ 2m(ξ)ω′′B(ξ)=

C B2

2κCαA
ξ

(
3+ ln

δ(B)
ξ

)
≥

3C
2κCαA

Bξ ≥ 4C2 Bξ ≥ 4C2ωB(ξ)

by letting κ be small enough (independent of B ≥ 1).
We next consider the range ξ ∈ (δ(B), σ ). In view of (3-10), we have DB(ξ)≥ CωB(ξ)m(2ξ), where

C = (2− cα)/A. Since P(ζ )→∞ as |ζ | →∞, we have that Cm(2ξ)≥ 4C2, for all ξ ∈ (δ(B), κ), for
some κ > 0. If κ ≥ σ , the proof is completed, but this cannot be guaranteed, so we have to also consider
the case κ < σ . For ξ ∈ (κ, σ ), we have

DB(ξ)≥ CωB(ξ)m(2ξ)≥ CωB(κ)m(σ )≥ Cm(σ )γ
∫ κ

δ(B)
m(2η) dη. (5-18)

By making B large enough, we can ensure that the right hand side of (5-18) is larger than 2M∗. �

6. Global well-posedness for a two-dimensional Euler-type equation with more singular velocity

In this section we address the issue of global regularity for the inviscid active scalar equation

∂tθ − u · ∇θ = 0, (6-1)

u =∇⊥3−2 P(3)θ, (6-2)

where the multiplier P(ζ ) = P(|ζ |) is a radially symmetric function which is smooth, nondecreasing,
with P(0)= 0 and P(ζ )→∞ as |ζ | →∞. In addition, we assume that P satisfies a doubling property

P(2|ζ |)≤ cD P(|ζ |) (6-3)

for some doubling constant cD ≥ 1,

|ζ |−αP(|ζ |) is nonincreasing (6-4)

for some α ∈ (0, 1), and a Hörmander–Mikhlin type condition

|∂k
ζ P(ζ )||ζ ||k| ≤ cH P(ζ ) (6-5)

holds for some constant cH ≥ 1 and for all multi-indices k ∈ Zd with |k| ≤ N , where N depends only on
the dimension d and on the doubling constant cD . Condition (6-4) is quite natural in view of (6-7) below,
while conditions (6-3) and (6-5) are standard in Fourier analysis. We remark that, while finalizing this
paper, we learned of [Elgindi 2014], which proves a result very similar to the one proved in this section
under slightly less restrictive assumptions on P .

Using the technique of Lemma 5.1, one may show using (6-3) and (6-5) that the convolution kernel K
corresponding to the operator ∇⊥3−2 P(3), that is, to the Fourier multiplier iζ⊥|ζ |−2 P(|ζ |), satisfies
the estimates

|K (x)| ≤ C |x |−d+1 P(|x |−1), |∇K (x)| ≤ C |x |−d P(|x |−1), |∇1K (x)| ≤ C |x |−d−2 P(|x |−1) (6-6)
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for all x 6= 0. Moreover, we note that K integrates to 0 around the unit sphere, and hence convolution
with K annihilates constants.

The study of Euler equations with more singular velocities, (6-1)–(6-2), was recently initiated by Chae,
Constantin, and Wu [Chae et al. 2011]. They prove the global regularity for the loglog-Euler equation;
namely, they prove global regularity in the case that arises when P(ζ ) = [ln(1+ ln(1+ |ζ |2))]γ , for
γ ∈ [0, 1]. Their approach relies on estimates for the Fourier localized gradient of the velocity for a
particular class of symbols. Our aim here is to provide a proof of global regularity for a slightly more
general class of symbols P , via the modulus of continuity method. The main result of this section is the
following.

Theorem 6.1 (global regularity for the P-Euler equation). Let P be a smooth radially symmetric function
which is smooth and nondecreasing with P(0)= 0 and P(ζ )→∞ as |ζ | →∞ and satisfies assumptions
(6-3)–(6-5). If θ0 is periodic and smooth and we assume that∫ M

1

dr
r ln(2r)P(r)

→∞, as M→∞, (6-7)

the P−Euler equation (6-1)–(6-2) has a global in time smooth solution.

Remark 6.2 (integral formulation). In fact, our proof provides a stronger result if we state the constitutive
law relating u and θ in terms of an integrodifferential operator instead of a Fourier multiplier

u(x)=
∫

Rd
θ(x + y)K (y) dy,

where K is any kernel which satisfies the hypothesis (6-6) for any function P for which (6-3), (6-4), and
(6-7) hold, but not necessarily (6-5).

In the previous sections, we constructed autonomous families of moduli of continuity preserved by
the dynamics of the respective equations. In the inviscid case, we will construct a single modulus of
continuity and then scale it autonomously. The following lemma makes the above observation precise.

Lemma 6.3 (modulus of continuity under pure transport). Let u be a Lipschitz vector field and let θ solve
the transport equation

∂tθ + u · ∇θ = 0. (6-8)

If θ0 = θ( · , 0) has some modulus of continuity ω(ξ), then θ( · , t) has the modulus of continuity ω(B(t)ξ),
where B(t) is given by

B(t)= exp
(∫ t

0
‖∇u( · , s)‖L∞

)
.

Equivalently, B(t) solves B(0)= 1 and Ḃ(t)= ‖∇u( · , t)‖L∞B(t).

Proof. The solution to the transport equation can be obtained by following the flow of the vector field
backwards. Indeed, θ(x, t)= θ0(X (t)) where X solves the ordinary differential equation

Ẋ(s)= u(X (s), t − s), X (0)= x .
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If X (t) and Y (t) are two such trajectories starting at x and y, respectively, from Grönwall’s inequality

|X (t)− Y (t)| ≤ exp
(∫ t

0
‖∇u( · , s)‖L∞

)
|x − y| = B(t)|x − y|.

Therefore,
|θ(x, t)− θ(y, t)| ≤ |θ0(X (t))− θ0(Y (t))| ≤ ω(B(t)|x − y|), �

which concludes the proof of the lemma.

Proof of Theorem 6.1. Let us consider an initial data θ0 whose Lipschitz L∞ and L2 norms are bounded
by an arbitrary constant A. Applying Lemma 6.3 with ω(ξ) = Aξ , we obtain that θ( · , t) obeys the
modulus of continuity AB(t)ξ , that is, it is Lipschitz continuous with Lipschitz constant

‖∇θ( · , t)‖L∞ ≤ A B(t), (6-9)

where B(0)= 1 and Ḃ = ‖∇u( · , t)‖L∞ B(t).
By the maximum principle, ‖θ( · , t)‖L∞ ≤ ‖θ0‖ ≤ A for any time t . Moreover, since u is divergence-

free, ‖θ( · , t)‖L2 ≤ ‖θ0‖L2 ≤ A for any time t . In order to combine the last two estimates, we have to
estimate the Lipschitz norm of u at time t . Let ϕ(y) be a radially nonincreasing nonnegative function that
is constant 1 on |y| ≤ 1/2 and vanishes for |y| ≥ 1. For some r ∈ (0, 1) to be chosen later, we split the
integral defining ∇u into three pieces to estimate

|∇u(x)| =
∣∣∣∣∫

Rd
∇K (y)θ(x + y)dy

∣∣∣∣
≤

∫
Rd
|∇(ϕ(y/r)K (y))||θ(x + y)− θ(x)|dy+

∫
Rd
|∇((1−ϕ(y/r))ϕ(y)K (y))| |θ(x + y)|dy

+

∣∣∣∣∫
Rd
∇((1−ϕ(y))K (y))θ(x + y)dy

∣∣∣∣.
Using the bounds on K and its derivatives obtained in (6-6) and the fact that θ is Lipschitz with constant
given by (6-9), we may further bound

|∇u(x)| ≤ C
∫
|y|≤r

P(|y|−1)

|y|d
|θ(x + y)− θ(x)| dy+C

∫
r/2≤|y|≤1

P(|y|−1)

|y|d
|θ(x + y)| dy

+

∫
Rd
|(−1)∇((1−ϕ(y))K (y))||(−1)−1θ(x + y)| dy (6-10)

≤ C AB(t)
∫ r

0
P(ρ−1) dρ+C‖θ0‖L∞

∫ 1

r/2

P(ρ−1)

ρ
dρ

+C‖(−1)−1θ‖L∞(Rd )

∫
|y|≥1/2

P(|y|−1)

|y|d+2 dy

≤ C AB(t)r P(r−1)+C AP(r−1) ln 2
r
+C AP(2). (6-11)

In the last inequality above, we have additionally used two facts: first, that by (6-4) we have∫ r

0
P(ρ−1) dρ ≤ Cr P(r−1);
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and second, that since θ is periodic and has zero mean on the torus, we can use the Sobolev inequality
and estimate

‖(−1)−1θ‖L∞(Rd ) = ‖(−1)
−1θ‖L∞(Td ) ≤ C‖θ‖L2(Td ) ≤ C A.

By choosing r = B(t)−1 in (6-11), which is allowed since B(0)= 1 and Ḃ ≥ 0, we arrive at

‖∇u( · , t)‖L∞ ≤ C A(1+ P(B(t))(1+ ln 2B(t))).

Finally we rewrite the differential equation for B(t) as

Ḃ(t)= ‖∇u( · , t)‖L∞B(t)≤ C A(1+ P(B(t))(1+ ln 2B(t)))B(t).

Clearly this ODE has a global in time solution if and only if∫
∞

1

1
r ln(2r)P(r)

dr =∞

holds, which finishes the proof. �

Appendix: Estimate on the dissipative operator at points of modulus breakdown

Here we prove Lemma 2.3. Our argument parallels that of [Kiselev 2011], but is slightly simpler and
more general, as we use the integral representation of the diffusion generator L instead of generalized
Poisson kernels employed in [Kiselev 2011]. We remark that a more general argument that allows one to
also handle the Cordoba–Cordoba–Fontelos model has recently been given by Tam Do [2013].

Proof of Lemma 2.3. Due to translation invariance and radial symmetry, we may assume without loss of
generality that

x = (ξ/2, 0) and y = (−ξ/2, 0).

For a point (η, ν) ∈ R2, we write K (η, ν) for the dissipation kernel corresponding to L. Then we have

Lθ

(
ξ

2
, 0
)
−Lθ

(
−
ξ

2
, 0
)

=

∫
R

∫
R

(
θ

(
ξ

2
, 0
)
− θ

(
−
ξ

2
, 0
)
− θ

(
ξ

2
+ η, ν

)
+ θ

(
−
ξ

2
+ η, ν

))
K (η, ν) dη dν. (A-1)

Note that since θ obeys the modulus of continuity ω, one may bound Lθ(ξ/2, 0)−Lθ(−ξ/2, 0) from
below by the expression on the right side of (A-1), with K (η, ν) replaced by m(

√
η2+ ν2)(η2

+ ν2)−1.
We will henceforth write K as a shortcut for the latter expression, and assume without loss of generality
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that K is radially nonincreasing and nonnegative, since so is m in (1-6).

Lθ

(
ξ

2
, 0
)
−Lθ

(
−
ξ

2
, 0
)

=

∫
R

∫
R

(
ω(ξ)− θ

(
ξ

2
+ η, ν

)
+ θ(−

ξ

2
− η, ν)

)
K (η, ν) dη dν

=

∫
R

∫
∞

−ξ/2

(
ω(ξ)− θ

(
ξ

2
+ η, ν

)
+ θ

(
−
ξ

2
− η, ν

))
K (η, ν) dη dν

+

∫
R

∫
∞

−ξ/2

(
ω(ξ)− θ

(
−
ξ

2
− η, ν

)
+ θ

(
ξ

2
+ η, ν

))
K (−ξ − η, ν) dη dν

=

∫
R

∫
∞

−ξ/2
ω(ξ)(K (η, ν)+ K (−ξ − η, ν))

−

(
θ

(
ξ

2
+ η, ν

)
− θ

(
−
ξ

2
− η, ν

))
(K (η, ν)− K (ξ + η, ν)) dη dν

=

∫
R

∫
∞

−ξ/2
ω(ξ)(K (η, ν)+ K (−ξ − η, ν))−ω(ξ + 2η)(K (η, ν)− K (ξ + η, ν)) dη dν

+

∫
R

∫
∞

−ξ/2
ω(ξ)(K (η, ν)+ K (−ξ − η, ν))

+

(
ω(ξ + 2η)− θ

(
ξ

2
+ η, ν

)
+ θ

(
−
ξ

2
− η, ν

))
(K (η, ν)− K (ξ + η, ν)) dη dν

=: T ‖+ T⊥.

Note that

K (η, ν)− K (ξ + η, ν)≥ 0

for η ≥−ξ/2 due to the monotonicity of K (or that of its lower bound). Hence, using that θ obeys the
modulus of continuity ω, we see that T⊥ ≥ 0. To obtain a useful lower bound for T⊥, we only retain the
singular piece centered about η = 0. Changing variables η+ ξ/2 7→ η, we have

T⊥ =
∫

R

∫
∞

0
(ω(2η)− θ(η, ν)+ θ(−η, ν))

(
K
(
η−

ξ

2
, ν

)
− K

(
η+

ξ

2
, ν

))
dη dν. (A-2)

When |ν| ≤ ξ/4 and |η− ξ/2| ≤ ξ/4, using that m is radially nonincreasing, we have that

K (η−ξ/2,ν)−K (η+ξ/2,ν)=
m(
√
(η−ξ/2)2+ν2)

(η−ξ/2)2+ν2 −
m(
√
(η+ξ/2)2+ν2)

(η+ξ/2)2+ν2

≥m
(√
(η−ξ/2)2+ν2

)( 1
(η−ξ/2)2+ν2 −

1
(η+ξ/2)2+ν2

)
≥m

(√
(η−ξ/2)2+ν2

) 1
2((η−ξ/2)2+ν2)

=
K (η−ξ/2,ν)

2
. (A-3)
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Inserting estimate (A-3) into expression (A-2) and recalling that θ obeys ω, we obtain

T⊥ ≥ 1
2

∫ ξ/4

−ξ/4

∫ 3ξ/4

ξ/4
(ω(2η)− θ(η,ν)+ θ(−η,ν))K

(
η−

ξ

2
,ν

)
dηdν

=
1
2

∫ ξ/4

0

∫ 3ξ/4

ξ/4
(2ω(2η)− θ(η,ν)+ θ(−η,ν)− θ(η,−ν)+ θ(−η,−ν))K

(
η−

ξ

2
,ν

)
dηdν =

D⊥

2
.

On the other hand, the dissipation contribution from the direction parallel to x − y may be rewritten as

T ‖ =
∫

R

∫
∞

−ξ/2
ω(ξ)(K (η,ν)+K (−ξ −η,ν))−ω(ξ +2η)(K (η,ν)−K (ξ +η,ν))dηdν

=

∫
R

∫
−ξ/2

−∞

(ω(ξ)+ω(−ξ −2η))K (η,ν)dηdν+
∫

R

∫
∞

−ξ/2
(ω(ξ)−ω(ξ +2η))K (η,ν)dηdν

=

∫
−ξ/2

−∞

(ω(ξ)+ω(−ξ −2η))K̃ (η)dη+
∫
∞

−ξ/2
(ω(ξ)−ω(ξ +2η))K̃ (η)dη

=

∫ ξ/2

0
(2ω(ξ)−ω(ξ +2η)−ω(ξ −2η))K̃ (η)dη+

∫
∞

ξ/2
(2ω(ξ)−ω(ξ +2η)+ω(2η− ξ))K̃ (η)dη,

where we have denoted

K̃ (η)=
∫

R

K (η, ν) dν.

Since ω is concave, the proof of the lemma is concluded once we establish the existence of a positive
constant C such that

K̃ (η)≥
Cm(2η)
η

for all η > 0. But this is immediate since m is nonincreasing, and hence∫
R

K (η, ν) dν ≥
∫ η

−η

K (η, ν) dν ≥ Cm(2η)
∫ η

−η

dν
η2+ ν2 ≥

Cm(2η)
η

. �

Remark A.1 (one-dimensional version). It is clear that this proof also holds in the one-dimensional case
relevant for the Burgers equation. In fact this case is simpler since there is no need to introduce K̃ .
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THE NONLINEAR SCHRÖDINGER EQUATION GROUND STATES
ON PRODUCT SPACES

SUSANNA TERRACINI, NIKOLAY TZVETKOV AND NICOLA VISCIGLIA

We study the nature of the nonlinear Schrödinger equation ground states on the product spaces Rn
×Mk ,

where Mk is a compact Riemannian manifold. We prove that for small L2 masses the ground states
coincide with the corresponding Rn ground states. We also prove that above a critical mass the ground
states have nontrivial Mk dependence. Finally, we address the Cauchy problem issue, which transforms
the variational analysis into dynamical stability results.

1. Introduction

Our goal here is to study the nature of the nonlinear Schrödinger equation ground states when the problem
is posed on the product spaces Rn

×Mk , where Mk is a compact Riemannian manifold. We thus consider
the Cauchy problems {

i∂t u−1x,yu− u|u|α = 0, (t, x, y) ∈ R×Rn
x ×Mk

y ,

u(0, x, y)= ϕ(x, y),
(1-1)

where

1x,y =

n∑
j=1

∂2
x j
+1y

and 1y is the Laplace–Beltrami operator on Mk
y . Recall that the Laplace–Beltrami operator is defined in

local coordinates by
1√

det(gi, j (y))
∂yi

√
det(gi, j (y))gi, j (y)∂y j ,

where gi, j (y)= (gi, j (y))−1 and gi, j (y) is the metric tensor.
We assume that 0< α < 4/(n+ k), which corresponds to L2 subcritical nonlinearity. In this paper, we

shall study the following two questions:

• the existence and stability of solitary waves for (1-1);

• the global well-posedness of the Cauchy problem associated to (1-1).

Equation (1-1) has two (at least formal) conservation laws: the energy

En,Mk ,α(u)=
∫

Mk
y

∫
Rd

x

(
1
2
|∇x,yu|2−

1
2+α

|u|2+α
)

dx dvolMk
y
, (1-2)
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and the L2 mass,

‖u‖2L2(Rn×Mk)
=

∫
Mk

y

∫
Rn

x

|u|2 dx dvolMk
y
. (1-3)

Here we denote by dvolMk
y

the volume form on Mk . Recall that in local coordinates it can be written as√
det(gi, j (y)) dy. Moreover, the i-th component (in local coordinates) of the gradient (∇yu(y)) is

gi, j (y)∂y j u.

One has the classical Gagliardo–Nirenberg inequality

‖u‖2+αL2+α(Rn×Mk)
≤ C‖u‖θ(α)H1(Rn×Mk)

‖u‖2+α−θ(α)L2(Rn×Mk)
, (1-4)

where θ(α)= (n+ k)α/2. Thus θ(α) < 2 under our assumption 0< α < 4/(n+ k). This implies that the
conservation laws (1-2) and (1-3) imply a control on the H 1 norm which excludes an L2 self-focusing
blow-up, and thus one expects that (1-1) has well defined global dynamics. This problem seems quite
delicate for a general Mk . However, if we replace Mk with Rk , it is well known (see [Tsutsumi 1987;
Cazenave 2003] and the references therein) that (1-1) has a global strong solution for every L2(Rn+k)

initial data.
Our argument to construct stable solutions to (1-1) follows the one proposed in [Cazenave and Lions

1982]. Hence we shall look at the following minimization problems:

K ρ

n,Mk ,α
= inf

u∈H1(Rn
×Mk)

‖u‖L2(Rn×Mk )=ρ

En,Mk ,α(u) (1-5)

and En,Mk ,α(u) is defined in (1-2). In the following we shall use the notation

M
ρ

n,Mk ,α
= {v ∈ H 1(Rn

×Mk) : ‖v‖L2(Rn×Mk) = ρ and En,Mk ,α(v)= K ρ

n,Mk ,α
}. (1-6)

The first result we state concerns the compactness of minimizing sequences to (1-5).

Theorem 1.1. Let Mk be a compact manifold and 0< α < 4/(n+ k). Then

K ρ

n,Mk ,α
>−∞ and M

ρ

n,Mk ,α
6=∅ for all ρ > 0. (1-7)

Also, for any sequence u j ∈ H 1(Rn
×Mk) such that ‖u j‖L2(Rn×Mk) = ρ and lim

j→∞
En,Mk ,α(u j )= K ρ

n,Mk ,α
,

there exists a subsequence u jl and τl ∈ Rn
x such that

u jl (x + τl, y) converges in H 1(Rn
×Mk). (1-8)

The proof of Theorem 1.1 is based on the concentration compactness principle which will be given in
the Appendix. Also, the following stability theorem follows from a standard argument, hence its classical
proof will be recalled in the Appendix.

Theorem 1.2. Let ρ > 0 be fixed and n,Mk, α as in Theorem 1.1. Assume moreover that

the Cauchy problem (1-1) is globally well posed for any data ϕ ∈U, (1-9)
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where U is an H 1(Rn
×Mk)-neighborhood of M

ρ

n,Mk ,α
. Then the set M

ρ

n,Mk ,α
is orbitally stable; that is,

for all ε > 0, there exists δ = δ(ε) > 0 such that, for any ϕ ∈U with infv∈M
ρ

n,Mk ,α
‖ϕ−v‖H1(Rn×Mk) < δ(ε),

we have

sup
t∈R

inf
v∈M

ρ

n,Mk ,α

‖uϕ(t)− v‖H1(Rn×Mk) < ε,

where uϕ(t, x, y) is the unique global solution to (1-1).

Let us emphasize that the stability result stated in Theorem 1.2 has two major defaults: the first
one is that we don’t have an explicit description of the minimizers M

ρ

n,Mk ,α
; the second one is that it

is subordinated to (1-9), that is, the global well-posedness of the Cauchy problem (1-1). The main
contributions of this paper concern a partial understanding of the aforementioned questions.

Notice that [Cazenave 2003] a special family of solutions to (1-1) is given by

u(t, x, y)= e−iωt un,ω,α(x),

where ω > 0 and un,ω,α(x) is defined as the unique radial solution to

−1x un,ω,α +ωun,ω,α = un,ω,α|un,ω,α|
α, un,ω,α ∈ H 1(Rn

x), un,ω,α(x) > 0, x ∈ Rn
x . (1-10)

Next, we set
Nn,ω,α = {eiθun,ω,α(x + τ) : τ ∈ Rn, θ ∈ R}. (1-11)

Notice that there is a natural embedding H 1(Rn
x)⊂ H 1(Rn

x ×Mk
y ). In fact, every function in H 1(Rn

x) can
be extended in a trivial way with respect to the y variable on Rn

x ×Mk
y , and this extension will belong to

H 1(Rn
×Mk). In particular, since now the set Nn,ω,α defined in (1-11) will be considered without any

further comment both as a subset of H 1(Rn
x) and as a subset of H 1(Rn

x ×Mk
y ), by a rescaling argument,

one can prove that the function

(0,∞) 3 ω→‖un,ω,α‖
2
L2(Rn

x )
∈ (0,∞)

is strictly increasing for any 0< α < 4/n and

lim
ω→∞

‖un,ω,α‖L2(Rn
x )
=∞ and lim

ω→0
‖un,ω,α‖L2(Rn

x )
= 0.

As a consequence, for any fixed 0< α < 4/n, we have

for all ρ > 0 there exists a unique ω(ρ) > 0 such that ‖un,ω(ρ),α‖L2(Rn
x )
= ρ. (1-12)

In the next theorem, the set Nn,ω,α is the one defined in (1-11) and M
ρ

n,Mk ,α
is defined in (1-6).

Theorem 1.3. Let n,Mk, α be as in Theorem 1.2. There exists ρ∗ ∈ (0,∞) such that

M
ρ

n,Mk ,α
= N

n,ω(ρ/
√

vol(Mk)),α
for all ρ < ρ∗ (1-13)

and

M
ρ

n,Mk ,α
∩N

n,ω(ρ/
√

vol(Mk)),α
=∅ for all ρ > ρ∗, (1-14)
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where ω
(
ρ/
√

vol(Mk)
)

is uniquely defined in (1-12). In particular for ρ > ρ∗ the elements of M
ρ

n,Mk ,α

depend in a nontrivial way on the Mk variable.

By the approach of Weinstein [1986] one may expect that Nn,ω,α is stable under (1-1) for α < 4/n
and ω small enough; see [Rousset and Tzvetkov 2012] for a recent related work. It should however be
pointed out that in such a stability result one would not get the variational description of Nn,ω,α as is the
case in Theorem 1.3 (α < 4/(n+ k)). We underline that, by combining Theorem 1.2 and Theorem 1.3,
we get a stable set for large values of the mass ρ, and in general it is independent of the solitary waves
associated to the nonlinear Schrödinger equation in Rn .

Next we shall focus on the question of the global well-posedness of the Cauchy problem associated to
(1-1) in the particular case n ≥ 1, k = 1. For every n > 1 we fix the numbers

p := p(n, α)=
4(2+α)

nα
and q := q(n, α)= 2+α,

and for every T > 0 we define the localized norms

‖u(t, x, y)‖XT ≡ ‖u(t, x, y)‖L p((−T,T );Lq (Rn
x ;H1(M1

y ))
(1-15)

and

‖u(t, x, y)‖YT ≡ ‖∇x u‖L p((−T,T );Lq (Rn
x ;L2(M1

y ))
. (1-16)

Theorem 1.4. Let n ≥ 1 be fixed and α < 4/(n+ 1). Then, for every initial data ϕ ∈ H 1(Rn
×M1), the

Cauchy problem (1-1) has a unique global solution u(t, x, y) satisfying

u(t, x, y) ∈ C((−T, T ); H 1(Rn
×M1))∩ XT ∩ YT for all T > 0.

Remark 1.5. The main difficulty in the analysis of the Cauchy problem (1-1) (compared with the Cauchy
problem in the euclidean space) is related to the fact that the propagator e−i t1x,y on Rn

×M1
y does not satisfy

the Strichartz estimates which are available for the propagator e−i t1
Rn+k on the euclidean space Rn+k .

Let us now describe some other known cases when (1-1) is well posed in H 1(Rn
× Mk) under the

assumption α < 4/(n+ k). Using the analysis of [Burq et al. 2004; Burq et al. 2003], one may prove
such a well-posedness result in the case R×M2, that is, n = 1 and k = 2. Moreover, using the analysis
of [Herr et al. 2010; Ionescu and Pausader 2012], one may also prove such a well-posedness result in the
cases R2

×T2 and R×T3, respectively.

Notation. Next we fix some notations. We denote by L p
x and H s

x the spaces L p(Rn
x) and H s(Rn

x),
respectively. We also use the notation L p

x,y = L p(Rn
x ×Mk

y ) and L p
x Lq

y = L p(Rn
x ; L

q(Mk
y )). If v(t) is a

time dependent function defined on Rt and valued in a Banach space X , we define

‖v‖
p
L p

t (X)
=

∫
R

‖v(t)‖p
X dt.

For every p ∈ [1,∞] we denote by p′ ∈ [1,∞] its conjugate Hölder exponent. We denote by e−i t1x,y the
free propagator associated to the Schrödinger equation on Rn

x ×Mk
y .
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2. Some useful results on the euclidean space Rn
x with n ≥ 1

In this section we recall some well-known facts (see [Cazenave 2003]) related to the following minimization
problem on Rn

x :
I ρn,α = inf

u∈H1
x

‖u‖L2
x
=ρ

En,α(u), (2-1)

where, for α < 4/n,

En,α(u)=
1
2

∫
Rn

x

|∇x u|2 dx −
1

2+α

∫
Rn

x

|u|2+α dx . (2-2)

By an elementary rescaling argument we have

I ρn,α = ρ
(8+4α−2αn)/(4−αn) I 1

n,α. (2-3)

It is well known that
−∞< I ρn,α < 0, for all ρ > 0, (2-4)

and
Mρ

n,α = Nn,ω(ρ),α, (2-5)

where Nn,ω,α is defined in (1-11),

Mρ
n,α = {u ∈ H 1

x |‖u‖L2
x
= ρ and En,α(u)= I ρn,α} (2-6)

and ω(ρ) is defined uniquely (see (1-12)) by the relation

‖un,ω(ρ),α‖L2
x
= ρ.

We also recall that the functions un,ω,α (defined as the unique radially symmetric and positive solution to
(1-10)) satisfy the following Pohozaev type identity (for a proof of (2-7) see the proof of (3-21) in the
next section): ∫

Rn
x

|∇x un,ω,α|
2 dx =

αn
2(α+ 2)

∫
Rn

x

|un,ω,α|
2+α dx . (2-7)

On the other hand, if we multiply (1-10) by un,ω,α and integrate by parts, we get∫
Rn

x

|∇x un,ω,α|
2 dx +ω‖un,ω,α‖

2
L2

x
=

∫
Rn

x

|un,ω,α|
2+α dx,

which, in conjunction with (2-7), gives

ω‖un,ω,α‖
2
2 =

2α+4−αn
αn

∫
Rn

x

|∇x un,ω,α|
2 dx

=
4α+8−2αn
αn−4

(
1
2

∫
Rn

x

|∇x un,ω,α|
2 dx − 1

2+α

∫
Rn

x

|un,ω,α|
2+α dx

)
=

4α+8−2αn
αn−4

I
‖un,ω,α‖L2

x
n,α (2-8)
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(in the last step we have used the fact that due to (2-5) we have that un,ω,α is a minimizer for En,α on its
associated constrained).

Finally notice that by (2-7) we deduce

I
‖un,ω,α‖L2

x
n,α = En,α(un,ω,α)=

αn− 4
2αn

∫
Rn

x

|∇x un,ω,α|
2 dx . (2-9)

3. An auxiliary problem

In this section we study the minimizers of the minimization problems

Jn,Mk ,α,λ = inf
u∈H1(Rn

×Mk)
‖u‖L2

x,y
=1

En,Mk ,α,λ(u), (3-1)

where

En,Mk ,α,λ(u)=
∫

Mk
y

∫
Rn

x

(
λ

2
|∇yu|2+ 1

2 |∇x u|2−
1

2+α
|u|2+α

)
dx dvolMk

y
.

We also introduce the sets

Mn,Mk ,α,λ = {w ∈ H 1(Rn
×Mk) : ‖w‖L2

x,y
= 1 and En,Mk ,α,λ(w)= Jn,Mk ,α,λ}.

Theorem 3.1. Let n,Mk , and 0< α < 4/(n+ k) be given. There exists λ∗ ∈ (0,∞) such that

Mn,Mk ,α,λ = Nn,ω̄,α for all λ > λ∗ (3-2)

and

Mn,Mk ,α,λ ∩Nn,ω̄,α =∅ for all λ < λ∗, (3-3)

where ω̄ is defined by the condition

vol(Mk)‖un,ω̄,α‖
2
L2

x
= 1.

We fix a sequence λ j →∞ and a corresponding sequence of functions uλ j ∈Mn,Mk ,α,λ j . In the sequel
we shall assume that

uλ j (x, y)≥ 0 for all (x, y) ∈ Rn
x ×Mk

y . (3-4)

Indeed, it is well known that if uλ j is a minimizer, |uλ j | is also a minimizer. In particular there exists at
least one minimizer which satisfies (3-4).

Notice that the functions uλ j depend in principle on the full set of variables (x, y). Our aim is to prove
that, for j large and up to subsequence, the functions uλ j will not depend explicitly on the variable y.

First we prove some a priori bounds satisfied by uλ j (x, y). Recall that the quantities I ρn,α are defined
in (2-1).

Lemma 3.2. Make the same assumptions as in Theorem 3.1. Then we have

lim
j→∞

Jn,Mk ,α,λ j = vol(Mk)I
1/
√

vol(Mk)
n,α (3-5)
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and

lim
j→∞

λ j

∫
Mk

y

∫
Rn

x

|∇yuλ j |
2 dx dvolMk

y
= 0. (3-6)

Proof. First notice that

Jn,Mk ,α,λ j ≤ vol(Mk)I
1/
√

vol(Mk)
n,α . (3-7)

In fact, let w(x) ∈ H 1
x be such that ‖w‖L2

x
= 1/

√
vol(Mk) and En,α(w) = I

1/
√

vol(Mk)
n,α . Then we easily

get

Jn,Mk ,α,λ j ≤ En,Mk ,α,λ j (w(x))= vol(Mk)

(
1
2

∫
Rn

x

|∇xw|
2 dx −

1
2+α

∫
Rn

x

|w|2+α dx
)

= vol(Mk)I
1/
√

vol(Mk)
n,α ,

which concludes the proof of (3-7).
Next we claim that

lim
j→∞

∫
Mk

y

∫
Rn

x

|∇yuλ j |
2 dx dvolMk

y
= 0. (3-8)

Assume for a contradiction that this is false. Then there exists a subsequence of λ j (that we still denote
by λ j ) such that

lim
j→∞

λ j =∞ and
∫

Mk
y

∫
Rn

x

|∇yuλ j |
2 dx dvolMk

y
≥ ε0 > 0,

and, in particular,

lim
j→∞

(λ j − 1)
∫

Mk
y

∫
Rn

x

|∇yuλ j |
2 dx dvolMk

y
=∞. (3-9)

On the other hand, by the classical Gagliardo–Nirenberg inequality (see (1-4)) we deduce the existence
of 0< µ< 2 such that

1
2

∫
Mk

y

∫
Rn

x

(|∇yv|
2
+ |∇xv|

2
+ |v|2) dx dvolMk

y
−

1
2+α

∫
Mk

y

∫
Rn

x

|v|2+α dx dvolMk
y

≥
1
2

∫
Mk

y

∫
Rn

x

(|∇yv|
2
+ |∇xv|

2
+ |v|2) dx dvolMk

y
−C

[∫
Mk

y

∫
Rn

x

(|∇yv|
2
+ |∇xv|

2
+ |v|2) dx dvolMk

y

]µ
≥ inf

t>0
(1/2t2

−Ctµ)= C(µ) >−∞

for all v ∈ H 1(Rn
×Mk) such that ‖v‖L2

x,y
= 1. By the previous inequality we get

En,Mk ,α,λ j (v)−
1
2(λ j − 1)

∫
Mk

y

∫
Rn

x

|∇yv|
2
≥−

1
2 +C(µ)

for all v ∈ H 1(Rn
×Mk) such that ‖v‖L2

x,y
= 1. In particular, if we choose v = uλ j , we get

Jn,Mk ,α,λ j = En,Mk ,α,λ j (uλ j )≥
1
2(λ j − 1)

∫
Mk

y

∫
Rn

x

|∇yuλ j |
2 dx dvolMk

y
−

1
2 +C(µ).
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By (3-9) this implies limn→∞ Jn,Mk ,α,λ j =∞, which is in contradiction with (3-7). Hence (3-8) is proved.
Next we introduce the functions

w j (y)= ‖uλ j (x, y)‖2L2
x
.

Notice that
‖w j (y)‖L1

y
= 1 (3-10)

and, moreover, ∫
Mk

y

|∇yw j (y)| dvolMk
y
≤ C

∫
Mk

y

∫
Rn

x

|uλ j (x, y)||∇yuλ j (x, y)| dx dvolMk
y

≤ C‖uλ j‖L2
x,y
‖∇yuλ j‖L2

x,y
.

Hence, due to (3-8), we get
lim

j→∞
‖∇yw j‖L1

y
= 0. (3-11)

By combining (3-10) and (3-11) with the Rellich compactness theorem and with the Sobolev embedding
W 1,1(M1)⊂ L∞(M1) and W 1,1(M2)⊂ L2(M2), we deduce in the cases k = 1 and k = 2 that (up to a
subsequence)

lim
j→∞
‖w j (y)− 1/ vol(M1)‖Lr

y
= 0 for all 1≤ r <∞ (3-12)

and
lim

j→∞
‖w j (y)− 1/ vol(M2)‖Lr

y
= 0 for all 1≤ r < 2, (3-13)

respectively. For k > 2 we use the Sobolev embedding H 1(Mk)⊂ L2k/(k−2)(Mk) and we get

sup
j
‖uλ j‖L2

x L2k/(k−2)
y

≤ C sup
j
‖uλ j‖L2

x H1(Mk
y )
<∞

(where in the last step we have used the fact that sup j (‖uλ j‖L2
x,y
+‖∇yuλ j‖L2

x,y
) <∞). By the Minkowski

inequality the bound above implies sup j ‖uλ j‖L2k/(k−2)
y L2

x
, which is equivalent to the condition

sup
j
‖w j (y)‖Lk/(k−2)

y
<∞ for k > 2. (3-14)

By combining (3-10) and (3-11) with the Rellich compactness theorem, we deduce that up to a subsequence

‖w j (y)− 1/ vol(Mk)‖L1
y
= 0 for k > 2,

and hence, by interpolation with (3-14), we get

‖w j (y)− 1/ vol(Mk)‖Lr
y
= 0 for k > 2, 1≤ r < k/(k− 2). (3-15)

By the definition of I ρn,α (see (2-1)) and (2-3) we get

1
2

∫
Rn

x

|∇x uλ j (x, y)|2 dx −
1

2+α

∫
Rn

x

|uλ j (x, y)|2+α dx

≥ I
‖uλ j ( · ,y)‖L2

x
n,α = I 1

n,α‖uλ j ( · , y)‖(8+4α−2αn)/(4−αn)
L2

x
= I 1

n,αw j (y)(4+2α−αn)/(4−αn) (3-16)
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for all y ∈ Mk and all j ∈ N. Next notice that, by definition,

Jn,Mk ,α,λ j = En,Mk ,α,λ j (uλ j )

=
1
2

∫
Mk

y

∫
Rn

x

(λ j |∇yuλ j |
2
+ |∇x uλ j |

2) dx dy−
1

2+α

∫
Mk

y

∫
Rn

x

|u|2+α dx dvolMk
y
, (3-17)

and we can continue

· · · ≥

∫
Mk

y

(
1
2

∫
Rn

x

|∇x uλ j (x, y)|2 dx −
1

2+α

∫
Rn

x

|uλ j (x, y)|2+α dx
)

dvolMk
y

≥ I 1
n,α

∫
Mk

y

w j (y)(4+2α−αn)/(4−αn) dvolMk
y

= I 1
n,α vol(Mk) vol(Mk)−(4+2α−αn)/(4−αn)

+ o(1), (3-18)

where o(1)→ 0 as j→∞ and in the last step we have combined (3-12), (3-13), and (3-15) for k = 1,
k = 2, and k > 2, respectively, and we used our assumption on α. By combining this fact with (2-3), we
have

lim inf
j→∞

Jn,Mk ,α,λ j ≥ vol(Mk)I
1/
√

vol(Mk)
n,α . (3-19)

Hence (3-5) follows by combining (3-7) with (3-19).
Next we prove (3-6). For that purpose, it suffices to keep the term λ j |∇yuλ j |

2 in the previous analysis.
Namely, by combining (3-5) with (3-17) and (3-18), we get

vol(Mk)I
1/
√

vol(Mk)
n,α + g( j)≥ 1

2λ j

∫
Mk

y

∫
Rn

x

|∇yuλ j |
2 dx dvolMk

y
+ h( j), (3-20)

where

lim
j→∞

g( j)= 0 and lim inf
j→∞

h( j)≥ vol(Mk)I
1/
√

vol(Mk)
n,α .

Hence (3-6) follows by (3-20). �

Lemma 3.3. We have the identity∫
Mk

y

∫
Rn

x

|∇x uλ j |
2 dx dvolMk

y
=

αn
2(2+α)

∫
Mk

y

∫
Rn

x

|uλ j |
2+α dx dvolMk

y
. (3-21)

Moreover, there exist J ∈ N such that for all j > J there exists ω(λ j ) > 0 such that

−λ j1yuλ j −1x uλ j +ω(λ j )uλ j = uλ j |uλ j |
α, (3-22)

and the following limit exists:
lim

j→∞
ω(λ j )= ω̄ ∈ (0,∞). (3-23)

Proof. Since uλ j is a constrained minimizer for En,Mk ,α,λ j on the ball of size 1 in L2(Rn
×Mk), we get

d
dε
[En,Mk ,α,λ j (ε

n/2uλ j (εx, y)]ε=1 = 0,
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which is equivalent to

d
dε

[
1
2λ j

∫
Mk

y

∫
Rn

x

|∇yuλ j |
2 dx dvolMk

y
+

1
2ε

2
∫

Mk
y

∫
Rn

x

|∇x uλ j |
2 dx dvolMk

y
−

1
2+α

εαn/2
‖uλ j‖

2+α
L2+α

x,y

]
ε=1
= 0.

By computing explicitly the derivative (in ε), we deduce (3-21).
Next notice that by using the Lagrange multiplier technique we get (3-22) for a suitable ω(λ j ) ∈ R.

On the other hand, by (3-22), we get∫
Mk

y

∫
Rn

x

(λ j |∇yuλ j |
2
+ |∇x uλ j |

2) dx dvolMk
y
+ω(λ j )‖uλ j‖

2
L2

x,y
=

∫
Mk

y

∫
Rn

x

|uλ j |
2+α dx dvolMk

y
,

which, by (3-21), gives

ω(λ j )=
−αn+ 4+ 2α

αn

∫
Mk

y

∫
Rn

x

|∇x uλ j |
2 dx dvolMk

y
− λ j

∫
Mk

y

∫
Rn

x

|∇yuλ j |
2 dx dvolMk

y
,

and hence, by (3-6), we get

ω(λ j )=
−αn+ 4+ 2α

αn

∫
Mk

y

∫
Rn

x

|∇x uλ j |
2 dx dvolMk

y
+ o(1), (3-24)

where lim j→∞ o(1)= 0.
On the other hand, notice that, by (3-21), we get

Jn,Mk ,α,λ j = En,Mk ,α,λ j (uλ j )=
αn− 4

2αn

∫
Mk

y

∫
Rn

x

|∇x uλ j |
2 dx dvolMk

y
+

1
2

∫
Mk

y

∫
Rn

x

λ j |∇yuλ j |
2 dx dvolMk

y
,

and by (3-6) ∫
Mk

y

∫
Rn

x

|∇x uλ j |
2 dx dvolMk

y
=

2αn
αn− 4

Jn,Mk ,α,λ j + o(1). (3-25)

By (3-5) this implies∫
Mk

y

∫
Rn

x

|∇x uλ j |
2 dx dvolMk

y
=

2αn
αn− 4

vol(Mk)I
1/
√

vol(Mk)
n,α + o(1), (3-26)

which, in conjunction with (3-24) and (2-4), implies ω(λ j ) > 0 for j large enough. Moreover, (3-23)
follows by (3-24) and (3-26). �

Next recall that the sets M
ρ
n,α are the ones defined in (2-6).

Lemma 3.4. Let ω̄ be as in (3-23) and let v(x) ∈M
1/
√

vol(Mk)
n,α be such that v(x) > 0. Then

−1xv+ ω̄v = v|v|
α.

Proof. It is well known that

−1xv+ω1v = v|v|
α
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for a suitable ω1 > 0. More precisely, we can assume that up to translation v = un,ω1,α. Our aim is to
prove that ω1 = ω̄. Notice that, by (2-8),

ω1
1

vol(Mk)
=

4α+ 8− 2αn
αn− 4

I
‖v‖L2

x
n,α =

4α+ 8− 2αn
αn− 4

I
1/
√

vol(Mk)
n,α . (3-27)

On the other hand, by (3-24) and (3-26), we get

ω(λ j )=
−2αn+ 8+ 4α

αn− 4
vol(Mk)I

1/
√

vol(Mk)
n,α + o(1),

and hence, passing to the limit in j , we get

ω̄ =
−2αn+ 8+ 4α

αn− 4
vol(Mk)I

1/
√

vol(Mk)
n,α . (3-28)

By combining (3-27) and (3-28), we get ω̄ = ω1. �

Lemma 3.5. There exist a subsequence of λ j (that we shall denote still by λ j ) and a sequence τj ∈ Rn
x

such that
lim

j→∞
‖uλ j (x + τj , y)− uω̄‖H1(Rn×Mk) = 0,

where uω̄ ∈ Nn,ω̄,α, uω̄ > 0 and ω̄ is defined in (3-23).

Proof. By combining (3-6) and (3-26), and since ‖uλ j‖L2
x,y
= 1, we deduce that uλ j is bounded in

H 1(Rn
×Mk). Moreover, by combining (3-5) with the fact that I

1/
√

vol(Mk)
n,α < 0 (see (2-4)), we get

inf
j
‖uλ j‖L2+α

x,y
> 0.

By using the localized version of the Gagliardo–Nirenberg inequality (A-5) (in the same spirit as in the
Appendix), we get the existence (up to subsequence) of τj ∈ Rn

x such that

uλ j (x + τj , y) ⇀ w 6= 0 in H 1(Rn
×Mk).

Moreover, due to (3-4), we can assume that

w(x, y)≥ 0 a.e. in (x, y) ∈ Rn
x ×Mk

y ,

and by (3-6) we get ∇yw = 0. In particular w is y-independent.
By combining (3-6) and (3-23), we pass to the limit in (3-22) in the distribution sense, and we get

−1xw+ ω̄w = w|w|
α in Rn

x , w(x)≥ 0, w 6= 0. (3-29)

We claim that

‖w‖L2
x
=

1√
vol(Mk)

. (3-30)

If not, we can assume ‖w‖L2
x
= β < 1/

√
vol(Mk), and since w solves (3-29) by (2-5), we get

w ∈Mβ
n,α. (3-31)
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On the other hand, by Lemma 3.4, (3-29) is satisfied by any v ∈M
1/
√

vol(Mk)
n,α . Hence, again by (2-5) and

by the injectivity of the map ρ→ ω(ρ) (see (1-12)), we deduce that, necessarily, β = 1/
√

vol(Mk).
In particular, by (3-30), we deduce

lim
j→∞
‖uλ j (x + τj , y)−w‖L2

x,y
= 0.

Next notice that, by (3-6) and since we have already proved that ∇yw = 0, we can deduce that

lim
j→∞
‖∇yuλ j (x + τj , y)‖L2

x,y
= 0= ‖∇yw‖L2

x,y
.

Hence, in order to conclude that uλ j (x + τj , y) converges strongly to w in H 1(Rn
×Mk), it is sufficient

to prove that

lim
j→∞
‖∇x uλ j (x + τj , y)‖L2

x,y
=

√
vol(Mk)‖∇xw‖L2

x
= ‖∇xw‖L2

x,y
.

This last fact follows by combining (2-9) (where we use the fact that w ∈ Nn,ω̄,α by (3-29) and ‖w‖L2
x
=

1/
√

vol(Mk) by (3-30)) and (3-26). �

Lemma 3.6. There exists j0 > 0 such that

∇yuλ j = 0 for all j > j0.

Proof. By Lemma 3.5 we can assume that

uλ j → uω̄ in H 1(Rn
×Mk). (3-32)

We introduce w j =
√
−1yuλ j . Notice that due to (3-22) the functions w j satisfy

−λ j1yw j −1xw j +ω(λ j )w j =
√
−1y(uλ j |uλ j |

α), (3-33)

which, after multiplication by w j , implies∫
Mk

y

∫
Rn

x

[λ j |∇yw j |
2
+ |∇xw j |

2
+ω(λ j )|w j |

2
−
√
−1y(uλ j |uλ j |

α)w j ] dx dvolMk
y
= 0. (3-34)

In turn this gives

0=
∫

Mk
y

∫
Rn

x

(λ j − 1)|∇yw j |
2
− (α+ 1)

√
−1y(uλ j |uω̄|

α)w j dx dvolMk
y

+

∫
Mk

y

∫
Rn

x

(|∇yw j |
2
+ |∇xw j |

2
+ ω̄|w j |

2
+
√
−1y(uλ j ((α+ 1)|uω̄|α − |uλ j |

α))w j dx dvolMk
y

+

∫
Mk

y

∫
Rn

x

(ω(λ j )− ω̄)|w j |
2 dx dy ≡ Ij + IIj + IIIj . (3-35)

Next we fix an orthonormal basis of eigenfunctions for −1y , that is, −1yϕk = µkϕk and ϕ0 = const.
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We can write the following development:

w j (x, y)=
∑

k∈N\{0}

a j,k(x)ϕk(y) (3-36)

(where the eigenfunction ϕ0 does not enter in the development). By using the representation in (3-36), we
get

Ij ≥
∑
k 6=0

(λ j − 1)|µk |
2
∫

Rn
x

|a j,k(x)|2 dx − (α+ 1)
∑
k 6=0

∫
Rn

x

|uω̄(x)|α|a j,k(x)|2 dx, (3-37)

and by (3-23) we get
IIIj = o(1)‖w j‖

2
L2

x,y
. (3-38)

By combining (3-37) with (3-38), we get

Ij + IIIj ≥ 0 (3-39)

for j large enough. In order to estimate IIj , notice that, by the Cauchy–Schwartz inequality, we get∣∣∣∣∫
Mk

y

∫
Rn

x

√
−1y(uλ j ((α+ 1)|uω̄|α − |uλ j |

α))w j dx dvolMk
y

∣∣∣∣
≤ ‖

√
−1y(uλ j ((α+ 1)|uω̄|α − |uλ j |

α))‖L2(n+k)/(n+k+2)
x L2(n+k)/(n+k+2)

y
‖w j‖L2(n+k)/(n+k−2)

x,y

≤ C‖∇y(uλ j ((α+ 1)|uω̄|α − |uλ j |
α))‖L2(n+k)/(n+k+2)

x L2(n+k)/(n+k+2)
y

‖w j‖L2(n+k)/(n+k−2)
x,y

,
(3-40)

where in the last step we have used the following estimate: for all p ∈ (1,∞) there exist c(p),C(p) > 0
such that

c(p)‖
√
−1y f ‖L p

y
≤ ‖∇y f ‖L p

y
≤ C(p)‖

√
−1y f ‖L p

y
. (3-41)

Indeed, using [Sogge 1993, Theorem 3.3.1], we have that
√
−1y is a first-order classical pseudodifferential

operator on M with a principal symbol (gi, j (y)ξi ξ j )
1/2. Observe that

C1
∑
i, j

gi, j (y)ξi ξ j ≤
∑

i

∣∣∣∣∑
j

gi, j (y)ξ j

∣∣∣∣2 ≤ C2|ξ |
2
≤ C3

∑
i, j

gi, j (y)ξi ξ j .

Moreover, one can assume that in (3-41) f has no zero frequency. Then one can deduce (3-41) by working
in local coordinates, introducing a classical angular partition of unity according to the index l ∈ [1, . . . , k]
such that ∑

i, j

gi, j (y)ξi ξ j ≤ c
∣∣∣∣∑

j

gl, j (y)ξ j

∣∣∣∣2,
and, most importantly, using the L p boundedness of zero-order pseudodifferential operators on Rk (for
the proof of this fact we refer to [Sogge 1993, Theorem 3.1.6]).

Next, by the chain rule, we get

∇y
(
uλ j ((α+ 1)|uω̄|α − |uλ j |

α)
)
= (α+ 1)∇yuλ j (|uω̄|

α
− |uλ j |

α),
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and by the Hölder inequality we can continue the estimate (3-40):

· · · ≤ C
∥∥‖∇yuλ j‖Lq

y
‖|uω̄|α − |uλ j |

α
‖Lr

y

∥∥
L2(n+k)/(n+k+2)

x
‖w j‖L2(n+k)/(n+k−2)

x,y
,

where
1
q
+

1
r
=

n+ k+ 2
2(n+ k)

,

and, again by the Hölder inequality in the x-variable, we can continue

· · · ≤ C‖∇yuλ j‖Lq
x,y
‖|uω̄|α − |uλ j |

α
‖Lr

x,y
‖w j‖L2(n+k)/(n+k−2)

x,y
.

Notice that if we fix

q =
2(n+ k)
n+ k− 2

and r =
n+ k

2
,

then, by combining the Sobolev embedding

H 1
x,y ⊂ L2(n+k)/(n+k−2)

x,y (3-42)

with (3-32) and (3-41), we can continue the estimate:

· · · ≤ o(1)‖
√
−1yuλ j‖Lq

x,y
‖w j‖H1

x,y
= o(1)‖w j‖

2
H1

x,y
,

where lim j→∞ o(1)= 0. By combining this information in conjunction with the structure of IIj , we get

IIj ≥ ‖w j‖
2
H1

x,y
(1− o(1))≥ 0 for j > j0. (3-43)

By combining (3-35), (3-39), and (3-43), we deduce w j = 0 for j large enough. �

Proof of Theorem 3.1. By using the diamagnetic inequality, we deduce that (up to a remodulation factor
eiθ ) we can assume that v ∈Mn,Mk ,α,λ is real valued. Moreover, if v ∈Mn,Mk ,α,λ, then also |v| ∈Mn,Mk ,α,λ.
By a standard application of the strong maximum principle, we finally deduce that it is not restrictive to
assume that v ∈Mn,Mk ,α,λ and v(x, y) > 0 for all (x, y) ∈ Rn

x ×Mk
y .

First step: there exists λ̃ > 0 such that for all v ∈Mn,Mk ,α,λ, v(x, y)> 0 we have ∇yv= 0 for all λ> λ̃. As-
sume that the conclusion is false. Then there exists λ j→∞ such that uλ j (x, y)∈Mn,Mk ,α,λ j , uλ j (x, y) >
0 and ∇yuλ j 6= 0. This is absurd due to Lemma 3.6.

Second step: conclusion. We define

λ∗ = inf
λ
{λ > 0 : ∇yv = 0 for all v ∈Mn,Mk ,α,λ}.

By the first step, λ∗ <∞. Moreover, it is easy to deduce that if λ > λ∗, the minimizers of the problem
Jn,Mk ,α,λ are precisely the same minimizers as those of the problem I 1/

√
vol(Mk)

n,α , which in turn are
characterized in Section 2 (hence we get (3-2)).

Next we prove that λ∗ > 0. It is sufficient to show that

lim
λ→0

Jn,Mk ,α,λ < vol(Mk)I
1/
√

vol(Mk)
n,α (3-44)
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(see (2-1) and (3-1) for a definition of the quantities involved in the inequality above). Let us fix
ρ(y) ∈ C∞(Mk) such that ∫

Mk
|ρ|2 dvolMk

y
= 1

and ρ2(y0) 6= 1/vol(Mk) for some y0 ∈ Mk (that is, ρ(y) is not identically constant). Then we introduce
the functions

ψ(x, y)= ρ(y)4/(4−αn)Q(ρ(y)
2α

4−αn x),

where Q(x) is the unique radially symmetric minimizer for I
1/
√

vol(Mk)
n,α . Then we get

‖ψ(x, y)‖2L2
x
= (ρ(y))2 and En,α(ψ(x, y))= I 1

n,α(ρ(y))
8+4α−2αn
(4−αn)

,

and, as a consequence, we deduce∫
Mk

y

∫
Rn

x

(
1
2
|∇xψ(x, y)|2−

1
2+α

|ψ(x, y)|2+α
)

dx dvolMk
y

= I 1
n,α

∫
Mk

y

(ρ(y))
8+4α−2αn

4−αn d volMk
y

< I 1
n,α

(∫
Mk
(ρ(y))2 dvolMk

y

)4−αn+2α
4−αn

vol(Mk)
−

2α
4−αn
= I 1

n,α vol(Mk)
−

2α
4−αn

,

where in the last inequality we have used the fact that I 1
n,α < 0 in conjunction with the Hölder inequality

(moreover, we get the inequality < since by hypothesis ρ(y) is not identically constant). As a byproduct
we get

lim
λ→0

En,Mk ,α,λ(ψ(x, y)) < I 1
n,α vol(Mk)−2α/(4−αn)

= vol(Mk)I
1/
√

vol(Mk)
n,α

(where we have used (2-3)), which in turn implies (3-44).
Let us finally prove (3-3). It is sufficient to show that if v ∈ Mn,Mk ,α,λ for λ < λ∗, then ∇yv 6= 0.

Assume for a contradiction that this is false. Then we get λ1 <λ
∗ and v1 ∈Mn,Mk ,α,λ1 such that ∇yv1 = 0.

Arguing as above implies that

Jn,Mk ,α,λ1 = vol(Mk)I
1/
√

vol(Mk)
n,α . (3-45)

On the other hand, by the definition of λ∗, there exists λ2 ∈ (λ1, λ
∗
] and v2 ∈Mn,Mk ,α,λ2 such that ∇yv2 6= 0.

As a consequence, we deduce that

Jn,Mk ,α,λ1 < En,Mk ,α,λ2(v2)= Jn,Mk ,α,λ2 ≤ vol(Mk)I
1/
√

vol(Mk)
n,α ,

where in the last step we have used (3-7). Hence we get a contradiction with (3-45). �
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4. Proof of Theorem 1.3

The homogeneity of the euclidean space Rn will play a key role in the sequel. Due to this property we
shall be able to reduce the proof of Theorem 1.3 to the problem studied in the previous section.

In view of Section 2 it is sufficient to prove that there exists ρ∗ > 0 such that

v ∈M
ρ

n,Mk ,α
implies ∇yv = 0 for ρ < ρ∗ (4-1)

and
v ∈M

ρ

n,Mk ,α
implies ∇yv 6= 0 for ρ > ρ∗. (4-2)

By an elementary computation, we have that the map

S1 3 u→ ρ4/(4−αn)u(ρ2α/(4−αn)x, y) ∈ Sρ,

where
Sλ = {v ∈ H 1(Rn

×Mk) : ‖v‖L2
x,y
= λ}

is a bijection. Moreover, we have

En,Mk ,α

(
ρ4/(4−αn)u(ρ2α/(4−αn)x, y)

)
= ρ(8−2αn)/(4−αn)

∫
Mk

y

∫
Rn

x

|∇yu|2 dx dvolMk
y
+ ρ(8−2αn+4α)/(4−αn)

∫
Mk

y

∫
Rn

x

|∇x u|2 dx dvolMk
y

− ρ(8−2αn+4α)/(4−αn) 1
2+α

∫
Mk

y

∫
Rn

x

|u|2+α dx dvolMk
y

= ρ(8−2αn+4α)/(4−αn)
(

1
2
ρ−4α/(4−αn)

∫
Mk

y

∫
Rn

x

|∇yu|2 dx dvolMk
y

+
1
2

∫
Mk

y

∫
Rn

x

|∇x u|2−
1

2+α
|u|2+4/d dx dvolMk

y

)
.

In particular, (4-1) and (4-2) are satisfied provided that there exists ρ∗ > 0 such that

v ∈Mn,Mk ,α,ρ−4α/(4−αn) implies ∇yv = 0 for ρ < ρ∗ (4-3)

and
v ∈Mn,Mk ,α,ρ−4α/(4−αn) implies ∇yv 6= 0 for ρ > ρ∗, (4-4)

which in turn follow by Theorem 3.1.

5. Proof of Theorem 1.4

The main tool we use is the following Strichartz type estimate (whose proof follows by [Tzvetkov and
Visciglia 2012]).

Proposition 5.1. For every manifold Mk
y , n ≥ 1 and p, q ∈ [2,∞] such that

2
p
+

n
q
=

n
2
, (p, n) 6= (2, 2),
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there exists C > 0 such that

‖e−i t1x,y f ‖L p
t Lq

x H1
y
+

∥∥∥∥∫ t

0
e−i(t−s)1x,y F(s) ds

∥∥∥∥
L p

t Lq
x H1

y

≤ C(‖ f ‖L2
x H1

y
+‖F‖

L p′
t Lq′

x H1
y
), (5-1)

‖∇x e−i t1x,y f ‖L p
t Lq

x L2
y
+

∥∥∥∥∇x

∫ t

0
e−i(t−s)1x,y F(s) ds

∥∥∥∥
L p

t Lq
x L2

y

≤ C(‖∇x f ‖L2
x L2

y
+‖∇x F‖

L p′
t Lq′

x L2
y
), (5-2)

and ∥∥∥∥∫ t

0
e−i(t−s)1x,y F(s) ds

∥∥∥∥
L p

t Lq
x L2

y

≤ C‖F‖
L p′

t Lq′
x L2

y
. (5-3)

Moreover,

‖e−i t1x,y f ‖L∞t L2
x H1

y
+

∥∥∥∥∫ t

0
e−i(t−s)1x,y F(s) ds

∥∥∥∥
L∞t L2

x H1
y

≤ C(‖ f ‖L2
x H1

y
+‖F‖

L p′
t Lq′

x H1
y
) (5-4)

and

‖∇x e−i t1x,y f ‖L∞t L2
x L2

y
+

∥∥∥∥∇x

∫ t

0
e−i(t−s)1x,y F(s) ds

∥∥∥∥
L∞t L2

x L2
y

≤C(‖∇x f ‖L2
x L2

y
+‖∇x F‖

L p′
t Lq′

x L2
y
). (5-5)

Next we shall use the norms ‖ · ‖XT and ‖ · ‖YT introduced in (1-15) and (1-16) for time dependent
functions. We also introduce the space ZT whose norm is defined by

‖v‖ZT ≡ ‖v‖XT +‖v‖YT

and the nonlinear operator associated to the Cauchy problem (1-1):

Tϕ(u)≡ e−i t1x,yϕ+

∫ t

0
e−i(t−s)1x,y u(s)|u(s)|α ds.

We split the proof of Theorem 1.4 in several steps.

5A. Local well-posedness. We devote this subsection to proving the following: for all ϕ ∈ H 1(Rn
×M1)

there exists a T =T (‖ϕ‖H1(Rn×M1))>0 and there exists a unique v(t, x)∈ ZT∩C((−T, T ); H 1(Rn
×M1))

such that Tϕv(t)= v(t) for all t ∈ (−T, T )

First step: for all ϕ ∈ H 1(Rn
×M1) there exist T = T (‖ϕ‖H1(Rn×M1)) > 0, R = R(‖ϕ‖H1(Rn×M1)) > 0

such that Tϕ(BZ T̃
(0, R))⊂ BZ T̃

(0, R) for all T̃ < T . First we estimate the nonlinear term:

‖u|u|α‖
L p′

t Lq′
x H1

y
≤ ‖‖uα(t, x, · )‖L∞y ‖u(t, x, · )‖H1

y
‖

L p′
t Lq′

x

(where (p, q) is the couple in (1-15) and (1-16)). After applying the Hölder inequality in (t, x), we get

· · · ≤ ‖u‖L p
t Lq

x H1
y
‖u‖α

Lα p̃
t Lαq̃

x L∞y
≤ C‖u‖L p

t Lq
x H1

y
‖u‖α

Lα p̃
t Lαq̃

x H1
y
,

where we have used the embedding H 1
y ⊂ L∞y and we have chosen

1
p̃
+

1
p
= 1−

1
p

and
1
q̃
+

1
q
= 1−

1
q
.
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By direct computation we have

αq̃ = q and α p̃ < p. (5-6)

By combining the nonlinear estimate above with (5-1), (5-6), and the Hölder inequality (in the time
variable), we get

‖Tϕu‖XT ≤ C(‖ϕ‖L2
x H1

y
+ T a(d)

‖u‖1+αXT
) (5-7)

with a(d) > 0.
Arguing as above, we get

‖∇x(u|u|α)‖L p′
t Lq′

x L2
y
≤ C‖∇x u‖L p

t Lq
x L2

y
‖uα‖L p̃

t L q̃
x L∞y
≤ C‖u‖YT ‖u‖

α

Lα p̃
t Lαq̃

x H1
y
,

where p̃ and q̃ are as above and we have used the embedding H 1
y ⊂ L∞y . As a consequence of this

estimate and (5-2), we get

‖Tϕu‖YT ≤ C(‖∇xϕ‖L2
x,y
+ T a(d)

‖u‖YT ‖u‖
α
XT
) (5-8)

with a(d) > 0.
By combining (5-7) with (5-8), we get

‖Tϕu‖ZT ≤ C(‖ϕ‖H1(Rn×M1)+ T a(d)
‖u‖ZT ‖u‖

α
ZT
).

The proof follows by a standard continuity argument.
Next we introduce the norm

‖w(t, x, y)‖Z̃T
≡ ‖w(t, x, y)‖L p((−T,T );Lq

x L2
y)
.

and we shall prove the following.

Second step: Let T, R > 0 as in the previous step. Then there exists T ′ = T ′(‖ϕ‖H1(Rn×M1)) < T such
that Tϕ is a contraction on BZT ′

(0, R) endowed with the norm ‖ · ‖Z̃T ′
. It is sufficient to prove

‖Tϕv1−Tϕv2‖Z̃T
≤ CT a(d)

‖v1− v2‖Z̃T
sup

i=1,2
{‖vi‖ZT }

α (5-9)

with a(d) > 0. Notice that we have

‖v1|v1|
α
− v2|v2|

α
‖

L p′ ((−T,T );Lq′
x L2

y)
≤ C

∥∥‖v1− v2‖L2
y
(‖v1‖L∞y +‖v2‖L∞y )

α
∥∥

L p′ ((−T,T );Lq′
x )

≤ CT a(d)
‖v1− v2‖Z̃T

sup
i=1,2
{‖vi‖ZT }

α,

where we have used the Sobolev embedding H 1
y ⊂ L∞y and the Hölder inequality in the same spirit as in the

proof of (5-7) and (5-8). We conclude by combining the estimate above with the Strichartz estimate (5-3).

Third step: existence and uniqueness of the solution in ZT ′ , where T ′ is as in the previous step. We apply
the contraction principle to the map Tϕ defined on the complete space BZT ′

(0, R) endowed with the
topology induced by ‖ · ‖Z̃T ′

. It is well known that this space is complete.
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Fourth step: regularity of the solution. By combining the previous steps with the fixed point argument,
we get the existence of a solution v ∈ ZT ′ . In order to get the regularity v ∈C((−T ′, T ′); H 1(Rn

×M1)),
it is sufficient to argue as in the first step (to estimate the nonlinearity) in conjugation with the Strichartz
estimates (5-4) and (5-5).

5B. Global well-posedness. Next we prove that the local solution (whose existence has been proved
above) cannot blow up in finite time. The argument is standard and follows from the conservation laws

‖u(t)‖L2
x,y
≡ ‖ϕ‖L2

x,y
, (5-10)

En,M1,α(u(t))+
1
2‖u(t)‖

2
L2

x,y
≡ En,M1,α(ϕ)+

1
2‖ϕ‖

2
L2

x,y
, (5-11)

where En,M1,α is defined in (1-2). By the Gagliardo–Nirenberg inequality we deduce

En,M1,α(u(t))+
1
2‖u(t)‖

2
L2

x,y
≥

1
2‖u(t)‖

2
H1(Rn×M1)

−C‖u(t)‖2+α−µL2
x,y
‖u(t)‖µH1(Rn×M1)

for a suitable µ ∈ (0, 2). By combining the estimate above with (5-10) and (5-11), we get

1
2‖u(t)‖

2
H1(Rn×M1)

−C‖ϕ‖2+α−µL2
x,y
‖u(t)‖µH1(Rn×M1)

≤ En,M1,α(ϕ)+
1
2‖ϕ‖

2
L2

x,y
.

Since µ ∈ (0, 2), it implies that ‖u(t)‖H1(Rn×M1) cannot blow up in finite time.

Appendix

For the sake of completeness we prove in this appendix Theorems 1.1 and 1.2. Our argument is heavily
inspired by [Cazenave and Lions 1982] even if, in our opinion, the following presentation of Theorem 1.1
is simpler compared with the original one.

Proof of Theorem 1.1. For any given ρ > 0 we shall denote by u j,ρ ∈ H 1(Rn
× Mk) any constrained

minimizing sequence, that is,

‖u j,ρ‖L2
x,y
= ρ and lim

j→∞
En,Mk ,α(u j,ρ)= K ρ

n,Mk ,α
. (A-1)

Next we split the proof into many steps.

First step: K ρ

n,Mk ,α
>−∞ and sup j ‖u j,ρ‖H1

x,y
<∞ for all ρ > 0. By the classical Gagliardo–Nirenberg

inequality (see (1-4)) we get the existence of µ ∈ (0, 2) such that

En,Mk ,α(u j,ρ)+
1
2ρ

2
≥

1
2

∫
Mk

y

∫
Rn
(|∇x,yu j,ρ |

2
+ |u j,ρ |

2) dx dvolMk
y −C(ρ)‖u j,ρ‖

µ

H1(Rm×Mk)

≥ inf
t>0
(1/2t2

−C(ρ)tµ) >−∞.

The conclusion follows by a standard argument.
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Second step: the map (0,∞) 3 ρ→ K ρ

n,Mk ,α
is continuous. Fix ρ ∈ (0,∞) and let ρ j → ρ. Then we

have

K ρ j

n,Mk ,ρ
≤En,Mk ,α

(
ρ j

ρ
u j,ρ

)
=

(
ρ j

ρ

)2(
1
2
‖∇x,yu j,ρ‖

2
L2

x,y
−

1
2+α

(
ρ j

ρ

)α
‖u j,ρ‖

2+α
L2+α

x,y

)
=

(
ρ j

ρ

)2(
1
2
‖∇x,yu j,ρ‖

2
L2

x,y
−

1
2+α
‖u j,ρ‖

2+α
L2+α

x,y

)
+

1
2+α

(
ρ j

ρ

)2(
1−

(
ρ j

ρ

)α )
‖u j,ρ‖

2+α
L2+α

x,y

=

(
1
2
‖∇x,yu j,ρ‖

2
L2

x,y
−

1
2+α
‖u j,ρ‖

2+α
L2+α

x,y

)
+

((
ρ j

ρ

)2

−1
)(

1
2
‖∇x,yu j,ρ‖

2
L2

x,y
−

1
2+α
‖u j,ρ‖

2+α
L2+α

x,y

)
+

1
2+α

(
ρ j

ρ

)2(
1−

(
ρ j

ρ

)α )
‖u j,ρ‖

2+α
L2+α

x,y
.

Since we are assuming that ρ j → ρ and supn ‖u j,ρ‖H1(Rn×Mk) <∞ (see the first step), we get

lim sup
j→∞

K ρ j

n,Mk ,α
≤ K ρ

n,Mk ,α
.

To prove the opposite inequality, let us fix u j ∈ H 1(Rn
×Mk) such that

‖u j‖L2
x,y
= ρ j and En,Mk ,α(u j ) < K ρ j

n,Mk ,α
+

1
j
. (A-2)

By looking at the proof of the first step, we also deduce that u j can be chosen in such a way that

sup
j
‖u j‖H1(Rn×Mk) <∞. (A-3)

Then we can argue as above and we get

K ρ

n,Mk ,α
≤ En,Mk ,α

(
ρ

ρ j
u j

)
=

(
1
2
‖∇x,yu j‖

2
L2

x,y
−

1
2+α

‖u j‖
2+α
L2+α

x,y

)
+

((
ρ

ρ j

)2

− 1
)(

1
2
‖∇x,yu j‖

2
L2

x,y
−

1
2+α

‖u j‖
2+α
L2+α

x,y

)
+

1
2+α

(
ρ

ρ j

)2(
1−

(
ρ

ρ j

)α)
‖u j‖

2+α
L2+α

x,y
.

By using (A-2), (A-3), and the assumption ρ j → ρ, we get

K ρ

n,Mk ,α
≤ lim inf

j→∞
K ρ j

n,Mk ,α
.

Third step: for every ρ > 0 we have (up to subsequence) inf j ‖u j,ρ‖L2+α
x,y
> 0. It is sufficient to prove that

K ρ

n,Mk ,α
< 0. In fact, we have

K ρ

n,Mk ,α
≤ vol(Mk)En,α(un,ω,α)= vol(Mk)I

ρ/
√

vol(Mk)
n,α < 0, (A-4)

where En,α is the energy defined in (2-2) and ω is chosen in such a way that ‖un,ω,α‖L2
x
= ρ/

√
vol(Mk).

Notice that in (A-4) we have used (2-4) and (2-5).
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Fourth step: for any minimizing sequence u j,ρ , there exists τj ∈ Rn such that (up to subsequence)
u j,ρ(x + τj , y) has a weak limit ū 6= 0. We have the localized Gagliardo–Nirenberg inequality:

‖v‖L2+4/(n+k)
x,y

≤ C sup
x∈Rn

(‖v‖L2
Qn

x×Mk
)2/(n+k+2)

‖v‖
(n+k)/(n+k+2)
H1(Rn×Mk)

, (A-5)

where

Qn
x = x + [0, 1]n for all x ∈ Rn.

The estimate above can be proved as follows (see [Lions 1984] for a similar argument on the flat space
Rd+k). We fix xh ∈ Rn in such a way that

⋃
h Qn

xh
= Rn and measn(Qn

xi
∩ Qn

x j
) = 0 for i 6= j , where

measn denotes the Lebesgue measure in Rn . By the classical Gagliardo–Nirenberg inequality we get

‖v‖
2+4/(n+k)
L2+4/(n+k)

Qn
xh×Mk

≤ C‖v‖4/(n+k)
L2

Qn
xh×Mk
‖v‖2H1(Qn

xh
×Mk)

.

The proof of (A-5) follows by taking the sum of the previous estimates on h ∈ N.
Due to the boundedness of u j,ρ in H 1(Rm

×Mk) (see the first step), we deduce by (A-5) that

0< ε0 = inf
j
‖u j,ρ‖L2+4/(n+k)

x,y
≤ C sup

x∈Rn
‖u j,ρ‖

2/(n+k+2)
L2

Qn
x×Mk

(A-6)

(the left side above follows by combining the Hölder inequality with the third step). The proof can be
concluded by the Rellich compactness theorem once we choose a sequence τj ∈ Rn

x in such a way that

inf
j
‖u j,ρ‖L2

Qn
τj ×Mk

> 0

(the existence of such a sequence τj follows by (A-6)).

Fifth step: the map (0, ρ̄) 3 ρ → ρ−2K ρ

n,Mk ,α
is strictly decreasing. Let us fix ρ1 < ρ2 and u j,ρ1 a

minimizing sequence for K ρ1
n,Mk ,α

. Then we have

K ρ2
n,Mk ,α

≤ En,Mk ,α

(
ρ2

ρ1
u j,ρ1

)
=

(
ρ2

ρ1

)2(
1
2
‖∇x,yu j,ρ1‖

2
L2

x,y
−

1
2+α

(
ρ2

ρ1

)α
‖u j,ρ1‖

2+α
L2+α

x,y

)
=

(
ρ2

ρ1

)2(
1
2
‖∇x,yu j,ρ1‖

2
L2

x,y
−

1
2+α

‖u j,ρ1‖
2+α
L2+α

x,y

)
+

1
2+α

(
ρ2

ρ1

)2(
1−

(
ρ2

ρ1

)α)
‖u j,ρ1‖

2+α
L2+α

x,y

≤

(
ρ2

ρ1

)2(
1
2
‖∇x,yu j,ρ1‖

2
L2

x,y
−

1
2+α

‖u j,ρ1‖
2+α
L2+α

x,y

)
+

1
2+α

(
ρ2

ρ1

)2(
1−

(
ρ2

ρ1

)α)
inf

j
‖u j,ρ1‖

2+α
L2+α

x,y
.

By recalling (see the third step) that inf j ‖u j,ρ1‖
2+α
L2+α

x,y
> 0, we get

K ρ2
n,Mk ,α

<

(
ρ2

ρ1

)2

K ρ1
n,Mk ,α

.
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Sixth step: Let ū be as in the fourth step. Then ‖ū‖L2
x,y
= ρ. Up to a subsequence we get

u j,ρ(x + τj , y)→ ū(x, y) 6= 0 a.e. in (x, y) ∈ Rn
x ×Mk

y ,

and hence, by the Brezis–Lieb lemma [1983], we get

‖u j,ρ(x + τj , y)− ū(x, y)‖2+α
L2+α

x,y
= ‖u j,ρ(x + τj , y)‖2+α

L2+α
x,y
−‖ū(x, y)‖2+α

L2+α
x,y
+ o(1). (A-7)

Assume that ‖ū‖L2
x,y
= θ . Our aim is to prove θ = ρ. Since ū 6= 0, necessarily θ > 0. Notice that since

L2
x,y is a Hilbert space, we have

ρ2
= ‖u j,ρ(x + τj , y)‖2L2

x,y
= ‖u j,ρ(x + τj , y)− ū(x, y)‖2L2

x,y
+‖ū(x, y)‖2L2

x,y
+ o(1), (A-8)

and hence
‖u j,ρ(x + τj , y)− ū(x, y)‖2L2

x,y
= ρ2
− θ2
+ o(1). (A-9)

By a similar argument,∫
Mk

y

∫
Rn

x

|∇x(u j,ρ(x + τj , y))−∇x ū(x, y)|2 dx dy

+

∫
Mk

y

∫
Rn

x

|∇y(u j,ρ(x+τj , y))−∇y ū(x, y)|2 dx dvolMk
y
+

∫
Mk

y

∫
Rn

x

(|∇x ū(x, y)|2+|∇y ū(x, y)|2) dx dvolMk
y

=

∫
Mk

y

∫
Rn

x

(|∇x(u j,ρ(x + τj , y)|2+ |∇yu j,ρ(x + τj , y)|2) dx dvolMk
y
+ o(1). (A-10)

By combining (A-10) with (A-7), we get

K ρ

n,Mk ,α
= lim

j→∞
En,Mk ,α(u j,ρ(x+τj , y))= lim

j→∞
En,Mk ,α(u j,ρ(x+τj , y)−ū(x, y))+En,Mk ,α(ū), (A-11)

and we can continue the estimate as follows:

· · · ≥ K
√
ρ2−θ2+o(1)

n,Mk ,α
+ K θ

n,Mk ,α
,

where we have used (A-9). Hence, by using the second step, we get

K ρ

n,Mk ,α
≥ K
√
ρ2−θ2

n,Mk ,α
+ K θ

n,Mk ,α
.

Assume that θ < ρ. Then, by using the monotonicity proved in the fifth step, we get

K ρ

n,Mk ,α
>
ρ2
− θ2

ρ2 K ρ

n,Mk ,α
+
θ2

ρ2 K ρ

n,Mk ,α
= K ρ

n,Mk ,α
,

and we have an absurdity. �

Proof of Theorem 1.2. Assume for a contradiction that the conclusion is false. Then there exists ρ and
two sequences ϕ j ∈ H 1(Rn

×Mk) and t j ∈ R such that

lim
j→∞

distH1(Rn×Mk)(ϕ j ,M
ρ

n,Mk ,α
)= 0 (A-12)
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and
lim inf

j→∞
distH1(Rn×Mk)(uϕ j (t j ),M

ρ

n,Mk ,α
) > 0, (A-13)

where uϕ j is the solution to (1-1) with Cauchy data ϕ j . By (A-12) we deduce the following information:

lim
j→∞
‖ϕ j‖L2

x,y
= ρ and lim

j→∞
En,Mk ,α(ϕ j )= K ρ

n,Mk ,α
,

and hence, due to the conservation laws satisfied by solutions to (1-1), we get

lim
j→∞
‖uϕ j (t j )‖L2

x,y
= ρ and lim

j→∞
En,Mk ,α(uϕ j (t j ))= K ρ

n,Mk ,α
.

In turn, by an elementary computation, we get

‖ũ j‖L2
x,y
= ρ and lim

j→∞
En,Mk ,α(ũ j )= K ρ

n,Mk ,α

(more precisely ũ j is a constrained minimizing sequence for K ρ

n,Mk ,α
), where

ũ j = ρ
uϕ j (t j )

‖uϕ j (t j )‖L2
x,y

.

Moreover, by (A-13), it is easy to deduce

lim inf
j→∞

distH1(Rn×Mk)(ũ j ,M
ρ

n,Mk ,α
) > 0,

which is in contradiction with the compactness of minimizing sequences for K ρ

n,Mk ,α
from Theorem 1.1. �

Acknowledgement

The authors are partially supported by ERC advanced grant COMPAT (Terracini), ERC grant DISPEQ
(Tzvetkov), and FIRB2012 Dinamiche dispersive (Visciglia).

References

[Brézis and Lieb 1983] H. Brézis and E. Lieb, “A relation between pointwise convergence of functions and convergence of
functionals”, Proc. Amer. Math. Soc. 88:3 (1983), 486–490. MR 84e:28003 Zbl 0526.46037

[Burq et al. 2003] N. Burq, P. Gérard, and N. Tzvetkov, “The Cauchy problem for the nonlinear Schrödinger equation on a
compact manifold”, J. Nonlinear Math. Phys. 10:suppl. 1 (2003), 12–27. MR 2005k:35369

[Burq et al. 2004] N. Burq, P. Gérard, and N. Tzvetkov, “Strichartz inequalities and the nonlinear Schrödinger equation on
compact manifolds”, Amer. J. Math. 126:3 (2004), 569–605. MR 2005h:58036 Zbl 1067.58027

[Cazenave 2003] T. Cazenave, Semilinear Schrödinger equations, Courant Lecture Notes in Mathematics 10, Amer. Math. Soc.,
Providence, RI, 2003. MR 2004j:35266 Zbl 1055.35003

[Cazenave and Lions 1982] T. Cazenave and P.-L. Lions, “Orbital stability of standing waves for some nonlinear Schrödinger
equations”, Comm. Math. Phys. 85:4 (1982), 549–561. MR 84i:81015 Zbl 0513.35007

[Herr et al. 2010] S. Herr, D. Tataru, and N. Tzvetkov, “Strichartz estimates for partially periodic solutions to Schrödinger
equations in 4d and applications”, preprint, 2010. arXiv 1011.0591

[Ionescu and Pausader 2012] A. D. Ionescu and B. Pausader, “Global well-posedness of the energy-critical defocusing NLS on
R×T3”, Comm. Math. Phys. 312:3 (2012), 781–831. MR 2925134 Zbl 1253.35159

http://dx.doi.org/10.2307/2044999
http://dx.doi.org/10.2307/2044999
http://msp.org/idx/mr/84e:28003
http://msp.org/idx/zbl/0526.46037
http://dx.doi.org/10.2991/jnmp.2003.10.s1.2
http://dx.doi.org/10.2991/jnmp.2003.10.s1.2
http://msp.org/idx/mr/2005k:35369
http://dx.doi.org/10.1353/ajm.2004.0016
http://dx.doi.org/10.1353/ajm.2004.0016
http://msp.org/idx/mr/2005h:58036
http://msp.org/idx/zbl/1067.58027
http://msp.org/idx/mr/2004j:35266
http://msp.org/idx/zbl/1055.35003
http://dx.doi.org/10.1007/BF01403504
http://dx.doi.org/10.1007/BF01403504
http://msp.org/idx/mr/84i:81015
http://msp.org/idx/zbl/0513.35007
http://msp.org/idx/arx/1011.0591
http://dx.doi.org/10.1007/s00220-012-1474-3
http://dx.doi.org/10.1007/s00220-012-1474-3
http://msp.org/idx/mr/2925134
http://msp.org/idx/zbl/1253.35159


96 SUSANNA TERRACINI, NIKOLAY TZVETKOV AND NICOLA VISCIGLIA

[Lions 1984] P.-L. Lions, “The concentration-compactness principle in the calculus of variations: The locally compact case, I”,
Ann. Inst. H. Poincaré Anal. Non Linéaire 1:2 (1984), 109–145. MR 87e:49035a Zbl 0541.49009

[Rousset and Tzvetkov 2012] F. Rousset and N. Tzvetkov, “Stability and instability of the KDV solitary wave under the KP–I
flow”, Comm. Math. Phys. 313:1 (2012), 155–173. MR 2928221 Zbl 1252.35052

[Sogge 1993] C. D. Sogge, Fourier integrals in classical analysis, Cambridge Tracts in Mathematics 105, Cambridge University
Press, 1993. MR 94c:35178 Zbl 0783.35001

[Tsutsumi 1987] Y. Tsutsumi, “L2–solutions for nonlinear Schrödinger equations and nonlinear groups”, Funkcial. Ekvac. 30:1
(1987), 115–125. MR 89c:35143 Zbl 0638.35021

[Tzvetkov and Visciglia 2012] N. Tzvetkov and N. Visciglia, “Small data scattering for the nonlinear Schrödinger equation on
product spaces”, Comm. Partial Differential Equations 37:1 (2012), 125–135. MR 2012k:35529 Zbl 1247.35004

[Weinstein 1986] M. I. Weinstein, “Lyapunov stability of ground states of nonlinear dispersive evolution equations”, Comm.
Pure Appl. Math. 39:1 (1986), 51–67. MR 87f:35023 Zbl 0594.35005

Received 2 May 2012. Accepted 21 May 2013.

SUSANNA TERRACINI: susanna.terracini@unito.it
Dipartimento di Matematica G. Peano, Università di Torino, Via Carlo Alberto 10, I-10123 Torino, Italy

NIKOLAY TZVETKOV: nikolay.tzvetkov@u-cergy.fr
Département de Mathématiques, Université de Cergy Pontoise, 2, Avenue A. Chauvin, 95302 Cergy-Pontoise, France

and

Institut Universitaire de France

NICOLA VISCIGLIA: viscigli@dm.unipi.it
Dipartimento di Matematica, Università Degli Studi di Pisa, Largo Bruno Pontecorvo 5, I-56127 Pisa, Italy

mathematical sciences publishers msp

http://www.numdam.org/item?id=AIHPC_1984__1_2_109_0
http://msp.org/idx/mr/87e:49035a
http://msp.org/idx/zbl/0541.49009
http://dx.doi.org/10.1007/s00220-012-1495-y
http://dx.doi.org/10.1007/s00220-012-1495-y
http://msp.org/idx/mr/2928221
http://msp.org/idx/zbl/1252.35052
http://dx.doi.org/10.1017/CBO9780511530029
http://msp.org/idx/mr/94c:35178
http://msp.org/idx/zbl/0783.35001
http://www.math.kobe-u.ac.jp/~fe/xml/mr0915266.xml
http://msp.org/idx/mr/89c:35143
http://msp.org/idx/zbl/0638.35021
http://dx.doi.org/10.1080/03605302.2011.574306
http://dx.doi.org/10.1080/03605302.2011.574306
http://msp.org/idx/mr/2012k:35529
http://msp.org/idx/zbl/1247.35004
http://dx.doi.org/10.1002/cpa.3160390103
http://msp.org/idx/mr/87f:35023
http://msp.org/idx/zbl/0594.35005
mailto:susanna.terracini@unito.it
mailto:nikolay.tzvetkov@u-cergy.fr
mailto:viscigli@dm.unipi.it
http://msp.org


ANALYSIS AND PDE
Vol. 7, No. 1, 2014

dx.doi.org/10.2140/apde.2014.7.97 msp

ORTHONORMAL SYSTEMS IN LINEAR SPANS

ALLISON LEWKO AND MARK LEWKO

We show that any N -dimensional linear subspace of L2(T) admits an orthonormal system such that the
L2 norm of the square variation operator V 2 is as small as possible. When applied to the span of the
trigonometric system, we obtain an orthonormal system of trigonometric polynomials with a V 2 operator
that is considerably smaller than the associated operator for the trigonometric system itself.

1. Introduction

Let (T,B, µ) denote a probability space and 8 := {φn}
N
n=1 an orthonormal system (ONS) of (µ-

measurable) functions from T to R. Motivated by questions regarding almost everywhere convergence,
one is often interested in the behavior of the maximal function

M f :=max
`≤N

∣∣∣∣∑̀
n=1

anφn

∣∣∣∣.
Here we let f :=

∑N
n=2 anφn . For an arbitrary ONS, the Rademacher–Menshov theorem states that

‖M f ‖L2 � log(N )‖ f ‖L2 , where the log(N ) factor is known to be sharp. However, one can do much
better for many classical systems; for instance one can replace log(N ) with an absolute constant in the
case of the trigonometric system (the Carleson–Hunt inequality). More recently, there has been interest in
variational refinements of these maximal results. Define the r -th variation operator by

Vr f :=
(

max
π∈PN

∑
I∈π

∣∣∣∣∑
n∈I

anφn

∣∣∣∣r)1/r

,

where PN denotes the set of partitions of [N ] into subintervals. Clearly, |M f | ≤ |Vr f | for all r <∞. In
the case of the trigonometric system, strengthening the Carleson–Hunt theorem, Oberlin, Seeger, Tao,
Thiele, and Wright [Oberlin et al. 2012] have shown that ‖Vr f ‖L2 � ‖ f ‖L2 for r > 2. When r = 2, it
has been shown that ‖V2 f ‖L2 �

√
log(N )‖ f ‖L2 [Lewko and Lewko 2012a], where the factor

√
log(N )

is optimal. This later inequality has some applications to sieve theory [Lewko and Lewko 2012c]. The
factor

√
log(n) is rather unfortunate, leading to inefficiencies in these applications. It is likely that this

factor can be improved for the functions arising in the applications, for instance, if the Fourier support
of f is contained in certain arithmetic sets. This is a potential route towards improving the estimates

The first author was supported by a Microsoft Research PhD Fellowship. The second author was supported by an NSF
postdoctoral fellowship, DMS-1204206.
MSC2010: 42A61, 42B05, 42C05.
Keywords: orthogonal systems, square variation, maximal operator, Fourier analysis.
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in [Lewko and Lewko 2012c]. Some results in this direction can be found in section 7 of [Lewko and
Lewko 2012a].

In a different direction, it seems that the
√

log(n) factor might also be an eccentricity of the standard
ordering of the trigonometric system. In [Lewko and Lewko 2012a] the following problem was posed.

Problem 1. Is there a permutation σ : [N ] → [N ] such that the reordering of the trigonometric system
8 := {φn = e(σ (n)x)} (where e(x) := e2π i x) satisfies

‖V2 f ‖L2 � o(
√

log(N ))‖ f ‖L2

for all f in the span of the system1?

This problem can be thought of as a variational variant of Garsia’s conjecture. A longstanding problem
in the theory of orthonormal systems, often called Kolmogorov’s rearrangement problem, asks if every
(infinite) ONS can be reordered such that the expansion of every L2 function converges almost everywhere.
Garsia’s conjecture is the stronger assertion (see [Garsia 1970] for a proof of this implication) that any
finite ONS can be reordered to satisfy ‖M f ‖L2�‖ f ‖L2 where the implicit constant is absolute. Towards
Garsia’s conjecture, Bourgain [1989] proved that one can rearrange a uniformly bounded ONS such that
‖M f ‖L2 � log log(N )‖ f ‖L2 . His proof proceeds by showing that this holds for a uniformly randomly
selected permutation with high probability. Unfortunately this is the best estimate one can obtain from a
purely probabilistic approach. Bourgain showed that if one is allowed to select a new ONS with the same
span as8 (which allows more freedom than just reordering the system), one can obtain ‖M f ‖L2�‖ f ‖L2

for the new system with the same span.
In this paper, we will study the analogous linear span version of Problem 1. Given an ONS 8 :=
{φn(x)}Nn=1 and an N × N orthogonal matrix O = {oi,n}1≤i,n≤N , we define a new ONS, 9 := {ψn(x)}Nn=1,
by

ψn(x) :=
N∑

i=1

oi,nφi (x).

This new system will span the same space as the original system. Conversely, every such ONS can be
obtained from some element of the orthogonal group, O(N ). Let us write 8(O) :=9. Furthermore, in
what follows Q will denote a measurable subset of O(N ) and P[Q] will denote the Haar measure of Q.

Theorem 2. Given an N-dimensional subspace of L2(T), there exists an ONS 9 that satisfies

‖V2 f ‖L2 �
√

log log(N )‖ f ‖L2 (1)

for all f in the span. In fact, if we take an arbitrary basis 8 for F , the conclusion holds for the ONS
8(O) for all O ∈ Q for some Q ⊂ O(N ) with P[Q] ≥ 1−Ce−cN 2/5

(for some absolute positive constants
C, c).

1We have recently proved [Lewko and Lewko 2012b] that there exists a rearrangement such that ‖V2 f ‖L2 �ε

log9/22+ε(N )‖ f ‖L2 for ε > 0 (for all uniformly bounded ONS). This is likely far from best possible.
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If we take 8 := {e(nx)}Nn=1 (on the circle with the Lebesgue measure), this produces an ONS of
trigonometric polynomials (spanning the same space as the first N elements of the trigonometric system)
with much smaller square variation than the trigonometric system. Strictly speaking, Theorem 2 is stated
for real valued ONS, but the result for the trigonometric system can be obtained by splitting into real and
imaginary parts and noting that the corresponding result holds on each with large probability. We note
that Problem 1 asks for a similar conclusion where O is restricted to be a permutation matrix instead of
just an orthogonal matrix.

Theorem 2 is sharp. Consider an ONS of independent, mean zero, variance on Gaussians, {gi }
N
i=1.

Notice that applying an orthogonal transformation to this system leaves it metrically unchanged. On
the other hand, we have (almost surely) that maxπ∈PN

∑
I∈π |

∑
n∈I gn|

2
∼ 2N log log(N ) from the

variational law of the iterated logarithm [Lewko and Lewko 2011].
Let us briefly outline the key idea in the proof of Theorem 2. In [Lewko and Lewko 2012a], we proved

an estimate of the form (1) for systems of bounded independent random variables; see Theorem 9. The
key ingredient in that case is that for every f in the span of the system we have the subgaussian tail
estimate ‖ f ‖G�‖ f ‖L2 (where ‖ · ‖G is the Orlicz space norm associated to ex2

−1). This clearly cannot
hold in the setting of Theorem 2, since any L2 function can be in the span of the system. However, we
will show that a function f in the span of a generic basis 8(O) can be split as f = G + E , where G
satisfies a subgaussian tail inequality and E has small L2 norm (decreasing with the size of the Fourier
support of f ). More precisely, we will prove the following (note that we abuse the notation c below to
denote multiple distinct constants):

Proposition 3. For N fixed, let8={φn(x)}Nn=1 be an ONS such that
∑N

n=1 |φn(x)|2≤N holds (pointwise).
There exists Q ⊂ O(N ) with P[Q] ≥ 1−Ce−cN 2/5

such that for O ∈ Q, we have that the associated ONS
8(O)= {ψn}

N
n=1 satisfies the following property. For any f =

∑
anψn , letting m denote support({an})

(the number of nonzero ai values), we have that the function defined by

f :=
∑

anψn(x)

can be decomposed as f :=G+E where ‖G‖G�‖ f ‖L2 and ‖E‖L2� (m/N )c‖ f ‖L2 for some universal
constant c > 0.

See Proposition 15 below, which gives a stronger maximal form of this statement. The condition∑N
n=1 |φn(x)|2 ≤ N can usually be removed in applications (such as Theorem 2) by a change of measure

argument (see Lemma 6). It seems likely that this decomposition has other applications.

2. Preliminaries

We fix the probability space (T,B, µ). We define several different norms on the space of functions from
T to R. First, for a positive constant c, let ‖ · ‖G(c) denote the norm of the Orlicz space associated to the
convex function ecx2

− 1. That is,

‖ f ‖G(c) := inf
λ∈R+

{∫
T

ec| f/λ|2 dµ− 1≤ 1
}
.
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When we write ‖ · ‖G with the specification of c omitted, we mean c = 1.
We next define the convex function

0K (t) :=
{

et2
− 1, |t | ≤ K ,

eK 2
t2
+ eK 2

(1− K 2)− 1, |t | ≥ K

and denote the associated Orlitz norm by ‖ · ‖0K .

Lemma 4. When K ≥ 1, for all t , we have that

0K (t)≤ et2
− 1, 0K (t)≤ eK 2

t2.

It follows that for f : T→ R we have ‖ f ‖0K ≤ ‖ f ‖G and ‖ f ‖0K ≤ eK 2/2
‖ f ‖L2 .

Proof. We first prove 0K (t)≤ et2
− 1 for all t . For t such that |t | ≤ K , this is clear since 0K (t)= et2

− 1.
We consider t such that |t | ≥ K . Then 0K (t) = eK 2

t2
+ eK 2

(1 − K 2) − 1, so we must show that
eK 2

t2
+ eK 2

(1− K 2) ≤ et2
. We note that for all real x ≥ 0, 1+ x ≤ ex . Applying this to the quantity

t2
− K 2

+ 1> 0, we have

eK 2
t2
+ eK 2

(1− K 2)= eK 2
(t2
− K 2

+ 1)≤ eK 2
et2
−K 2
= et2

,

as required.
We let f be a function from T to R. For any fixed positive real number λ such that

∫
T

e| f/λ|
2

dµ−1≤ 1
(that is, λ≥ ‖ f ‖G), we have ∫

T

0K ( f/λ) dµ≤
∫

T

e| f/λ|
2

dµ− 1≤ 1,

since 0K (t)≤ et2
− 1 for all t . This shows that λ≥ ‖ f ‖0K . Hence ‖ f ‖0K ≤ ‖ f ‖G.

Next we prove 0K (t)≤ eK 2
t2. We first consider t such that |t | ≥ K . 0K (t)= eK 2

t2
+eK 2

(1−K 2)−1
in this case. Since K ≥ 1, we see that eK 2

(1−K 2) < 0, so 0K (t)≤ eK 2
t2 follows. For t such that |t | ≤ K ,

we have 0K (t)= et2
− 1, so we must show that et2

− 1≤ eK 2
t2 for |t | ≤ K .

We consider (et2
− 1)/t2 as a function of t for t ≥ 0. Its derivative is

2(t−1et2
− t−3et2

+ t−3).

We observe that this is always nonnegative. To see this, consider multiplying the quantity by t3 to obtain
2(t2et2

− et2
+ 1). Nonnegativity then follows from the inequality 1+ xex

≥ ex for all real x ≥ 0. (This
inequality can be proved by noting that xex

≥
∫ x

0 eu du.) Hence (et2
− 1)/t2 is a nondecreasing function

of t in the range 0≤ t ≤ K . So it suffices to consider the value at t = K , which is K−2(eK 2
− 1). Since

K ≥ 1, this is < eK 2
, as required.

For f : T→ R, we consider λ := eK 2/2
‖ f ‖L2 . Then∫

T

0K ( f/λ) dµ≤
∫

T

eK 2 f 2

λ2 dµ=
eK 2

λ2 ‖ f ‖2L2 = 1,

since 0K (t)≤ eK 2
t2. Thus, ‖ f ‖0K ≤ eK 2/2

‖ f ‖L2 . �
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Lemma 5. For any (measurable) f : T→ R, we can decompose f = f1+ f2 such that

‖ f1‖G�‖ f ‖0K and ‖ f2‖L2 � e−cK 2
‖ f ‖0K

for some universal constant c > 0.

Proof. Given f , we define γ := 2‖ f ‖0K to simplify our notation. We then set

f1 := f · I| f/γ |≤K and f2 := f · I| f/γ |≥K ,

where IS for a set S⊂T denotes the indicator function for that set. By definition of γ = 2‖ f ‖0K > ‖ f ‖0K ,
we have that∫

T

0K ( f/γ ) dµ=
∫

T

(e| f/γ |
2
−1) ·I| f/γ |≤K dµ+

∫
T

(eK 2
f 2/γ 2

+eK 2
(1−K 2)−1) ·I| f/γ |≥K dµ≤ 1. (2)

Since this is a sum of two nonnegative quantities, this implies∫
T

(e| f/γ |
2
− 1) · I| f/γ |≤K dµ≤ 1.

This is equivalent to ∫
T

e| f1/γ |
2

dµ− 1≤ 1,

and so ‖ f1‖G ≤ γ �‖ f ‖0K .
Again considering (2), we also have∫

T

(eK 2
f 2/γ 2

+ eK 2
(1− K 2)− 1) · I| f/γ |≥K dµ≤ 1.

We let µ(| f/γ | ≥ K ) denote the measure of the set in T on which | f/γ | ≥ K . We can then rewrite the
above as

µ

(∣∣∣∣ f
γ

∣∣∣∣≥ K
)
(eK 2

(1− K 2)− 1)+
∫

T

eK 2
f 2
2 /γ

2 dµ≤ 1. (3)

Now, since
∫

T
0K ( f/γ ) dµ≤ 1 and 0K ( f/γ )≥ eK 2

− 1 whenever | f/γ | ≥ K , we must have

µ

(∣∣∣∣ f
γ

∣∣∣∣≥ K
)
(eK 2
− 1)≤ 1.

Thus, µ(| f/γ | ≥ K )≤ 1/(eK 2
− 1). Combining this with (3), we have∫

T

eK 2
f 2
2 /γ

2 dµ≤ 1+µ
(∣∣∣∣ f
γ

∣∣∣∣≥ K
)
(eK 2

(K 2
− 1)+ 1)� K 2,

and hence
‖ f2‖

2
L2 � K 2e−K 2

γ 2,

implying that ‖ f2‖L2 � e−cK 2
‖ f ‖0K for some universal constant c > 0. �

Finally, we note the following.



102 ALLISON LEWKO AND MARK LEWKO

Lemma 6. It suffices to prove (the second formulation of ) Theorem 2 with the restriction
N∑

n=1
|φn|

2
≤ N.

Proof. Consider an arbitrary ONS 8 := {φn}
N
n=1 and define ν(x)= N−1∑N

n=1 |φn(x)|2. Fix O ∈ O(N ).
Define 8̃ := 8(O). Furthermore, consider the ONS 9 defined on T (with the measure induced by
integration against ν(x) dµ) by ψn(x) := ν−1/2(x)φn(x). Furthermore, define 9̃ =9(O). We have the
trivial identity

∫
T

max
π∈PN

∑
I∈π

∣∣∣∣∑
n∈I

anφ̃n(x)
∣∣∣∣2 dµ=

∫
T

max
π∈PN

∑
I∈π

∣∣∣∣∑
n∈I

anψ̃n(x)
∣∣∣∣2ν(x) dµ.

Thus, the conclusion of Theorem 2 holds for8 if and only if it holds for 9. However,
∑N

n=1 |ψn|
2
≤ N

by construction. �

3. Probabilistic Methods

In this section we establish the following result.

Proposition 7. For N fixed, let {φn(x)}Nn=1 be an ONS such that
∑N

n=1 |φn(x)|2 ≤ N. Define for each
1≤ m ≤ N the function

0∗ := 0√(2/5) log((N/m) log(N/m+1))

(the dependence on m is implicit in this notation). There exists a subset Q ⊂ O(N ) with P[Q] ≥
1−C(e−cN 2/5

) such that for all O = {oi,n}1≤i,n≤N ∈ Q the corresponding base change of {φn}
N
n=1, that is

ψn(x) :=
N∑

i=1

oi,nφi (x),

satisfies the following. For each m in the range 1≤ m ≤ N ,∥∥∥∥ N∑
n=1

anψn

∥∥∥∥
0∗

�

( N∑
n=1

a2
n

)1/2

for all vectors a ∈ RN such that support(a)≤ m. (We use support(a) to denote the number of nonzero
coordinates of a.)

The proof will build on arguments from [Bourgain 1989], although the estimates we obtain are
substantially stronger. We start by establishing a weaker result. For a fixed m in the range 1≤ m ≤ N ,
we let Sm ⊂ RN denote the subset of vectors b such that ‖b‖L2 ≤ 1 and support(b)≤ m. We then define

B(m,O) := sup
a∈Sm

∥∥∥∥ N∑
n=1

anψn

∥∥∥∥
0∗

.

Note that both the set Sm and the function 0∗ := 0√(2/5) log((N/m) log(N/m+1)) depend on m. Our first step
will be to establish the following.
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Proposition 8. For any 1≤ m ≤ N we have that

EO(N )B(m, O)� 1,

where the implied constant is independent of m and N.

This does not quite give Proposition 7, since there the claim is made with large probability and we
require the estimates to hold for all m simultaneously. The stronger claim, however, will be deduced later
from the weaker statement using the concentration of measure phenomenon on the orthogonal group.

We will need the following result, which is Lemma 5.5 from [Bourgain 1989], where it is attributed to
[Benyamini and Gordon 1981]. The result is a concatenation of Lemmas 1.10 and 1.12 in [Benyamini
and Gordon 1981]. These are due to [Chevet 1978] and [Marcus and Pisier 1981], respectively.

Lemma 9. Let X and Y be Banach spaces, and consider the operator

TO :=

N∑
i, j=1

oi j (x∗i ⊗ y j )

for O := (oi j )1≤i, j≤N ∈ O(N ), and where {x∗i }
N
i=1 (respectively {y j }

N
j=1) are sequences in X∗ (respectively

Y ). Then∫
O(N )
‖TO‖ ≤

Cα({x∗i }
N
i=1)

√
N

∫ ∥∥∥∥ N∑
j=1

g j (ω)y j

∥∥∥∥ dω+
Cα({y j }

N
j=1)

√
N

∫ ∥∥∥∥ N∑
i=1

gi (ω)x∗i

∥∥∥∥ dω, (4)

where

α({x∗i }): = sup
{(∑

|〈x∗i , x〉|2
)1/2

: x ∈ X, ‖x‖ ≤ 1
}
,

α({y j }): = sup
{(∑

|〈y j , y∗〉|2
)1/2

: y∗ ∈ Y ∗, ‖y∗‖ ≤ 1
}
,

and {gi }
N
i=1 is a system of independent Gaussians with mean zero and variance one. Note that the norms

in (4) refer, respectively, to the Banach spaces B(X, Y ), Y , and X∗.

Let `2
[N ] denote the set of real sequences a := {an}

N
n=1. We will denote by X the Banach space

obtained by considering this set with the norm ‖ ·‖[m] defined as follows. For a vector a, we define ‖a‖[m]
to be the infimum of positive c ∈R such that scaling the convex hull of Sm by c results in a set containing
a. We take Y to be the space of real-valued functions on T equipped with the Orlicz norm associated to
0∗.

Let x∗i (1≤ i ≤ N ) denote the canonical unit vectors in RN (which is naturally identified with the dual
space X∗). We have, from Lemma 9, that

EB(m,O)�
α({x∗i }

N
i=1)

√
N

E

∥∥∥∥∑ giφi

∥∥∥∥
0∗

+
α({φi }

N
i=1)

√
N

E

∥∥∥∥∑ gi x∗i

∥∥∥∥
X∗
.
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In order to establish Proposition 8, we need to show the above is� 1. This follows from the estimates

α({x∗i }
N
i=1)� 1, α({φi }

N
i=1)�

(
N
m

log
(

N
m
+ 1

))1/5

,

E

∥∥∥∥∑ giφi

∥∥∥∥
0∗

≤
√

N , E

∥∥∥∥∑ gi x∗i

∥∥∥∥
X∗
≤
√

m

√
log
(

N
m
+ 1

)
.

The first estimate above follows from the observation that the convex hull of Sm is contained in the `2

unit ball in RN . We will prove the others in the following lemmas.

Lemma 10. We have that E‖
∑

giφi‖0∗ �
√

N.

Proof.
Letting C be a positive constant, by Fubini’s theorem we have that

E

∫
T

e(
∑

giφi (x))2/(C N ) dµ=
∫

T

Ee(
∑

giφi (x))2/C N dµ.

Now, for each fixed x , we recall that
∑

i |φi (x)|2 ≤ N , so (1/
√

C N )
∑

giφi (x) is a Gaussian random
variable with mean 0 and variance at most 1/C . Thus,

∫
T

Ee(
∑

giφi (x))2/(C N ) dµ� 1 for an appropriate
choice of C .

Since e f 2/λ
≤ 1+e f 2

/λ for λ≥ 1, we have that infλ∈R+{
∫

T
e| f/λ|

2
dµ≤ 2}� 1+

∫
T

e| f |
2

dµ. Applying
this to f = (1/

√
C N )

∑
giφi , we have∥∥∥∥ 1
√

C N

∑
giφi

∥∥∥∥
0∗

≤

∫
T

e(
∑

giφi (x))2/(C N ) dµ.

Taking expectations on both sides, we have E‖
∑

giφi‖0∗ �
√

N , as required. �

Lemma 11. We have that α({φi }
n
i=1)� ((N/m) log(N/m+ 1))1/5.

Proof. From Lemma 4 it follows that ‖ f ‖0∗ ≤ ((N/m) log(N/m+ 1))1/5‖ f ‖L2 . Now

‖g‖0∗∗ = sup
f ∈0∗

〈 f, g〉
‖ f ‖0∗

≥
〈g, g〉
‖g‖0∗

�
‖g‖22

((N/m) log(N/m+ 1))1/5‖g‖L2
�

(
N
m

log
(

N
m
+ 1

))−1/5

‖g‖L2 .

Here we have used that each element of the dual space 0∗
∗

can be represented as integration against
a measurable function. This follows from standard properties of Orlicz spaces. In particular, see
Theorem 14.2 of [Krasnosel’skiı̆ and Rutickiı̆ 1961], since the modulus 0∗ satisfies the 12 condition.

It now follows that if ‖g‖0∗∗ ≤ 1, then ‖g‖L2� ((N/m) log(N/m+1))1/5. Thus by Bessel’s inequality
we have

α({φ j }) := sup
{(∑

|〈φi , g〉|2
)1/2

: g ∈ 0∗
∗
, ‖g‖0∗∗ ≤ 1

}
�

(
N
m

log
(

N
m
+ 1

))1/5

,

which completes the proof. �
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Lemma 12. E‖
∑

gi x∗i ‖X∗ ≤
√

m
√

log(N/m+ 1).

Proof. It follows from the definition of X∗ that

E

∥∥∥∥∑ gi x∗i

∥∥∥∥
X∗
= E sup

a∈Sm

∣∣∣∣∑ gi ai

∣∣∣∣.
(Note that taking the supremum over the convex hull of Sm would yield the same result.)

The latter quantity is well studied in the theory of Gaussian processes. Recall that Dudley’s bound
[1967] gives

�

∫
∞

0

√
log(N(Sm, ε)) dε,

where N(Sm, ε) denotes the number of `2 balls of radius ε needed to cover Sm . Now, clearly Sm is a
subset of the n-dimensional `2 unit ball. Thus log(N(Sm, ε)) = 0 for ε ≥ 1, and the above quantity is
equal to ∫ 1

0

√
log(N(Sm, ε)) dε.

Lemma 12 now follows from the following.

Lemma 13. For 0< ε ≤ 1, we have that

N(Sm, ε)�

(
N
m

)(
3
ε

)m

,

and thus

log N(Sm, ε)� m log
(

N
m
+ 1

)
+m log

(
3
ε

)
.

Proof. We prove the first inequality (the second follows by taking logarithms). We let K denote the
unit `2 ball in Rm . Then N(K , εK )≤ (3/ε)m , where N(K , εK ) denotes the number of translates of εK
needed to cover K . To see this, consider a maximal set of disjoint balls of radius ε/2 with centers in K .
Let T denote the set of their centers. By maximality, taking balls of radius ε around each point in T
yields a cover of K , and hence the cardinality of T is an upper bound on N(K , εK ). Now, the union of
all the disjoint balls of radius ε/2 with centers in T is a set with volume equal to |T | vol((ε/2)K ), where
|T | denotes the cardinality of T and vol((ε/2)K ) denotes the volume of the ball of radius ε/2. Since this
set is contained in (1+ ε/2)K , we have

N(K , εK )≤
vol((1+ ε/2)K )

vol((ε/2)K )
=
(1+ ε/2)m

(ε/2)m
=

(
1+

2
ε

)m

≤

(
3
ε

)m

whenever 0< ε ≤ 1.
Fix m coordinates and consider the associated m-dimensional `2 ball. We have shown that this can be

covered by (3/ε)m balls of radius ε. Summing over all
(N

m

)
such balls completes the proof. �

This completes the proof of Lemma 12 and hence the proof of Proposition 8. �
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3.1. Concentration of measure on O(n). In the prior section, we proved that for any 1 ≤ m ≤ N we
have EO(N )B(m, O)� 1. It follows from Markov’s inequality that, for some large universal C , we have
ν(A(m)) > 1

2 , where

A(m) := {O ∈ O(N ) : B(m, O)≤ C}

and ν(A(m)) denotes the measure of the set A(m) in O(N ).
Consider the Hilbert–Schmidt norm on the set of N × N matrices, ‖A‖HS := (

∑
1≤i, j≤N |Ai, j |

2)1/2.
We recall the concentration of measure inequality on the Orthogonal group; see [Milman and Schechtman
1986].

Lemma 14. Let ν denote the Haar measure on the orthogonal group O(N ) and A ⊂ O(N ) such that
ν(A) > 1

2 . Then

P[A ∈ O(N ) : inf
B∈Ac
‖A− B‖HS > ε] � e−cε2 N

for some absolute positive constant c.

For any N × N matrix M = {mi, j }, using the bounds from Lemma 4, we have∥∥∥∥ ∑
1≤i,n≤N

mi,naiφn

∥∥∥∥
0∗

�

(
N
m

log
(

N
m

))1/5(∑
n

(∑
i

mi,nai

)2)1/2

�

(
N
m

log
(

N
m

))1/5

‖M‖H S‖a‖`2 (5)

for all a ∈ RN . The final inequality follows from Cauchy–Schwartz.
Now consider A(m, ε) ⊂ O(N ), defined to be the set of all orthogonal matrices that differ from

an element of A(m) by a matrix with Hilbert–Schmidt norm at most ε. Using (5), we have that for
O ∈ A

(
m, (m/(N log(N/m)))1/5

)
, B(m, O) ≤ C ′, where C ′ is a new absolute constant. On the other

hand, denoting the complement of A
(
m, (m/(N log(N/m)))1/5

)
by Ac

(
m, (m/(N log(N/m)))1/5

)
, by

Lemma 14, we have

P

[
O ∈Ac

(
m,
(

m
N log(N/m)

)1/5)]
� e−cN 2/5

for some positive constant c.
Now to conclude the proof of Proposition 7, it suffices to find a sufficiently high probability set of

elements O ∈ O(N ) such that for every 1≤m ≤ N we have O ∈A
(
m, (m/(N log(N/m)))1/5

)
. However,

for sufficiently large N , we see from the union bound that

ν

( ⋃
1≤m≤N

Ac
(

m,
(

m
N log(N/m)

)1/5))
≤ Ne−cN 2/5

� e−c2 N 2/5
.

This completes the proof of Proposition 7.
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4. Maximal function decomposition

Proposition 15. For N fixed, let {φn(x)}Nn=1 be an ONS such that
∑N

n=1 |φn(x)|2 ≤ N. There exists
Q ⊂ O(N ) with P[Q] ≥ 1− C(e−cN 2/5

) such that for O ∈ Q the associated system 9(O) = {ψn}
N
n=1

satisfies the following property. For any f =
∑

anψn , letting m denote support({an}), we have that the
maximal function defined by

M f := sup
I⊆[N ]

∣∣∣∣∑
n∈I

anψn

∣∣∣∣
can be decomposed as M f := G̃ + Ẽ , where ‖G̃‖G � ‖ f ‖L2 and ‖Ẽ‖L2 � (m/N )c‖ f ‖L2 for some
universal constant c > 0.

To prove this, we fix Q ⊂ O(N ) from Proposition 7. We now decompose [N ] into a family of
subintervals according to a concept of mass defined with respect to the ai values. We define the mass of a
subinterval I ⊆ [N ] as M(I ) :=

∑
n∈I |an|

2. By normalization, we may assume that M([N ]) = 1. We
define I0,1 := [N ] and we iteratively define Ik,s , for 1≤ s ≤ 2k , as follows. Assuming we have already
defined Ik−1,s for all 1≤ s≤ 2k−1, we will define Ik,2s−1 and Ik,2s , which are subintervals of Ik−1,s . Ik,2s−1

begins at the left endpoint of Ik−1,s and extends to the right as far as possible while covering strictly less
than half the mass of Ik−1,s , while Ik,2s ends at the right endpoint of Ik−1,s and extends to the left as far as
possible while covering at most half the mass of Ik−1,s . More formally, we define Ik,2s−1 as the maximal
subinterval of Ik−1,s which contains the left endpoint of Ik−1,s and satisfies M(Ik,2s−1) <

1
2 M(Ik−1,s).

We also define Ik,2s as the maximal subinterval of Ik−1,s which contains the right endpoint of Ik−1,s and
satisfies M(Ik,2s)≤

1
2 M(Ik−1,s). We note that these subintervals are disjoint. We may express Ik−1,s as

Ik,2s−1∪ Ik,2s∪ ik,s , where ik,s ∈ Ik−1,s . In other words, ik,s denotes the single element which lies between
Ik,2s−1 and Ik,2s (note that such a point always exists because we have required that Ik,2s−1 contains
strictly less than half of the mass of the interval). Here it is acceptable, and in many instances necessary,
for some choices of the intervals in this decomposition to be empty. By construction we have that

M(Ik,s)≤ 2−k . (6)

We call an interval J ⊆ [N ] admissible if it is an element of the decomposition given above. We denote
the collection of admissible intervals by A. We additionally refer to the subset {Ik,s : 1≤ s ≤ 2k

} of A as
the admissible intervals on level k and the subset {ik,s : 1≤ s ≤ 2k

} as the admissible points on level k.
We note that every point in [N ] is an admissible point on some level. (Eventually, we have subdivided all
intervals down to being single elements.)

Now we write Ik := {Ik,s : 1≤ s ≤ 2k
}. We decompose this as Ia

k := {I ∈ Ik : |I | ≤ 2−k/2 N } and its
complement, Ib

k := {I ∈ Ik : |I |> 2−k/2 N }. Here, |I | denotes the number of nonzero ai values contained
in an interval I .

For J ⊆ [N ], we define

SJ (x)=
∑
n∈J

anψn(x).
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We also define

S̃J (x) :=max
I⊆J

∣∣∣∣∑
n∈I

anψn(x)
∣∣∣∣.

From Lemma 5 and Proposition 7, we deduce that SJ = G J + E J , where ‖G J‖G � ‖SJ‖L2 and
‖E J‖L2 � (|J |/N )c

′

‖SJ‖L2 for some positive constant c′. Our purpose now is to show a similar
decomposition for S̃J (x). Clearly, it suffices to show such a decomposition for a pointwise majorant.
Denote the decomposition of SIk,s by SIk,s := Gk,s + Ek,s , and the decomposition of Sik,s by Sik,s :=

Gik,s + Eik,s . Setting r = 3, for an interval J we have the following bound, where the sums below are
restricted to values of k, s such that Ik,s, ik,s ⊆ J :

S̃J (x)

�

∑
k

(∑
s

|Gk,s + Ek,s |
r
)1/r

+

∑
k

(∑
s

|Gik,s + Eik,s |
r
)1/r

�

(∑
k

(∑
s

|Gk,s |
r
)1/r

+

∑
k

(∑
s

|Gik,s |
r
)1/r)

+

(∑
k

(∑
s

|Ek,s |
r
)1/r

+

∑
k

(∑
s

|Eik,s |
r
)1/r)

=: G̃ J + Ẽ J . (7)

This follows from the observation that, for each point x , the maximizing subinterval I ⊆ J can be
decomposed as a union of admissible intervals and points with at most two intervals and points on each
level. The contribution on each level can then be bounded by a constant times the contribution from the
“worst” interval/point, which is in turn bounded by the quantity inside the sum over k above for each level k.

For an admissible interval J , we let k∗ denote the level of J . We note that the sums over k in (7)
range only over k ≥ k∗ (and the sums over s are also appropriately restricted). Next we show that
‖G̃ J‖G(c)�‖SJ‖L2 for some absolute constant c and ‖Ẽ J‖L2 � (|J |/N )c

′

‖SJ‖L2 .
Now let us estimate ‖Ẽ J‖L2 . We first estimate the contribution from the admissible points ik,s ∈ J .

We observe that ∥∥∥∥∑
k

(∑
s

|Eik,s |
r
)1/r∥∥∥∥

L2
≤

∑
k

∥∥∥∥(∑
s

|Eik,s |
r
)1/r∥∥∥∥

L2
.

Since r > 2, this is at most

∑
k

(∑
s

‖Eik,s‖
2
L2

)1/2

�

(
1
N

)c′∑
k

(∑
s

‖Sik,s‖
2
L2

)1/2

,

where the latter inequality follows from the definition of Eik,s .
Now since these sums only range over values of k, s such that ik,s ∈ J , we may split the sum over k

into two portions as

∑
k

(∑
s

‖Sik,s‖
2
L2

)1/2

=

k∗+10 log(N )∑
k=k∗

(∑
s

‖Sik,s‖
2
L2

)1/2

+

∑
k>k∗+10 log(N )

(∑
s

‖Sik,s‖
2
L2

)1/2

. (8)
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To bound the first quantity in (8), it suffices to observe that the inner quantity for each k is at most ‖SJ‖L2 ,
and hence its contribution is� log(N )‖SJ‖L2 � N ε

‖SJ‖L2 , for a constant ε < c′. (Thus we will adjust
the value of c′ for our final estimate by subtracting ε.)

To bound the second quantity in (8), we note that, for any ik,s ∈ J with k > k∗+ 10 log(N ), we have
‖Sik,s‖

2
L2 ≤ N−10

‖SJ‖
2
L2 . There are at most N points ik,s in the sum, and thus

∑
k>k∗+10 log(N )

(∑
s

‖Sik,s‖
2
L2

)1/2

� N−4
‖SJ‖L2 .

To estimate the contribution from the admissible intervals, we proceed as follows. For each k ≥ k∗, we
define I a

k (J ) to be the set of admissible intervals I on level k contained in J such that |I |< 2−(k−k∗)/2
|J |

and we let I b
k (J ) denote the set of remaining admissible intervals on level k contained in J . Note that

I a
k (J ) and I b

k (J ) are disjoint, and their union is the set of all admissible intervals on level k contained in
J . It thus suffices to estimate

Ẽa
J + Ẽb

J :=
∑
k≥k∗

( ∑
Ik,s∈I a

k (J )

|Ek,s |
r
)1/r

+

∑
k

( ∑
Ik,s∈I b

k (J )

|Ek,s |
r
)1/r

.

Now |I b
k (J )| ≤ 2(k−k∗)/2, and we also have

‖Ek,s‖L2 �

(
|J |
N

)c′

‖Sk,s‖L2 �

(
|J |
N

)c′

2−(k−k∗)/2
‖SJ‖L2 .

Since r > 2, we have∥∥∥∥∑
k≥k∗

( ∑
s∈I b

k (J )

|Ek,s |
r
)1/r∥∥∥∥

L2
≤

∑
k≥k∗

( ∑
s∈I b

k (J )

‖Ek,s‖
2
L2

)1/2

�

(
|J |
N

)c′

‖SJ‖L2

∑
j≥0

2− j/4
�

(
|J |
N

)c′

‖SJ‖L2 .

Next, we recall that I ∈ I a
k (J ) implies |I | ≤ 2−(k−k∗)/2

|J |. We have ‖SIk,s‖L2 � 2−(k−k∗)/2
‖SJ‖L2 .

Thus ‖Ek,s‖L2 � (|J |/N )c
′

2−c′(k−k∗)/2
‖SIk,s‖2� (|J |/N )c

′

2−(c
′
+1)(k−k∗)/2

‖SJ‖2.
We then have∥∥∥∥∑

k≥k∗

( ∑
Ik,s∈I a

k (J )

|Ek,s |
r
)1/r∥∥∥∥

L2
≤

∑
k≥k∗

( ∑
Ik,s∈I a

k (J )

‖Ek,s‖
2
L2

)1/2

�

(
|J |
N

)c′

‖SJ‖L2

∑
k≥k∗

2k−k∗2−(c
′
+1)(k−k∗)

�

(
|J |
N

)c′

‖SJ‖L2 .

Here we have used the fact that there are at most 2k−k∗ values of s such that Ik,s ⊆ J for each k ≥ k∗.
We can apply this for J = [N ] in particular, recalling that |J | denotes the number of nonzero ai values
contained in J , which in this case is m. This completes the proof that ‖Ẽ‖L2 � (m/N )c

′

‖ f ‖L2 for some
positive constant c′.

To show that ‖G̃‖G(c)� ‖ f ‖L2 for some universal constant c > 0, we will use the following lemma.
These implications and arguments are well known, however, we include a proof for completeness.
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Lemma 16. Let A denote a fixed, positive constant. For positive constants c,C , we define the following
sets of measurable functions:

S1(c): = { f : T→ R s.t. ‖ f ‖L p ≤ c
√

p A for all p ≥ 2},

S2(c,C): = { f : T→ R s.t. µ(| f | ≥ λ)≤ Ce−cλ2/A2
for all λ≥ 0},

S3(c): = { f : T→ R s.t. ‖ f ‖G(c) ≤ A},

where µ(| f | ≥ λ) denotes the measure of the subset of x ∈ T such that | f (x)| ≥ λ. Then, for any
c > 0, there exist positive constants c′,C ′, c′′ (depending only on c) such that S1(c) ⊆ S2(c′,C ′) and
S1(c)⊆ S3(c′′). Similarly, for any c,C > 0, there exist positive constants c′, c′′ (depending only on c,C)
such that S2(c,C)⊆ S1(c′) and S2(c,C)⊆ S3(c′′). Finally, for any c > 0, there exist positive constants
c′,C ′, c′′ (depending only on c) such that S3(c)⊆ S2(c′,C ′) and S3(c)⊆ S1(c′′).

Proof. Fixing c,C , we will determine c′ such that S2(c,C) ⊆ S3(c′) (for every A). We consider an
f ∈ S2(c,C). We consider c′ := d1d2 as a product of two variables d1, d2 whose values will be set later.

We assume d1 ≤ 1. We have∫
T

ec′| f |2/A2
dµ=

∫
T

ed1d2| f |2/A2
dµ≤ 1+ d1

∫
T

ed2| f |2/A2
dµ, (9)

using the inequality ex/a
≤ (1/a)ex

+ 1 for all a ≥ 1 and nonnegative x (this can be seen by considering
the Taylor expansion of ex ).

Now, we observe that∫
T

ed2| f |2/A2
dµ≤

∑
k≥0

∫
T

ed2| f |2/A2
· IA2k≤| f |2<A2(k+1) dµ≤

∑
k≥0

µ(| f |2 ≥ A2k)ed2(k+1),

where IA2k≤| f |2<A2(k+1) denotes the characteristic function of the set on which | f |2 takes values between
A2k and A2(k+1). Since f ∈ S2(c,C), we have µ(| f |2≥ A2k)≤Ce−ck for all k ≥ 0. Thus, we conclude∫

T

ed2| f |2/A2
dµ≤

∑
k≥0

Ce−ck+d2(k+1)
= Ced2

∑
k≥0

e−(c−d2)k =
Cec

ec−d2 − 1

whenever d2 < c. Setting d2 = c/2, we obtain the above quantity is ≤ Cec/(ec/2
− 1). Letting d1 =

min{1, (ec/2
− 1)/(Cec)}, we have

d1

∫
T

ed2| f |2/A2
≤ 1,

and hence
∫

T
ec′| f |2/A2

dµ− 1 ≤ 1 for c′ = d1d2, showing that f ∈ S3(c′). Note that c′ = d1d2 depends
only on c and C .

Conversely, we observe that, for every c > 0, S3(c)⊆ S2(c, 2). To see this, consider f ∈ S3(c). Then
we have ∫

T

ec| f |2/A2
dµ− 1≤ 1⇒

∫
T

ec| f |2/A2
dµ≤ 2.
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Thus, for any λ > 0,

µ(| f | ≥ λ)ecλ2/A2
≤

∫
T

ec| f |2/A2
dµ≤ 2.

It follows that f ∈ S2(c, 2).
For any c > 0, we will now show there exist c′,C such that S1(c) ⊆ S2(c′,C) (for every A). We

consider an f ∈ S1(c). This means that ‖ f ‖p
p ≤ cp p p/2 Ap for all p ≥ 2. Thus, for every λ > 0,

µ(| f | ≥ λ)λp
≤ (cA)p p p/2, which implies

µ(| f | ≥ λ)≤
(cA)p p p/2

λp . (10)

For a fixed λ, we may minimize this quantity over the choices of p ≥ 2. In the case that λ2/(ec2 A2)≥ 2,
we may set p equal to this value, and the quantity in (10) then becomes(

cA
λ

)λ2/(ec2 A2)(
λ2

ec2 A2

)λ2/(2ec2 A2)

= e−λ
2/(2ec2 A2).

Hence, by setting c′ = 1/(2ec2), we achieve µ(| f | ≥ λ)≤ e−c′λ2/A2
in these cases.

Now, when λ2/(ec2 A2) < 2, we note that e−c′λ2/A2
≥ e−c′(2ec2)

= e−1. Thus, setting C = e, we have
µ(| f | ≥ λ)≤ 1≤ Ce−c′λ2/A2

in these cases. Hence, in all cases, we have that

µ(| f | ≥ λ)≤ Ce−c′λ2/A2
,

so f ∈ S2(c′,C).
Conversely, for any c,C > 0, we will show that there exists c′ such that S2(c,C)⊆ S1(c′) for every A.

We consider an f ∈ S2(c,C). Then, for every λ ≥ 0, we have µ(| f | ≥ λ) ≤ Ce−cλ2/A2
. We fix p ≥ 2.

We observe that

‖ f ‖p
L p = p

∫
∞

0
λp−1µ(| f |> λ) dλ� p

∫
∞

0
λp−1e−cλ2/A2

dλ.

Substituting λ= t1/p, we see this equals ∫
∞

0
e−ct2/p/A2

dt. (11)

We note the identity (p/2)0(p/2)=
∫
∞

0 e−s2/p
ds where0 denotes the function0(z) :=

∫
∞

0 yz−1e−y dy.
Setting s = (c/A2)p/2t , we see that the quantity in (11) is equal to

c−p/2 Ap
∫
∞

0
e−s2/p

ds = c−p/2 Ap
(

p
2

)
0

(
p
2

)
.

By Sterling’s formula, 0(p/2)� p−1/2(p/(2e))p/2. Hence,

‖ f ‖L p � A
√

p(p1/(2p))� A
√

p,

as required. �
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Appealing to Lemma 16, we see that we may bound the quantity ‖G̃ J‖G(c) by considering the p norm.
We recall that

G̃ J =
∑

k

(∑
s

|Gk,s |
r
)1/r

+

∑
k

(∑
s

|Gik,s |
r
)1/r

,

where the sums are restricted to values of k, s such that Ik,s, ik,s ⊆ J . We let k∗ again denote the level of
J , so we are only summing over values k ≥ k∗.

By the triangle inequality, we have∥∥∥∥∑
k

(∑
s

|Gk,s |
r
)1/r

+

∑
k

(∑
s

|Gik,s |
r
)1/r∥∥∥∥

L p
≤

∑
k

∥∥∥∥(∑
s

|Gk,s |
r
)1/r∥∥∥∥

L p
+

∑
k

∥∥∥∥(∑
s

|Gik,s |
r
)1/r∥∥∥∥

L p
,

which, by another application of the triangle inequality, is equal to∑
k

∥∥∥∥∑
s

|Gk,s |
r
∥∥∥∥1/r

L p/r
+

∑
k

∥∥∥∥∑
s

|Gik,s |
r
∥∥∥∥1/r

L p/r
≤

∑
k

(∑
s

‖|Gk,s |
r
‖L p/r

)1/r

+

∑
k

(∑
s

‖|Gik,s |
r
‖L p/r

)1/r

=

∑
k

(∑
s

‖Gk,s‖
r
L p

)1/r

+

∑
k

(∑
s

‖Gik,s‖
r
L p

)1/r

.

Now, using that ‖Gk,s‖L p�
√

p‖SIk,s‖L2 and ‖Gik,s‖L p�
√

p‖Sik,s‖L2 , by Lemma 16 and ‖SIk,s‖L2�

‖SJ‖L22−(k−k∗)/2 and ‖Sik,s‖L2 �‖SJ‖L22−(k−k∗)/2, we have

‖G̃ J‖L p ≤

∑
k≥k∗

(∑
s

‖Gk,s‖
r
L p

)1/r

+

∑
k≥k∗

(∑
s

‖Gik,s‖
r
L p

)1/r

�
√

p‖SJ‖L2

∑
k≥k∗

(∑
s

2−r(k−k∗)/2
)1/r

.

Since the sum of s ranges over at most 2k−k∗ values (recall we only include values of s such that Ik,s ⊆ J )
and r > 2, this is

�
√

p‖SJ‖L2

∑
k≥k∗

2(k−k∗)(r−1
−2−1)

�
√

p‖SJ‖L2 .

It thus follows from Lemma 16 that

‖G̃ J‖G(c)�‖SJ‖L2

for some positive constant c. Lastly, we have that ‖G̃ J‖G�‖G̃ J‖G(c) from the definition of the Orlicz
norm.

5. Proof of the main result

We are now ready to prove the following.

Theorem 17. Let8 := {φn(x)}Nn=1 be an ONS such that
∑N

n=1 |φn(x)|2≤ N. Then there exists Q⊂O(N )
with P[Q] ≥ 1−Ce−cN 2/5

such that, for O ∈ Q, the alternate ONS 8(O) satisfies

‖V2 f ‖L2 �
√

log log(N )‖ f ‖L2 .
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Proof. Here we use the mass decomposition (into dyadic subintervals Ik,s) stated previously. We use the
following easily verified fact; see Lemma 29 of [Lewko and Lewko 2012a].

Lemma 18. For every J ⊆ [N ] (J 6=∅), there exist J̃`, J̃r ∈A and i J ∈ [N ] such that J̃ := J̃` ∪ i J ∪ J̃r

is an interval (that is, J`, i J , J` are adjacent), J ⊆ J̃ , and M( J̃ )≤ 2M(J ).

Without loss of generality, we set ‖ f ‖L2 = 1, and we have the pointwise inequality

|V2 f (x)|2�
∑
k,s

|S̃Ik,s IB(Ik,s)|
2
+

∑
k,s

|Sik,s |
2
+ log log(N ),

where B(Ik,s) ⊆ T is the set such that |S̃Ik,s (x)|
2
≥ C log log(N )M(Ik,s), for a fixed constant C whose

value will be chosen to be sufficiently large. Appealing to Proposition 15, for each Ik,s we can decompose
S̃Ik,s = G̃ Ik,s + Ẽ Ik,s . We then define BG(Ik,s) ⊆ T by |G̃ Ik,s (x)|

2
≥ (C/10) log log(N )M(Ik,s) and

BE(Ik,s)⊆ T by |Ẽ Ik,s (x)|
2
≥ (C/10) log log(N )M(Ik,s).

Clearly
∫ ∑

k,s |Sik,s |
2
≤ 1 is acceptable, so it suffices to show that∫

T

∑
k,s

|S̃Ik,s IB(Ik,s)|
2 dµ� 1.

Now, appealing to the decomposition above, we have∫
T

∑
k,s

|S̃Ik,s IB(Ik,s)|
2 dµ�

∫
T

∑
k,s

|G̃ Ik,s IBG(Ik,s)|
2 dµ+

∫
T

∑
k,s

|Ẽ Ik,s IBE (Ik,s)|
2 dµ.

First we estimate ∫
T

∑
k,s

|Ẽ Ik,s IBE (Ik,s)|
2 dµ�

∫
T

∑
k,s

|Ẽ Ik,s |
2 dµ.

Employing notation used above, we let I a
k := {Ik,s s.t. |Ik,s |≤2−k/2 N } and I b

k := {Ik,s s.t. |Ik,s |>2−k/2 N }.
Thus I ∈ I a

k implies |I | ≤ 2−k/2 N and |I b
k | ≤ 2k/2. We then have∫

T

∑
k,s

|Ẽ Ik,s |
2 dµ=

∫
T

∑
Ik,s∈I a

k

|Ẽ Ik,s |
2 dµ+

∫
T

∑
Ik,s∈I b

k

|Ẽ Ik,s |
2 dµ.

Using that I ∈ I a
k implies |I | ≤ 2−k/2 N , we have

∫
|Ẽ Ik,s |

2
� 2−c′k/2

‖SIk,s‖
2
L2 � 2−k−c′k/2. Thus∫

T

∑
Ik,s∈I a

k

|Ẽ Ik,s |
2 dµ�

∑
k

2−c′k/2
� 1.

Next, using that |I b
k | ≤ 2k/2 and

∫
|Ẽ Ik,s |

2
� 2−k , we have∫

T

∑
Ik,s∈I b

k

|Ẽ Ik,s |
2
�

∑
k

2−k/2
� 1.

Finally, we estimate ∫
T

∑
k,s

|G̃ Ik,s IBG(Ik,s)|
2 dµ.
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We can choose C sufficiently large so that |BG(Ik,s)| � 1/log10(N ) for all k, s (here, |BG(Ik,s)| denotes
the µ-measure). To see this, recall that ‖G̃ Ik,s‖G(c)�

√
M(Ik,s). By Lemma 16, there exists a constant

c′ > 0 such that
µ(|G̃ Ik,s | ≥ λ)� e−c′λ2/M(Ik,s)

for all λ≥ 0. Setting λ2
= (C/10) log log(N )M(Ik,s), we obtain

|BG(Ik,s)| � log(N )−c′C/10.

We can then choose C sufficiently large with respect to c′ to make this estimate� 1/log10(N ).
Now we split the sum at k = 100 log(N ) so∫

T

∑
k,s

|G̃ Ik,s IBG(Ik,s)|
2 dµ=

∫
T

∑
k,s

k≥100 log(N )

|G̃ Ik,s IBG(Ik,s)|
2 dµ+

∫
T

∑
k,s

k<100 log(N )

|G̃ Ik,s IBG(Ik,s)|
2 dµ.

By the Cauchy–Schwarz inequality,∫
T

∑
k,s

k<100 log(N )

|G̃ Ik,s IBG(Ik,s)|
2 dµ�

∑
k,s

‖G̃ Ik,s‖
2
4 ‖1BG(Ik,s)‖

2
4.

Now, by Lemma 16, we have ‖G̃ Ik,s‖
2
4� ‖SIk,s‖

2
L2 � 2−k , and, by the previous estimate, ‖IBG(Ik,s)‖

2
4�

1/log5(N ). Thus we have shown that the quantity above is

�
1

log5(N )

∑
k,s

k<100 log(N )

‖G̃ Ik,s‖
2
4�

1

log4(N )
� 1.

Lastly, let T ⊂ [N ] denote the set of indices appearing in some Ik,s for k ≥ 100 log(N ). Note that
any index will appear in at most N such intervals, and that M(Ik,s) ≤ N−100 if k ≥ 100 log(N ). Thus
|an|

2
� N−100 for n ∈ T . Thus we have∫

T

∑
k,s

k≥100 log(N )

|G̃ Ik,s IBG(Ik,s)|
2 dµ� N 2

∫
T

∑
n∈T

|anφn(x)|2 dµ� N−98
∫

T

∑
n∈T

|φn(x)|2 dµ� 1.

This completes the proof. �
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A PARTIAL DATA RESULT
FOR THE MAGNETIC SCHRÖDINGER INVERSE PROBLEM

FRANCIS J. CHUNG

This article shows that restricting the domain of the Dirichlet–Neumann map to functions supported on a
certain part of the boundary, and measuring the output on, roughly speaking, the rest of the boundary,
uniquely determines a magnetic Schrödinger operator. If the domain is strongly convex, either the subset
on which the Dirichlet–Neumann map is measured or the subset on which the input functions have support
may be made arbitrarily small. The key element of the proof is the modification of a Carleman estimate
for the magnetic Schrödinger operator using operators similar to pseudodifferential operators.

1. Introduction

Let n ≥ 2, and let � be a simply connected bounded domain in Rn+1 with smooth boundary. Suppose W
is a C2 vector field on Rn+1 and q is an L∞ function on Rn+1. Then define the magnetic Schrödinger
operator LW,q with magnetic potential W and electric potential q by

LW,q = (D+W )2+ q,

where D =−i∇. I will assume that q and W are such that zero is not an eigenvalue of LW,q on �. Then
the Dirichlet problem

LW,qu = 0, u|∂� = g

has a unique solution u ∈ H 1(�) for each g ∈ H 1/2(∂�). Therefore for g ∈ H 1/2(∂�), we can define the
Dirichlet–Neumann map 3W,q by

3W,q g = (∂ν + iW · ν)u|∂�,

where ν is the outward unit normal and u is the unique solution to the Dirichlet problem with boundary
value g. This gives a well-defined map from H 1/2(∂�) to H−1/2(∂�).

The basic inverse problem associated to the magnetic Schrödinger operator LW,q is to recover the
electric potential q and the magnetic field dW from knowledge of 3W,q . (Here dW makes sense by
identifying W with the 1-form W1dx1+· · ·+Wn+1dxn+1.) We cannot hope to recover W itself, since the
Dirichlet–Neumann map is invariant under the gauge transformation W 7→W+∇9 whenever 9 ∈C1(�)

and 9|∂� = 0. However, identifying dW identifies W up to this gauge transformation.

MSC2010: primary 35R30; secondary 35S99.
Keywords: inverse problems, partial data, Dirichlet–Neumann map, Carleman estimate, magnetic Schrödinger operator,

semiclassical analysis, pseudodifferential operators.
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This can be thought of as a generalization of the Calderón problem [1980], which can be written in
this form with W ≡ 0 in the case of smooth enough conductivity (see [Sylvester and Uhlmann 1987]).

Sylvester and Uhlmann [1987] showed that in the Calderón problem, the Dirichlet–Neumann map
determines q. For the magnetic Schrödinger problem, Sun showed that the Dirichlet–Neumann map
determines dW and q when W is small enough, in a certain sense. Nakamura, Sun, and Uhlmann
[Nakamura et al. 1995] removed the smallness assumption and showed that the Dirichlet–Neumann
map determines dW and q for W in C2 and q in L∞. Tolmasky [1998] and Salo [2004] improved the
regularity conditions on W to C2/3+ε and Dini continuous, respectively. Salo [2006] also gave a proof for
W ∈ C1+ε involving a reconstruction method.

Given that 3W,q determines dW and q, a further question might be whether partial knowledge of
3W,q determines dW and q . In particular, one might ask whether restricting the domain of the Dirichlet–
Neumann map to functions supported on a particular subset of the boundary still gives enough information
to determine dW and q. Alternatively, one might ask whether measuring the output of the Dirichlet–
Neumann map on a particular subset of the boundary still gives enough information to determine dW
and q.

Kenig, Sjöstrand, and Uhlmann [Kenig et al. 2007] proved a result for the Calderón problem addressing
both of these questions. Roughly speaking, they proved that restricting the domain of the Dirichlet–
Neumann map to functions supported on particular subsets of the boundary and measuring the output on
the rest of the boundary determines q . Together with Dos Santos Ferreira, they proved a similar result for
the magnetic Schrödinger problem in [Dos Santos Ferreira et al. 2007], but without being able to restrict
the domain of 3W,q . The main results of this paper are to impose that restriction, and thus show that a
result analogous to the one in [Kenig et al. 2007] also holds for the magnetic Schrödinger problem.

In order to describe these results more fully, we need to describe the subsets of the boundary involved.
Assume that x0 is not in the closure of the convex hull of �, and define the front and back of ∂� (with
respect to x0) by

∂�− =
{

x ∈ ∂� | (x − x0) · ν(x)≤ 0
}
, ∂�+ =

{
x ∈ ∂� | (x − x0) · ν(x)≥ 0

}
,

where ν(x) is the outward unit normal at x .
The main results of this paper are the following two theorems.

Theorem 1.1. Let W1 and W2 be C2 vector fields on �, and let q1 and q2 be L∞ functions on �. Let
0− ⊂ ∂� be a neighborhood of ∂�−, and let 0+ ⊂ ∂� be a neighborhood of ∂�+. Suppose

3W1,q1 g|0− =3W2,q2 g|0−

for all g ∈ H 1/2(∂�) with support contained in 0+.
Then q1 = q2 and dW1 = dW2.

Theorem 1.2. Let W1 and W2 be C2 vector fields on �, and let q1 and q2 be L∞ functions on �. Let
0+ ⊂ ∂� be a neighborhood of ∂�+, and let 0− ⊂ ∂� be a neighborhood of ∂�−. Suppose

3W1,q1 g|0+ =3W2,q2 g|0+
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for all g ∈ H 1/2(∂�) with support contained in 0−.
Then q1 = q2 and dW1 = dW2.

The second theorem is essentially the first theorem after the conformal transformation on � given
by inversion in x0. Imposing the condition W1 ≡ W2 ≡ 0 in these theorems would give the results
from [Kenig et al. 2007], and removing the restriction on the support of g would give the results from [Dos
Santos Ferreira et al. 2007].

Roughly speaking, the first theorem says that if the Dirichlet–Neumann map is known on a neighborhood
of the front for functions supported on a neighborhood of the back, then potentials can be determined.
The second theorem says something similar, but with the roles of the front and back reversed.

If the domain � is nice enough, then the front can be made arbitrarily small. For example, if � is
strongly convex (convex, and the intersection of the boundary with any tangent hyperplane to the boundary
consists only of one point), then the front can be contained in an arbitrarily small open subset of the
boundary, for the right choice of x0. This gives us the following corollary.

Corollary 1.3. Suppose � is a smooth bounded strongly convex domain in Rn+1. Let W1 and W2 be C2

vector fields on �, and let q1 and q2 be L∞ functions on �. Then for any nonempty open subset 01 of the
boundary, there exists a neighborhood 02 of 0c

1 := ∂� \01 such that if

3W1,q1 g|01 =3W2,q2 g|01

for all g ∈ H 1/2(∂�) with support contained in 02, then q1 = q2 and dW1 = dW2.
Alternatively, for any nonempty open subset 02 of the boundary, there exists a neighborhood 01 of 0c

2
in � such that if

3W1,q1 g|01 =3W2,q2 g|01

for all g ∈ H 1/2(∂�) with support contained in 02, then q1 = q2 and dW1 = dW2.

The first part of the corollary says that in particular, the Dirichlet–Neumann map can be measured on
an arbitrarily small subset of the boundary. The second part of the corollary says that alternatively, the
input functions may be restricted to an arbitrarily small subset of the boundary.

Theorem 1.2 can either be proved from Theorem 1.1 by the change of variables mentioned above,
or proved in the same manner as Theorem 1.1, making the changes indicated at the end of Section 8.
Therefore most of this paper will be devoted to proving Theorem 1.1. From here on, unless otherwise
noted, I will assume 0+, 0− and � are as in Theorem 1.1.

The key to the proof of Theorem 1.1 is the construction of complex geometrical optics (CGO) solutions
to the system

LW,qu = 0 on �, u|0c
+
= 0, (1-1)

where 0c
+
:= ∂� \0+. This in turn requires a Carleman estimate for LW,q , which can be described as

follows.
Let ϕ be a limiting Carleman weight on �; that is, a real-valued smooth function that has nonvanishing

gradient on � and satisfies
〈ϕ′′∇ϕ,∇ϕ〉+ 〈ϕ′′ξ, ξ〉 = 0
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whenever |ξ | = |∇ϕ| and ∇ϕ · ξ = 0. Define

Lϕ,W,q = h2eϕ/hLW,qe−ϕ/h .

Here h is a semiclassical parameter; from here on, all Sobolev spaces and Fourier transforms in this
paper are semiclassical, unless otherwise specified, with h being the semiclassical parameter. Thus ‖u‖H1

means the norm defined by
‖u‖2H1 = ‖u‖2L2 +‖h∇u‖2L2,

and ‖u‖H−1 means the dual norm to this, and so forth.
Then we have the following Carleman estimate.

Theorem 1.4. Suppose�′ is a smooth domain with�⊂�′ and ∂�′∩∂�=0c
+

, where 0+ is as described
in Theorem 1.1. Then if w ∈ C∞0 (�),

h‖w‖L2(�) . ‖Lϕ,W,qw‖H−1(�′).

The proof of this theorem is the main new ingredient in this paper. It differs from the Carleman estimate
in [Dos Santos Ferreira et al. 2007] in that this one can be used in a Hahn–Banach argument to give
solutions that vanish on E . The rest of the proof of Theorem 1.1 follows the proofs in [Kenig et al. 2007;
Dos Santos Ferreira et al. 2007] fairly closely. Thus, the next seven sections will be devoted to the proof
of Theorem 1.4. In Section 9, I will use this estimate to construct CGO solutions to (1-1). Once these
are constructed, the proof of Theorem 1.1 follows by an argument more or less identical to that in [Dos
Santos Ferreira et al. 2007]. This argument is outlined in Section 10 for completeness.

2. Outline of the proof of Theorem 1.4

In order to outline the proof of Theorem 1.4, I will give a rough sketch of the proof for a special case.
Choose Cartesian coordinates (x, y) on Rn+1 such that x ∈ Rn, y ∈ R, and suppose that � lies in the set
Rn+1
+ = {y > 0}, with a subset of ∂� lying on the hyperplane {y = 0}. Label the subset ∂�∩ {y = 0}

by 0c
+

. Then I want to show that

h‖w‖L2(�) . ‖Lϕ,W,qw‖H−1(Rn+1
+ )

for w ∈ C∞0 (�) and ϕ(x, y)= y. The starting point is the following estimate. Define

Lϕ = h2eϕ/h
4e−ϕ/h

and

Lϕ,ε = eϕ
2/2εLϕe−ϕ

2/2ε.

Proposition 2.1 [Dos Santos Ferreira et al. 2007, Equation (2.12)]. If ϕ is a limiting Carleman weight,
and w ∈ C∞0 (�), then

h
√
ε
‖w‖H1(�) . ‖Lϕ,εw‖L2(�).
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A note on inequalities here: inequalities of the form F(w, h). G(w, h) mean that there exists h0 > 0
independent of w such that for h ≤ h0, the inequality F(w, h) ≤ CG(w, h) holds for some positive
constant C independent of w and h. In the case of this inequality, the constant implied in the . sign is
independent of ε as well.

Now set ϕ(x, y) = y and define a new domain �2 such that � ⊂ �2 ⊂ Rn+1
+ , with 0c

+
⊂ ∂�2.

Proposition 2.1 still holds on �2. Now the objective is to find an operator J with the following properties.

(1) J has a right inverse, denoted by J−1, and J−1 preserves smoothness.

(2) J and J−1 preserve support with respect to y in the positive direction: if the support of u is in the
set {y ≥ y0}, so are the supports of Ju and J−1u.

(3) The commutators of J with differential operators behave as though J were a semiclassical pseudo-
differential operator of order 1.

(4) J is bounded from H 1(Rn+1
+ ) to L2(Rn+1

+ ).

(5) ‖Ju‖H−1(Rn+1
+ ) ' ‖u‖L2(Rn+1

+ ).

If such an operator existed, the argument could go like this: Supposew∈C∞0 (�), and let χ ∈C∞(Rn+1
+ )

be a cutoff function that is identically one on � but supported within �2. Then χ J−1w ∈ C∞0 (�2), so it
can be plugged into Proposition 2.1 to give

h
√
ε

∥∥χ J−1w
∥∥

H1(�2)
.
∥∥Lϕ,εχ J−1w

∥∥
L2(�2)

.

Here we are using property (1) to get J−1 and property (2) to ensure that χ J−1w has the right support.
Now we can use property (4) on the left and (5) on the right to get

h
√
ε

∥∥Jχ J−1w
∥∥

L2(Rn+1
+ )
.
∥∥JLϕ,εχ J−1w

∥∥
H−1(Rn+1

+ )
.

The commutator properties tell us that this is

h
√
ε
‖w‖L2(Rn+1

+ ) . ‖Lϕ,εw‖H−1(Rn+1
+ ),

with error terms small enough to hide in the left side, for ε small enough. Then Lϕ,εw =Lϕ,ε,W,qw up to
a similarly permissible error, where

Lϕ,ε,W,q = eϕ
2/2εLϕ,W,qe−ϕ

2/2ε,

and noting that eϕ
2/2ε is smooth and bounded on � finishes the proof.

It still remains, of course, to find the magic operator J . Consider the operator J defined by

Ĵ u(ξ, y)= (h∂y + F(ξ))û(ξ, y),
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where the hat ˆ signifies the semiclassical Fourier transform in the x variables, and F is a smooth function
on Rn such that

∣∣F(ξ)− (1+ |ξ |)∣∣≤ δ for some small δ. This has a right inverse J−1 given by

Ĵ−1u(ξ, y)=
1
h

∫ y

0
û(ξ, t)eF(ξ)(t−y)/h dt,

which satisfies property (1). Now it is relatively straightforward to see that properties (2) and (4) are
satisfied, and with a little more work, we can obtain the kind of commutator properties needed for
property (3).

Unfortunately, property (5) fails to hold in general. Instead we have a new property (5′), that

‖Ju‖H−1(Rn+1
+ ) ' ‖u− gu‖L2(Rn+1

+ )

where

ĝu(ξ, y)=
2F(ξ)

h

∫
∞

0
û(ξ, t)e−F(ξ)(t+y)/h dt.

However, the proof only relies on property (5) applied to functions u of the form u = Lϕ,εv, where
v ∈ C∞0 (�2). For these functions,

ĝu(ξ, y)=
2F(ξ)

h

∫
∞

0
L̂ϕ,εv(ξ, t)e−F(ξ)(t+y)/h dt,

where
L̂ϕ,εv(ξ, t)=

(
h2∂2

t − 2h∂t + 1− |ξ |2
)
v̂(ξ, t)

plus some acceptably small error. The idea is now that by using integration by parts, together with a good
choice of F , we can get gu to be small enough that

‖Ju‖H−1(Rn+1
+ ) ' ‖u‖L2(Rn+1

+ ).

To do this, we can split up v as v = v1+ v2, where v̂1(ξ, t) is supported only for |ξ | ≤ 1
2 , and v̂2(ξ, t) is

supported only for |ξ | > 1
3 , say. Then gu = γ1+ γ2, where γ j is the part that corresponds to v j . Then

for γ̂1, integration by parts gives

2F(ξ)
h

∫
∞

0

(
F(ξ)2− 2F(ξ)+ 1− |ξ |2

)
v̂1(ξ, t)e−F(ξ)(t+y)/h dt

plus an acceptably small error, and then using the fact that F is close to 1+ |ξ | gives

‖γ1‖L2(Rn+1
+ ) . δ‖v1‖H2(Rn+1

+ ).

Since v1 is only supported for small frequencies, the operator Lϕ,ε is invertible on the support of v1, so

‖γ1‖L2(Rn+1
+ ) . δ‖Lϕ,εv1‖L2(Rn+1

+ ).

Meanwhile, in the large frequency case, we can factor L̂ϕ,ε as(
h∂t − (1+ |ξ |)

)(
h∂t − (1− |ξ |)

)
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up to some acceptably small error, and do integration by parts only with the first factor. (The nonsmoothness
of |ξ | will cause trouble in the factoring at small frequencies, which is the reason for splitting up the
argument like this.) Then γ̂2 becomes

2F(ξ)
h

∫
∞

0

(
F(ξ)− (1+ |ξ |)

)(
h∂t − (1− |ξ)

)
v̂2(ξ, t)e−F(ξ)(t+y)/h dt

plus some good enough error, and so we get something like

‖γ2‖L2(Rn+1
+ ) . δ‖z‖H1(Rn+1

+ ),

where ẑ =
(
h∂t − (1− |ξ |)

)
v̂2. Since Lϕ,εv ∼

(
h∂t − (1+ |ξ |)

)
z, and the operator h∂t − (1+ |ξ |) is well

behaved, we can get
‖γ2‖L2(Rn+1

+ ) . δ‖Lϕ,εv2‖L2(Rn+1
+ ).

Adding these two parts together and using some commutator estimates on the right side gives

‖gu‖L2(Rn+1
+ ) . δ‖u‖L2(Rn+1

+ ),

so
‖Ju‖H−1(Rn+1

+ ) ' ‖u‖L2(Rn+1
+ )

for u of this form. This finishes the argument. Changes in Lϕ,ε of O(δ), roughly speaking, do not affect
the argument. Therefore the argument still works if 0c

+
coincides with a graph of the form y = f (x), as

long as ∇ f is small enough, by using a change of variables that flattens 0c
+

while making only O(δ)
changes to Lϕ,ε.

These ideas are the basis of the argument used to prove Theorem 1.4. There are three key changes
that make everything much more complicated, however. Firstly, in order to achieve results of the form of
Theorems 1.1 and 1.2, we will need to work with the logarithmic weight ϕ = log |x− x0|, and in spherical
coordinates centered at x0. Then we will work with 0c

+
’s that coincide with graphs of the form r = f (θ),

and work with small subsets on which the spherical coordinates look nearly Euclidean. Secondly, instead
of looking at cases where ∇ f is small, we will treat cases where ∇ f is almost constant. This argument
works nearly the same way as the argument outlined above, but requires us to use operators that depend
on that constant. In fact, we will need to split the small and large frequency cases much earlier in the
argument, and introduce separate operators Js and J` for the two cases. Thirdly, we will need to glue
together many such estimates at the end of the proof to get Theorem 1.4.

The proof will be presented over the next six sections. In Section 3, I will state the small subset
version of the Carleman estimate, and begin the proof by making the change of variables to “flatten”
0c
+

appropriately. In Section 4, I will split up the problem into separate propositions for the small and
large frequency cases, and show that the proofs of these propositions suffice. In Section 5, I will prove
analogues of properties (1) through (2) and (5′) for operators of a certain form. Section 6 then contains
the small frequency argument, and Section 7 contains the large frequency argument, thus finishing the
proof of the small subset version of the Carleman estimate. Finally, in Section 8, I will glue together the
small subset estimates in the appropriate way to prove Theorem 1.4.
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3. An initial Carleman estimate

For the rest of this paper, we will fix ϕ to be the logarithmic weight ϕ(x)= log |x − x0| unless otherwise
stated. Without loss of generality, we will also assume that x0 = 0.

To begin, we should fix coordinates on Rn+1. Since 0 is outside the convex hull of �, there must exist
r0 > 0 such that � lies outside the ball of radius r0 centered at the origin. Moreover, � must lie entirely on
one side of a hyperplane through the origin. If we choose Cartesian coordinates x1, . . . , xn+1 on Rn+1 such
that� lies entirely in the half-space {xn+1> 0}, then we can define a map σ : (Rn

\ Br0,0)∩ {xn+1 > 0}→
[r0,∞)× (0, π)× · · ·× (0, π) by

σ(x1, . . . , xn+1)= (r, θ1, . . . , θn),

where
x1 = r cos θ1,

x2 = r sin θ1 cos θ2,

...

xn = r sin θ1 . . . sin θn−1 cos θn,

xn+1 = r sin θ1 . . . sin θn.

This fixes a set of spherical coordinates on (Rn
\ Br0,0)∩{xn+1 > 0}. On any compact subset of this space,

σ is a diffeomorphism with bounded derivatives; the singularities in σ occur in the other half-space.
Now we can begin by proving the following special version of Theorem 1.4.

Proposition 3.1. Suppose that f : Sn
→ (r0,∞) is a C∞ function such that � lies entirely in the region

AO = {(r, θ) | r ≥ f (θ)} ⊂ Rn+1, and 0c
+

is a subset of the graph r = f (θ). Suppose also that for all
(r, θ) ∈�,

| sin θ j − 1| ≤ µ for j = 1, . . . , n− 1 (3-1)

and

|∇Sn log f − K en|Sn ≤ µ, (3-2)

where en is the vector field on Sn given in coordinates by (0, . . . , 0, 1), and ∇Sn and | · |Sn indicate the
gradient and metric on the unit sphere. Then if w ∈ C∞0 (�), then

h
√
ε
‖w‖L2(�) . ‖Lϕ,εw‖H−1(AO ).

The inequality (3-1) is designed to force the metric on the unit sphere on the set

{θ ∈ Sn
| (r, θ) ∈� for some r}

to be nearly Euclidean, and the inequality (3-2) is designed to ensure that ∇Sn log f is nearly constant
on �.
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To prove this, we will need to do some work with a domain �2 that is slightly larger than �, but still
bounded. Take �2 ⊂ AO to be a smooth bounded domain that contains � such that 0c

+
⊂ ∂�2. We can

pick �2 to lie in (Rn
\ Br0,0)∩ {xn+1 > 0}, with

| sin θ j − 1| ≤ 2µ for j = 1, . . . , n− 1

and
|∇Sn log f − K en|Sn ≤ 2µ

for all (r, θ) ∈�2.
Recall that Proposition 2.1, proved in [Dos Santos Ferreira et al. 2007], says that if w ∈ C∞0 (�2), then

h
√
ε
‖w‖H1(�2) . ‖Lϕ,εw‖L2(�2).

We can make a change of variables using the map (r, θ) 7→ (r/ f (θ), θ). This is a diffeomorphism
from AO to Rn+1

\ B, where B is the open ball of radius 1 centered at the origin, with the inverse map
(r, θ) 7→ (r f (θ), θ). Let �̃ and �̃2 be the images of � and �2 under this map. This diffeomorphism
maps 0c

+
to a part of the unit sphere Sn , thus “flattening” it out appropriately. This change of variables

leaves the θ variables alone, so it is still the case that �̃2 lies in (Rn+1
\ B)∩ {xn+1 > 0}, with

| sin θ j − 1| ≤ 2µ for j = 1, . . . , n− 1

and
|∇Sn log f − K en|Sn ≤ 2µ

for all (r, θ) ∈ �̃2.

Lemma 3.2. For w ∈ C∞0 (�̃2),

h
√
ε
‖w‖H1(�̃2)

. ‖L̃ϕ,εw‖L2(�̃2)
, (3-3)

where

L̃ϕ,ε =
(
1+ |∇Sn log f (θ)|2Sn

)
h2∂2

r −
2
r

(
α+ (∇Sn log f (θ))·Sn h∇Sn

)
h∂r +

1
r2 (α

2
+ h2
4Sn )

and α = 1+ (h/ε) log(r f (θ)). Here ∇Sn is the gradient operator on the unit sphere; | · |Sn and ·Sn indicate
the use of the Riemannian metric on Sn , and 4Sn is the Laplace–Beltrami operator on the unit sphere Sn .

Proof. Let v ∈ C∞0 (�2), and let
ṽ(r, θ)= v(r f (θ), θ).

Then ṽ ∈ C∞0 (�̃2). By a change of variables,

‖ṽ‖L2(�̃2)
' ‖v‖L2(�2)

and
‖ṽ‖H1(�̃2)

' ‖v‖H1(�2).

The constants implied in the ' sign depend on f .
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Since Lϕ,εv ∈ C∞0 (�2), we have that L̃ϕ,εv ∈ L2(�̃2) and ‖Lϕ,εv‖L2(�2) ' ‖L̃ϕ,εv‖L2(�̃2)
. Therefore,

by Proposition 2.1,
h
√
ε
‖ṽ‖H1(�̃2)

. ‖L̃ϕ,εv‖L2(�̃2)
.

Now a calculation shows that

Lϕ,ε = h2∂2
r − r−1

(
2− hn+ 2

h
ε

log r
)

h∂r + r−2(1+ h2
4Sn )

+ r−2
(

h− hn+
h2

ε2

(
(log r)2− ε

)
+

h2

ε
log r + (2− hn)

h
ε

log r
)
,

and then that

L̃ϕ,εv = f −2(θ)L̃ϕ,εṽ− hE ṽ,

where L̃ϕ,ε is as in the statement of the lemma and E is a first-order semiclassical differential operator
with coefficients that have bounds independent of h and ε. Therefore

h
√
ε
‖ṽ‖H1(�̃2)

.
∥∥ f −2(θ)L̃ϕ,εṽ

∥∥
L2(�̃2)

+ h‖ṽ‖H1(�̃2)
.

For small enough ε, the last term on the right side can be absorbed into the left side. Moreover, | f −2
|

is bounded above, so
h
√
ε
‖ṽ‖H1(�̃2)

. ‖L̃ϕ,εṽ‖L2(�̃2)

for all v ∈ C∞0 (�2). Now any w ∈ C∞0 (�̃2) can be written as ṽ for some v ∈ C∞0 (�2) just by taking
v(r, θ)= w(r/ f (θ), θ). This finishes the proof. �

We can now make a second change of variables by thinking of the coordinate map σ as a map from
�̃2 to a subset of Rn+1

1+ = {(r, θ) ∈ R×Rn
| r ≥ 1}. This gives us that for w ∈ C∞0 (σ (�̃2)),

h
√
ε
‖w‖H1(σ (�̃2))

. ‖Lϕ,ε,σw‖L2(σ (�̃2))
, (3-4)

where

Lϕ,ε,σ = (1+ |γ f |
2)h2∂2

r −
2
r
(α+β f · h∇θ )h∂r +

1
r2 (α

2
+ h2L Sn ), (3-5)

β f is a vector field on Rn+1
1+ that equals the coordinate expression of ∇Sn log f (θ) on σ(�̃2), γ f is a

function on Rn+1
1+ that agrees with the coordinate expression of |∇Sn log f (θ)|Sn on σ(�̃2), and L Sn is a

second-order differential operator on Rn+1
1+ that agrees with the coordinate expression of the Laplacian on

the sphere on σ(�̃2).
To avoid the clumsy buildup of modifiers to � and �2, I will let U denote σ(�̃) and U2 denote σ(�̃2).
The hypotheses in Proposition 3.1 imply that on U2,

|β f − (0, . . . , 0, K )| ≤ Cµ (3-6)
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and
|γ f − K | ≤ Cµ (3-7)

and if
h2L Sn = a1h2∂2

θ1
+ · · ·+ anh2∂2

θn
+ b1h2∂θ1 + · · ·+ bnh2∂θn ,

then
|a j − 1| ≤ Cµ (3-8)

for some constant Cµ that goes to zero if µ goes to zero. Cµ may depend on K , but we are treating K as
fixed, so this will be fine. We may as well assume that β f , γ f , and the coefficients of L Sn are extended to
the rest of Rn+1

1+ in such a way that these conditions continue to hold. In particular, this means that L Sn is
“close” to the ordinary Laplacian on Euclidean space.

4. Small and large frequency cases

To continue the proof of Proposition 3.1, I want to divide w into small and large frequency parts and
prove an estimate for each part separately. Recall that Rn+1

1+ = {(r, θ) | θ ∈ Rn, r ≥ 1}. Let S(Rn+1
1+ ) be

the restrictions to Rn+1
1+ of Schwartz functions on Rn+1. Note that functions in C∞0 (U2) are in S(Rn+1

1+ ).
Let c1 and c2 be such that

|K |2

1+ |K |2
< c1 < c2 ≤

1
2
+

|K |2

2(1+ |K |2)
< 1,

and let δ1 and δ2 be such that δ2 > δ1 > 0. Let ρ ∈ C∞0 (R
n) be a cutoff function such that ρ(ξ) = 0 if

|ξ |2 > c2 or |ξn|> δ2, and ρ(ξ)= 1 if |ξ |2 ≤ c1 or |ξn| ≤ δ1.
Let the hat ˆ indicate the semiclassical Fourier transform in the θ variables only. (In general, Fourier

transforms here will be in the θ variables only unless otherwise indicated.) For w ∈ C∞0 (U ), define ws

and w` by ŵs = ρ(ξ)ŵ and ŵ` = (1− ρ(ξ))ŵ, so w = ws +w`.

Lemma 4.1. There exist µ0 > 0 and choices of c1, c2, δ1, and δ2 such that if (3-6)–(3-8) hold for some
µ≤ µ0, then

h
√
ε
‖ws‖L2(Rn+1

1+ )
. ‖Lϕ,ε,σws‖H−1(Rn+1

1+ )
+ h‖w‖L2(U )

for all w ∈ C∞0 (U ), where ws is defined as above.

Lemma 4.2. There exists µ0 > 0 such that if (3-6)–(3-8) hold for some µ≤ µ0, then

h
√
ε
‖w`‖L2(Rn+1

1+ )
. ‖Lϕ,ε,σw`‖H−1(Rn+1

1+ )
+ h‖w‖L2(U )

for all w ∈ C∞0 (U ), where w` is defined as above.

Taken together, these two lemmas imply Proposition 3.1. To see why, first we need a lemma.
Let m, k ≥ 0 be integers. Suppose a(x, ξ, y) is a smooth function on Rn

×Rn
×R that satisfies the

bounds ∣∣∂βx ∂αξ ∂ j
y a(x, ξ, y)

∣∣≤ Cα,β(1+ |ξ |)m−α
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for all multi-indices α and β, and for 0 ≤ j ≤ k. In other words, each ∂ j
y a(x, ξ, y) is a symbol on Rn

of order m, with bounds uniform in y, for 0 ≤ j ≤ k. Then we can define an operator A on Schwartz
functions in Rn+1 by applying the pseudodifferential operator on Rn with symbol a(x, ξ, y) to f (x, y)
for each fixed y. More generally, we can also define operators A j on Schwartz functions in Rn+1 by
applying the pseudodifferential operator on Rn with symbol ∂ j

y a(x, ξ, y) to f (x, y) for each fixed y, for
0≤ j ≤ k.

Lemma 4.3. Let A be defined as above. Then A extends to a bounded operator from H k+m(Rn+1) to
H k(Rn+1).

Proof. Since k ∈ Z, k ≥ 0,

‖A f ‖2H k(Rn+1)
=

∑
0≤|α|+ j≤k

∥∥h|α|+ j∂αx ∂
j
y A f

∥∥2
L2(Rn+1)

.

Now ∂
j
y A( f ) is a sum of terms of the form

A j1∂
j2
y f,

where j1+ j2 = j ≤ k. Therefore ‖A f ‖2H k(Rn+1)
is bounded by a sum of terms of the form∥∥h|α|+ j1+ j2∂αx A j1∂

j2
y f

∥∥2
L2(Rn+1)

,

where |α| + j1+ j2 ≤ k. Then∥∥h|α|+ j1+ j2∂αx A j1∂
j2
y f

∥∥2
L2(Rn+1)

=

∫
R

∫
Rn

∣∣h|α|+ j1+ j2∂αx A j1∂
j2
y f

∣∣2 dx dy

≤

∫
R

∥∥h j1+ j2 A j1∂
j2
y f

∥∥2
H |α|(Rn)

dy.

Then by the boundedness of A j1 , this is bounded above by∫
R

∥∥h j2∂ j2
y f

∥∥2
H |α|+m(Rn)

dy,

which in turn is bounded above by∥∥h j2∂ j2
y f

∥∥2
H |α|+m(Rn+1)

≤ ‖ f ‖2H |α|+m+ j2 (Rn+1)
≤ ‖ f ‖2H k+m(Rn+1)

.

Therefore
‖A f ‖2H k(Rn+1)

. ‖ f ‖2H k+m(Rn+1)
.

Then a density argument finishes the proof. �

Proof of Proposition 3.1. Adding the estimates from Lemmas 4.1 and 4.2 gives

h
√
ε

(
‖ws‖L2(Rn+1

1+ )
+‖w`‖L2(Rn+1

1+ )

)
. ‖Lϕ,ε,σws‖H−1(Rn+1

1+ )
+‖Lϕ,ε,σw`‖H−1(Rn+1

1+ )
+ h‖w‖L2(U ).

Since ws +w` = w,

h
√
ε
‖w‖L2(U ) . ‖Lϕ,ε,σws‖H−1(Rn+1

1+ )
+‖Lϕ,ε,σw`‖H−1(Rn+1

1+ )
+ h‖w‖L2(U ).
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For small enough ε, we can absorb the last term into the left side to give

h
√
ε
‖w‖L2(U ) . ‖Lϕ,ε,σws‖H−1(Rn+1

1+ )
+‖Lϕ,ε,σw`‖H−1(Rn+1

1+ )
.

Since (1+ |γ f |
2) > 1+ K 2

−Cµ, for µ small enough, we have

h
√
ε
‖w‖L2(U ) .

∥∥(1+ |γ f |
2)−1Lϕ,ε,σws

∥∥
H−1(Rn+1

1+ )
+
∥∥(1+ |γ f |

2)−1Lϕ,ε,σw`
∥∥

H−1(Rn+1
1+ )
.

Now ws = Pw, where P is the semiclassical pseudodifferential operator of order 0 on Rn with symbol
ρ(ξ). The operator P commutes with ∂r , and its commutators with differential operators in the θ variables
are, for each fixed r ∈ [1,∞), semiclassical pseudodifferential operators on Rn that satisfy the conditions
of Lemma 4.3. Therefore∥∥(1+ |γ f |

2)−1Lϕ,ε,σws
∥∥

H−1(Rn+1
1+ )
=
∥∥(1+ |γ f |

2)−1Lϕ,ε,σ Pw
∥∥

H−1(Rn+1
1+ )

.
∥∥P(1+ |γ f |

2)−1Lϕ,ε,σw
∥∥

H−1(Rn+1
1+ )
+ h‖E0h∂r + E1w‖H−1(Rn+1

1+ )
,

where E1 and E0, for each fixed r ∈ [1,∞), are semiclassical pseudodifferential operators on Rn

of order 1 and 0 and satisfy the conditions of Lemma 4.3. There is no hE−1h2∂2
r in the error term

because the coefficient of h2∂2
r in (1+ |γ f |

2)−1Lϕ,ε,σ is just 1. Now E∗1 and E∗0 are also semiclassical
pseudodifferential operators on Rn of order 1 and 0, for each fixed r ∈ [1,∞), and satisfy the conditions
of Lemma 4.3.

Therefore, by Lemma 4.3, E∗1 is bounded from H 1
0 (R

n+1
1+ ) to L2(Rn+1

1+ ), so by duality, E1 is bounded
from L2(Rn+1

1+ ) to H−1(Rn+1
1+ ).

Also, E∗0 is bounded from H 1(Rn+1
1+ ) to H 1(Rn+1

1+ ) and takes functions with trace 0 on the boundary
of Rn+1

1+ to other functions with trace 0 on the boundary of Rn+1
1+ , so by duality, E0 is bounded from

H−1(Rn+1
1+ ) to H−1(Rn+1

1+ ). Therefore∥∥(1+ |γ f |
2)−1Lϕ,ε,σws

∥∥
H−1(Rn+1

1+ )
.
∥∥P(1+ |γ f |

2)−1Lϕ,ε,σw
∥∥

H−1(Rn+1
1+ )
+ h‖w‖L2(Rn+1

1+ )
.

Now by Lemma 4.3, P is bounded from H 1(Rn+1
1+ ) to H 1(Rn+1

1+ ). Also, if u has trace zero on the boundary
of Rn+1

1+ , then so does Pu, so P is bounded from H 1
0 (R

n+1
1+ ) to H 1

0 (R
n+1
1+ ). Since ρ is real-valued, P is

also self-adjoint, so by duality, P is bounded from H−1(Rn+1
1+ ) to H−1(Rn+1

1+ ). Therefore∥∥(1+ |γ f |
2)−1Lϕ,ε,σws

∥∥
H−1(Rn+1

1+ )
.
∥∥(1+ |γ f |

2)−1Lϕ,ε,σw
∥∥

H−1(Rn+1
1+ )
+ h‖w‖L2(Rn+1

1+ )
,

and thus
‖Lϕ,ε,σws‖H−1(Rn+1

1+ )
. ‖Lϕ,ε,σw‖H−1(Rn+1

1+ )
+ h‖w‖L2(Rn+1

1+ )
.

Similarly,
‖Lϕ,ε,σw`‖H−1(Rn+1

1+ )
. ‖Lϕ,ε,σw‖H−1(Rn+1

1+ )
+ h‖w‖L2(Rn+1

1+ )
.

Therefore
h
√
ε
‖w‖L2(U ) . ‖Lϕ,ε,σw‖H−1(Rn+1

1+ )
+ h‖w‖L2(U ).
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Again the last term can be absorbed into the left side for small enough ε, so

h
√
ε
‖w‖L2(U ) . ‖Lϕ,ε,σw‖H−1(Rn+1

1+ )

for each w ∈ C∞0 (U ).
Now if the hypotheses of Proposition 3.1 hold, then so do (3-6)–(3-8), and therefore we can obtain this

conclusion. Changing variables back gives

h
√
ε
‖w‖L2(�) . ‖Lϕ,εw‖H−1(AO )

for w ∈ C∞0 (�). �

Therefore we need only to establish proofs of Lemmas 4.1 and 4.2. To do this, we will need to introduce
the analogues of the operator J described in Section 2.

5. The operators

Suppose F : Rn
→ C is a smooth function such that Re(F(ξ)), |F(ξ)| ' 1+ |ξ | for all ξ ∈ Rn , and F is

a symbol of order one on Rn , so that

|∂αξ F(ξ)| ≤ Cα(1+ |ξ |)1−|α| (5-1)

for all multi-indices α.
Then for u ∈ S(Rn+1

1+ ), define Ju by

Ĵ u(r, ξ)=
(

F(ξ)
r
+ h∂r

)
û(r, ξ).

This operator has adjoint J ∗ given by

Ĵ ∗u(r, ξ)=
(

F(ξ)
r
− h∂r

)
û(r, ξ).

These operators have right inverses defined by

Ĵ−1u(r, ξ)= h−1
∫ r

1
û(t, ξ)

(
t
r

)F(ξ)/h

dt

and

Ĵ ∗−1u(r, ξ)= h−1
∫
∞

r
û(t, ξ)

(
r
t

)F(ξ)/h

dt.

Each of these is well defined as an operator on S(Rn+1
1+ ). We will prove appropriate analogues of the

properties (1)–(4) and (5′) from Section 2 for J of this form. Note that J−1 is a right inverse, and both
J and J−1 preserve support in the positive r direction. Therefore it remains to establish analogues of
properties (3), (4), and (5′).
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To set up the analogue of property (3), define the weighted Sobolev space H 1
r (R

n+1
1+ ) by the norm

‖u‖2
H1

r (R
n+1
1+ )
=

∥∥∥∥u
r

∥∥∥∥2

L2(Rn+1
1+ )

+‖h∂r u‖2
L2(Rn+1

1+ )
+

∥∥∥∥h
r
∇θu

∥∥∥∥2

L2(Rn+1
1+ )

.

Since U2 lies in the set 1 ≤ r ≤ R0 for some R0 depending on U2, we know H 1 and H 1
r norms are

comparable for functions supported on U2, with constants of comparability depending only on R0. This
holds more generally for any functions supported in 1≤ r ≤ R0.

Now the operators above have the following boundedness properties.

Lemma 5.1. J , J ∗, J−1, and J ∗−1 extend as bounded maps

J, J ∗ : H 1
r (R

n+1
1+ )→ L2(Rn+1

1+ )

and
J−1, J ∗−1

: L2(Rn+1
1+ )→ H 1

r (R
n+1
1+ ).

Moreover, the extensions of J ∗ and J ∗−1 are isomorphisms.

Proof. Consider J first. If u ∈ S(Rn+1
1+ ), then

‖Ju‖2
L2(Rn+1

1+ )
= h−n

∥∥ Ĵ u
∥∥2

L2(Rn+1
1+ )
= h−n

∥∥∥∥F(ξ)
r

û+ h∂r û
∥∥∥∥2

L2(Rn+1
1+ )

. ‖u‖H1
r (R

n+1
1+ )
.

By a density argument, J extends to a bounded map J : H 1
r (R

n+1
1+ )→ L2(Rn+1

1+ ). The proof for J ∗ is
similar.

Now consider J−1. If u ∈ S(Rn+1
1+ ), then∫

∞

1

∣∣∣∣1r Ĵ−1u
∣∣∣∣2dr =

∫
∞

1

∣∣∣∣h−1
∫ r

1
û(t, ξ)

(
t
r

)F(ξ)/h

dt
∣∣∣∣2r−2 dr

≤

∫
∞

1

∣∣∣∣h−1
∫ r

0
û(t, ξ)

(
t
r

)F(ξ)/h

dt
∣∣∣∣2r−2 dr.

By a change of variables, we get∫
∞

1

∣∣∣∣1r Ĵ−1u
∣∣∣∣2dr =

∫
∞

1

∣∣∣∣h−1
∫ 1

0
û(r t, ξ)t F(ξ)/h dt

∣∣∣∣2dr.

Then using Minkowski’s inequality and changing variables again, we get∫
∞

1

∣∣∣∣1r Ĵ−1u
∣∣∣∣2dr ≤ h−2

(∫ 1

0

(∫
∞

1
|û(r, ξ)|2 dr

)1/2

tRe(F(ξ)/h)t−1/2dt
)2

= h−2
∫
∞

1
|û(r, ξ)|2 dr

(
h

Re F(ξ)+ h/2

)2

'

∫
∞

1

∣∣∣∣ û(r, ξ)1+ |ξ |

∣∣∣∣2dr.

Therefore ∥∥∥∥1
r

Ĵ−1u
∥∥∥∥2

L2(Rn+1
1+ )

.
∫

Rn

∫
∞

1

∣∣∣∣ û(r, ξ)1+ |ξ |

∣∣∣∣2dr dξ . ‖û‖2
L2(Rn+1

1+ )
.
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Similarly, ∫
∞

1

∣∣∣∣ξr Ĵ−1u
∣∣∣∣2dr .

∫
∞

1
|û(r, ξ)|2 dr,

so ∥∥∥∥h
r
∇θ J−1u

∥∥∥∥2

L2(Rn+1
1+ )

. ‖u‖2
L2(Rn+1

1+ )
.

Finally,

h∂r Ĵ−1u =−
(

F(ξ)
r

)
Ĵ−1u+ û,

so ∫
∞

1

∣∣∣∣h∂r Ĵ−1u
∣∣∣∣2dr .

∫
∞

1
|û(r, ξ)|2 dr

and ∥∥h∂r J−1u
∥∥2

L2(Rn+1
1+ )
. ‖u‖2

L2(Rn+1
1+ )
,

by the same logic.
Putting all of this together gives ∥∥J−1u

∥∥2
H1

r (R
n+1
1+ )
. ‖u‖2

L2(Rn+1
1+ )
,

for u ∈ S(Rn+1
1+ ). Then a density argument shows that J−1 extends to a bounded map

J−1
: L2(Rn+1

1+ )→ H 1
r (R

n+1
1+ ).

Again, the proof for J ∗−1 is similar.
It remains to show that the extensions of J ∗ and J ∗−1 are isomorphisms. If u ∈ S(Rn+1

1+ ), then

J ∗ J ∗−1u = u

and (using integration by parts)
J ∗−1 J ∗u = u.

Then the result follows from a density argument.
Note that J−1 Ju 6= u in general, because integration by parts will pick up a boundary term at r = 1.

Therefore the extensions of J and J−1 are not isomorphisms. �

Let H 1
r,0(R

n+1
1+ ) denote the subspace of H 1

r (R
n+1
1+ ) consisting of functions with trace zero on the

hyperplane r = 1, and let H−1
r (Rn+1

1+ ) denote the dual space to H 1
r,0(R

n+1
1+ ).

Now we need to prove some commutator properties for J .

Lemma 5.2. Suppose that w ∈ S(Rn+1
1+ ), χ ∈ S(Rn+1

1+ ) and that Q is a second-order semiclassical
differential operator with smooth bounded coefficients on Rn+1

1+ . Then∥∥Jχ J−1w
∥∥

L2(Rn+1
1+ )
& ‖χw‖L2(Rn+1

1+ )
− h‖rw‖L2(Rn+1

1+ )
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and ∥∥(J Q− Q J )w
∥∥

H−1
r (Rn+1

1+ )
. h‖rw‖H1(Rn+1

1+ )
.

The constants in the & and . signs will depend on the derivatives of F.

Proof. Consider the first statement. If T is the operator on Rn with symbol F(ξ), interpreted as acting on
functions on Rn+1

1+ by action on the θ variables only, then

∥∥Jχ J−1w
∥∥

L2(Rn+1
1+ )
=

∥∥∥∥(h∂r+
T
r

)
χ J−1w

∥∥∥∥
L2(Rn+1

1+ )

≥

∥∥∥∥χ(h∂r+
T
r

)
J−1w

∥∥∥∥
L2(Rn+1

1+ )

−
∥∥hE0 J−1w

∥∥
L2(Rn+1

1+ )
,

where for each fixed r , E0 is an order-zero pseudodifferential operator on Rn with bounds that are uniform
in r . Therefore, by Lemma 4.3, E0 is bounded from L2 to L2, so∥∥Jχ J−1w

∥∥
L2(Rn+1

1+ )
≥
∥∥χ J J−1w

∥∥
L2(Rn+1

1+ )
− h

∥∥J−1w
∥∥

L2(Rn+1
1+ )
≥ ‖χw‖L2(Rn+1

1+ )
− h‖rw‖L2(Rn+1

1+ )
.

The proof of the second statement is similar, but somewhat more involved. First, note that multiplication
by 1/r is a bounded operator from H 1

r,0(R
n+1
1+ ) to H 1

0 (R
n+1
1+ ). Therefore, by duality, it is a bounded operator

from H−1(Rn+1
1+ ) to H−1

r (Rn+1
1+ ), and so∥∥(Js Q− Q Js)w

∥∥
H−1

r (Rn+1
1+ )
.
∥∥r(Js Q− Q Js)w

∥∥
H−1(Rn+1

1+ )
.

Note that Js = h∂r + r−1T , where T is a semiclassical pseudodifferential operator on Rn of order 1.
Meanwhile, Q can be written as a combination of ∂r derivatives and differential operators on Rn:

Q = Ah2∂2
r + Bh∂r +C,

where A, B, and C are (perhaps r -dependent) differential operators of orders 0, 1, and 2 respectively on
Rn for each fixed r , with bounds uniform in r .

If w ∈ S(Rn+1
1+ ), then Qw ∈ S(Rn+1

1+ ). Then∥∥r(Js Q− Q Js)w
∥∥

H−1(Rn+1
1+ )
=
∥∥r
[
h∂r + r−1T, Ah2∂2

r + Bh∂r +C
]
w
∥∥

H−1(Rn+1
1+ )
.

Expanding this, and noting that T commutes with ∂r , we get∥∥r(Js Q− Q Js)w
∥∥

H−1(Rn+1
1+ )
≤
∥∥r [h∂r , Q]w

∥∥
H−1(Rn+1

1+ )
+
∥∥[T, A]h2∂2

r w
∥∥

H−1(Rn+1
1+ )

+
∥∥hr−1

[T, A]h∂rw
∥∥

H−1(Rn+1
1+ )
+
∥∥2h2r−2

[T, A]w
∥∥

H−1(Rn+1
1+ )

+
∥∥[T, B]h∂rw

∥∥
H−1(Rn+1

1+ )
+
∥∥r−1
[T, B]w

∥∥
H−1(Rn+1

1+ )
+
∥∥[T,C]w

∥∥
H−1(Rn+1

1+ )
.

By the product rule, r [h∂r , Q] = hr E ′2 = hE ′2r + h2 E ′1, where E ′2 and E ′1 are second- and first-order
semiclassical differential operators. Meanwhile, [T, A] = hE0, [T, B] = hE1, and [T,C] = hE2, where
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E0, E1, and E2 are semiclassical pseudodifferential operators on Rn of orders 0, 1, and 2. Therefore∥∥r(Js Q− Q Js)w
∥∥

H−1(Rn+1
1+ )
≤
∥∥hE ′2rw

∥∥
H−1(Rn+1

1+ )
+
∥∥h2 E ′1w

∥∥
H−1(Rn+1

1+ )
+
∥∥hE0h2∂2

r w
∥∥

H−1(Rn+1
1+ )

+
∥∥h2r−1 E0h∂rw

∥∥
H−1(Rn+1

1+ )
+
∥∥2h3r−2 E0w

∥∥
H−1(Rn+1

1+ )

+
∥∥hE1h∂rw

∥∥
H−1(Rn+1

1+ )
+
∥∥hr−1 E1w

∥∥
H−1(Rn+1

1+ )
+
∥∥hE2w

∥∥
H−1(Rn+1

1+ )
.

E ′2 is bounded from H 1(Rn+1
1+ ) to H−1(Rn+1

1+ ), and E ′1 is bounded from L2(Rn+1
1+ ) to H−1(Rn+1

1+ ). In
addition, by Lemma 4.3, E∗1 is bounded from H 1

0 (R
n+1
1+ ) to L2(Rn+1

1+ ), so by duality, E1 is bounded
from L2(Rn+1

1+ ) to H−1(Rn+1
1+ ). Meanwhile, E2 is bounded from H 1(Rn+1

1+ ) to H−1(Rn+1
1+ ). Finally, E∗0

is bounded from H 1(Rn+1
1+ ) to H 1(Rn+1

1+ ) and maps functions with trace 0 on the boundary of Rn+1
1+ to

other functions with trace 0 on that boundary, so it is bounded from H 1
0 (R

n+1
1+ ) to H 1

0 (R
n+1
1+ ). Therefore,

by duality, E0 is bounded from H−1(Rn+1
1+ ) to H−1(Rn+1

1+ ). Moreover, 1/r ≤ 1 on Rn+1
1+ . Applying all of

these facts together to the last inequality then finishes the proof. �

To finish this section, we need to prove a property analogous to (5′) from Section 2.

Lemma 5.3. Suppose u ∈ S(Rn+1
1+ ). If g is defined by

ĝ(r, ξ)=
2 Re F(ξ)− h

h

∫
∞

1
û(t, ξ)r−F(ξ)/h t−F(ξ)/h dt,

then

‖Ju‖H−1
r (Rn+1

1+ )
' ‖u− g‖L2(Rn+1

1+ )
.

Proof. Suppose u ∈ S(Rn+1
1+ ). Define g as above. A calculation shows that g ∈ L2(Rn+1

1+ ), and

‖g‖L2(Rn+1
1+ )
≤ ‖u‖L2(Rn+1

1+ )
.

Note that

Ĵ g =
(

F(ξ)
r
+ h∂r

)
ĝ = 0.

Therefore

‖Ju‖H−1
r (Rn+1

1+ )
= sup
w∈H1

0,r (R
n+1
1+ ),w 6=0

|(Ju, w)|
‖w‖H1

r (R
n+1
1+ )

= sup
w∈H1

0,r (R
n+1
1+ ),w 6=0

|(J (u− g), w)|
‖w‖H1

r (R
n+1
1+ )

= sup
w∈H1

0,r (R
n+1
1+ ),w 6=0

|(u− g, J ∗w)|
‖w‖H1

r (R
n+1
1+ )

.

Since J ∗ : H 1
r (R

n+1
1+ )→ L2(Rn+1

1+ ) is an isomorphism,

‖Ju‖H−1
r (Rn+1

1+ )
' sup
w∈H1

0,r (R
n+1
1+ ),J

∗w 6=0

|(u− g, J ∗w)|
‖J ∗w‖L2(Rn+1

1+ )

. (5-2)
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Now J ∗w ∈ L2(Rn+1
1+ ), so

‖Ju‖H−1
r (Rn+1

1+ )
. ‖u− g‖L2(Rn+1

1+ )
.

On the other hand, u − g = J ∗ J ∗−1(u − g). Also J ∗−1(u − g) ∈ H 1
r (R

n+1
1+ ), and by definition of g,

J ∗−1(u− g)(x, 0) = 0. Therefore J ∗−1(u− g) ∈ H 1
r,0(R

n+1
1+ ). Then if u− g = 0, the lemma is true by

(5-2). Otherwise, we can pick w = J ∗−1(u− g) in (5-2) to show that

‖Ju‖H−1
r (Rn+1

1+ )
& ‖u− g‖L2(Rn+1

1+ )
.

This finishes the proof. �

6. The small frequency case

To prove Lemma 4.1, we need to define an operator of the form given in Section 5.
Consider the function 8 : Rn

→ C given by

8(ξ)=
1

1+ |K |2

(
1+ i K ξn +

√
2i K ξn − (K ξn)2+ (1+ |K |2)|ξ |2− |K |2

)
,

where the square root is taken to mean the branch of the square root function with nonnegative imaginary
part. We would like to use this function in place of F in Section 5 to define J and the related operators
of that section. Unfortunately, 8 is not smooth. However, we can try to construct a function Fs that
approximates 8 on the support of ŵs and has the properties of F from Section 5. To do this, first
notice that if c2 and δ2 are chosen small enough, then this is nearly continuous on the support of ŵs , or
equivalently, on the support of ρ. To be more precise, 8 is smooth except where

τK (ξ)= 2i K ξn − (K ξn)
2
+ (1+ |K |2)|ξ |2− |K |2

lies on the nonnegative real axis, where this branch of the square root has its branch cut. This occurs
when ξn = 0 and |ξ |2 ≥ |K |2/(1+ |K |2), and gives a jump discontinuity of size 2

√
(1+ |K |2)|ξ |2− |K |2.

However, |ξ |2 ≤ c2 on the support of ρ, so for c2 close to |K |2/(1+|K |2), the maximum possible size of
the jump discontinuity is small.

Therefore, for any δ > 0 we can define Fs(ξ) on the support of ρ such that

|Fs(ξ)−8(ξ)| ≤ δ

on the support of ρ, by choosing c2 small enough. The derivatives of Fs inside the support of ρ may
depend on c1, c2, δ1, and δ2. Since the choice of these in turn depends on δ, the derivatives of Fs are
bounded by a quantity that depends on δ.

Now consider the necessary bounds on Fs . On the support of ρ, the imaginary part of τK must lie in
the interval [−2K δ2, 2K δ2]. The real part of τK is given by

−(K ξn)
2
− |K |2+ (1+ |K |2)|ξ |2.

We have that |ξ |2 ≤ c2 on the support of ρ. We can choose c2 so close to K 2

1+K 2 that

(1+ K 2)r2− K 2
≤ δ2.
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Then the real part of τK is bounded above by δ2 on the support of ρ. Therefore, on the support of ρ,
(Re(τK ), Im(τK )) ∈ (−∞, δ2]× [−2K δ2, 2K δ2], and so by taking δ2 small enough, we can ensure that
the real part of

√
τK has absolute value less than 1

3 on the support of ρ.
Therefore, if δ is small enough, Re(Fs), |Fs |> 1/(2+ 2K 2) on the support of ρ. We can now define

Fs smoothly outside the support of ρ so that Re(Fs), |Fs | ≥ 1/(2+2K 2) for all ξ , and Fs = (1+|ξ |2)1/2

for |ξ |> 2, say. Then Fs is smooth, Re(F(ξ)), |F(ξ)| ' 1+ |ξ | for all ξ ∈ Rn , and the conditions (5-1)
are satisfied automatically for |ξ |> 2, and hence for all ξ .

Therefore Fs satisfies all the conditions given in Section 5, and the operators defined by

Ĵsu(r, ξ)=
(

Fs(ξ)

r
+ h∂r

)
û(r, ξ),

Ĵ ∗s u(r, ξ)=
(

Fs(ξ)

r
− h∂r

)
û(r, ξ),

Ĵ−1
s u(r, ξ)= h−1

∫ r

1
û(t, ξ)

(
t
r

)Fs(ξ)/h

dt,

and

Ĵ ∗−1
s u(r, ξ)= h−1

∫
∞

r
û(t, ξ)

(
r
t

)Fs(ξ)/h

dt

satisfy all the properties from that section.
Now we are ready to begin the proof of the small frequency case. Suppose χ2(r, θ) ∈ C∞(Rn+1

1+ ) is a
cutoff function that is 1 on U and has support inside U2.

If w ∈ C∞0 (U ), then ws ∈ S(Rn+1
1+ ), supported away from r = 1. Therefore J−1

s ws ∈ S(Rn+1
1+ ) is

supported away from r = 1. Then χ2 J−1
s ws is in C∞0 (U2). Therefore, by (3-4),

h
√
ε

∥∥χ2 J−1
s ws

∥∥
H1(U2)

.
∥∥Lϕ,ε,σχ2 J−1

s ws
∥∥

L2(U2)
.

Since χ2 J−1
s ws ∈ C∞0 (U2), the H 1 and H 1

r norms are comparable, so

h
√
ε

∥∥χ2 J−1
s ws

∥∥
H1

r (R
n+1
1+ )
.
∥∥Lϕ,ε,σχ2 J−1

s ws
∥∥

L2(Rn+1
1+ )
.

Using the boundedness properties from Lemma 5.1,

h
√
ε

∥∥Jsχ2 J−1
s ws

∥∥
L2(Rn+1

1+ )
.
∥∥Lϕ,ε,σχ2 J−1

s ws
∥∥

L2(Rn+1
1+ )
,

so applying the first part of Lemma 5.2,

h
√
ε
‖χ2ws‖L2(Rn+1

1+ )
.
∥∥Lϕ,ε,σχ2 J−1

s ws
∥∥

L2(Rn+1
1+ )
+Cδ

h2

ε
‖rws‖L2(Rn+1

1+ )
.

The Cδ factor written in front of the last term is to indicate that the constant in the . sign depends on the
derivatives of Fs , and hence on δ. This is fine, because δ is chosen independently of h and ε, but this will
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help track the δ dependence. Now χ2ws = χ2 Pw. Since w is only supported on the region where χ2 is
identically one,

χ2ws = Pw+ O(h∞)Ew = ws + O(h∞)Ew,

where E is a pseudodifferential operator of order 0 (actually a smoothing operator) on Rn . Therefore

h
√
ε
‖χ2ws‖L2(Rn+1

1+ )
&

h
√
ε
‖ws‖L2(Rn+1

1+ )
− O(h∞)‖w‖L2(Rn+1

1+ )
,

and so

h
√
ε
‖ws‖L2(Rn+1

1+ )
.
∥∥Lϕ,ε,σχ2 J−1

s ws
∥∥

L2(Rn+1
1+ )
+Cδ

h2

ε
‖rws‖L2(Rn+1

1+ )
+ O(h∞)‖w‖L2(Rn+1

1+ )
.

For small enough h, the second last term can be absorbed into the left side (r is bounded on the support
of ws) to give

h
√
ε
‖ws‖L2(Rn+1

1+ )
.
∥∥Lϕ,ε,σχ2 J−1

s ws
∥∥

L2(U2))
+ O(h∞)‖w‖L2(Rn+1

1+ )
.

By the product rule, Lϕ,ε,σχ2−Lϕ,ε,σχ2 is a first-order semiclassical differential operator, and thus it is
bounded from H 1(U2) to L2(U2). Therefore

h
√
ε
‖ws‖L2(Rn+1

1+ )
.
∥∥χ2Lϕ,ε,σ J−1

s ws
∥∥

L2(U2)
+ h

∥∥J−1
s ws

∥∥
H1(U2)

+ O(h∞)‖w‖L2(Rn+1
1+ )
.

On U2, the H 1 and H 1
r norms are comparable, so

h
√
ε
‖ws‖L2(Rn+1

1+ )
.
∥∥Lϕ,ε,σ J−1

s ws
∥∥

L2(Rn+1
1+ )
+ h

∥∥J−1
s ws

∥∥
H1

r (R
n+1
1+ )
+ O(h∞)‖w‖L2(Rn+1

1+ )
.

Using the boundedness properties again,

h
√
ε
‖ws‖L2(Rn+1

1+ )
.
∥∥Lϕ,ε,σ J−1

s ws
∥∥

L2(Rn+1
1+ )
+ h‖ws‖L2(Rn+1

1+ )
+ O(h∞)‖w‖L2(Rn+1

1+ )
.

The second last term can be absorbed into the left side to give

h
√
ε
‖ws‖L2(Rn+1

1+ )
.
∥∥Lϕ,ε,σ J−1

s ws
∥∥

L2(Rn+1
1+ )
+ O(h∞)‖w‖L2(Rn+1

1+ )
. (6-1)

I want to combine this last inequality with Lemma 5.3 to get

h
√
ε
‖ws‖L2(Rn+1

1+ )
.
∥∥JsLϕ,ε,σ J−1

s ws
∥∥

H−1
r (Rn+1

1+ )
+ O(h∞)‖w‖L2(Rn+1

1+ )
.

To do this, I need to show that if u = Lϕ,ε,σ J−1
s ws , then the function g defined in Lemma 5.3 satisfies a

bound like
‖g‖L2(Rn+1

1+ )
≤

1
2‖u‖L2(Rn+1

1+ )
,

by using an integration by parts argument like the one described in Section 2.
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Let v = J−1
s ws . Then

ĝ =
2 Re Fs − h

h

∫
∞

1
L̂ϕ,ε,σv(t, ξ)r−Fs/h t−Fs/h dt.

Writing out Lϕ,ε,σ as in (3-5), we can consider the integral for each term of Lϕ,ε,σ separately. For this
equation the hat notation for the Fourier transform will become a little impractical, so let F(v)= v̂. Then

ĝ =
2 Re Fs − h

h

∫
∞

1
F
(
(1+ |γ f |

2)h2∂2
t v
)
r−Fs/h t−Fs/h dt

−
2 Re Fs − h

h

∫
∞

1

2
t

F
(
(α+β f · h∇θ )h∂tv

)
r−Fs/h t−Fs/h dt

+
2 Re Fs − h

h

∫
∞

1

1
t2 F

(
(α2
+ h2L Sn )v

)
r−Fs/h t−Fs/h dt.

We can use the assumptions on β f , γ f , and L Sn in equations (3-6), (3-7), and (3-8), together with the
fact that |1−α|. hε−1, to write this as

ĝ =
2 Re Fs − h

h

∫
∞

1
F
(
(1+ |K |2)h2∂2

t v
)
r−Fs/h t−Fs/h dt

−
2 Re Fs − h

h

∫
∞

1

2
t

F
(
(1+ K · h∇θ )h∂tv

)
r−Fs/h t−Fs/h dt

+
2 Re Fs − h

h

∫
∞

1

1
t2 F

(
(1+ h2

4θ )v
)
r−Fs/h t−Fs/h dt

+Cµ
2 Re Fs − h

h

∫
∞

1
F(E2v)r−Fs/h t−Fs/h dt, (6-2)

where E2 is a second-order semiclassical differential operator with bounds uniform in µ. Now we can
integrate by parts to remove the h∂t ’s.

In the first term, this gives us

2 Re Fs − h
h

∫
∞

1
(1+ |K |2)h2∂2

t v̂r−Fs/h t−Fs/h dt

=
2 Re Fs − h

h

∫
∞

1

Fs

t
(1+ K 2)h∂t v̂r−Fs/h t−Fs/h dt

=
2 Re Fs − h

h

∫
∞

1

(
Fs

t

)2

(1+ K 2)v̂r−Fs/h t−Fs/h dt

+
2 Re Fs − h

h

∫
∞

1
h

Fs

t2 (1+ K 2)v̂r−Fs/h t−Fs/h dt.

There are no boundary terms from the integration by parts because w is supported away from r = 1, and
hence ws and v are as well. The last term can be absorbed into the last term of (6-2). In the second term,
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we get

2 Re Fs − h
h

∫
∞

1

2
t
(1+ i K ξn)h∂t v̂r−Fs/h t−Fs/h dt

=
2 Re Fs − h

h

∫
∞

1

2Fs

t2 (1+ i K ξn)v̂r−Fs/h t−Fs/h dt

+
2 Re Fs − h

h

∫
∞

1

2h
t2 (1+ i K ξn)v̂r−Fs/h t−Fs/h dt.

Again the last term can be absorbed into the last term of (6-2). Therefore, returning to (6-2), we have

ĝ =
2 Re Fs − h

h

∫
∞

1

(
Fs

t

)2

(1+ K 2)v̂r−Fs/h t−Fs/h dt

−
2 Re Fs − h

h

∫
∞

1

2Fs

t2 (1+ i K ξn)v̂r−Fs/h t−Fs/h dt

+
2 Re Fs − h

h

∫
∞

1

1
t2 (1− |ξ |

2)v̂r−Fs/h t−Fs/h dt

+Cµ
2 Re Fs − h

h

∫
∞

1
Ê2vr−Fs/h t−Fs/h dt.

Now Fs(ξ) is designed so that Fs(ξ) is very nearly a solution to (1+K 2)X2
−2(1+i K ξn)X+1−|ξ |2= 0

when ŵs 6= 0, and hence when v̂ 6= 0. More precisely,∣∣(1+ K 2)Fs(ξ)
2
− 2(1+ i K ξn)Fs(ξ)+ 1− |ξ |2

∣∣. δ(|Fs(ξ)| + |ξn|
)
. δ|Fs(ξ)|.

That means that we can write ĝ as

ĝ = δ
2 Re Fs − h

h

∫
∞

1
R(ξ)v̂r−Fs/h t−Fs/h dt +Cµ

2 Re Fs − h
h

∫
∞

1
Ê2vr−Fs/h t−Fs/h dt,

where |R(ξ)|. |Fs(ξ)|. 1+ |ξ |. Now it follows, as in the proof of Lemma 5.3, that

‖ĝ‖2
L2(Rn+1

1+ )
. δ2
‖R(ξ)v̂‖2

L2(Rn+1
1+ )
+C2

µ‖Ê2v‖
2
L2(Rn+1

1+ )
.

Therefore

‖g‖2
L2(Rn+1

1+ )
. (δ+Cµ)‖v‖H2(Rn+1

1+ )
. (6-3)

This gives an estimate for g in terms of v. However, we want the estimate to be in terms of u. We have
u = Lϕ,ε,σv, so

‖u‖2
L2(Rn+1

1+ )
= ‖Lϕ,ε,σv‖

2
L2(Rn+1

1+ )

and

‖Lϕ,ε,σv‖
2
L2(Rn+1

1+ )
&

∥∥∥∥((1+ K 2)h2∂2
r −

2
r
(1+ K h∂θn )h∂r +

1
r2 (1+ h2

4θ )

)
v

∥∥∥∥2

L2(Rn+1
1+ )

−C2
µ‖v‖

2
H2(Rn+1

1+ )
.
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Rewriting in terms of v̂, we get

‖Lϕ,ε,σv‖
2
L2(Rn+1

1+ )

& h−n
∥∥∥∥((1+ K 2)h2∂2

r −
2
r
(1+ i K ξn)h∂r +

1
r2 (1− |ξ |

2)

)
v̂(r, ξ)

∥∥∥∥2

L2(Rn+1
1+ )

−C2
µ‖v‖

2
H2(Rn+1

1+ )
.

Now v̂(r, ξ)= F(J−1
s Pw)(r, ξ) is only nonzero for ξ such that

|ξ |2 ≤
1
2
+

1
2
|K |2

1+ |K |2
< 1.

The operator

(1+ K 2)h2∂2
r −

2
r
(1+ i K ξn)h∂r +

1
r2 (1− |ξ |

2)

coincides, for r > 1, with a differential operator in r of the form

(1+ K 2)h2∂2
r − 2ω(1+ i K ξn)h∂r +ω

2(1− |ξ |2),

where ω is a smooth function that coincides with 1/r for r > 1. This is second-order elliptic for each |ξ |
such that v̂(r, ξ) is nonzero, and its symbol (in r ) is bounded below; therefore

h−n
∥∥∥∥((1+ K 2)h2∂2

r −
2
r
(1+ i K ξn)h∂r +

1
r2 (1− |ξ |

2)

)
v̂(r, ξ)

∥∥∥∥2

L2(Rn+1
1+ )

' ‖v‖2
H2(Rn+1

1+ )
.

Therefore

‖Lϕ,ε,σv‖
2
L2(Rn+1

1+ )
& ‖v‖2

H2(Rn+1
1+ )
−C2

µ‖v‖
2
H2(Rn+1

1+ )
,

and so

‖u‖2
L2(Rn+1

1+ )
= ‖Lϕ,ε,σv‖

2
L2(Rn+1

1+ )
& ‖v‖2

H2(Rn+1
1+ )
−C2

µ‖v‖
2
H2(Rn+1

1+ )
& ‖v‖2

H2(Rn+1
1+ )

for µ small enough.
Substituting this into (6-3) gives

‖g‖L2(Rn+1
1+ )
. (δ+Cµ)‖u‖L2(Rn+1

1+ )
.

Taking µ and δ small enough means

‖g‖L2(Rn+1
1+ )
≤

1
2‖u‖L2(Rn+1

1+ )
.

Combining this with (6-1) now gives

h
√
ε
‖ws‖L2(Rn+1

1+ )
.
∥∥JsLϕ,ε,σ J−1

s ws
∥∥

H−1
r (Rn+1

1+ )
+ O(h∞)‖w‖L2(Rn+1

1+ )
.
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Then using the second part of Lemma 5.2, we get

h
√
ε
‖ws‖L2(Rn+1

1+ )
.
∥∥Lϕ,ε,σ Js J−1

s ws
∥∥

H−1
r (Rn+1

1+ )
+Cδh

∥∥r J−1
s ws

∥∥
H1(Rn+1

1+ )
+ O(h∞)‖w‖L2(Rn+1

1+ )

.
∥∥Lϕ,ε,σws

∥∥
H−1

r (Rn+1
1+ )
+Cδh

∥∥r J−1
s ws

∥∥
H1(Rn+1

1+ )
+ O(h∞)‖w‖L2(Rn+1

1+ )
.

Again the Cδ factor is written to track the δ dependence, but again this is fine. Lϕ,ε,σws is supported in
the r direction only for those r that can come from �̃2, since ws is. Therefore the H−1

r and H−1 norms
are comparable, and so

h
√
ε
‖ws‖L2(Rn+1

1+ )
.
∥∥Lϕ,ε,σws

∥∥
H−1(Rn+1

1+ )
+ hCδ

∥∥r J−1
s ws

∥∥
H1(Rn+1

1+ )
+ O(h∞)‖w‖L2(Rn+1

1+ )
. (6-4)

Meanwhile,

Ĵ−1
s ws(r, ξ)=

1
h

∫ r

1
ŵs(t, ξ)

(
t
r

)Fs(ξ)/h

dt,

and ŵs(t, ξ) is supported only for 1≤ t ≤ C for some C depending on σ(�̃2). Therefore, for r > 4C ,∣∣∣ Ĵ−1
s ws(r, ξ)

∣∣∣≤ ∣∣∣∣1h
∫ C

1
ŵs(t, ξ)

(
t

2C

)Fs/h

dt
∣∣∣∣∣∣∣∣12

∣∣∣∣Re(Fs/h)∣∣∣∣4C
r

∣∣∣∣Re(Fs/h)

,

so ∣∣∣ Ĵ−1
s ws(r, ξ)

∣∣∣2 . ∫ C

1
|ŵ(t, ξ)|2 dt

∣∣∣∣12
∣∣∣∣Re(2Fs/h)

.

Therefore ∥∥r J−1
s ws

∥∥
L2(Rn+1

1+ )
.
∥∥r J−1

s ws
∥∥

L2(1<r<4C)+ O(h∞)‖ws‖L2(Rn+1
1+ )
.

Similar calculations for derivatives of J−1
s w give∥∥r J−1

s ws
∥∥

H1(Rn+1
1+ )
.
∥∥r J−1

s ws
∥∥

H1(1<r<4C)+ O(h∞)‖ws‖L2(Rn+1
1+ )
,

so ∥∥r J−1
s ws

∥∥
H1(Rn+1

1+ )
.
∥∥J−1

s ws
∥∥

H1
r (R

n+1
1+ )
+ O(h∞)‖ws‖L2(Rn+1

1+ )
.

Returning to (6-4), we get

h
√
ε
‖ws‖L2(Rn+1

1+ )
.
∥∥Lϕ,ε,σws

∥∥
H−1(Rn+1

1+ )
+ hCδ

∥∥J−1
s ws

∥∥
H1

r (R
n+1
1+ )
+ O(h∞)‖w‖L2(Rn+1

1+ )
.

Applying the boundedness result for J−1 gives

h
√
ε
‖ws‖L2(Rn+1

1+ )
.
∥∥Lϕ,ε,σws

∥∥
H−1(Rn+1

1+ )
+ hCδ‖ws‖L2(Rn+1

1+ )
+ O(h∞)‖w‖L2(Rn+1

1+ )
.

For small enough ε, the second last term can be absorbed into the left side to give

h
√
ε
‖ws‖L2(Rn+1

1+ )
.
∥∥Lϕ,ε,σws

∥∥
H−1(Rn+1

1+ )
+ O(h∞)‖w‖L2(Rn+1

1+ )
.

This finishes the proof of Lemma 4.1.
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7. The large frequency case

Now we turn to the large frequency case. We will need to define a new operator J`.
Consider again the function 8 : Rn

→ C given by

8(ξ)=
1

1+ K 2

(
1+ i K ξn +

√
2i K ξn − (K ξn)2+ (1+ K 2)|ξ |2− |K |2

)
,

but this time take the branch of the square root that has nonnegative real part. Now 8 is smooth except
where

τK (ξ)= 2i K ξn − (K ξn)
2
+ (1+ |K |2)|ξ |2− |K |2

lies on the nonpositive real axis. This happens when ξn = 0 and

|ξ |2 ≤
|K |2

1+ |K |2
.

Therefore, on the support of 1− ρ(ξ), 8 is smooth. Since the real part of the square root is nonnegative,
both |8| and the real part of 8 are bounded below by 1/(1+ K 2). Therefore we can pick a smooth
function F` such that F`(ξ)=8(ξ) on the support of 1− ρ(ξ) and

Re F`(ξ), |F`(ξ)| ≥
1

1+ K 2 .

In fact, if K 2

1+K 2 < c0 < c1 and 0< δ0 < δ1, we can still pick F` to be equal to 8 on the set

{ξ ∈ Rn
| |ξ |2 ≥ c0 or ξn ≥ δ0},

with F` smooth and Re F`(ξ), |F`(ξ)| ≥ (1+ K 2)−1. Now for large |ξ |,

Re8(ξ), |8`(ξ)| ≥
1

1+ K 2 (1+ |ξ |),

so F` then satisfies these inequalities for all ξ . Finally, for large |ξ |, 8 is smooth and satisfies the
inequalities (5-1), so it follows that F` satisfies those inequalities for all ξ . Thus F` satisfies all of the
conditions at the beginning of Section 5, and therefore the operators defined by

Ĵ`u(r, ξ)=
(

F`(ξ)
r
+ h∂r

)
û(r, ξ),

Ĵ ∗` u(r, ξ)=
(

F`(ξ)
r
− h∂r

)
û(r, ξ),

Ĵ−1
` u(r, ξ)= h−1

∫ r

1
û(t, ξ)

(
t
r

)F`(ξ)/h

dt,

and

Ĵ ∗−1
` u(r, ξ)= h−1

∫
∞

r
û(t, ξ)

(
r
t

)F`(ξ)/h

dt

satisfy all of the properties from that section.
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Consider the Carleman estimate (3-4). By a similar argument as in the small frequency case, we get

h
√
ε
‖w`‖L2(Rn+1

1+ )
.
∥∥Lϕ,ε,σ J−1

` w`
∥∥

L2(Rn+1
1+ )
+ O(h∞)‖w‖L2(Rn+1

1+ )
. (7-1)

Again, I want to combine this last inequality with Lemma 5.3 to get

h
√
ε
‖w`‖L2(Rn+1

1+ )
.
∥∥J`Lϕ,ε,σ J−1

` w`
∥∥

H−1
r (Rn+1

1+ )
+ O(h∞)‖w‖L2(Rn+1

1+ )
.

To do this, I need to show that if u is of the form u = Lϕ,ε,σ J−1
` w`, then the function g defined in

Lemma 5.3 satisfies a bound like

‖g‖L2(Rn+1
1+ )
≤

1
2‖u‖L2(Rn+1

1+ )
+ O(h)‖w`‖L2(Rn+1

1+ )
,

by an appropriate integration by parts argument. The approach used in the small frequency case does not
work here, because Lϕ,ε,σ is not at all elliptic on the support of ŵ`. However, now Lϕ,ε,σ can be factored
into a composition of two operators, one of which has the desired properties.

Let ζ(ξ) be a smooth cutoff function that is identically one on the set where |ξ |2 ≥ c1 or |ξn| ≥ δ1, and
vanishes if |ξ |2 ≤ c0 or |ξn| ≤ δ0. Let

Gs = (1− ζ(ξ))F`(ξ),

and consider the symbols

G± = ζ(ξ)
α+ iβ f · ξ ±

√
(α+ iβ f · ξ)2− (1+ (γ f )2)(α2− L Sn (θ, ξ))

1+ |γ f |
2 +Gs(ξ),

where L Sn (θ, ξ) represents the symbol of the differential operator L Sn . The square root represents
the branch of the square root with nonnegative real part. The argument of the square root lies on the
nonpositive real axis only when β f · ξ = 0 and

L Sn (θ, ξ)≤
α2
|γ f |

2

1+ |γ f |
2 .

Now
L Sn (θ, ξ)= a1(θ)ξ

2
1 + · · ·+ an(θ)h2ξn + hb1(θ)ξ1+ · · ·+ hbn(θ)hξn,

where by the hypotheses in Proposition 3.1,

|a j − 1| ≤ Cµ

for Cµ that goes to zero as µ goes to zero. Therefore

L Sn (θ, ξ)≥ (1−Cµ)|ξ |2− hC |ξ | ≥ (1−Cµ− h)|ξ |2,

where C bounds the bi (θ). On the support of ζ ,

|ξ |2 ≥ c0 >
K 2

1+ K 2 ,
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so for small enough µ and h,

L Sn (θ, ξ) >
K 2

1+ K 2 .

Then |α− 1|. hε−1, and by (3-7),

|γ f − K | ≤ Cµ,

so for small enough µ and h, it follows that

L Sn (θ, ξ) >
α2
|γ f |

2

1+ |γ f |
2

on the support of ζ . Therefore the square root is actually smooth on the support of ζ , and hence G± are
smooth and really are symbols of order 1 on Rn .

Now if Ta is the operator associated to the symbol a,(
h∂r −

1
r

TG+

)(
1+ |γ f |

2)(h∂r −
1
r

TG−

)
=
(
1+ |γ f |

2)h2∂2
r −

2
r

(
α+β f · h∇θ

)
h∂r Tζ +

1
r2

(
α2
+ h2L Sn

)
Tζ 2

−
2
r

(
1+ |γ f |

2)TGs +
1
r2

(
1+ |γ f |

2)(TG+TGs + TG−TGs + TGs TGs

)
+ hE1,

where E1 is an operator built of first-order semiclassical pseudodifferential operators in Rn and ∂r

derivatives that is bounded from H 1(Rn+1
1+ ) to L2(Rn+1

1+ ).
Now let v = J−1

` w`. Then(
h∂r −

1
r

TG+

)(
1+ |γ f |

2)(h∂r −
1
r

TG−

)
v

=
(
1+ |γ f |

2)h2∂2
r v−

2
r

(
α+β f · h∇θ

)
h∂r Tζv+

1
r2

(
α2
+ h2L Sn

)
Tζ 2v

−
2
r

(
1+ |γ f |

2)TGsv+
1
r2

(
1+ |γ f |

2)(TG+ + TG− + TGs

)
TGsv+ hE1v.

Note that ŵ`(r, ξ) is only supported for ξ on the support of 1− ρ, and therefore v = J−1
` w` is supported

only for ξ on the support of 1− ρ. Therefore

Tζv = v,

since ζ ≡ 1 on the support of 1− ρ. Similarly, Tζ 2v = v. In addition,

TGsv = 0,
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since Gs is 0 on the support of 1− ρ. Therefore(
h∂r −

1
r

TG+

)(
1+ |γ f |

2)(h∂r −
1
r

TG−

)
v

=
(
1+ |γ f |

2)h2∂2
r v−

2
r

(
α+β f · h∇θ

)
h∂rv+

1
r2

(
α2
+ h2L Sn

)
v+ hE1v

= Lϕ,ε,σv+ hE1v,

where E1 is bounded from H 1(Rn+1
1+ ) to L2(Rn+1

1+ ).
Therefore

Lϕ,ε,σv =

(
h∂r −

1
r

TG+

)
z+ hE1v

for some function z, given by

z = (1+ |γ f |
2)

(
h∂r −

1
r

TG−

)
v.

Then

ĝ(r, ξ)=
2 Re F`− h

h

∫
∞

1
L̂ϕ,ε,σv(t, ξ)r−F`/h t−F`/h dt

=
2 Re F`− h

h

∫
∞

1
F

((
h∂t −

1
t

TG+

)
z
)
(t, ξ)r−F`/h t−F`/h dt

+
2 Re F`− h

h

∫
∞

1
h Ê1v(t, ξ)r−F`/h t−F`/h dt.

Integrating by parts gives

ĝ(r, ξ)=
2 Re F`− h

h

∫
∞

1

1
t

F
(
(TF` − TG+)z

)
(t, ξ)r−F`/h t−F`/h dt

+
2 Re F`− h

h

∫
∞

1
h Ê1v(t, ξ)r−F`/h t−F`/h dt.

There are no boundary terms because z is supported away from r = 1. Therefore, using the bounds on g,

‖g‖2
L2(Rn+1

1+ )
≤

∥∥∥∥1
r

(
TF`−G+

)
z
∥∥∥∥2

L2(Rn+1
1+ )

+ h2
‖E1v‖

2
L2(Rn+1

1+ )
.

We need an estimate for
∥∥∥∥1

r
(
TF`−G+

)
z
∥∥∥∥2

L2(Rn+1
1+ )

. Examine the symbol F`−G+.

F`−G+ = ζ
(

F`(ξ)−
α+ iβ f · ξ +

√
(α+ iβ f · ξ)2− (1+ |γ f |

2)(α2+ L Sn (θ, ξ))

1+ |γ f |
2

)
.

On the support of ζ ,

F`(ξ)=
1

1+ K 2

(
1+ i K ξn +

√
2i K ξn − (K ξn)2+ (1+ K 2)|ξ |2− |K |2

)
.
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Therefore

F`−G+ = ζ
(

1+ i K ξn

1+ K 2 −
α+ iβ f · ξ

1+ |γ f |
2

)
+ ζ

(√
2i K ξn − (K ξn)2− (1+ K 2)|ξ |2− |K |2

1+ K 2 −

√
(α+ iβ f · ξ)2− (1+ (γ f )2)(α2+ L Sn (θ, ξ))

1+ |γ f |
2

)
.

Consider the first term.

1+ i K ξn

1+ K 2 −
α+ iβ f · ξ

1+ |γ f |
2 =

(|γ f |
2
− K 2)(1+ i K ξn)

(1+ K 2)(1+ |γ f |
2)
+
(1+ K 2)

(
(1−α)+ i(β f − K en) · ξ

)
(1+ K 2)(1+ |γ f |

2)
.

The first-order operators with symbols

(|γ f |
2
− K 2)(1+ i K ξn)

(1+ K 2)(1+ |γ f |
2)

and
(1+ K 2)

(
(1−α)+ i(β f − K en) · ξ

)
(1+ K 2)(1+ |γ f |

2)

have bounds . Cµ, because they involve multiplication by a function of θ that is bounded by CK Cµ.
Similarly, consider the first-order operator with symbol

ζ

(√
2i K ξn − (K ξn)2− (1+ K 2)|ξ |2− |K |2

1+ K 2 −

√
(α+ iβ f · ξ)2− (1+ (γ f )2)(α2+ L Sn (θ, ξ))

1+ |γ f |
2

)
.

To fit everything horizontally on the page, write

τK := 2i K ξn − (K ξn)
2
− (1+ K 2)|ξ |2− |K |2

and

τ f := (α+ iβ f · ξ)
2
− (1+ (γ f )

2)(α2
+ L Sn (θ, ξ)).

Then
√
τK

1+ K 2 −

√
τ f

1+ |γ f |
2 = (1+ K 2)

τK − τ f

(1+ |γ f |
2)
(
(1+ |γ f |

2)
√
τK + (1+ K 2)

√
τ f
)

+

(
(1+ |γ f |

2)2− (1+ K 2)2
)
τK

(1+ K 2)(1+ |γ f |
2)
(
(1+ |γ f |

2)
√
τK + (1+ K 2)

√
τ f
) .

Expanding,

τK − τ f = 2i(K en −αβ f ) · ξ +
(
(β f · ξ)

2
− (K en · ξ)

2)
+ (|γ f |

2
− K 2)L(θ, iξ)

+ (|γ f |
2
− |K |2)+ (1+ K 2)(|ξ |2− L(θ, ξ)).

Therefore the second term has operator bounds . Cµ, because each term involves multiplication by a
function of θ that is bounded by CK Cµ.
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Therefore ∥∥∥∥1
r

(
TF`−G+

)
z
∥∥∥∥2

L2(Rn+1
1+ )

≤ δ2
‖z‖2

H1(Rn+1
1+ )

for µ small enough. Then

‖g‖2
L2(Rn+1

1+ )
.

∥∥∥∥1
r

(
TF`−G+

)
z
∥∥∥∥2

L2(Rn+1
1+ )

+ h2
‖E1v‖

2
L2(Rn+1

1+ )
. δ2
‖z‖2

H1(Rn+1
1+ )
+ h2
‖v‖2

H1(Rn+1
1+ )
.

Since

Lϕ,ε,σv =

(
h∂r −

1
r

TG+

)
z+ hE1v,

we have

‖Lϕ,ε,σv‖
2
L2(Rn+1

1+ )
≥

∥∥∥∥(h∂r −
1
r

TG+

)
z
∥∥∥∥2

L2(Rn+1
1+ )

− h2
‖E1v‖

2
L2(Rn+1

1+ )

≥ ‖J ∗` z‖2
L2(Rn+1

1+ )
−

∥∥∥∥1
r

TF`−G+z
∥∥∥∥2

L2(Rn+1
1+ )

− h2
‖v‖2

H1(Rn+1
1+ )

& ‖z‖2
H1(Rn+1

1+ )
− δ2
‖z‖2

H1(Rn+1
1+ )
− h2
‖v‖2

H1(Rn+1
1+ )

& ‖z‖2
H1(Rn+1

1+ )
− h2
‖v‖2

H1(Rn+1
1+ )

for δ small enough. Therefore

‖g‖2
L2(Rn+1

1+ )
. δ2
‖Lϕ,ε,σv‖

2
H1(Rn+1

1+ )
+h2
‖v‖2

H1(Rn+1
1+ )
. δ2
‖Lϕ,ε,σv‖

2
H1(Rn+1

1+ )
+h2∥∥J−1

` (1− P)w
∥∥2

H1(Rn+1
1+ )
.

Using similar reasoning as for the small frequency case,

h2∥∥J−1
s (1− P)w

∥∥2
H1(Rn+1

1+ )
. h2∥∥J−1

` (1− P)w
∥∥2

H1
r (R

n+1
1+ )
.

Therefore

‖g‖2
L2(Rn+1

1+ )
. δ2
‖Lϕ,ε,σv‖

2
H1(Rn+1

1+ )
+h2∥∥J−1

` (1−P)w
∥∥2

H1
r (R

n+1
1+ )
. δ2
‖Lϕ,ε,σv‖

2
H1(Rn+1

1+ )
+h2
‖w`‖

2
L2(Rn+1

1+ )
.

Then for δ small enough,

‖g‖L2(Rn+1
1+ )
. 1

2‖Lϕ,ε,σv‖L2(Rn+1
1+ )
+ h‖w`‖L2(Rn+1

1+ )
.

Now using (7-1) and Lemma 5.3,

h
√
ε
‖w`‖L2(Rn+1

1+ )
.
∥∥J`Lϕ,ε,σχ2 J−1

` w`
∥∥

H−1
r (Rn+1

1+ )
+ h‖w`‖L2(Rn+1

1+ )
+ O(h∞)‖w‖L2(Rn+1

1+ )
.

Absorbing the second last term into the left side gives

h
√
ε
‖w`‖L2(Rn+1

1+ )
.
∥∥J`Lϕ,ε,σχ2 J−1

` w`
∥∥

H−1
r (Rn+1

1+ )
+ O(h∞)‖w‖L2(Rn+1

1+ )
.
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We can finish the argument as in the small frequency case to get

h
√
ε
‖w`‖L2(Rn+1

1+ )
. ‖Lϕ,ε,σw`‖H−1(Rn+1

1+ )
+ O(h)‖w‖L2(Rn+1

1+ )
.

This finishes the proof of Lemma 4.2, and thus of Proposition 3.1.

8. Proof of Theorem 1.4

We will begin by gluing together estimates of the form in Proposition 3.1 to prove the following interme-
diate proposition.

Proposition 8.1. Suppose that f : Sn
→ (0,∞) is a C∞ function such that � lies entirely in the region

AO = {(r, θ) | r ≥ f (θ)} ⊂ Rn+1, and 0c
+

is a subset of the graph r = f (θ). If w ∈ C∞0 (�), then

h
√
ε
‖w‖L2(�) . ‖Lϕ,ε,W,qw‖H−1(AO ).

Proof. Now let � be as in Proposition 8.1. We can take an open cover U1, . . . ,Um of � such that on
each �∩U j , there exists K j such that under some choice of coordinates, |∇Sn log f − K j en| ≤ µK j and
| sin(θk)− 1| ≤ µK j , where µK j is the value of µ from Proposition 3.1 that works for K = K j . (Since
|∇Sn log f | must be bounded above, µK j must be bounded below, and therefore this is possible with only
finitely many U j .)

Let ζ1, . . . , ζm be a smooth partition of unity subordinate to the cover U1, . . . ,Um . Now forw∈C∞0 (�),

w = ζ1w+ · · ·+ ζmw =: w1+ · · ·+wm,

where each w j ∈ C∞0 (�∩U j ). Applying Proposition 3.1 to the domain �∩U j ,

h
√
ε
‖w j‖L2(�∩U j ) . ‖Lϕ,εw j‖H−1(AO )

for each j = 1, . . . ,m. Then ∑
j

h
√
ε
‖w j‖L2(�) .

∑
j

‖Lϕ,εw j‖H−1(AO ),

so
h
√
ε
‖w‖L2(�) .

∑
j

‖Lϕ,εw j‖H−1(AO ).

Now by the product rule,

‖Lϕ,εw j‖H−1(AO ) = ‖Lϕ,εζ jw‖H−1(AO ) ≤ ‖ζ j Lϕ,εw‖H−1(AO )+Ch‖w‖L2(AO )

≤ ‖Lϕ,εw‖H−1(AO )+Ch‖w‖L2(AO ).

Therefore
h
√
ε
‖w‖L2(�) . ‖Lϕ,εw‖H−1(AO ) (8-1)

for ε small enough, for every w ∈ C∞0 (�).
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To treat the case where W and q are nonzero, note that

Lϕ,ε,W,q = Lϕ,ε + h
(
W · h D+ h D ·W

)
+ 2ihW · ∇

(
log r + h

log2 r
2ε

)
+ h2(q +W 2).

Therefore h
√
ε
‖w‖L2(�) . ‖Lϕ,ε,W,qw‖H−1(AO )+ hC‖w‖L2(AO ),

and the last term can be absorbed into the left side to give

h
√
ε
‖w‖L2(�) . ‖Lϕ,ε,W,qw‖H−1(AO ).

This completes the proof. �

Finally, I can prove Theorem 1.4 by gluing together estimates of the form in Proposition 8.1. If 0+ is
a neighborhood of ∂�+, then let �′ be a smooth domain containing �, with ∂�∩ ∂�′ = 0c

+
.

Then let U1, . . . ,Um be an open cover of � such that each ∂U j ∩0
c
+

coincides with a graph of the
form r = f j (θ). For each U j , Proposition 3.1 gives us

h
√
ε
‖w‖L2(U j ) . ‖Lϕ,ε,W,qw‖H−1(A j )

for w ∈ C∞0 (U j ).
Each A j is defined by the graph of a function r = f j (θ), and since ∂�′ is smooth and coincides with ∂�

on 0c
+

, and ∂νϕ<0 on 0c
+

, ∂�′ must be locally a graph in a neighborhood of 0c
+

. Therefore we can assume
that A j coincides with �′ in a neighborhood of each U j , in the sense that their characteristic functions are
equal in that neighborhood. Then there is a smooth cutoff function χ j defined on A j∩�

′ that is identically
one on U j but vanishes outside on the complements of A j and�′. Multiplication by this function provides
a bounded map from H 1

0 (A j ) to H 1
0 (�

′) and vice versa, and therefore ‖w‖H−1(�′) ' ‖w‖H−1(A j ) for
w ∈ C∞0 (U j ). Therefore we have

h
√
ε
‖w‖L2(U j ) . ‖Lϕ,ε,W,qw‖H−1(�′)

for w ∈ C∞0 (U j ).
Gluing together these estimates in the manner used above gives

h
√
ε
‖w‖L2(�) . ‖Lϕ,ε,W,qw‖H−1(�′)

for w ∈ C∞0 (�).
Finally, note that if w ∈ C∞0 (�), then e(log r)2/εw ∈ C∞0 (�), so

h
√
ε

∥∥e(log r)2/εw
∥∥

L2(�)
.
∥∥e(log r)2/εLϕ,W,qw

∥∥
H−1(�′)

.

On �, there exists some C� such that 1≤ e(log r)2/ε
≤ eC�/ε, so

h‖w‖L2(�) . ‖Lϕ,W,qw‖H−1(�′),
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as desired. This establishes Theorem 1.4.

Remark. If we want to prove Theorem 1.2 instead of Theorem 1.1, then we could begin by supposing that
f : Sn

→ (0,∞) is a C∞ function such that � lies entirely in the region AI = {(r, θ) | r ≤ f (θ)} ⊂Rn+1,
and 0c

−
is a subset of the graph r = f (θ). Then by the change of variables (r, θ) 7→ (1/r, θ), � maps to

a region �̂ of the form described in Proposition 8.1. Therefore, by (8-1),

h‖w‖L2(�̂) . ‖Lϕ,εw‖H−1( ÂO )

for w ∈ C∞0 �̂, where ϕ = log r . Changing variables back gives the Carleman estimate

h‖w‖L2(�) . ‖L− log r,εw‖H−1(AI )

for w ∈ C∞0 �. Therefore, by the same kind of argument as above, we get

h‖w‖L2(�) . ‖Lϕ,W,qw‖H−1(�′),

where ϕ =− log r and �′ is a domain containing �, with 0c
−
⊂ ∂�′ ∩ ∂� whenever 0− is of the form

described in Theorem 1.2. Using this Carleman estimate in the place of Theorem 1.4 in the remainder of
the argument proves Theorem 1.2 instead of Theorem 1.1.

9. Complex geometric optics solutions

Theorem 1.4 can be used to construct solutions to equations of the system (1-1). The key is the following
proposition.

Proposition 9.1. For every v ∈ L2(�), there exists u ∈ H 1(�) such that

L∗ϕ,W,qu = v on �, u|0c
+
= 0

and

‖u‖H1(�) .
1
h
‖v‖L2(�).

Proof. The proof is based on a Hahn–Banach argument. Suppose v ∈ L2(�). Then for all w ∈ C∞0 (�),∣∣(w|v)�∣∣. 1
h
‖v‖L2(�)h‖w‖L2(�).

Therefore, by Theorem 1.4, ∣∣(w|v)�∣∣. 1
h
‖v‖L2(�)‖Lϕ,W,qw‖H−1(�′). (9-1)

Now consider the subspace

{Lϕ,W,qw | w ∈ C∞0 (�)} ⊂ H−1(�′).

By the estimate from Theorem 1.4, the map Lϕ,W,qw 7→ (w|v)� is well defined on this subspace. It is a
linear functional, and by (9-1), it is bounded by (C/h)‖v‖L2(�).
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Therefore, by Hahn–Banach, there exists an extension of this functional to the whole space H−1(�′)

with the same bound. This can be represented by an element of the dual space H 1
0 (�

′), so there exists
u ∈ H 1

0 (�
′) such that

‖u‖H1(�′) .
1
h
‖v‖L2(�)

and
(w|v)� = (Lϕ,W,qw|u)�′ = (Lϕ,W,qw|u)�

for all w ∈ C∞0 (�). Note that u ∈ H 1
0 (�

′) implies that u|0c
+
= 0. Then

(w|v)� = (w|L
∗

ϕ,W,qu)�

since w ∈ C∞0 (�), and thus
(w|v−L∗ϕ,W,qu)� = 0

for all v ∈ C∞0 (�). Therefore v = L∗ϕ,W,qu on �, and

‖u‖H1(Rn+1) .
1
h
‖v‖L2(�),

as desired. �

Now I can construct the complex geometrical optics solutions.

Proposition 9.2. There exists a solution of the problem

LW,qu = 0 on �, u|0c
+
= 0

of the form u = e(1/h)(ϕ+iψ)(a+r)− e`/hb, where ϕ(x, y)= log r , ψ is a solution to the eikonal equation
∇ϕ · ∇ψ = 0, |∇ϕ| = |∇ψ |, a and b are C2 functions on �, and

Re `(x, y)= ϕ(x, y)− k(x, y),

where k(x)' dist(x, 0c
+
) in a neighborhood of 0c

+
and b has its support in that neighborhood. Finally,

r ∈ H 1(�), with r |0c
+
= 0, ‖r‖H1(�) = O(h), and ‖r‖L2(∂�) = O(h1/2).

The proof is a combination of the proofs of the equivalent theorems in [Dos Santos Ferreira et al. 2007;
Kenig et al. 2007].

Proof. Let ϕ(r, θ) = log r , and take ψ(r, θ) = dSn (θ, ω) for some fixed point ω ∈ Sn . If ω 6= θ for all
(r, θ) ∈�, then ψ solves the eikonal equation ∇ϕ · ∇ψ = 0, |∇ϕ| = |∇ψ |. Then

h2LW,qe(1/h)(ϕ+iψ)
= e(1/h)(ϕ+iψ)(h(D+W ) · (∇ψ − i∇ϕ)+ h(∇ψ − i∇ϕ) · (D+W )+ h2LW,q

)
.

Therefore, if a is a C2 solution to

(∇ψ − i∇ϕ) · Da+ (∇ψ − i∇ϕ) ·Wa+
1
2i
(4ψ − i4ϕ)a = 0,

then
h2LW,qe(1/h)(ϕ+iψ)a = e(1/h)(ϕ+iψ)h2LW,qa = O(h2)e(1/h)(ϕ+iψ).
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We can look for an exponential solution a = e8, in which case the relevant equation becomes

(∇ϕ+ i∇ψ) · ∇8+ i(∇ϕ+ i∇ψ) ·W + 1
24(ϕ+ iψ)= 0.

Now suppose x ∈ Rn+1, and write x = (xω, x ′), where xω is the component of x in the ω direction, and
x ′ are the remaining components. Then by considering z = xω + i |x ′| as a complex variable, we get
ϕ = Re log z and ψ = Im log z. Now our equation is an inhomogeneous Cauchy–Riemann equation in
the z variable, and can be solved by the Cauchy formula. Then a is C2, since W is. The solution is only
unique up to addition of terms ga with

(∇ϕ+ i∇ψ) · ∇ga = 0. (9-2)

Now I want to construct a (complex-valued) function ` to be an approximate solution to the equation

∇` · ∇`= 0, `|0c
+
= ϕ+ iψ.

In order to avoid duplicating the solution ϕ+ iψ , we can ask for

∂ν`|0c
+
=−∂ν(ϕ+ iψ)|0c

+
.

To construct an approximate solution, pick coordinates (t, s) near 0c
+

such that t are the coordinates along
0c
+

and s is perpendicular to 0c
+

. Suppose ` takes the form of a power series

`(t, s)=
∞∑
j=0

a j (t)s j .

Then

∇`= (∇t`, ∂s`)=

( ∞∑
j=0

∇t a j (t)s j ,

∞∑
j=0

a j (t) js j−1
)
.

Expanding the equation ∇` · ∇` = 0 and considering each power of s separately gives a sequence of
equations ∑

j+k=m

∇t a j∇t ak +
∑

j+k=m+2

jka j ak = 0 (9-3)

for each m = 0, 1, 2, . . . . The boundary conditions determine a0 and a1, so we can solve this recursively.
If m ≥ 1 and all a j are known for j ≤ m, the only part of (9-3) that contains an unknown looks like
2(m+ 1)a1am+1. Note that

a1 =−∂ν(ϕ+ iψ).

Since 0c
+

coincides with a graph r = f (θ) for some smooth function f , and ϕ = log r , there exists some
ε0 > 0 such that |a1|> ε0 on 0c

+
, so we can divide by a1 to solve for am+1.

This gives a formal power series that may or may not converge outside s = 0. However, we can
construct a C∞ function ` in � whose Taylor series in s coincides with this formal power series at s = 0,
such that

∇` · ∇`= O
(
dist(x, 0c

+
)∞
)
.
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Moreover,
∂ν Re `|0c

+
=−∂νϕ|0c

+
<−ε0

and
Re `|0c

+
= ϕ|0c

+
,

so in a neighborhood of 0c
+

,
Re `(x, y)= ϕ(x, y)− k(x, y), (9-4)

where k(x)' dist(x, 0c
+
) in a neighborhood of 0c

+
.

By a similar method, we can construct an approximate solution b for the problem

∇` · Db+∇` ·W b = 0, b|0c
+
= a|0c

+
,

so
∇` · Db+∇` ·W b = O

(
dist(x, 0c

+
)∞
)
, b|0c

+
= a|0c

+
.

Multiplying b by a smooth cutoff function does not change these properties, so we may as well assume
that b is only supported close to 0c

+
for (9-4) to hold. Then

−h2LW,q(e`/hb)= e`/h(O(dist(x, 0c
+
)∞
)
+ O(h2)

)
,

so ∣∣h2LW,q(e`/hb)
∣∣= eϕ/he−k/h(O(dist(x, 0c

+
)∞
)
+ O(h2)

)
.

If dist(x, 0c
+
)≤ h1/2, for h small, this is eϕ/h O(h2), because of the O

(
dist(x, 0c

+
)∞
)

term. On the other
hand, if dist(x, 0c

+
)≥ h1/2, this is still eϕ/h O(h2), because of e−k/h .

Now e(1/h)(ϕ+iψ)a− e`/hb = 0 on 0c
+

, and

e−ϕ/hh2LW,q
(
e(1/h)(ϕ+iψ)a+ e`/hb

)
= v,

where ‖v‖L2(�) = O(h2). By Proposition 9.1, the problem

L∗ϕ,W,qr1 = e−ϕ/hh2LW,qeϕ/hr1 =−v on �, r1|0c
+
= 0

has an H 1 solution r1 with
‖r1‖H1(�) .

1
h
‖v‖L2(�) = O(h).

Set r = e−iψ/hr1 and u = e(1/h)(ϕ+iψ)(a+ r)− e`/hb. Then

‖r‖H1(�) = O(h),

so ‖r‖L2(∂�) = O(h1/2) by the trace theorem, and

LW,qu = 0 on �, u|0c
+
= 0.

This finishes the proof. �

If the boundary condition is not needed, then the result is as follows:
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Proposition 9.3. There exists a solution of the problem

LW,qu = 0 on �

of the form u= e(1/h)(ϕ+iψ)(a+r), where ϕ(x, y) is any limiting Carleman weight, ψ is any solution to the
eikonal equation, a is a C2 function on�, and r ∈H 1(�), with ‖r‖H1(�)=O(h) and ‖r‖L2(∂�)=O(h1/2).

This is essentially Lemma 3.4 from [Dos Santos Ferreira et al. 2007]. We can always replace a by γ a,
where γ is a solution to

(∇ϕ+ i∇ψ) · ∇γ = 0 on �.

10. Proof of Theorem 1.1

For convenience, ‖ · ‖ will denote the L2 norm in this section, unless otherwise indicated. The tilde as
used in this section has nothing to do with the notation from Section 3.

Using Proposition 9.2, we can construct ũ2 = e(1/h)(ϕ+iψ)(a2+ r2)− e`/hb =: u2+ ur to be a solution
to

LW2,q2 ũ2 = 0 on �, ũ2|0c
+
= 0.

Then −ϕ is also a Carleman weight, and if ϕ and ψ satisfy the eikonal equation, then so do −ϕ and ψ .
Therefore, using Proposition 9.3, we can construct u1 = e(1/h)(−ϕ+iψ)(a1+ r1) to be a solution to

LW1,q1u1 = 0.

Let w be the unique solution to

LW1,q1w = 0, w|∂� = ũ2|∂�.

(Here we are using the assumption that LW1,q1 does not have a zero eigenvalue.) In particular, w|0c
+
=

ũ2|0c
+
= 0, so by the hypothesis on the Dirichlet–Neumann map,

∂ν(w− ũ2)|0− = 0.

Now

LW1,q1(w− ũ2)=−LW1,q1 ũ2

= (LW2,q2 −LW1,q1)ũ2

= (W2−W1) · Dũ2+ D · (W2−W1)ũ2+
(
W 2

2 −W 2
1 + q2− q1

)
ũ2. (10-1)

On the other hand, Green’s formula from [Dos Santos Ferreira et al. 2007] gives us∫
�

LW1,q1(w− ũ2)u1 dV =
∫
∂�

∂ν(ũ2−w)u1 d S =
∫
0c
−

∂ν(ũ2−w)u1 d S. (10-2)

Combining (10-1) with (10-2) gives∫
0c
−

∂ν(ũ2−w)u1 d S =
∫
�

(W2−W1) ·
(
Dũ2u1+ ũ2 Du1

)
dV +

∫
�

(
W 2

2 −W 2
1 + q2− q1

)
ũ2u1 dV .



A PARTIAL DATA RESULT FOR THE MAGNETIC SCHRÖDINGER INVERSE PROBLEM 155

Expanding ũ2 as ũ2 = u2+ ur on the right side gives∫
0c
−

∂ν(ũ2−w)u1 d S=
∫
�

(W2−W1) ·
(
Du2u1+u2 Du1

)
dV +

∫
�

(
W 2

2 −W 2
1 +q2−q1

)
u2u1 dV

+

∫
�

(W2−W1) ·
(
Dur u1+ ur Du1

)
dV +

∫
�

(
W 2

2 −W 2
1 + q2− q1

)
ur u1 dV . (10-3)

To show that dW1 = dW2, we can apply the reasoning from [Dos Santos Ferreira et al. 2007] verbatim
if we can establish that

lim
h→0

h
∫
�

(W2−W1) ·
(
Du2u1+ u2 Du1

)
dV = 0. (10-4)

Similarly, to show that q1 = q2, we can apply the reasoning from [Dos Santos Ferreira et al. 2007]
verbatim if we can establish that

lim
h→0

∫
�

(q2− q1)u2u1 dV = 0. (10-5)

To establish (10-4), label the terms as follows: T1 = T2+T3+T4+T5. Consider the terms on the right
side first. T2 is bounded above by∥∥(W2−W1)e−ϕ/h Du2

∥∥
�
‖a1+ r1‖�+

∥∥(W2−W1)eϕ/h Du1
∥∥
�
‖a2+ r2‖�.

Since W2−W1 is bounded on �, ‖a1‖� and ‖a2‖� are O(1), and ‖r1‖� and ‖r2‖� are O(h),

|T2|.
∥∥e−ϕ/h Du2

∥∥
�
+
∥∥eϕ/h Du1

∥∥
�
.

T3 is bounded above by

|T3| ≤
∥∥(W 2

2 −W 2
1 + q2− q1

)
(a2+ r2)

∥∥
�
‖a1+ r1‖� = O(1).

Similarly,

|T4|.
∥∥e−ϕ/h Dur

∥∥
�
+
∥∥eϕ/h Du1

∥∥
�

∥∥e−2βy/h
∥∥
�
.
∥∥e−ϕ/h Dur

∥∥
�
+ h

∥∥eϕ/h Du1
∥∥
�

and
|T5| ≤

∥∥(W 2
2 −W 2

1 + q2− q1
)
e−2βy/hb

∥∥
�
‖a1+ r1‖� = O(h).

Now examine the term T1:∣∣∣∣∫
0c
−

∂ν(ũ2−w)u1 d S
∣∣∣∣≤ ∥∥∂ν(ũ2−w)e−ϕ/h

∥∥
0c
−

‖a1+ r1‖0c
−
.

The factor ‖a1+ r1‖0c
−

is O(1). Furthermore, ∂νϕ ≥ ε1 on 0c
−

, so∣∣∣∣∫
0c
−

∂ν(ũ2−w)u1 d S
∣∣∣∣. 1
√
ε1

∥∥√∂νϕe−ϕ/h∂ν(ũ2−w)
∥∥
0c
−

.
1
√
ε1

∥∥√∂νϕe−ϕ/h∂ν(ũ2−w)
∥∥
0+
.

By the Carleman estimate given in Equation (2.13) of [Dos Santos Ferreira et al. 2007],∥∥√∂νϕe−ϕ/h∂ν(ũ2−w)
∥∥
0+
.
√

h
∥∥e−ϕ/hLW1,q1(ũ2−w)

∥∥
�
+
∥∥√−∂νϕe−ϕ/h∂ν(ũ2−w)

∥∥
∂�−

.
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Therefore
C
√
ε1

(√
h
∥∥e−ϕ/hLW1,q1(ũ2−w)

∥∥
�
+
∥∥√−∂νϕe−ϕ/h∂ν(ũ2−w)

∥∥
∂�−

)
.

The last term on the right side is zero, because ∂ν(ũ2 −w) = 0 on 0− and ∂�− ⊂ 0−. Therefore the
upper bound becomes

C
√
ε1

√
h
∥∥e−ϕ/hLW1,q1(ũ2−w)

∥∥
�
.

Expanding LW1,q1(ũ2−w) and writing ũ2 = u2+ ur , we obtain that T1 is bounded above by

C
√

h
√
ε1

(∥∥e−ϕ/h Du2
∥∥
�
+
∥∥e−ϕ/hu2

∥∥
�
+
∥∥e−ϕ/h Dur

∥∥
�
+
∥∥e−ϕ/hur

∥∥
�

)
≤

C
√

h
√
ε1

(∥∥e−ϕ/h Du2
∥∥
�
+‖a2+ r2‖�+

∥∥e−ϕ/h Dur
∥∥
�
+
∥∥e−2βy/hb

∥∥
�

)
≤

C
√

h
√
ε1

(∥∥e−ϕ/h Du2
∥∥
�
+ O(1)+

∥∥e−ϕ/h Dur
∥∥
�
+ O(h)

)
,

where the constant C mutates as necessary to preserve the bound. Therefore, in order to bound the terms
T1, T2, and T4, we need to calculate

∥∥eϕ/h Du1
∥∥
�

,
∥∥e−ϕ/h Du2

∥∥
�

, and
∥∥e−ϕ/h Dur

∥∥
�

. We have

∥∥eϕ/h Du1
∥∥
�
=

∥∥∥∥eϕ/h 1
h

D(−ϕ+ iψ)e(1/h)(−ϕ+iψ)(a1+ r1)+ eiψ/h D(a1+ r1)

∥∥∥∥
�

.
1
h

∥∥D(−ϕ+ iψ)(a1+ r1)
∥∥
�
+
∥∥D(a1+ r1)

∥∥
�
= O(h−1),

since ‖r1‖H1(�) is O(h). Similarly, ∥∥e−ϕ/h Du2
∥∥
�
= O(h−1).

Finally,∥∥e−ϕ/h Dur
∥∥
�
=

∥∥∥∥e−ϕ/h 1
h

D`e`/hb+ e−ϕ/he`/h Db
∥∥∥∥
�

.
1
h

∥∥e−k/hbD`
∥∥
�
+
∥∥e−k/h Db

∥∥
�
= O(1).

Putting all of this together gives T1 = O(h−1/2), T2 = O(h−1), T3 = O(1), T4 = O(1), and T5 = O(h).
Therefore, multiplying (10-3) through by h and taking the limit as h goes to zero gives

lim
h→0

h
∫
�

(W2−W1) ·
(
Du2u1+ u2 Du1

)
dV = 0,

which establishes (10-4), and thus by the reasoning in [Dos Santos Ferreira et al. 2007], that dW1 = dW2

in � and W1 =W2 up to a gauge transformation that leaves the Dirichlet–Neumann maps invariant.
It remains only to prove (10-5). Going back to (10-3), we now have∫

0c
−

∂ν(ũ2−w)u1 d S =
∫
�

(q2− q1)u2u1 dx +
∫
�

(q2− q1)ur u1 dV . (10-6)
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The first and second terms on the right side are O(1) and O(h) as before. The left side is now bounded
by √

h
√
ε1

(∥∥e−ϕ/h(q1− q2)u2
∥∥
�
+
∥∥e−ϕ/h(q1− q2)ur

∥∥
�

)
=
√

h
(
O(1)+ O(h)

)
= O(h1/2),

so taking the limit of (10-6) as h goes to zero gives

lim
h→0

∫
�

(q2− q1)u2u1 dV = 0.

This establishes (10-5), and thus that q1 = q2 on �. This finishes the proof.
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SHARP POLYNOMIAL DECAY RATES FOR THE DAMPED WAVE EQUATION
ON THE TORUS

NALINI ANANTHARAMAN AND MATTHIEU LÉAUTAUD

APPENDIX BY STÉPHANE NONNENMACHER

We address the decay rates of the energy for the damped wave equation when the damping coefficient b
does not satisfy the geometric control condition (GCC). First, we give a link with the controllability of the
associated Schrödinger equation. We prove in an abstract setting that the observability of the Schrödinger
equation implies that the solutions of the damped wave equation decay at least like 1/

√
t (which is a

stronger rate than the general logarithmic one predicted by the Lebeau theorem).
Second, we focus on the 2-dimensional torus. We prove that the best decay one can expect is 1/t ,

as soon as the damping region does not satisfy GCC. Conversely, for smooth damping coefficients b
vanishing flatly enough, we show that the semigroup decays at least like 1/t1−ε, for all ε > 0. The proof
relies on a second microlocalization around trapped directions, and resolvent estimates.

In the case where the damping coefficient is a characteristic function of a strip (hence discontinuous),
Stéphane Nonnenmacher computes in an appendix part of the spectrum of the associated damped wave
operator, proving that the semigroup cannot decay faster than 1/t2/3. In particular, our study emphasizes
that the decay rate highly depends on the way b vanishes.
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Part I. The damped wave equation

1. Decay of energy: a survey of existing results

Let (M, g) be a smooth compact connected Riemannian d-dimensional manifold, with or without boundary
∂M . We denote by 1 the (nonpositive) Laplace–Beltrami operator on M for the metric g. Given a
bounded nonnegative function, b ∈ L∞(M), b(x) ≥ 0 on M , we want to understand the asymptotic
behavior as t→+∞ of the solution u of the problem

∂2
t u−1u+ b(x) ∂t u = 0 in R+×M,

u = 0 on R+× ∂M (if ∂M 6=∅),
(u, ∂t u)|t=0 = (u0, u1) in M.

(1-1)

The energy of a solution is defined by

E(u, t)= 1
2(‖∇u(t)‖2L2(M)+‖∂t u(t)‖2L2(M)). (1-2)

Multiplying (1-1) by ∂t u and integrating on M yields the dissipation identity

d
dt

E(u, t)=−
∫

M
b|∂t u|2 dx,

which, as b is nonnegative, implies a decay of the energy. As soon as b ≥ C > 0 on a nonempty open
subset of M , the decay is strict and E(u, t)→ 0 as t→+∞. The question is then to know at what rate
the energy goes to zero.

The first interesting issue concerns uniform stabilization: under which condition does there exist a
function F(t), F(t)→ 0, such that

E(u, t)≤ F(t)E(u, 0) ? (1-3)

The answer was given by Rauch and Taylor [1974] in the case ∂M = ∅ and by Bardos, Lebeau and
Rauch [Bardos et al. 1992] in the general case (see also [Burq and Gérard 1997] for the necessity of this
condition): assuming that b ∈ C0(M), uniform stabilization occurs if and only if the set {b > 0} satisfies
the geometric control condition (GCC). Recall that a set ω ⊂ M is said to satisfy GCC if there exists
L0 > 0 such that every geodesic γ (resp. generalized geodesic in the case ∂M 6=∅) of M with length
larger than L0 satisfies γ ∩ω 6=∅. When (1-3) is satisfied, one can take F(t)=Ce−κt (for some constants
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C, κ > 0) in (1-3), and the energy decays exponentially. Finally, Lebeau [1996] gives the explicit value
of the best exponential decay rate κ in terms of the spectral abscissa of the generator of the semigroup
and the mean value of the function b along the rays of geometrical optics.

In the case where {b > 0} does not satisfy GCC, i.e., in the presence of “trapped rays” that do not
meet {b > 0}, what can be said about the decay rate of the energy? As soon as b ≥ C > 0 on a nonempty
open subset of M , Lebeau [1996] shows that the energy of smoother initial data (satisfying the boundary
condition if ∂M 6=∅) goes at least logarithmically to zero:

E(u, t)≤ C( f (t))2
(
‖u0‖

2
H2(M)+‖u1‖

2
H1(M)

)
for all t > 0, (1-4)

with f (t)= 1/log(2+ t) (see also [Burq 1998]). Note that here, ( f (t))2 characterizes the decay of the
energy, whereas f (t) is that of the associated semigroup. Moreover, the author constructed a series of
explicit examples of geometries for which this rate is optimal, including for instance the case where
M = S2 is the two-dimensional sphere and {b > 0} ∩ Nε =∅, where Nε is a neighborhood of an equator
of S2. This result is generalized in [Lebeau and Robbiano 1997] for a wave equation damped on a (small)
part of the boundary. In this paper, the authors also make the following comment about the result they
obtain:

Notons toutefois qu’une étude plus approfondie de la localisation spectrale et des taux de
décroissance de l’énergie pour des données régulières doit faire intervenir la dynamique globale
du flot géodésique généralisé sur M . Les théorèmes 1 et 2 [de cet article] ne fournissent donc
que les bornes a priori qu’on peut obtenir sans aucune hypothèse sur la dynamique, en n’utilisant
que les inégalités de Carleman qui traduisent «l’effet tunnel».

In all examples where the optimal decay rate is logarithmic, the trapped ray is a stable trajectory from the
point of view of the dynamics of the geodesic flow. This means basically that an important amount of the
energy can stay concentrated, for a long time, in a neighborhood of the trapped ray, i.e., away from the
damping region.

If the trapped trajectories are less stable, or unstable, one can expect to obtain an intermediate decay
rate between exponential and logarithmic. We shall say that the energy decays at rate f (t) if (1-4) is
satisfied (more generally, see Definition 2.2 below in the abstract setting). This problem has already been
addressed and, in some particular geometries, several different behaviors have been exhibited. Two main
directions have been investigated.

On the one hand, Liu and Rao [2005] considered the case where M is a square and the set {b > 0}
contains a vertical strip. In this situation, the trapped trajectories consist of a family of parallel vertical
geodesics; these are unstable, in the sense that nearby geodesics diverge at a linear rate. They proved
that the energy decays at rate (log(t)/t)1/2 (i.e., that (1-4) is satisfied with f (t)= (log(t)/t)1/2). This
was extended by Burq and Hitrik [2007] (see also [Nishiyama 2009]) to the case of partially rectangular
two-dimensional domains, if the set {b > 0} contains a neighborhood of the nonrectangular part. Phung
[2007] proved a decay at rate t−δ for some (unspecified) δ > 0 in a three-dimensional domain having two
parallel faces. In all these situations, the only obstruction to GCC is due to a “cylinder of periodic orbits”.
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The geometry is flat and the instabilities of the geodesic flow around the trapped rays are relatively weak
(geodesics diverge at a linear rate).

In [Burq and Hitrik 2007], the authors argue that the optimal decay in their geometry should be of the
form 1/t1−ε, for all ε > 0. They provide conditions on the damping coefficient b(x) under which one can
obtain such decay rates, and wonder whether this is true in general. Our main theorem (Theorem 2.6)
extends these results to more general damping functions b on the two-dimensional torus.

On the other hand, Christianson [2007] proved that the energy decays at rate e−C
√

t for some C > 0, in
the case where the trapped set is a hyperbolic closed geodesic. Schenck [2011] proved an energy decay at
rate e−Ct on manifolds with negative sectional curvature, if the trapped set is “small enough” in terms
of topological pressure (for instance, a small neighborhood of a closed geodesic), and if the damping is
“large enough” (that is, starting from a damping function b, βb will work for any β > 0 sufficiently large).
In these two papers, the geodesic flow near the trapped set enjoys strong instability properties: the flow
on the trapped set is uniformly hyperbolic, and in particular all trajectories are exponentially unstable.

These cases confirm the idea that the decay rate of the energy strongly depends on the stability of
trapped trajectories.

One may now want to compare these geometric situations to situations where the Schrödinger group is
observable (or, equivalently, controllable), i.e., for which there exist C > 0 and T > 0 such that, for all
u0 ∈ L2(M), we have

‖u0‖
2
L2(M) ≤ C

∫ T

0
‖
√

b e−i t1u0‖
2
L2(M) dt. (1-5)

The conditions under which this property holds are also known to be related to stability of the geodesic
flow. In particular, [Bardos et al. 1992], [Liu and Rao 2005], [Burq and Hitrik 2007; Nishiyama 2009]
and [Christianson 2007; Schenck 2011] can be seen as counterparts for damped wave equations of the
articles [Lebeau 1992], [Haraux 1989a; Jaffard 1990], [Burq and Zworski 2004] and [Anantharaman and
Rivière 2012], respectively, in the context of observation of the Schrödinger group.

Our main results are twofold. First, we clarify (in an abstract setting) the link between the observability
(or the controllability) of the Schrödinger equation and polynomial decay for the damped wave equation.
This follows the spirit of [Haraux 1989b; Miller 2005], exploring the links between the different equations
and their control properties, such as observability, controllability, and stabilization. More precisely, we
prove that the controllability of the Schrödinger equation implies a polynomial decay at rate 1/

√
t for the

damped wave equation (Theorem 2.3).
Second, we study precisely the damped wave equation on the flat torus T2 in case GCC fails. We

give the following a priori lower bound on the decay rate, revisiting the argument of [Burq and Hitrik
2007]: (1-1) is not stable at a better rate than 1/t , provided that GCC is not satisfied. In this situation,
the Schrödinger group is known to be controllable (see [Jaffard 1990; Komornik 1992] and the more
recent [Anantharaman and Macià 2010; Burq and Zworski 2012]). Thus, one cannot hope to have a decay
better than polynomial in our previous result, i.e., under the mere assumption that the Schrödinger flow is
observable.
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The remainder of the paper is devoted to studying the gap between the a priori lower and upper bounds
given respectively by 1/t and 1/

√
t on flat tori. For some smooth nonvanishing damping coefficient

b(x), we prove that the energy decays at rate 1/t1−ε for all ε > 0. This result holds without making any
dynamical assumption on the damping coefficient, but only on the order of vanishing of b. It generalizes
a result of [Burq and Hitrik 2007], which holds in the case where b is invariant in one direction. Our
analysis is, again, inspired by the recent microlocal approach proposed in [Anantharaman and Macià
2010] and [Burq and Zworski 2012] for the observability of the Schrödinger group. More precisely, we
follow here several ideas and tools introduced in [Macià 2010] and [Anantharaman and Macià 2010].

In the situation where b is a characteristic function of a vertical strip of the torus (hence discontinuous),
Stéphane Nonnenmacher proves in Appendix B that the decay rate cannot be better than 1/t2/3. This is
done by explicitly computing the high frequency eigenvalues of the damped wave operator which are
closest to the imaginary axis; see, for instance, the figures in [Asch and Lebeau 2003; Anantharaman and
Léautaud 2012]. That the decay rate 1/t is not achieved in this situation was observed in the numerical
computations from this last paper.

In contrast to the control problem for the Schrödinger equation on the torus, this result shows that the
stabilization of the wave equation is not only sensitive to the global properties of the geodesic flow, but
also to the rate at which the damping function vanishes.

2. Main results of the paper

Our first result can be stated in a general abstract setting that we now introduce. We come back to the
case of the torus afterwards.

2A. The damped wave equation in an abstract setting. Let H and Y be two Hilbert spaces (resp. the
state space and the observation/control space) with norms ‖ · ‖H and ‖ · ‖Y , and associated inner products
( · , · )H and ( · , · )Y .

We denote by A : D(A)⊂ H → H a nonnegative selfadjoint operator with compact resolvent, and by
B ∈L(Y ; H) a control operator. We recall that B∗ ∈L(H ; Y ) is defined by (B∗h, y)Y = (h, By)H for
all h ∈ H and y ∈ Y .

Definition 2.1. We say that the system

∂t u+ i Au = 0, y = B∗u, (2-1)

is observable in time T if there exists a constant KT > 0 such that, for all solution of (2-1), we have

‖u(0)‖2H ≤ KT

∫ T

0
‖y(t)‖2Y dt.

We recall that the observability of (2-1) in time T is equivalent to the exact controllability in time T of
the adjoint problem

∂t u+ i Au = B f, u(0)= u0, (2-2)
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(see, for instance, [Lebeau 1992] or [Ramdani et al. 2005]). More precisely, given T > 0, the exact
controllability in time T is the ability of finding for any u0, u1 ∈ H a control function f ∈ L2(0, T ; Y )
so that the solution of (2-2) satisfies u(T )= u1.

We equip H= D(A
1
2 )× H with the graph norm

‖(u0, u1)‖
2
H = ‖(A+ Id)

1
2 u0‖

2
H +‖u1‖

2
H ,

and define the seminorm
|(u0, u1)|

2
H = ‖A

1
2 u0‖

2
H +‖u1‖

2
H .

Of course, if A is coercive on H , | · |H is a norm on H equivalent to ‖ · ‖H.
We also introduce in this abstract setting the damped wave equation on the space H{

∂2
t u+ Au+ B B∗ ∂t u = 0,
(u, ∂t u)|t=0 = (u0, u1) ∈H,

(2-3)

which can be recast on H as a first order system{
∂tU =AU,
U |t=0 =

t(u0, u1),
U =

(
u
∂t u

)
, A=

(
0 Id
−A −B B∗

)
, D(A)= D(A)× D(A

1
2 ). (2-4)

The compact injections D(A) ↪→ D(A
1
2 ) ↪→ H imply that D(A) ↪→H compactly, and that the operator

A has a compact resolvent.
We define the energy of solutions of (2-3) by

E(u, t)= 1
2

(
‖A

1
2 u‖2H +‖∂t u‖2H

)
=

1
2 |(u, ∂t u)|2H2 .

Definition 2.2. Let f be a function such that f (t)→ 0 when t →+∞. We say that system (2-3) is
stable at rate f (t) if there exists a constant C > 0 such that for all (u0, u1) ∈ D(A), we have

E(u, t)
1
2 ≤ C f (t)|A(u0, u1)|H for all t > 0.

If it is the case, for all k > 0, there exists a constant Ck > 0 such that for all (u0, u1) ∈ D(Ak), we have
(see, for instance, [Batty and Duyckaerts 2008, page 767])

E(u, t)
1
2 ≤ Ck( f (t))k‖Ak(u0, u1)‖H for all t > 0.

Theorem 2.3. Suppose that there exists T > 0 such that system (2-1) is observable in time T . Then
system (2-3) is stable at rate 1/

√
t .

Note that the gain of the log(t)
1
2 with respect to [Liu and Rao 2005; Burq and Hitrik 2007] is not

essential in our work. It is due to the optimal characterization of polynomially decaying semigroups
obtained in [Borichev and Tomilov 2010].

This theorem may be compared with the works (both presented in a similar abstract setting) [Haraux
1989b], proving that the controllability of wave-type equations in some time is equivalent to uniform
stabilization of (2-3), and [Miller 2005], showing that the controllability of wave-type equations in some
time implies the controllability of Schrödinger-type equations in any time.
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The link between this abstract setting and that of problem (1-1) is as follows: H = Y = L2(M);
A = −1 with D(A) = H 2(M) if ∂M = ∅ and H 2(M)∩ H 1

0 (M) otherwise; B is the multiplication in
L2(M) by the bounded function

√
b.

As a first application of Theorem 2.3 we obtain a different proof of the polynomial decay results for
wave equations of [Liu and Rao 2005] and [Burq and Hitrik 2007] as consequences of the associated
control results for the Schrödinger equation of [Haraux 1989a] and [Burq and Zworski 2004], respectively.

Moreover, Theorem 2.3 also provides several new stability results for system (1-1) in particular
geometric situations; namely, in all following situations, the Schrödinger group is proved to be observable,
and Theorem 2.3 gives the polynomial stability at rate 1/

√
t for (1-1):

• For any nonvanishing b(x) ≥ 0 in the 2-dimensional square (resp. torus), as a consequence of
[Jaffard 1990] (resp. [Macià 2010; Burq and Zworski 2012]); for any nonvanishing b(x)≥ 0 in the
d-dimensional rectangle (resp. d-dimensional torus) as a consequence of [Komornik 1992] (resp.
[Anantharaman and Macià 2010]).

• If M is the Bunimovich stadium and b(x) > 0 on the neighborhood of one half-disc and on one point
of the opposite side, as a consequence of [Burq and Zworski 2004].

• If M is a d-dimensional manifold of constant negative curvature and the set of trapped trajectories
(as a subset of S∗M , see [Anantharaman and Rivière 2012, Theorem 2.5] for a precise definition)
has Hausdorff dimension lower than d , as a consequence of [Anantharaman and Rivière 2012].

Moreover, Lebeau [1996, Théorème 1(ii)] gives several 2-dimensional examples for which the decay
rate 1/log(2+ t) is optimal. For all these geometrical situations, Theorem 2.3 implies that the Schrödinger
group is not observable.

The proof of Theorem 2.3 relies on the following characterization of polynomial decay for system (2-3).
For z ∈ C, we define on H the operator

P(z)= A+ z2 Id+zB B∗, with domain D(P(z))= D(A). (2-5)

Proposition 2.4. Suppose that

for any eigenvector ϕ of A, we have B∗ϕ 6= 0. (2-6)

Then, for all α > 0, the following five assertions are equivalent:

The system (2-3) is stable at rate 1/tα. (2-7)

There exist C > 0 and s0 ≥ 0 such that ‖(is Id−A)−1
‖L(H) ≤ C |s|

1
α for all s ∈ R, |s| ≥ s0. (2-8)

There exist C > 0 and s0 ≥ 0 such that for all z ∈C satisfying |z| ≥ s0 and |Re(z)| ≤
1

C |Im(z)|
1
α

,

we have ‖(z Id−A)−1
‖L(H) ≤ C |Im(z)|

1
α . (2-9)

There exist C > 0 and s0 ≥ 0 such that ‖P(is)−1
‖L(H) ≤ C |s|

1
α
−1 for all s ∈ R, |s| ≥ s0. (2-10)
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There exist C > 0 and s0 ≥ 0 such that for all s ∈ R, |s| ≥ s0 and u ∈ D(A),

we have ‖u‖2H ≤ C
(
|s|

2
α
−2
‖P(is)u‖2H + |s|

1
α ‖B∗u‖2Y

)
. (2-11)

Theorem 2.3 and Proposition 2.4 are proved in Part II, as consequences of the characterization of
polynomial decay for general semigroups in terms of resolvent estimates given in [Borichev and Tomilov
2010], providing the equivalence between (2-7) and (2-8). See also [Batty and Duyckaerts 2008] for
general decay rates in Banach spaces. Note that the proof of a decay rate is reduced to the proof of a
resolvent estimate on the imaginary axes. By the way, this estimate implies the existence of a “spectral
gap” between the spectrum of A and the imaginary axis, given by (2-9).

Note finally that the estimates (2-8), (2-10) and (2-11) can be equivalently restricted to s > 0, since
P(−is)u = P(is)u for s ∈ R.

2B. Decay rates for the damped wave equation on the torus. The main results of this article deal with
the decay rate for problem (1-1) on the torus T2

:= (R/2πZ)2. In this setting, as well as in the abstract
setting, we shall write P(z)=−1+ z2

+ zb(x).
First, we give an a priori lower bound for the decay rate of the damped wave equation, on T2, when

GCC is “strongly violated”, that is, assuming that supp(b) does not satisfy GCC (instead of {b > 0}).
This theorem is proved by constructing explicit quasimodes for the operator P(is).

Theorem 2.5. Suppose that there exists (x0, ξ0) ∈ T ∗T2, ξ0 6= 0, such that

{b > 0} ∩ {x0+ τξ0, τ ∈ R} =∅.

Then there exist two constants C > 0 and κ0 > 0 such that for all n ∈ N,

‖P(inκ0)
−1
‖L(L2(T2)) ≥ C. (2-12)

As a consequence of Proposition 2.4, polynomial stabilization at rate 1/t1+ε for ε > 0 is not possible
if there is a strongly trapped ray (i.e., that does not intersect supp(b)). More precisely, in such geometry,
Theorem 2.5 combined with Lemma 4.6 and [Batty and Duyckaerts 2008, Proposition 1.3] shows that
m1(t) ≥ C/(1+ t), for some C > 0 (with the notation of [Batty and Duyckaerts 2008], where m1(t)
denotes the best decay rate).

The main goal of this paper is to explore the gap between the a priori upper bound 1/
√

t for the decay
rate, given by Theorem 2.3, and the a priori lower bound 1/t of Theorem 2.5. Our results are twofold
(somehow in two opposite directions) and concern either the case of smooth damping functions b, or the
case b = 1U , with U ⊂ T2.

2B1. The case of smooth damping coefficients. Our main result deals with the case of smooth damping
coefficients. Without any geometric assumption, but with an additional hypothesis on the order of
vanishing of the damping function b, we prove a weak converse of Theorem 2.5.

Theorem 2.6. Let M = T2 with the standard flat metric. There exists ε0 > 0 and k0 ∈ N satisfying the
following property: Suppose that b ∈W k0,∞(T2) is a nonnegative, nonvanishing function on T2 and that
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there exist ε ∈ (0, ε0) and Cε > 0 such that

|∇b(x)| ≤ Cεb1−ε(x) for x ∈ T2. (2-13)

Then there exist C > 0 and s0 ≥ 0 such that for all s ∈ R, |s| ≥ s0, we have

‖P(is)−1
‖L(L2(T2)) ≤ C |s|δ, with δ = 4ε. (2-14)

As a consequence of Proposition 2.4, in this situation, the damped wave equation (1-1) is stable at rate
1/t1/(1+δ).

Remark 2.7. Following carefully the steps of the proof, one sees that ε0 =
1
29 works, but the proof is not

optimized with respect to this parameter, and it is likely that it could be much improved.
The regularity assumption b ∈W k0,∞(T2) is required since we make use of symbolic calculus in the

proof of Lemma 7.1 (and only at this point of the paper). We only use the two following properties: (i) that
the commutator of b with some Fourier multipliers is given by the usual principal term plus a lower order
perturbation; (ii) the sharp Gårding inequality for a symbol depending on ∇b. It seems that (in 2 space
dimensions) k0 = 8 suffices in these two different applications of symbolic calculus (see [Sjöstrand 1995,
Proposition 5.1] for a Gårding inequality with this regularity or [Lerner 2010, pp. 117–118] for a related
discussion).

One of the main difficulties in understanding the decay rates is that there exists no general monotonicity
property of the type “b1(x) ≤ b2(x) for all x ⇒ the decay rate associated to the damping b2 is larger
(or smaller) than the decay rate associated to the damping b1.” This makes a significant difference with
observability or controllability problems of the type (1-5).

Assumption (2-13) is only a local assumption in a neighborhood of ∂{b > 0} (even if it is stated here
globally on T2). Far from this set, i.e., on each compact set {b ≥ b0} for b0 > 0, the constant Cε can be
chosen uniformly, depending only on b0, and not on ε. Hence, ε somehow quantifies the vanishing rate
of the damping function b.

An interesting situation is when the smooth function b vanishes like e−1/xα in smooth local coordinates,
for some α > 0. In this case, assumption (2-13) is satisfied for any ε > 0, and the associated damped
wave equation (1-1) is stable at rate 1/t1−δ for any δ > 0. This shows that the lower bound given by
Theorem 2.5 is sharp, in the sense that one cannot improve upon the exponent of t . This phenomenon
had already been remarked by Burq and Hitrik [2007] in the case where b is invariant in one direction.

An example of a smooth function not satisfying assumption (2-13) is a function vanishing like
sin(1/x)2e−1/x . We do not have any idea of the decay rate achieved in this case (except for the a priori
upper and lower bounds 1/

√
t and 1/t).

Theorem 2.6 generalizes the result of [Burq and Hitrik 2007], which only holds if b is assumed to be
invariant in one direction. Moreover, our condition (2-13) is weaker than the assumption (3.2) of Burq
and Hitrik. Actually their proof only uses the condition |b′| ≤ Cεb1−ε and |b′′| ≤ Cεb1−2ε for some ε < 1

4
(which is similar to ours), to obtain the same decay at rate t−1/(1+4ε).
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The proof of Theorem 2.6 occupies Part III and is sketched in its introduction. It is based on ideas
and tools developed in [Macià 2010; Anantharaman and Macià 2010] and especially the notion of two-
microlocal semiclassical measures. One of the key technical points appears in Section 12: we have
to construct, for each trapped direction, a cutoff function invariant in that direction and adapted to the
damping coefficient b. We do not know how to adapt this technical construction to tori of higher dimension
d > 2; hence we do not know whether Theorem 2.6 holds in higher dimension (although we have no
reason to suspect it should not hold). Only in the particular case where b is invariant in d − 1 directions
can our methods (or those of [Burq and Hitrik 2007]) be applied to prove the analogue of Theorem 2.6.

Note that if GCC is satisfied, one has (on a general compact manifold M) for some C > 1 and all
|s| ≥ s0 the estimate

‖P(is)−1
‖L(L2(M)) ≤ C |s|−1 (2-15)

instead of (2-14). Estimate (2-15) is in turn equivalent to uniform stabilization (see [Huang 1985] together
with Lemma 4.6).

Remark 2.8. As a consequence of Theorem 2.6 on the torus, we can deduce that the decay rate t−1/(1+δ)

also holds for (1-1) if M = (0, π)2 is the square, one considers Dirichlet or Neumann boundary conditions,
and the damping function b is smooth, vanishes near ∂M and satisfies assumption (2-13). First, we extend
the function b as an even (with respect to both variables) smooth function on the larger square (−π, π)2,
and using the injection ı : (−π, π)2→ T2, as a smooth function on T2, still satisfying (2-13). Moreover,
D(1D) (resp. D(1N )) on (0, π)2 can be identified as the closed subspace of odd (resp. even) functions
of D(1D) (resp. D(1N )) on (−π, π)2. Using again the injection ı , it can also be identified with a closed
subspace of H 2(T2). The estimate

‖u‖L2(T2) ≤ C |s|δ‖P(is)u‖L2(T2) for all u ∈ H 2(T2)

is thus also true on the square (0, π)2 for Dirichlet or Neumann boundary conditions. In particular, this
strongly improves the results of [Liu and Rao 2005].

The lower bound of Theorem 2.5 can be similarly extended to the case of a square with Dirichlet or
Neumann boundary conditions, implying that the rate 1/t is optimal if GCC is strongly violated.

2B2. The case of discontinuous damping functions. Appendix B (by Stéphane Nonnenmacher) deals
with the case where b is the characteristic function of a vertical strip, i.e., b = B̃1U×T, for some B̃ > 0
and U ⊂ T, U a nonempty open interval with U 6= T. Due to the invariance of b in one direction, the
spectrum of the damped wave operator A splits into countably many “branches” of eigenvalues. This
structure of the spectrum is illustrated in the numerics of [Asch and Lebeau 2003; Anantharaman and
Léautaud 2012].

The branch closest to the imaginary axis is explicitly computed; it contains a sequence of eigenvalues
(zi )i∈N such that Im zi →∞ and |Re zi | ≤ C0/(Im zi )

3
2 . This result is in agreement with the numerical

tests given in [Anantharaman and Léautaud 2012].
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As a consequence, for any ε > 0 and C > 0, the strip {|Re z| ≤C |Im(z)|−
3
2+ε} contains infinitely many

poles of the resolvent (z Id−A)−1, so item (2-9) in Proposition 2.4 implies the following obstruction to
the stability of this damped system:

Corollary 2.9. For any ε > 0, the damped wave equation (1-1) on T2 with the damping function (B-1)
cannot be stable at the rate 1/t

2
3+ε.

The same result holds on the square with Dirichlet or Neumann boundary conditions.

More precisely, in this situation, Lemma 4.6 and [Batty and Duyckaerts 2008, Proposition 1.3] yield
that m1(t)≥ C/(1+ t)

2
3 , for some C > 0 (with the notation of that reference, where m1(t) denotes the

best decay rate).
This corollary shows in particular that the regularity conditions in Theorem 2.6 cannot be completely

disposed of if one wants a stability at the rate 1/t1−ε for small ε.

2C. Some related open questions. The various results obtained in this article lead to several open
questions.

(1) In the case where b is the characteristic function of a vertical strip, our analysis shows that the best
decay rate lies somewhere between 1/t

1
2 and 1/t

2
3 , but the “true” decay rate is not yet clear.

(2) It would also be interesting to investigate the spectrum and the decay rates for damping functions b
invariant in one direction, but having a less singular behavior than a characteristic function. In
particular, is it possible to give a precise link between the vanishing rate of b and the decay rate?

(3) In the general setting of Section 2A (as well as in the case of the damped wave equation on the
torus), is the a priori upper bound 1/t

1
2 for the decay rate optimal?

(4) For smooth damping functions vanishing like e−1/xα , Theorem 2.6 yields stability at rate 1/t1−δ for
all δ > 0. Is the decay rate 1/t reached in this situation? Can one find a damping function b such
that the decay rate is exactly 1/t?

(5) The lower bound of Theorem 2.5 is still valid in higher-dimensional tori. Is there an analogue of
Theorem 2.6 (i.e., for general “smooth” damping functions) for Td , with d ≥ 3?

Part II. Resolvent estimates and stabilization in the abstract setting

3. Proof of Theorem 2.3 assuming Proposition 2.4

To prove Theorem 2.3, we express the observability condition as a resolvent estimate (also known as the
Hautus test), as introduced by Burq and Zworski [2004], and further developed by Miller [2005] and
Ramdani, Takahashi, Tenenbaum and Tucsnak [Ramdani et al. 2005]. For a survey of this notion, we
refer to the book [Tucsnak and Weiss 2009, Section 6.6].

In particular [Miller 2005, Theorem 5.1] (or [Tucsnak and Weiss 2009, Theorem 6.6.1]) yields that
system (2-1) is observable in some time T > 0 if and only if there exists a constant C > 0 such that we
have

‖u‖2H ≤ C
(
‖(A− λ Id)u‖2H +‖B

∗u‖2Y
)

for all λ ∈ R and u ∈ D(A).
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As a first consequence, assumption (2-6) is satisfied and Proposition 2.4 applies in this context.
Moreover, recalling that P(z) is defined in (2-5), we have, for all s ∈ R and u ∈ D(A),

‖u‖2H ≤ C
(
‖(A− s2 Id+is B B∗− is B B∗)u‖2H +‖B

∗u‖2Y
)

≤ C
(
‖P(is)u‖2H + s2

‖B B∗u‖2H +‖B
∗u‖2Y

)
(3-1)

Since B ∈ L(Y ; H), we obtain for s ≥ 1 and for some C > 0,

‖u‖2H ≤ C
(
‖P(is)u‖2H + s2

‖B∗u‖2Y
)
≤ C

(
s2
‖P(is)u‖2H + s2

‖B∗u‖2Y
)
.

Proposition 2.4 then yields the polynomial stability at rate 1/
√

t for (2-3). This concludes the proof of
Theorem 2.3. �

4. Proof of Proposition 2.4

Our proof relies strongly on the characterization of polynomially stable semigroups given in [Borichev
and Tomilov 2010, Theorem 2.4], which can be reformulated as follows.

Theorem 4.1 (Borichev and Tomilov). Let (etȦ)t≥0 be a bounded C0-semigroup on a Hilbert space Ḣ,
generated by Ȧ. Suppose that iR∩Sp(Ȧ)=∅. Then, the following conditions are equivalent:

‖etȦȦ
−1
‖L(Ḣ) = O(t−α) as t→+∞, (4-1)

‖(is Id−Ȧ)−1
‖L(Ḣ) = O(|s|

1
α ) as s→∞. (4-2)

Let us first describe some spectral properties of the operator A defined in (2-4).

Lemma 4.2. The spectrum of A contains only isolated eigenvalues, and we have

Sp(A)⊂
(
(− 1

2‖B
∗
‖

2
L(H ;Y ), 0)+ iR

)
∪ ([−‖B∗‖2L(H ;Y ), 0] + 0i),

with ker(A)= ker(A)×{0}.
Moreover, the operator P(z) is an isomorphism from D(A) onto H if and only if z /∈ Sp(A). If this is

satisfied, we have

(z Id−A)−1
=

(
P(z)−1(B B∗+ z Id) P(z)−1

P(z)−1(zB B∗+ z2 Id)− Id z P(z)−1

)
. (4-3)

The localization properties for the spectrum of A stated in the first part of this lemma are illustrated,
for instance, in [Asch and Lebeau 2003] or [Anantharaman and Léautaud 2012].

This lemma leads us to introduce the spectral projector of A on ker(A), given by

50 =
1

2iπ

∫
γ

(z Id−A)−1 dz ∈ L(H),

where γ denotes a positively oriented circle centered on 0 with a radius so small that 0 is the single
eigenvalue of A in the interior of γ . We set Ḣ= (Id−50)H and equip this space with the norm

‖(u0, u1)‖
2
Ḣ
:= |(u0, u1)|

2
H = ‖A

1
2 u0‖

2
H +‖u1‖

2
H ,
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and associated inner product. This is indeed a norm on Ḣ since ‖(u0, u1)‖Ḣ = 0 is equivalent to
(u0, u1) ∈ ker(A)×{0} =50H.

We also set Ȧ=A|Ḣ with domain D(Ȧ)= D(A)∩ Ḣ. A first remark is that Sp(Ȧ)= Sp(A) \ {0}, so
that Sp(Ȧ)∩ iR=∅.

The remainder of the proof consists in applying Theorem 4.1 to the operator Ȧ in Ḣ. We first
check the assumptions of Theorem 4.1 and describe the solutions of the evolution problem (2-4) (or
equivalently (2-3)).

Lemma 4.3. The operator Ȧ generates a contraction C0-semigroup on Ḣ, denoted (etȦ)t≥0. Moreover,
for all initial data U0 ∈H, problem (2-4) (or equivalently (2-3)) has a unique solution U ∈ C0(R+;H),
issued from U0, that can be decomposed as

U (t)= etȦ(Id−50)U0+50U0 for all t ≥ 0. (4-4)

As a consequence, we can apply Theorem 4.1 to the semigroup generated by Ȧ. The proof of
Proposition 2.4 will be achieved when the following lemmata are proved.

Lemma 4.4. Conditions (2-7) and (4-1) are equivalent.

Lemma 4.5. Conditions (2-10) and (2-11) are equivalent. Conditions (2-8) and (2-9) are equivalent.

Lemma 4.6. There exist C > 1 and s0 > 0 such that for s ∈ R, |s| ≥ s0, we have

‖(is Id−Ȧ)−1
‖L(Ḣ)−

C
|s|
≤ ‖(is Id−A)−1

‖L(H) ≤ ‖(is Id−Ȧ)−1
‖L(Ḣ)+

C
|s|
, (4-5)

and

C−1
|s|‖P(is)−1

‖L(H) ≤ ‖(is Id−A)−1
‖L(H) ≤ C(1+ |s|‖P(is)−1

‖L(H)). (4-6)

In particular this implies that (4-2), (2-8) and (2-10) are equivalent.

The proof of Lemma 4.6 is more or less classical and we follow [Lebeau 1996; Burq and Hitrik 2007].

Proof of Lemma 4.2. Since A has compact resolvent, its spectrum contains only isolated eigenvalues.
Suppose that z ∈ Sp(A); then, for some (u0, u1) ∈ D(A) \ {0}, we have

u1 = zu0, −Au0− B B∗u1 = zu1,

and in particular

Au0+ z2u0+ zB B∗u0 = 0, (4-7)

with u0 ∈ D(A) \ {0}.
Suppose that z ∈ iR; then, this yields Au0− Im(z)2u0+ i Im(z)B B∗u0 = 0. Following [Lebeau 1996],

taking the inner product of this equation with u0 yields i Im(z)‖B∗u0‖
2
Y = 0. Hence, either Im(z)= 0 or

B∗u0= 0. In the first case, Au0= 0, i.e., u0 ∈ ker(A), and u1= 0. This yields ker(A)⊂ ker(A)×{0} (and
the other inclusion is clear). In the second case, u0 is an eigenvector of A associated to the eigenvalue
Im(z)2 and satisfies B∗u0 = 0, which is absurd, according to assumption (2-6). Thus, Sp(A)∩ iR⊂ {0}.



172 NALINI ANANTHARAMAN AND MATTHIEU LÉAUTAUD

Now, for a general eigenvalue z ∈ C, taking the inner product of (4-7) with u0 yields

(Au0, u0)H + (Re(z)2− Im(z)2)‖u0‖
2
H +Re(z)‖B∗u0‖

2
Y = 0,

2 Re(z) Im(z)‖u0‖
2
H + Im(z)‖B∗u0‖

2
Y = 0.

(4-8)

If Im(z) 6= 0, then the second equation of (4-8) together with Sp(Ȧ)∩ iR⊂ {0} gives

0> Re(z)=−1
2
‖B∗u0‖

2
Y

‖u0‖
2
H
≥−

1
2
‖B∗‖2L(H ;Y ).

If Im(z)= 0, then the first equation of (4-8) together with ( Ȧu0, u0)H ≥ 0 gives

−Re(z)‖B∗u0‖
2
Y ≥ Re(z)2‖u0‖

2
H ,

which yields
0≥ Re(z)≥−‖B∗‖2L(H ;Y ).

Following [Lebeau 1996], we now give the link between P(z)−1 and (z Id−A)−1 for z /∈ Sp(A).
Taking F = ( f0, f1) ∈H, and U = (u0, u1), we have

F = (z Id−A)U ⇐⇒
{

u1 = zu0− f0,

P(z)u0 = f1+ (B B∗+ z Id) f0.
(4-9)

As a consequence, we obtain that P(z) : D(A)→ H is invertible if and only if (z Id−A) : D(A)→H is
invertible, i.e., if and only if z /∈ Sp(A). Moreover, for such values of z, the condition on the right-hand
side of (4-9) is equivalent to

u0 = P(z)−1 f1+ P(z)−1(B B∗+ z Id) f0 and u1 = z P(z)−1 f1+ z P(z)−1(B B∗+ z Id) f0− f0,

which can be rewritten as (4-3). This concludes the proof of Lemma 4.2. �

Proof of Lemma 4.3. Let us check that Ȧ is a maximal dissipative operator on Ḣ [Pazy 1983]. First, it is
dissipative since, for U = (u0, u1) ∈ D(Ȧ),

(ȦU,U )Ḣ = (A
1
2 u1, A

1
2 u0)H − (Au0, u1)H − (B B∗u1, u1)H =−‖B∗u1‖

2
Y ≤ 0.

Next, the fact that A− Id is onto is a consequence of Lemma 4.2. Hence, for all F ∈ Ḣ⊂H, there exists
U ∈ D(A) such that (A− Id)U = F . Applying (Id−50) to this identity yields (Ȧ− Id)(Id−50)U = F ,
so Ȧ− Id : D(Ȧ)→ Ḣ is onto. According to the Lumer–Phillips theorem (see, for instance, [Pazy 1983,
Chapter 1, Theorem 4.3]) Ȧ generates a contraction C0-semigroup on Ḣ. Then, formula (4-4) directly
comes from the linearity of (2-4) (or equivalently (2-3)) together with the decomposition of the initial
condition U0 = (I −50)U0+50U0. �

Proof of Lemma 4.4. Condition (4-1) is equivalent to the existence of C > 0 such that for all t > 0, and
U̇0 ∈ Ḣ, we have

‖etȦȦ
−1

U̇0‖Ḣ ≤
C
tα
‖U̇0‖Ḣ.

This can be rephrased as

‖etȦU̇0‖Ḣ ≤
C
tα
‖ȦU̇0‖Ḣ, (4-10)
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for all t > 0, and U̇0 ∈ D(Ȧ). Now, take any U0 = (u0, u1) ∈ D(A), and associated projection
U̇0 = (Id−50)U0 ∈ D(Ȧ). According to (4-4), we have

E(u, t)= 1
2

(
‖A

1
2 u(t)‖2H +‖∂t u(t)‖2H

)
=

1
2 |e

tȦU̇0+50U0|
2
H =

1
2‖e

tȦU̇0‖
2
Ḣ
,

and

|AU0|H = |ȦU̇0+A50U0|H = ‖ȦU̇0‖Ḣ.

This shows that (4-10) is equivalent to (2-7), and concludes the proof of Lemma 4.4. �

Proof of Lemma 4.5. First, (2-10) clearly implies (2-11). To prove the converse, for u ∈ D(A), we have

(P(is)u, u)H =
(
(A− s2 Id)u, u

)
H + is‖B∗u‖2Y .

Taking the imaginary part of this identity gives s‖B∗u‖2Y = Im(P(is)u, u)H , so that, using the Young
inequality, we obtain for all ε > 0,

|s|
1
α ‖B∗u‖2Y = |s|

1
α
−1
|Im(P(is)u, u)H | ≤

|s|
2
α
−2

4ε
‖P(is)u‖2H + ε‖u‖

2
H .

Plugging this into (2-11) and taking ε sufficiently small, we obtain that for some C > 0 and s0 ≥ 0, for
any s ∈ R, |s| ≥ s0, we have

‖u‖2H ≤ C |s|
2
α
−2
‖P(is)u‖2H ,

which yields (2-10). Hence (2-10) and (2-11) are equivalent.
Second, Condition (2-9) clearly implies (2-8) and it only remains to prove the converse. For z ∈ C, we

write r = Re(z) and s = Im(z). We have the identity

((r + is) Id−A)−1
= (is Id−A)−1(Id+r(is Id−A)−1)−1

. (4-11)

Hence, assuming

‖r(is Id−A)−1
‖L(H) ≤

1
2 , (4-12)

this gives ∥∥( Id+r(is Id−A)−1)−1∥∥
L(H)
=

∥∥∥∥ ∞∑
k=0

(−1)k
(
r(is Id−A)−1)k

∥∥∥∥
L(H)

≤ 2.

As a consequence of (4-11) and (2-8), we then obtain

‖((r + is) Id−A)−1
‖L(H) ≤ 2‖(is Id−A)−1

‖L(H) ≤ 2C |s|
1
α ,

for all s ≥ s0, under condition (4-12). Finally, (2-8) also yields

‖r(is Id−A)−1
‖L(H) ≤ |r |C |s|

1
α ,

so that condition (4-12) is realized as soon as |r | ≤ 1/(2C |s|
1
α ). This proves (2-9) and concludes the

proof of Lemma 4.5. �
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Proof of Lemma 4.6. To prove (4-5), we first remark that the norms ‖ · ‖Ḣ and ‖ · ‖H are equivalent on
Ḣ, so that the norms ‖ · ‖L(Ḣ) and ‖ · ‖L(H) are equivalent on L(Ḣ). Next, we have

(is Id−Ȧ)−1(Id−50)= (is Id−A)−1(Id−50)

and

‖(is Id−Ȧ)−1
‖L(H) = ‖(is Id−Ȧ)−1(Id−50)‖L(H) = ‖(is Id−A)−1(Id−50)‖L(H)

≤ ‖(is Id−A)−1
‖L(H)+‖(is Id−A)−150‖L(H),

together with

‖(is Id−A)−1
‖L(H) = ‖(is Id−Ȧ)−1(Id−50)+ (is Id−A)−150‖L(H)

≤ ‖(is Id−Ȧ)−1
‖L(H)+‖(is Id−A)−150‖L(H).

Moreover, for |s| ≥ 1, we have

‖(is Id−A)−150‖L(H) = ‖(is)−150‖L(H) =
1
|s|
‖50‖L(H) =

C
|s|
,

which concludes the proof of (4-5).
Let us now prove (4-6). For concision, we set H1 = D(A

1
2 ) endowed with the graph norm ‖u‖H1 =

‖(A+ Id)
1
2 u‖H and denote by H−1 = D(A

1
2 )′ its dual space. The operator A can be uniquely extended as

an operator L(H1; H−1), still denoted A for simplicity. With this notation, the space H−1 can be equipped
with the natural norm ‖u‖H−1 = ‖(A+ Id)−

1
2 u‖H .

As a consequence of formula (4-3), and using the fact that Sp(A)∩ iR ⊂ {0}, there exist constants
C > 1 and s0 > 0 such that for all s ∈ R, |s| ≥ s0, we have

C−1 M(s)≤ ‖(is Id−A)−1
‖L(H) ≤ C M(s), (4-13)

with

M(s)=
(
‖P(is)−1(B B∗+ is Id)‖L(H1)+‖P(is)

−1
‖L(H ;H1)

+‖P(is)−1(is B B∗− s2 Id)− Id ‖L(H1;H)+‖s P(is)−1
‖L(H)

)
. (4-14)

On the one hand, this directly yields

|s|‖P(is)−1
‖L(H) ≤ C‖(is Id−A)−1

‖L(H),

for s ∈ R, |s| ≥ s0. This proves that (4-2) implies (2-10).
On the other hand, we have to estimate each term of (4-14). First, using Au = P(is)u+s2u− is B B∗u,

we have
‖u‖2H1

= ‖A
1
2 u‖2H +‖u‖

2
H = (P(is)u+ s2u− is B B∗u, u)H +‖u‖2H

= Re(P(is)u, u)H + (s2
+ 1)‖u‖2H ≤ C

(
‖P(is)u‖2H + (s

2
+ 1)‖u‖2H

)
≤ C

(
1+ (s2

+ 1)‖P(is)−1
‖

2
L(H)

)
‖P(is)u‖2H ,
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so that

‖P(is)−1
‖L(H ;H1) ≤ C

(
1+ (|s| + 1)‖P(is)−1

‖L(H)
)
. (4-15)

Second, the same computation for (P(is)−1)∗ = (A− s2 Id−is B B∗)−1 (the adjoint of P(is)−1 in the
space H ) in place of P(is)−1 leads to

(P(is)−1)∗ ∈ L(H ; H1),

together with the estimate

‖(P(is)−1)∗‖L(H ;H1) ≤ C
(
1+ (|s| + 1)‖P(is)−1

‖L(H)
)
.

By transposition, we have t(P(is)−1)∗ ∈ L(H−1; H), together with the estimate

‖
t(P(is)−1)∗‖L(H−1;H) ≤ ‖(P(is)

−1)∗‖L(H ;H1) ≤ C
(
1+ (|s| + 1)‖P(is)−1

‖L(H)
)
. (4-16)

Moreover, t(P(is)−1)∗ is defined, for every u ∈ H, v ∈ H−1, by(t(P(is)−1)∗v, u
)

H = 〈v, (P(is)
−1)∗u〉H−1,H1 =

(
(A+ Id)−

1
2 v, (A+ Id)

1
2 (P(is)−1)∗u

)
H .

In particular, taking v ∈ H gives(t(P(is)−1)∗v, u
)

H =
(
P(is)−1v, u

)
H ,

which implies that the restriction of the operator t(P(is)−1)∗ to H coincides with P(is)−1. For simplicity,
we will denote P(is)−1 for t(P(is)−1)∗.

Equation (4-16) can thus be rewritten

‖P(is)−1
‖L(H−1;H) ≤ C

(
1+ (|s| + 1)‖P(is)−1

‖L(H)
)
. (4-17)

Then, we have P(is)−1(is B B∗− s2 Id)− Id= P(is)−1 A, so that

‖P(is)−1(is B B∗− s2 Id)− Id ‖L(H1;H) = ‖P(is)
−1 A‖L(H1;H) ≤ ‖P(is)

−1
‖L(H−1;H)‖A‖L(H1;H−1)

≤
(
1+ (|s| + 1)‖P(is)−1

‖L(H)
)
. (4-18)

Third, for |s| ≥ 1 we write

P(is)−1(B B∗+ is Id)= i
s
(P(is)−1 A− Id), (4-19)

and it remains to estimate the term ‖P(is)−1 A‖L(H1) in (4-14). For f ∈ H1, we set u = P(is)−1 A f . We
have u ∈ H1, together with

(A− s2 Id+is B B∗)u = A f.

Taking the real part of the inner product of this identity with u, we find

‖A
1
2 u‖2H − s2

‖u‖2H = Re(A f, u)H ≤ ‖A f ‖H−1‖u‖H1 ≤ C‖ f ‖H1‖u‖H1,
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since A ∈ L(H1, H−1). Hence

‖u‖2H1
≤ C(1+ s2)‖u‖2H +C‖ f ‖2H1

.

Using (4-17), this gives

‖u‖2H1
≤ C(1+ s2)‖P(is)−1 A‖2L(H1;H)‖ f ‖2H1

+C‖ f ‖2H1

≤ C(1+ s2)‖P(is)−1
‖

2
L(H−1;H)‖ f ‖2H1

+C‖ f ‖2H1

≤ C(1+ s2)
(
1+ (|s| + 1)‖P(is)−1

‖L(H)
)2
‖ f ‖2H1

,

and finally ‖P(is)−1 A‖L(H1) ≤C(1+|s|)
(
1+ (|s|+1)‖P(is)−1

‖L(H)
)
. Coming back to (4-19), we have,

for |s| ≥ 1,

‖P(is)−1(B B∗+ is Id)‖L(H1) ≤ C
(
1+ |s|‖P(is)−1

‖L(H)
)
. (4-20)

Finally, combining (4-15), (4-18) and (4-20), together with (4-13)–(4-14), we obtain for |s| ≥ 1,

‖(is Id−A)−1
‖L(H) ≤ C

(
1+ |s|‖P(is)−1

‖L(H)
)
.

This concludes the proof of Lemma 4.6. �

Part III. Proof of Theorem 2.6: smooth damping coefficients on the torus

To prove Theorem 2.6, we argue by contradiction, assuming that estimate (2-10) does not hold (which
provides a sequence of “quasimodes” defined in Section 5). The proof of Theorem 2.6 then relies on the
study of semiclassical measures (a semiclassical version of microlocal defect measures) associated to
quasimodes. This standard technique originates in the work of Lebeau [1996], but the novelty here is
that we introduce a second microlocalization which allows us to study different scales of concentration
around periodic orbits.

Sections 5 and 6 are preliminaries: Section 5 deals with the notion of semiclassical measures in a
general setting, while Section 6 specializes to the torus case. Lemmata 6.1 and 6.4 reduce everything to
understanding the semiclassical measure µ restricted to frequencies of rational slopes.

From Section 7 on, a frequency of rational slope is fixed; it is parametrized by a submodule 3 of Z2

of rank 1 (rather than by the slope). More precisely, we study the restriction µ|T2×(3⊥\{0}). The main
outcome of this section is the technical Proposition 7.3: it says that a quasimode which is small in the
support of b must also be small in a whole strip of direction 3⊥.

The core of the proof occupies Sections 8–10. Section 8 introduces tools of second microlocal calculus.
The idea is to study in a finer way the rate of concentration of our quasimodes on T2

× (3⊥ \ {0}).
Section 9 is inspired by [Anantharaman and Macià 2010]: the two-microlocal defect measures gain some
additional structure, which depends on the rate of concentration. The final argument is in Section 10,
showing that the semiclassical measure µ must vanish everywhere, thus obtaining a contradiction since it
was by construction a probability measure.

The last two sections are devoted to more technical lemmata.
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5. The invariant semiclassical measure µ

5A. Quasimodes. To prove Theorem 2.6, we shall instead prove estimate (2-10) with α = 1/(1+ δ)
(which, according to Proposition 2.4, is equivalent to the statement of Theorem 2.6). Let us first recast
(2-10) with α = 1/(1+ δ) in the semiclassical setting: taking h = s−1, we are left to prove that there exist
C > 1 and h0 > 0 such that for all h ≤ h0, for all u ∈ H 2(T2), we have

‖u‖L2(T2) ≤ Ch−δ‖P(i/h)u‖L2(T2), (5-1)

where P(z) is defined in (2-5).
We prove this inequality by contradiction, using the notion of semiclassical measures. The idea

of developing such a strategy for proving energy estimates, together with the associated technology,
originates from Lebeau [1996].

We assume that (5-1) is not satisfied, and will obtain a contradiction at the end of Section 10. Hence,
for all n ∈ N, there exists 0< hn ≤ 1/n and un ∈ H 2(T2) such that

‖un‖L2(T2) >
n
hδn
‖P(i/hn)un‖L2(T2).

Setting vn = un/‖un‖L2(T2) and

Phn
b =−h2

n1− 1+ ihnb(x)= h2
n P(i/hn),

we then have, as n→∞,

hn→ 0+, ‖vn‖L2(T2) = 1, h−2−δ
n ‖Phn

b vn‖L2(T2)→ 0.

Our goal is now to associate to the sequence (un, hn) a semiclassical measure on the cotangent bundle µ
on T ∗T2

= T2
× (R2)∗ (where (R2)∗ is the dual space of R2). To obtain a contradiction, we shall prove

both that µ(T ∗T2)= 1, and that µ= 0 on T ∗T2.
From now on, we drop the subscript n of the sequences above, and write h in place of hn and vh in

place of vn . We study sequences (h, vh) such that h→ 0+ and{
‖vh‖L2(T2) = 1,
‖Ph

b vh‖L2(T2) = o(h2+δ) as h→ 0+.
(5-2)

We call such sequences “sequences of o(h2+δ)-quasimodes,” or simply “quasimodes of order 2+ δ.” In
particular, this last equation also yields the key information

(bvh, vh)L2(T2) = h−1 Im(Ph
b vh, vh)L2(T2) = o(h1+δ) as h→ 0+.

In the following, it will be convenient to identify (R2)∗ and R2 through the usual inner product. In
particular, the cotangent bundle T ∗T2

= T2
× (R2)∗ will be identified with T2

×R2.

5B. Semiclassical measures. We denote by T ∗T2 the compactification of T ∗T2 obtained by adding a
point at infinity to each fiber (i.e., the set T2

× (R2
∪ {∞})). A neighborhood of (x,∞) ∈ T ∗T2 is a set
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U × ({∞}∪R2
\ K ), where U is a neighborhood of x in T2 and K a compact set in R2. Endowed with

this topology, the set T ∗T2 is compact.
We denote by S0(T ∗T2), S0 for short, the space of functions a(x, ξ) that satisfy the following properties:

(1) a ∈ C∞(T ∗T2).

(2) There exists a compact set K ⊂ R2 and a constant k0 ∈ C such that a(x, ξ)= k0 for all ξ ∈ R2
\ K .

Note that we have in particular C∞c (T
∗T2)⊂ S0(T ∗T2).

To a symbol a ∈ S0(T ∗T2), we associate its semiclassical Weyl quantization Oph(a) by formula (A-1),
which according to the Calderón–Vaillancourt theorem (see Appendix A) defines a uniformly bounded
operator on L2(T2).

From the sequence (vh, h) (see, for instance, [Gérard and Leichtnam 1993]), we can define (using
again the Calderón–Vaillancourt theorem) the associated Wigner distribution V h

∈ (S0)′ by

〈V h, a〉(S0)′,S0 = (Oph(a)vh, vh)L2(T2) for all a ∈ S0(T ∗T2). (5-3)

Decomposing vh and a in Fourier series,

v̂h(k)=
1

2π

∫
T2

e−ik·xvh(x) dx, â(h, k, ξ)= 1
2π

∫
T2

e−ik·xa(h, x, ξ) dx,

the expression (5-3) can be more explicitly rewritten as

〈V h, a〉(S0)′,S0 =
1

2π

∑
k, j∈Z2

â
(

h, j − k, h
2
(k+ j)

)
v̂h(k)v̂h( j).

Proposition 5.1. The family (V h) is bounded in (S0)′. Hence, there exists a subsequence of the sequence
(h, vh) and an element µ ∈ (S0)′ such that V h ⇀µ weakly in (S0)′, that is,

(Oph(a)vh, vh)L2(T2)→ 〈µ, a〉(S0)′,S0 for all a ∈ S0(T ∗T2). (5-4)

In addition, 〈µ, a〉(S0)′,S0 is nonnegative if a is; in other words, µ may be identified with a nonnegative
Radon measure on T ∗T2.

Notation: in what follows, we shall denote by M+(T ∗T2) the set of nonnegative Radon measures on
T ∗T2.

Proof. The proof is an adaptation from the original proof of Gérard [1991] (see also [Gérard and Leichtnam
1993] in the semiclassical setting).

The fact that the Wigner distributions V h are uniformly bounded in (S0)′ follows from the Calderón–
Vaillancourt theorem (see Appendix A), and from the boundedness of (vh) in L2(T2).

The sharp Gårding inequality (see for instance [Sjöstrand 1995, Proposition 5.1] or [Lerner 2010,
Section 2.5.2]) gives the existence of C > 0 such that, for all a ≥ 0 and h > 0,(

Oph(a)vh, vh
)

L2(T2)
≥−Ch‖vh‖

2
L2(T2)

,

so that the distribution µ is nonnegative (and hence is a measure). �
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5C. Properties of µ for zeroth and first order quasimodes. To simplify the notation, we set

Ph
b = Ph

0 + ihb(x), with Ph
0 =−h21− 1= Oph(|ξ |

2
− 1).

The geodesic flow on the torus φτ : T ∗T2
→ T ∗T2 for τ ∈ R is the flow generated by the Hamiltonian

vector field associated to the symbol 1
2(|ξ |

2
− 1), i.e., by the vector field ξ · ∂x on T ∗T2. Explicitly, we

have
φτ (x, ξ)= (x + τξ, ξ), τ ∈ R, (x, ξ) ∈ T ∗T2.

Note that φτ preserves the ξ -component, and in particular every energy layer {|ξ |2 = C > 0} ⊂ T ∗T2.
Now, we describe the first properties of the measure µ implied by (5-2).
We recall that for ν ∈ D′(T ∗T2), (φτ )∗ν ∈ D′(T ∗T2) is defined by 〈(φτ )∗ν, a〉 = 〈ν, a ◦ φτ 〉 for all

a ∈ C∞c (T
∗T2). In particular, (φτ )∗ν is a measure if ν is. We shall say that ν is an invariant measure if it

is invariant by the geodesic flow, i.e., (φτ )∗ν = ν for all τ ∈ R.

Proposition 5.2. Let µ be as in Proposition 5.1 with vh satisfying (5-2). We have

(1) supp(µ)⊂ {|ξ |2 = 1} (hence is compact in T ∗T2),

(2) µ(T ∗T2)= 1,

(3) µ is invariant by the geodesic flow, i.e., (φτ )∗µ= µ,

(4) 〈µ, b〉Mc(T ∗T2),C0(T ∗T2) = 0, where Mc(T ∗T2) denotes the space of compactly supported measures on
T ∗T2.

In other words, µ is an invariant probability measure on T ∗T2 vanishing on {b > 0}.

These are standard arguments that we reproduce here for the reader’s comfort. In particular, we recover
all information required to prove the Bardos–Lebeau–Rauch–Taylor uniform stabilization theorem under
GCC. The proof of this proposition only uses that µ is a measure associated to a o(h)-quasimode, and
not the full information in (5-2) (which is the key point to prove Theorem 2.6).

Proof. First, we take χ ∈ C∞(T ∗T2) depending only on the ξ variable, such that χ ≥ 0, χ(ξ) = 0 for
|ξ | ≤ 2, and χ(ξ)= 1 for |ξ | ≥ 3. Hence, χ(ξ)/(|ξ |2−1)∈C∞(T ∗T2) and we have the exact composition
formula

Oph(χ)= Oph

(
χ(ξ)

|ξ |2−1

)
Ph

0 ,

since both operators are Fourier multipliers. Moreover, Oph(χ(ξ)/(|ξ |
2
− 1)) is a bounded operator on

L2(T2). As a consequence, we have

〈V h, χ〉(S0)′,S0 → 〈µ, χ〉
M(T ∗T2),C0(T ∗T2)

,

together with

〈V h, χ〉(S0)′,S0 =

(
Oph

(
χ(ξ)

|ξ |2− 1

)
Ph

0 vh, vh

)
L2(T2)

=

(
Oph

(
χ(ξ)

|ξ |2− 1

)
Ph

b vh, vh

)
L2(T2)

− ih
(

Oph

(
χ(ξ)

|ξ |2− 1

)
bvh, vh

)
L2(T2)

.
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Since ‖Ph
b vh‖L2(T2) = o(1) and ‖vh‖L2(T2) = 1, both terms in this expression vanish in the limit h→ 0+.

This implies 〈µ, χ〉
M(T ∗T2),C0(T ∗T2)

= 0. Since this holds for all χ as above, we have supp(µ)⊂ {|ξ |2= 1},
which proves item (1).

In particular, this implies µ(T ∗T2 \ T ∗T2)= 0. Now, item (2) is a direct consequence of item (1) and
1= ‖vh‖

2
L2(T2)

→ 〈µ, 1〉
M(T ∗T2),C0(T ∗T2)

. Item (4) is a direct consequence of (bvh, vh)L2(T2) = o(1).
Finally, for a ∈ C∞c (T

∗T2), we recall that

[Ph
0 ,Oph(a)] =

h
i

Oph({|ξ |
2
− 1, a})= 2h

i
Oph(ξ · ∂xa)

is a consequence of the Weyl quantization (any other quantization would have left an error term of order
O(h2)). Hence, (5-3) yields

〈V h, ξ · ∂xa〉D′(T ∗T2),C∞c (T ∗T2)→ 〈µ, ξ · ∂xa〉M(T ∗T2),C0
c(T ∗T2), (5-5)

together with

〈V h, ξ · ∂xa〉D′(T ∗T2),C∞c (T ∗T2) =
i

2h
([Ph

0 ,Oph(a)]vh, vh)L2(T2)

=
i

2h
(Oph(a)vh, Ph

0 vh)L2(T2)−
i

2h
(Oph(a)P

h
0 vh, vh)L2(T2)

=
i

2h
(Oph(a)vh, Ph

b vh)L2(T2)−
i

2h
(Oph(a)P

h
b vh, vh)L2(T2)

−
1
2
(Oph(a)vh, bvh)L2(T2)−

1
2
(Oph(a)bvh, vh)L2(T2). (5-6)

In this expression, we have (1/h)(Oph(a)vh, Ph
b vh)L2(T2)→ 0 and (1/h)(Oph(a)P

h
b vh, vh)L2(T2)→ 0

since ‖Ph
b vh‖L2(T2) = o(h). Moreover, the last two terms can be estimated by

|(Oph(a)bvh, vh)L2(T2)| ≤ ‖
√

bvh‖L2(T2)‖
√

b Oph(a)vh‖L2(T2) = o(1), (5-7)

since (bvh, vh)L2(T2) = o(1). This yields 〈V h, ξ · ∂xa〉D′(T ∗T2),C∞c (T ∗T2)→ 0, so that, using (5-5),

〈µ, ξ · ∂xa〉M(T ∗T2),C0
c(T ∗T2) = 0 for all a ∈ C∞c (T

∗T2).

Replacing a by a ◦φτ and integrating with respect to the parameter τ gives (φτ )∗µ=µ, which concludes
the proof of item (3). �

6. Geometry on the torus and decomposition of invariant measures

The results of Section 5 were valid on arbitrary manifolds. We now turn to specific properties of the
geodesic flow on the torus (and related facts of Fourier analysis). In Lemma 6.1 we use the partition of the
cotangent bundle into resonant and nonresonant vectors to decompose any invariant measure according to
the long-time behavior of geodesics.
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6A. Resonant and nonresonant vectors on the torus. In this section, we collect several facts concerning
the geometry of T ∗T2 and its resonant subspaces. Most of the setting and the notation comes from
[Anantharaman and Macià 2010, Section 2].

We shall say that a submodule 3 ⊂ Z2 is primitive if 〈3〉 ∩ Z2
= 3, where 〈3〉 denotes the linear

subspace of R2 spanned by 3. The family of all primitive submodules will be denoted by P.
Let us denote by � j ⊂ R2, for j = 0, 1, 2, the following sets:

� j := {ξ ∈ R2 such that rk(3ξ )= 2− j}, with 3ξ := {k ∈ Z2 such that ξ · k = 0} = ξ⊥ ∩Z2.

The set �0∪�1 is referred to as the set of resonant directions, whereas �2=R2
\ (�0∪�1) is referred

to as the set of nonresonant vectors.
Note that the sets � j form a partition of R2, and that we have

• �0 = {0} (resonance of order 0);

• ξ ∈�1 if and only if the geodesic issued from any x ∈ T2 in the direction ξ is periodic (resonances
of order 1);

• ξ ∈�2 if and only if the geodesic issued from any x ∈ T2 in the direction ξ is dense in T2.

On the Fourier analysis side, we will use the following facts. For 3 ∈ P let us define

3⊥ := {ξ ∈ R2 such that ξ · k = 0 for all k ∈3}.

For a function f on T2 with Fourier coefficients ( f̂ (k))k∈Z2 , and 3 ∈ P, we shall say that f has
only Fourier modes in 3 if f̂ (k) = 0 for k /∈3. This means that f is constant in the direction 3⊥, or
equivalently, that σ · ∂x f = 0 for all σ ∈3⊥. This is a trivial property if rk3= 2, but means that f is
constant if rk3= 0 and that f is constant along the 1-dimensional tori

T3⊥ :=3
⊥/(2πZ2

∩3⊥)

if rk3= 1.
We shall use the following notation: L p

3(T
2) will stand for the subspace of L p(T2) consisting of

functions having only Fourier modes in 3. For a function f ∈ L2(T2) (resp. a symbol a ∈ S0(T ∗T2)),
we denote by 〈 f 〉3 its orthogonal projection on L2

3(T
2), i.e., the average of f along 3⊥:

〈 f 〉3(x) :=
∑
k∈3

eik·x

2π
f̂ (k)

(
resp. 〈a〉3(x, ξ) :=

∑
k∈3

eik·x

2π
â(k, ξ)

)
.

If rk(3)= 1 and v is a vector in 3⊥ \ {0}, we also have

〈 f 〉3(x)= lim
T→∞

1
T

∫ T

0
f (x + tv) dt. (6-1)

In particular, note that 〈 f 〉3 (resp. 〈a〉3) is nonnegative if f (resp. a) is, and that 〈 f 〉3 ∈ C∞(T2) (resp.
〈a〉3 ∈ S0(T ∗T2)) if f ∈ C∞(T2) (resp. a ∈ S0(T ∗T2)).

Finally, given f ∈ L∞3 (T
2), we denote by m f the bounded operator on L2

3(T
2), consisting in the

multiplication by f .



182 NALINI ANANTHARAMAN AND MATTHIEU LÉAUTAUD

6B. Decomposition of invariant measures. We denote by M+(T ∗T2) the set of finite, nonnegative
measures on T ∗T2. With the definitions above, we have the following decomposition lemmata, proved
in [Macià 2010] or [Anantharaman and Macià 2010, Section 2]. These properties are given for general
measures µ ∈M+(T ∗T2). Of course, they apply in particular to the measure µ defined by Proposition 5.1.

Lemma 6.1. Let µ ∈M+(T ∗T2). Then µ decomposes as a sum of nonnegative measures

µ= µ|T2×{0}+µ|T2×�2 +

∑
3∈P,rk(3)=1

µ|T2×(3⊥\{0}). (6-2)

This decomposition simply comes from partitioning R2 into the disjoint, countable union of {0}, �2

and the sets 3⊥ \ {0}, which for rk(3)= 1 are punctured lines of rational slopes. For such 3, note that
ξ ∈3⊥ \ {0} implies 3ξ =3.

Given µ ∈M+(T ∗T2), we define its Fourier coefficients by the complex measures on R2:

µ̂(k, · ) :=
∫

T2

e−ik·x

2π
µ(dx, · ), k ∈ Z.

One has, in the sense of distributions, the Fourier inversion formula

µ(x, ξ)=
∑
k∈Z2

eik·x

2π
µ̂(k, ξ).

Lemma 6.2. Let µ ∈M+(T ∗T2) and 3 ∈ P. Then the distribution

〈µ〉3(x, ξ) :=
∑
k∈3

eik·x

2π
µ̂(k, ξ)

is in M+(T ∗T2) and satisfies, for all a ∈ C∞c (T
∗T2),

〈〈µ〉3, a〉M(T ∗T2),C0
c(T ∗T2) = 〈µ, 〈a〉3〉M(T ∗T2),C0

c(T ∗T2).

Lemma 6.3. Let µ ∈M+(T ∗T2) be an invariant measure. Then, for all 3 ∈P, the measure µ|T2×(3⊥\{0})

is also a nonnegative invariant measure and

µ|T2×(3⊥\{0}) = 〈µ〉3|T2×(3⊥\{0}).

Let us now come back to the measure µ given by Proposition 5.1, which satisfies all properties listed in
Proposition 5.2. In particular, this measure vanishes on the nonempty open subset of T2 given by {b > 0}
(see item (4) in Proposition 5.2). As a consequence of Proposition 5.2 and of the three lemmata above,
this yields the following lemma.

Lemma 6.4. We have µ=
∑

3∈P,rk(3)=1 µ|T2×(3⊥\{0}).

As a consequence of Proposition 5.2, we have indeed that the measure µ is supported in {|ξ | = 1},
which implies µ|T2×{0}= 0. In addition, Lemma 6.3 applied with3= {0} implies that µ|T2×�2 is constant
in x , and thus vanishes everywhere since it vanishes on {b > 0}.
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Remark 6.5. Since the measure µ is supported in {|ξ | = 1} (Proposition 5.2(1)), we have

µ|T2×3⊥ = µ|T2×(3⊥\{0})

(which simplifies the notation).

As a consequence of these lemmata and the last remark, the study of the measure µ is now reduced to
that of all nonnegative invariant measures µ|T2×3⊥ with rk(3)= 1.

The aim of the next sections is to prove that the measure µ|T2×3⊥ vanishes identically, for each periodic
direction 3⊥.

6C. Adapted coordinates for resonant directions of order 1. For each 3 ∈ P, we define

3⊥ := {ξ ∈ R2 such that ξ · k = 0 for all k ∈3},

T3 := 〈3〉/2π3,

T3⊥ :=3
⊥/(2πZ2

∩3⊥).

Note that if rk(3)= 1, T3 and T3⊥ are two submanifolds of T2 diffeomorphic to one-dimensional tori.
Their cotangent bundles admit the global trivializations T ∗T3 = T3×〈3〉 and T ∗T3⊥ = T3⊥ ×3

⊥.
To study the measure µ|T2×(3⊥\{0}) for 3 ∈ P, rk(3)= 1, we need to work in adapted coordinates.
We define the linear isomorphism

χ3 :3
⊥
×〈3〉 → R2

by (s, y) 7→ s+ y, and denote by χ̃3 : T ∗3⊥×T ∗〈3〉→ T ∗R2 its extension to the cotangent bundle. This
map can be defined as follows: for (s, σ ) ∈ T ∗3⊥ =3⊥× (3⊥)∗ and (y, η) ∈ T ∗〈3〉 = 〈3〉× 〈3〉∗, we
can extend σ to a covector of R2 vanishing on 〈3〉 and η to a covector of R2 vanishing on 3⊥. Remember
that we identify (R2)∗ with R2 through the usual inner product; thus we can also see σ as an element of
3⊥ and η as an element of 〈3〉. Then we have

χ̃3(s, σ, y, η)= (s+ y, σ + η) ∈ T ∗R2
= R2

× (R2)∗.

Conversely, any ξ ∈ (R2)∗ can be decomposed into ξ = σ +η, where σ ∈3⊥ and η ∈ 〈3〉. We denote
by P3 the orthogonal projection of R2 onto 〈3〉, that is,

P3ξ = η. (6-3)

Next, the map χ3 goes to the quotient, giving a smooth Riemannian covering of T2:

π3 : T3⊥ ×T3→ T2, (s, y) 7→ s+ y.

We shall denote by π̃3 its extension to cotangent bundles:

π̃3 : T ∗T3⊥ × T ∗T3→ T ∗T2.

As the map π3 is not an injection (because the torus T3⊥×T3 contains several copies of T2), we introduce
its degree p3, which is also equal to Vol(T3⊥ ×T3)/Vol(T2).
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Then, the map

T3u :=
1
√

p3
u ◦χ3

defines a linear isomorphism L2
loc(R

2)→ L2
loc(3

⊥
× 〈3〉). Note that because of the factor 1/

√
p3,

T3 maps L2(T2) isometrically into a subspace of L2(T3⊥ × T3). Moreover, T3 maps L2
3(T

2) into
L2(T3) ⊂ L2(T3⊥ × T3), since the nonvanishing Fourier modes of u ∈ L2

3(T
2) correspond only to

frequencies k ∈3. This reads

T3u(s, y)=
1
√

p3
u(y) for (s, y) ∈ T3⊥ ×T3. (6-4)

Since χ̃3 is linear, we have

T3 Oph(a)= Oph(a ◦ χ̃3)T3, (6-5)

for any a ∈ C∞(T ∗R2), where on the left Oph is the Weyl quantization on R2 (A-1), and on the right
Oph is the Weyl quantization on 3⊥×〈3〉. Next, we denote by Op3

⊥

h and Op3h the Weyl quantization
operators defined on smooth test functions on T ∗3⊥× T ∗〈3〉 and acting only on the variables in T ∗3⊥

and T ∗〈3〉, respectively, leaving the other frozen. For any a ∈ C∞c (T
∗3⊥× T ∗〈3〉), we have

Oph(a)= Op3
⊥

h ◦Op3h (a)= Op3h ◦Op3
⊥

h (a). (6-6)

Now, if the symbol a ∈ C∞c (T
∗T2) has only Fourier modes in 3, we remark, in view of (6-4), that

a ◦ π̃3 does not depend on s ∈ T3⊥ . Therefore, we sometimes write a ◦ π̃3(σ, y, η) for a ◦ π̃3(s, σ, y, η),
and (6-5) and (6-6) give

T3 Oph(a)= Op3h ◦Op3
⊥

h (a ◦ π̃3)T3 = Op3h
(
a ◦ π̃3(h Ds, · , · )

)
T3. (6-7)

Note that for every σ ∈3⊥, the operator Op3h (a ◦ π̃3(σ, · , · )) maps L2(T3) into itself. More precisely,
it maps the subspace T3(L2

3(T
2)) into itself.

7. Change of quasimode and construction of an invariant cutoff function

In this section, we first construct from the quasimode vh another quasimode wh that will be easier to
handle when studying the measure µ|T2×3⊥ . Indeed, wh is basically a microlocalization of vh in the
direction 3⊥ at a precise concentration rate.

Moreover, we introduce a cutoff function χ3h (x)= χ
3
h (y, s), well adapted to the damping coefficient b

and to the invariance of the measure µ|T2×3⊥ in the direction 3⊥ (this cutoff function plays the role of
the function χ(b/h) used in [Burq and Hitrik 2007] in the case where b is itself invariant in the direction
3⊥). Its construction is a key point in the proof of Theorem 2.6.

Let χ ∈ C∞c (R) be a nonnegative function such that χ = 1 in a neighborhood of the origin. With P3
defined in (6-3), we first set

wh := Oph

(
χ
(
|P3ξ |

hα
))
vh,
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which implicitly depends on α ∈ (0, 1). The following lemma implies that, for δ and α sufficiently small,
wh is also a o(h2+δ)-quasimode for Ph

b .

Lemma 7.1. For any α > 0 such that

2α+ δ ≤ 1 and 3α+ 2δ < 1, (7-1)

we have

‖Ph
b wh‖L2(T2) = o(h2+δ).

As a consequence of this lemma, the semiclassical measures associated to wh satisfy in particular
the conclusions of Proposition 5.2. Moreover, the following proposition implies that the sequence wh

contains all the information in the direction 3⊥.

Proposition 7.2. Suppose that ‖Ph
b wh‖L2(T2) = o(h2+δ) and 0< α < (1+ δ)/2. For any a ∈ C∞c (T

∗T2),
we have

〈µ|T2×3⊥, a〉M(T ∗T2),C0
c(T ∗T2) = lim

h→0
(Oph(a)wh, wh)L2(T2).

Note that under condition (7-1), both assumptions of Proposition 7.2 are satisfied since in particular
α < 1

3 .
Next, we state the desired properties of the cutoff function χ3h . The proof of its existence is a crucial

point in the proof of Theorem 2.6.

Proposition 7.3. For δ = 4ε and ε < 1
29 , there exists α satisfying (7-1), such that for any constant c0 > 0,

there exists a cutoff function χ3h ∈ C∞(T2) valued in [0, 1], such that

(1) χ3h = χ
3
h (y) does not depend on the variable s (i.e., χ3h is 3⊥-invariant),

(2) ‖(1−χ3h )wh‖L2(T2) = o(1),

(3) b ≤ c0h on supp(χ3h ),

(4) ‖∂yχ
3
h wh‖L2(T2) = o(1),

(5) ‖∂2
yχ

3
h wh‖L2(T2) = o(1).

Note that the function χ3h implicitly depends on the constant c0, which will be taken arbitrarily small
in Section 9.

In the particular case where the damping function b is invariant in one direction, this proposition
is not needed. In this case, one can take as in [Burq and Hitrik 2007] χ3h = χ(b/(c0h)). In the d-
dimensional torus, this cutoff function works as well if b is invariant in d − 1 directions, and an analogue
of Theorem 2.6 can be stated in this setting. Unfortunately, our construction of the function χ3h (see the
proof of Proposition 7.3 in Section 12) strongly relies on the fact that all trapped directions are periodic,
and fails in higher dimensions.

We give here a proof of Lemma 7.1. Because of their technicality, we postpone the proofs of
Propositions 7.2 and 7.3 to Sections 11 and 12, respectively.
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Proof of Lemma 7.1. First, we develop

Ph
b wh = Ph

b Oph

(
χ
(
|P3ξ |

hα
))
vh = Oph

(
χ
(
|P3ξ |

hα
))

Ph
b vh + ih

[
b,Oph

(
χ
(
|P3ξ |

hα
))]

vh, (7-2)

since Ph
0 and Oph(χ(|P3ξ |/h

α)) are both Fourier multipliers. We know that∥∥∥Oph

(
χ
(
|P3ξ |

hα
))

Ph
b vh

∥∥∥
L2(T2)

≤ ‖Ph
b vh‖L2(T2) = o(h2+δ).

It only remains to study the operator[
b,Oph

(
χ
(
|P3ξ |

hα
))]
= ih1−α Oph

(
∂ybχ ′

(
|P3ξ |

hα
))
+OL(L2)(h

2(1−α)) (7-3)

according to the symbolic calculus.
Moreover, using the pointwise inequality1

|∇b(x)|2 ≤ 2|b|W 2,∞b(x) (holding for any nonnegative
W 2,∞ function b), we have, for some C > 0,

Cb−
∣∣∣∂ybχ ′

(
|P3ξ |

hα
)∣∣∣2 ≥ 0 on T2

×R2.

The sharp Gårding inequality applied to this nonnegative symbol then yields(
Oph

(
Cb−

∣∣∣∂ybχ ′
(
|P3ξ |

hα
)∣∣∣2)vh, vh

)
L2(T2)

≥−Ch1−α,

and hence ∥∥∥Oph

(
∂yb χ ′

(
|P3ξ |

hα
))
vh

∥∥∥2

L2(T2)
≤ C(bvh, vh)L2(T2)+O(h1−α).

Combining this estimate together with (7-3) gives∥∥∥ih
[
b,Oph

(
χ
(
|P3ξ |

hα
))]

vh

∥∥∥
L2(T2)

= o(h2−α+ 1+δ
2 )+O(h

5−3α
2 ).

Coming back to the expression of Ph
b wh given in (7-2), this concludes the proof of Lemma 7.1. �

8. Second microlocalization of µ on a resonant affine subspace by ν3 and ρ3

We want to analyze precisely the structure of the restriction µ|T2×(3⊥\{0}), using the full information
contained in o(h2+δ)-quasimodes like vh and wh .

From now on, we want to take advantage of the family wh of o(h2+δ)-quasimodes constructed in
Section 7, which are microlocalized in the direction 3⊥. Hence, we define the Wigner distribution
W h
∈ D′(T ∗T2) associated to the functions wh and the scale h, by

〈W h, a〉(S0)′,S0 = (Oph(a)wh, wh)L2(T2) for all a ∈ S0(T ∗T2).

1To prove this inequality, we denote by H f the Hessian of f , take v ∈ R2 and write the Taylor formula

b(x + tv)= b(x)+ tv · ∇b(x)+
∫ t

0
(t − s)v · H f (x + sv)v ds.

Taking t > 0 and using that b(x + tv)≥ 0, we obtain −v · ∇b(x)≤ 1
t b(x)+ t |v|2

2 ‖H f ‖L∞ for all (x, v) ∈ T2
×R2 and t > 0.

The conclusion follows when optimizing in t .



SHARP POLYNOMIAL DECAY RATES FOR THE DAMPED WAVE EQUATION ON THE TORUS 187

According to Proposition 7.2, we recover

〈W h, a〉(S0)′,S0 → 〈µ|T2×3⊥, a〉M(T ∗T2),C0
c(T ∗T2)

in the limit h→ 0, for any a ∈ C∞c (T
∗T2) (and α satisfying (7-1)).

To provide a precise study of µ|T2×3⊥ , we shall introduce as in [Macià 2010; Anantharaman and
Macià 2010] two-microlocal semiclassical measures, describing at a finer level the concentration of the
sequence vh on the resonant subspace

3⊥ = {ξ ∈ R2 such that P3ξ = 0},

where P3 is defined in (6-3). These objects were introduced in the local Euclidean case in [Nier 1996;
Fermanian-Kammerer 2000a; 2000b]. A specific concentration scale may also be chosen in the in the
two-microlocal variable, giving rise to the two-scales semiclassical measures studied in [Miller 1996;
1997; Fermanian-Kammerer and Gérard 2002].

We first have to describe the adapted symbol class (inspired by [Fermanian-Kammerer 2000a] and
used in [Anantharaman and Macià 2010]). According to Lemma 6.3 (see also Remark 6.5), it suffices
to test the measure µ|T2×3⊥ with functions constant in the direction 3⊥ (or equivalently, having only
x-Fourier modes in 3, in the sense of the following definition).
Definition 8.1. Given 3 ∈ P, we shall say that a ∈ S1

3 if a = a(x, ξ, η) ∈ C∞(T ∗T2
×〈3〉) and

(1) there exists a compact set Ka ⊂ T ∗T2 such that, for all η ∈ 〈3〉, the function (x, ξ) 7→ a(x, ξ, η) is
compactly supported in Ka;

(2) a is homogeneous of order zero at infinity in the variable η∈ 〈3〉; i.e., if we denote by S3 :=S1
∩〈3〉

the unit sphere in 〈3〉, there exists R0 > 0 (depending on a) and ahom ∈ C∞c (T
∗T2
×S3) such that

a(x, ξ, η)= ahom

(
x, ξ, η
|η|

)
for |η| ≥ R0 and (x, ξ) ∈ T ∗T2

;

for η 6= 0, we will also use the notation a(x, ξ,∞η) := ahom(x, ξ, η/|η|).

(3) a has only x-Fourier modes in 3, that is,

a(x, ξ, η)=
∑
k∈3

eik·x

2π
â(k, ξ, η).

This last assumption is equivalent to saying that σ · ∂xa = 0 for any σ ∈ 3⊥. We denote by S1
3

′ the
topological dual space of S1

3.

Let χ ∈ C∞c (R) be a nonnegative function such that χ = 1 in a neighborhood of the origin. Let R > 0.
The previous remark allows us to define, for a ∈ S1

3 the two following elements of S1
3

′:

〈W h,3
R , a〉S1

3

′
,S1
3
:=

〈
W h,

(
1−χ

(
|P3ξ |

Rh

))
a
(

x, ξ, P3ξ
h

)〉
D′(T ∗T2),C∞c (T ∗T2)

, (8-1)

〈W h
R,3, a〉S1

3

′
,S1
3
:=

〈
W h, χ

(
|P3ξ |

Rh

)
a
(

x, ξ, P3ξ
h

)〉
D′(T ∗T2),C∞c (T ∗T2)

. (8-2)
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In particular, for any R > 0 and a ∈ S1
3, we have〈

W h, a
(

x, ξ, P3ξ
h

)〉
D′(T ∗T2),C∞c (T ∗T2)

= 〈W h,3
R , a〉S1

3

′
,S1
3
+〈W h

R,3, a〉S1
3

′
,S1
3
. (8-3)

The next two propositions are the analogues of [Fermanian-Kammerer 2000a] in our context. They
state the existence of two-microlocal semiclassical measures, as the limit objects of W h,3

R and W h
R,3.

Proposition 8.2. There exists a subsequence (h, wh) and a nonnegative measure ν3 ∈M+(T ∗T2
×S3)

such that, for all a ∈ S1
3, we have

lim
R→∞

lim
h→0
〈W h,3

R , a〉S1
3

′
,S1
3
=

〈
ν3, ahom

(
x, ξ, η
|η|

)〉
M(T ∗T2×S3),C0

c(T ∗T2×S3)
.

To define the limit of the distributions W h
R,3, we need first to introduce operator spaces and operator-

valued measures, following [Gérard 1991]. Given a Hilbert space H (in the following, we shall use
H = L2(T3)), we denote respectively by K(H), L1(H) the spaces of compact and trace class operators
on H . We recall that they are both two-sided ideals of the ring L(H) of bounded operators on H . We
refer for instance to [Reed and Simon 1980, Chapter VI.6] for a description of the space L1(H) and
its basic properties. Given a Polish space T (in the following, we shall use T = T ∗T3⊥), we denote by
M+(T ;L1(H)) the space of nonnegative measures on T , taking values in L1(H). More precisely, we
have ρ ∈M+(T ;L1(H)) if ρ is a bounded linear form on C0

c(T ) such that, for every nonnegative function
a ∈ C0

c(T ), 〈ρ, a〉M(T ),C0
c(T ) ∈ L1(H) is a nonnegative hermitian operator. As a consequence of [Reed

and Simon 1980, Theorem VI.26], these measures can be identified in a natural way to nonnegative linear
functionals on C0

c(T ;K(H)).

Proposition 8.3. There exists a subsequence (h, wh) and a nonnegative measure

ρ3 ∈M+
(
T ∗T3⊥;L

1(L2(T3))
)
,

such that, for all K ∈ C∞c
(
T ∗T3⊥;K(L2(T3))

)
, we have

lim
h→0

(K (s, h Ds)T3wh, T3wh)L2(T
3⊥
;L2(T3)) = tr

{∫
T ∗T

3⊥

K (s, σ )ρ3(ds, dσ)
}
. (8-4)

Moreover (for the same subsequence), for all a ∈ S1
3, we have

lim
R→∞

lim
h→0
〈W h

R,3, a〉S1
3

′
,S1
3
= tr

{∫
T ∗T

3⊥

Op31
(
a(π̃3(σ, y, 0), η)

)
ρ3(ds, dσ)

}
. (8-5)

In the left-hand side of (8-4), the inner product actually means

(K (s, h Ds)T3wh, T3wh)L2(T
3⊥

L2(T3))

=

∫
s∈T

3⊥
, s′∈3⊥, σ∈3⊥

e
i
h (s−s′)·σ

(
K
(s+s ′

2
, σ
)

T3wh(s ′, y), T3wh(s, y)
)

L2
y(T3)

ds ds ′ dσ.

In the expression (8-5), remark that for each σ ∈ 3⊥, the operator Op31
(
a(π̃3(σ, y, 0), η)

)
is in

L(L2(T3)). Hence, its product with the operator ρ3(ds, dσ) defines a trace-class operator.
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Before proving Propositions 8.2 and 8.3, we explain how to reconstruct the measure µ|T2×3⊥ from the
two-microlocal measures ν3 and ρ3. This reduces the study of the measure µ to that of all two-microlocal
measures ν3 and ρ3, for 3 ∈ P.

We denote by M+c (T ) the set of compactly supported measures on T , and by 〈 · , · 〉Mc(T ),C0(T ) the
associated duality bracket.

Proposition 8.4. For all a∈C∞c (T
∗T2) having only x-Fourier modes in3 (i.e., for all a∈ S1

3 independent
of the third variable η ∈ 〈3〉), we have

〈µ, a〉M(T ∗T2),C0
c(T ∗T2) = 〈ν

3, a〉M(T ∗T2×S3),C0
c(T ∗T2×S3)

+ tr
{∫

T ∗T
3⊥

ma◦π̃3(σ )ρ3(ds, dσ)
}
, (8-6)

and

〈µ|T2×3⊥, a〉M(T ∗T2),C0
c(T ∗T2)

= 〈ν3|T2×3⊥×S3
, a〉M(T ∗T2×S3),C0

c(T ∗T2×S3)
+ tr

{∫
T ∗T

3⊥

ma◦π̃3(σ )ρ3(ds, dσ)
}
, (8-7)

where for σ ∈3⊥, ma◦π̃3(σ ) denotes the multiplication in L2(T3) by the function y 7→ a ◦ π̃3(σ, y).
Moreover, we have ν3 ∈M+c (T

∗T2
×S3) and ρ3 ∈M+c (T

∗T3⊥;L
1(L2(T3))) (i.e., both measures

are compactly supported).

Formula (8-7) follows immediately from (8-6) by restriction. By the definition of the measure ρ3, we
see that it is already supported on T2

×3⊥ (see expression (8-2)).
The end of this section is devoted to the proofs of the three propositions, inspired by [Fermanian-

Kammerer 2000a; Anantharaman and Macià 2010].

Proof of Proposition 8.2. The Calderón–Vaillancourt theorem implies that the operators

Oph

((
1−χ

(
|P3ξ |

Rh

))
a
(

x, ξ, P3ξ
h

))
= Op1

((
1−χ

(
|P3ξ |

R

))
a
(

x, hξ, P3ξ
))

are uniformly bounded as h→ 0 and R→+∞. It follows that the family W h,3
R is bounded in S1

3

′, and
thus there exists a subsequence (h, wh) and a distribution µ̃3 such that

lim
R→∞

lim
h→0
〈W h,3

R , a〉S1
3

′
,S1
3
= 〈µ̃3, a(x, ξ, η)〉S1

3

′
,S1
3
.

Because of the support properties of the function χ , we notice that 〈µ̃3, a〉S1
3

′
,S1
3
= 0 as soon as the

support of a is compact in the variable η. Hence, there exists a distribution ν3 ∈D′(T ∗T2
×S3) such that

〈µ̃3, a(x, ξ, η)〉S1
3

′
,S1
3
=

〈
ν3, ahom

(
x, ξ, η
|η|

)〉
D′(T ∗T2×S3),C∞c (T ∗T2×S3)

.

Next, suppose that a > 0 (and that
√

1−χ is smooth). Then, using [Anantharaman and Macià 2010,
Corollary 35], and setting

bR(x, ξ)=
((

1−χ
(
|P3ξ |

Rh

))
a
(

x, ξ, P3ξ
h

)) 1
2

,
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there exists C > 0 such that for all h ≤ h0 and R ≥ 1, we have∥∥∥∥Oph

((
1−χ

(
|P3ξ |

Rh

))
a
(

x, ξ, P3ξ
h

))
−Oph(b

R)2
∥∥∥∥

L(L2(T2))

≤
C
R
.

As a consequence, we have,

〈W h,3
R , a〉S1

3

′
,S1
3
≥ ‖Oph(b

R)wh‖
2
L2(T2)

−
C
R
‖wh‖

2
L2(T2)

,

so that the limit 〈ν3, ahom(x, ξ,
η

|η|
)〉D′(T ∗T2×S3),C∞c (T ∗T2×S3)

is nonnegative. The distribution ν3 is
nonnegative, and is hence a measure. This concludes the proof of Proposition 8.2. �

Proof of Proposition 8.3. First, the proof of the existence of a subsequence (h, wh) and the measure ρ3
satisfying (8-4) is the analogue of Proposition 5.1 in the context of operator valued measures, viewing
the sequence wh as a bounded sequence of L2(T3⊥; L2(T3)). It follows the lines of this result, after the
adaptation of the symbolic calculus to operator-valued symbols (or more precisely, of [Gérard 1991] in
the semiclassical setting).

Second, using the definition (8-2) together with (6-7), we have

〈W h
R,3, a〉S1

3

′
,S1
3
=

(
Oph

(
χ
(
|P3ξ |

Rh

)
a
(

x, ξ, P3ξ
h

))
wh, wh

)
L2(T2)

=

(
Op3

⊥

h ◦Op3h
(
χ
(
|η|

Rh

)
a
(
π̃3(σ, y, η), η

h

))
T3wh, T3wh

)
L2(T

3⊥
×T3)

.

Hence, setting

ah
R,3(σ, y, η)= χ

(
|η|

R

)
a(π̃3(σ, y, hη), η),

we obtain
〈W h

R,3, a〉S1
3

′
,S1
3
=
(
Op3

⊥

h ◦Op31 (a
h
R,3(σ, y, η))T3wh, T3wh

)
L2(T

3⊥
×T3)

.

We also notice that Op31 (a
h
R,3) ∈ K(L2(T3)), for any σ ∈ 3⊥, since ah

R,3 has compact support with
respect to η. Moreover, for any R > 0 fixed and a ∈ S1

3, the Calderón–Vaillancourt theorem yields

Op31 (a
h
R,3)= Op31 (a

0
R,3)+ h B,

for some B ∈ L(L2(T3)), uniformly bounded with respect to h. Using (8-4), this implies that for any
R > 0 fixed and a ∈ S1

3, we have

lim
h→0
〈W h

R,3, a〉S1
3

′
,S1
3
= tr

{∫
T ∗T

3⊥

Op31 (a
0
R,3)ρ3(ds, dσ)

}
.

Moreover, we have

lim
R→+∞

Op31 (a
0
R,3)= Op31 (a

0
∞,3)= Op31

(
a(π̃3(σ, y, 0), η)

)
,

in the strong topology of C∞c
(
T ∗T3⊥;L(L2(T3))

)
. This proves (8-5) and concludes the proof of

Proposition 8.3. �
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Proof of Proposition 8.4. Taking a ∈ S1
3 independent of the third variable η ∈ 〈3〉 gives

〈W h, a(x, ξ)〉D′(T ∗T2),C∞c (T ∗T2)→ 〈µ|T2×3⊥, a〉M(T ∗T2),C0
c(T ∗T2),

together with
〈W h,3

R , a〉S1
3

′
,S1
3
→ 〈ν3, a〉M(T ∗T2×S3),C0

c(T ∗T2×S3)
,

(according to Proposition 8.2) and

〈W h
R,3, a〉S1

3

′
,S1
3
→ tr

{∫
T ∗T

3⊥

Op31
(
a(π̃3(σ, y, 0))

)
ρ3(ds, dσ)

}
= tr

{∫
T ∗T

3⊥

ma◦π̃3(σ )ρ3(ds, dσ)
}

(according to Proposition 8.3). Now, using the last three equations together with (8-3) directly gives (8-7).
As both terms in the right hand-side of (8-7) are nonnegative measures and the left-hand side is a

compactly supported nonnegative measure, this implies that ν3 and ρ3 are both compactly supported. �

9. Propagation laws for the two-microlocal measures ν3 and ρ3

In this section, we study the propagation properties of ν3 and ρ3 defined in Propositions 8.2 and 8.3,
respectively. The key point here is the use of the cutoff function introduced in Proposition 7.3.

We will use repeatedly this fact, which follows from item (2) in Proposition 7.3: if A is a bounded
operator on L2(T2), we have

(Awh, wh)L2(T2) = (Aχ
3
h wh, χ

3
h wh)L2(T2)+‖A‖L(L2) o(1). (9-1)

To simplify the notation, we shall write Ac0,h for χ3h Aχ3h .

9A. Propagation of ν3. We define for (x, ξ, η) ∈ T ∗T2
×〈3〉 and τ ∈ R the flows

φ0
τ (x, ξ, η) := (x + τξ, ξ, η),

generated by the vector field ξ · ∂x and, for η 6= 0,

φ1
τ (x, ξ, η) :=

(
x + τ η

|η|
, ξ, η

)
generated by the vector field (η/|η|) · ∂x . With these definitions, we have the following propagation laws
for the two-microlocal measure ν3.

Proposition 9.1. The measure ν3 is φ0
τ - and φ1

τ -invariant, that is,

(φ0
τ )∗ν

3
= ν3 and (φ1

τ )∗ν
3
= ν3 for every τ ∈ R.

The key result here is the additional “transverse propagation law” given by the flow φ1
τ . The measure ν3

not only propagates along the geodesic flow φ0
τ , but also along directions transverse to 3⊥.

Proof. Fix a ∈ S1
3. The computation done in (5-6) is still valid replacing a by(

1−χ
(
|P3ξ |

Rh

))
a
(

x, ξ, P3ξ
h

)
,
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since it only uses the fact that Oph((1 − χ(|P3ξ |/Rh))a(x, ξ, P3ξ/h)) is bounded and that
‖Ph

b wh‖L2(T2) = o(h) and (bwh, wh)L2(T2) = o(1). This yields

lim
h→0
〈W h,3

R , ξ · ∂xa〉S1
3

′
,S1
3
= lim

h→0

〈
W h, ξ · ∂x

{(
1−χ

(
|P3ξ |

Rh

))
a
(

x, ξ, P3ξ
h

)}〉
D′(T ∗T2),C∞c (T ∗T2)

= 0,

and hence, in the limit R→+∞, we obtain〈
ν3, ξ · ∂xahom

(
x, ξ, η
|η|

)〉
M(T ∗T2×S3),C0

c(T ∗T2×S3)
= 0.

Replacing ahom by ahom ◦φ
0
τ and integrating with respect to the parameter τ gives (φ0

τ )∗ν
3
= ν3, which

concludes the first part of the proof.
Second, to prove the φ1

τ -invariance of ν3 we compute〈
ν3,

η

|η|
· ∂xahom

(
x, ξ, η
|η|

)〉
M(T ∗T2×S3),C0

c(T ∗T2×S3)
= lim

R→∞
lim
h→0

〈
W h,3

R ,
η

|η|
· ∂xa

〉
S1
3

′
,S1
3

. (9-2)

Setting

aR(x, ξ, η)= 1
|η|

(
1−χ

(
|η|

R

))
a(x, ξ, η)

and

AR
:= Oph

(
aR
(

x, ξ, P3ξ
h

))
(9-3)

we have the relation 〈
W h,3

R ,
η

|η|
· ∂xa

〉
S1
3

′
,S1
3

=−
i
2
([13, AR

]wh, wh)L2(T2),

where 13 = ∂2
y is the laplacian in the direction 3.

Lemma 9.2. For any given c0 > 0 and R > 0, we have

([13, AR
]wh, wh)L2(T2) = ([13, AR

c0,h]wh, wh)L2(T2)+ o(1).

We postpone the proof of Lemma 9.2 and first indicate how it allows us to prove Proposition 9.1. We
now know that〈

ν3,
η

|η|
· ∂xahom

(
x, ξ, η
|η|

)〉
M(T ∗T2×S3),C0

c(T ∗T2×S3)
= lim

R→∞
lim
h→0
−

i
2
([13, AR

c0,h]wh, wh)L2(T2).

Recall that a ∈ S1
3 implies that a has only x-Fourier modes in 3, i.e., P3ξ · ∂xa = ξ · ∂xa. We have

also assumed in this section that b has only x-Fourier modes in 3. As a consequence, we have

−
i
2
([13, AR

c0,h]wh, wh)L2(T2) =−
i
2
([1, AR

c0,h]wh, wh)L2(T2)

=
i

2h2 ([P
h
0 , AR

c0,h]wh, wh)L2(T2). (9-4)
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Developing the last expression of (9-4), we obtain

i
2h2 ([P

h
0 , AR

c0,h]wh, wh)L2(T2) =
i

2h2 (A
R
c0,hwh, Ph

b wh)L2(T2)−
i

2h2 (A
R
c0,h Ph

b wh, wh)L2(T2)

−
1

2h
(AR

c0,hwh, bwh)L2(T2)−
1

2h
(AR

c0,hbwh, wh)L2(T2). (9-5)

Since AR
c0,h is bounded in L(L2(T2)), its adjoint AR

c0,h is also bounded so that the first two terms in the
last expression vanish in the limit h→ 0, using ‖Ph

b wh‖L2(T2) = o(h2). To estimate the last two terms,
we use again the boundedness of AR and (AR)∗ and write

|(AR
c0,hwh, bwh)L2(T2)| ≤ ‖AR

‖‖χ3h bwh‖L2(T2) ≤ 2c0h ‖AR
‖,

according to item (3) in Proposition 7.3. It follows that

lim sup
h→0

∣∣∣ 1
2h
(AR

c0,hwh, bwh)L2(T2)+
1

2h
(AR

c0,hbwh, wh)L2(T2)

∣∣∣≤ 2c0 sup ‖AR
‖.

Coming back to the expression (9-2), we obtain∣∣∣〈ν3, η
|η|
· ∂xahom

(
x, ξ, η
|η|

)〉
M(T ∗T2×S3),C0

c(T ∗T2×S3)

∣∣∣≤ 2c0 sup ‖AR
‖

and since c0 was arbitrary,〈
ν3,

η

|η|
· ∂xahom

(
x, ξ, η
|η|

)〉
M(T ∗T2×S3),C0

c(T ∗T2×S3)
= 0.

Replacing ahom by ahom ◦φ
1
τ and integrating with respect to the parameter τ gives (φ1

τ )∗ν
3
= ν3, which

concludes the proof of Proposition 9.1. �

Proof of Lemma 9.2. We are going to show that

([13, AR
c0,h]wh, wh)L2(T2) = ([13, AR

]c0,hwh, wh)L2(T2)+ o(1). (9-6)

Then, using the fact that [13, AR
] is a bounded operator (its symbol is

(
1−χ

(
|η|

R

))
η

|η|
· ∂xa(x, ξ, η))

together with (9-1), this is also ([13, AR
]wh, wh)L2(T2)+ o(1).

To prove (9-6), we develop the difference [13, AR
c0,h] − [13, AR

]c0,h as

[13, AR
c0,h] − [13, AR

]c0,h = [∂
2
y , χ

3
h ] ARχ3h +χ

3
h AR
[∂2

y , χ
3
h ]. (9-7)

Then, writing
[∂2

y , χ
3
h ] = ∂

2
yχ

3
h + 2∂yχ

3
h ∂y,

we have

([∂2
y , χ

3
h ] ARχ3h wh, wh)L2(T2) = (A

Rχ3h wh, ∂
2
yχ

3
h wh)L2(T2)+ (∂y ◦ AR χ3h wh, 2∂yχ

3
h wh)L2(T2).

Recalling that the operator ∂y ◦ AR is bounded, and using items (4) and (5) in Proposition 7.3, we obtain∣∣([∂2
y , χ

3
h ] ARχ3h wh, wh)L2(T2)

∣∣≤ C‖∂2
yχ

3
h wh‖L2(T2)+C‖∂yχ

3
h wh‖L2(T2) = o(1).

The last term in (9-7) is handled similarly. This finally implies (9-6), concluding the proof. �
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9B. Propagation of ρ3. We denote by (ω j
3, e j

3) j∈N the eigenvalues and associated eigenfunctions of the
operator −13 =−∂2

y forming a Hilbert basis of L2(T3). We shall use the projector onto low frequencies
of −13, that is, for any ω ∈ R+, the operator

5ω
3 :=

∑
ω

j
3≤ω

( · , e j
3)L2(T3)e

j
3,

which has finite rank.
We have the following propagation laws for the two-microlocal measure ρ3.

Proposition 9.3. (1) For any K ∈ C∞c
(
T ∗T3⊥;K(L2(T3))

)
independent of s (i.e., K (s, σ ) = K (σ ))

and any ω > 0, we have

tr
{∫

T ∗T
3⊥

[13,5
ω
3K (σ )5ω

3] ρ3(ds, dσ)
}
= 0.

(2) Defining

M3 :=

∫
T
3⊥
×3⊥

ρ3(ds, dσ) ∈ L1(L2(T3)),

we have
[13,M3] = 0.

Remark that for any σ ∈3⊥, the operator

[13,5
ω
3K (σ )5ω

3] =5
ω
3[13, K (σ )]5ω

3

has finite rank, so the right-hand side of item (1) is well defined. Note that the definition of M3 is
meaningful since ρ3 has a compact support according to Proposition 8.4.

The commutation relations of items (1) and (2) in this proposition correspond to propagation laws at
the operator level. They are formulated here in a “derivated form”, which, for item (2) for instance, is
equivalent to

eiτ13M3e−iτ13 = M3 for all τ ∈ R,

in the “integrated form”.

Proof of Proposition 9.3. For K ∈ C∞c
(
3⊥;K(L2(T3))

)
(in other words K ∈ C∞c

(
T ∗T3⊥;K(L2(T3))

)
independent of s ∈ T3⊥), we denote

Kω(σ ) :=5ω
3K (σ )5ω

3

and we note that Kω is also in C∞c
(
3⊥;K(L2(T3))

)
. Hence, we have

tr
{∫

T ∗T
3⊥

[13,5
ω
3K (σ )5ω

3] ρ3(ds, dσ)
}
=− lim

h→0
([−13, Kω(h Ds)] T3wh, T3wh)L2(T

3⊥
;L2(T3)).

To show that this limit vanishes, we proceed as in (9-4), (9-5) and in the subsequent calculation, replacing
the operator AR by Kω(h Ds).
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With the notation 13 = ∂2
y and 13⊥ = ∂2

s , we first note that

([−13, Kω(h Ds)] T3wh, T3wh)L2(T
3⊥
;L2(T3)) = ([−1, Kω(h Ds)] T3wh, T3wh)L2(T

3⊥
;L2(T3)),

since 1 = 13+13⊥ and since [13⊥, Kω(h Ds)] = 0. As a matter of fact, Kω(h Ds) = Op3h (K
ω(σ ))

and 13⊥ =−h−2 Op3h (|σ |
2) are both Fourier multipliers.

The following lemma is proved the same way as Lemma 9.2.

Lemma 9.4. For any given c0 > 0, we have

([13, Kω(σ )] T3wh, T3wh)L2(T2) = ([13, Kω
c0,h(h Ds)] T3wh, T3wh)L2(T2)+ o(1).

Here Kω
c0,h(h Ds) means χ3h Kω(h Ds)χ

3
h .

Writing

−h21= T3Ph
b T ∗3− ihb ◦π3,

we have

([−1, Kω
c0,h(h Ds)] T3wh, T3wh)L2(T

3⊥
;L2(T3))

=
1
h2 (K

ω
c0,h(h Ds)T3wh, T3Ph

b wh)L2(T
3⊥
;L2(T3))−

1
h2 (K

ω
c0,h(h Ds)T3Ph

b wh, T3wh)L2(T
3⊥
;L2(T3))

+
i
h
(Kω

c0,h(h Ds)T3wh, T3(bwh))L2(T
3⊥
;L2(T3))+

i
h
(Kω

c0,h(h Ds)T3(bwh), T3wh)L2(T
3⊥
;L2(T3)).

It follows, as in (9-5), that

lim sup
h→0

∣∣([−1, Kω
c0,h(h Ds)] T3wh, T3wh)L2(T

3⊥
;L2(T3))

∣∣≤ 2c0‖K‖

and since c0 was arbitrary, we can conclude that

lim
h→0

([13, Kω(σ )] T3wh, T3wh)L2(T2) = 0,

which concludes the proof of item (1).
Item (1) gives, for all K ∈ K(L2(T3)) constant (which is possible since ρ3(ds, dσ) has compact

support),

0= tr
{∫

T ∗T
3⊥

[13, Kω
] ρ3(ds, dσ)

}
= tr

{
[13, Kω

]

∫
T ∗T

3⊥

ρ3(ds, dσ)
}
= tr{[13, Kω

]M3}.

Using that tr(AB)= tr(B A) for all A ∈ L1 and B ∈ L together with the linearity of the trace (see [Reed
and Simon 1980, Theorem VI.25]), we now obtain, for all K ∈ K(L2(T3)) and all ω > 0,

0= tr{[13,5ω
3K5ω

3]M3} = tr{K5ω
3[13,M3]5

ω
3}.

Consequently, we have 5ω
3[13,M3]5

ω
3= 0 for all ω> 0 (see [Reed and Simon 1980, Theorem VI.26]).

Letting ω go to +∞, this yields [13,M3] = 0 and concludes the proof of item (2). �
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10. The measures ν3 and ρ3 vanish identically. End of the proof of Theorem 2.6

In this section, we prove that both measures ν3 and ρ3 vanish when paired with the function 〈b〉3. Then,
we deduce that these two measures vanish identically. In turn, this implies that µ|T2×3⊥ = 0, and finally
that µ= 0, which will conclude the proof of Theorem 2.6.

Proposition 10.1. We have

〈ν3|T2×3⊥×S3
, 〈b〉3〉Mc(T ∗T2×S3),C0(T ∗T2×S3)

= 0 and tr{m〈b〉3M3} = 0.

As a consequence, we prove that ρ3 and ν3|T2×3⊥×S3
vanish.

Proposition 10.2. We have ρ3 = 0 and ν3|T2×3⊥×S3
= 0. Hence µ|T2×3⊥ = 0.

This allows us to conclude the proof of Theorem 2.6. Indeed, as a consequence of the decomposition
formula of Proposition 8.4, we obtain µ|T2×3⊥ = 0 for all 3 ∈ P such that rk(3) = 1. Using the
decomposition of the measure µ given in Lemma 6.1 together with Lemma 6.4, this yields µ= 0 on T2.
This is in contradiction with µ(T ∗T2)= 1 (Proposition 5.2), and this contradiction proves Theorem 2.6.

Proof of Proposition 10.1. First, (5-2) implies that (bvh, vh)L2(T2)→ 0, and hence

〈µ, b〉Mc(T ∗T2),C0(T ∗T2) = 0.

Then the decomposition given in Lemma 6.1 into a sum of nonnegative measures yields that, for all
3 ∈ P,

〈µ|T2×3⊥, b〉Mc(T ∗T2),C0(T ∗T2) = 0, (10-1)

since b is also nonnegative. Lemmata 6.2, 6.3 and 6.4 (see also Remark 6.5), then give

〈µ|T2×3⊥, 〈b〉3〉Mc(T ∗T2),C0(T ∗T2) = 〈µ|T2×(3⊥\{0}), 〈b〉3〉Mc(T ∗T2),C0(T ∗T2)

= 〈µ|T2×3⊥, b〉Mc(T ∗T2),C0(T ∗T2) = 0, (10-2)

where the function 〈b〉3 is also nonnegative. The decomposition formula of Proposition 8.4 into the
two-microlocal semiclassical measures then yields

〈µ|T2×3⊥, 〈b〉3〉Mc(T ∗T2),C0(T ∗T2)

= 〈ν3|T2×3⊥×S3
, 〈b〉3〉Mc(T ∗T2×S3),C0(T ∗T2×S3)

+ tr
{∫

T ∗T
3⊥

m〈b〉3ρ3(ds, dσ)
}
.

Since the measure ν3|T2×3⊥×S3
is nonnegative, we get 〈ν3|T2×3⊥×S3

, 〈b〉3〉Mc(T ∗T2×S3),C0(T ∗T2×S3)
≥

0. Similarly, ρ3 ∈ M+c (T
∗T3⊥;L

1(L2(T3))) and the operator m〈b〉3 ∈ L(L2(T3)) is selfadjoint and
nonnegative, which gives tr

{∫
T ∗T

3⊥
m〈b〉3ρ3(ds, dσ)

}
≥ 0. Using (10-1) and (10-2), this yields

〈ν3|T2×3⊥×S3
, 〈b〉3〉Mc(T ∗T2×S3),C0(T ∗T2×S3)

= 0

and

tr
{∫

T ∗T
3⊥

m〈b〉3ρ3(ds, dσ)
}
= 0.
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In this expression, the operator m〈b〉3 does not depend on (s, σ ), so

0= tr
{

m〈b〉3

∫
T ∗T

3⊥

ρ3(ds, dσ)
}
= tr{m〈b〉3M3},

which concludes the proof of Proposition 10.1. �

Proof of Proposition 10.2. Let us first prove that ρ3 = 0. We recall that the operator M3 is a selfadjoint
nonnegative trace-class operator. Moreover, Proposition 9.3 implies that the operators M3 and 13
commute. As a consequence, there exists a Hilbert basis (ẽ j

3) j∈N of L2(T3) in which M3 and 13 are
simultaneously diagonal, i.e., such that

−13ẽ j
3 = ω

j
3ẽ j

3 and M3ẽ j
3 = γ

j
3ẽ j

3,

where (γ j
3) j∈N are the associated eigenvalues of M3. In particular, we have γ j

3 ≥ 0 for all j ∈ N (and
γ

j
3 ∈ `

1). Note that the basis (ẽ j
3) j∈N is not necessarily the same as the basis (e j

3) j∈N introduced in
Section 9B.

Using Proposition 10.1, together with the definition of the trace (see, for instance, [Reed and Simon
1980, Theorem VI.18]) we have

0= tr{m〈b〉3M3} =

∑
j∈N

(m〈b〉3M3ẽ j
3, ẽ j

3)L2(T3) =

∑
j∈N

γ
j
3(〈b〉3ẽ j

3, ẽ j
3)L2(T3).

Since all terms in this sum are nonnegative (because both γ j
3 and 〈b〉3 are), we deduce that for all j ∈ N,

γ
j
3(〈b〉3ẽ j

3, ẽ j
3)L2(T3) = 0.

Suppose that γ j
3 6= 0 for some j ∈ N. Then, (〈b〉3ẽ j

3, ẽ j
3)L2(T3) = 0 where 〈b〉3 is nonnegative and

not identically zero on T3. This yields ẽ j
3 = 0 on the nonempty open set {〈b〉3 > 0}. Using a unique

continuation property for eigenfunctions of the Laplace operator on T3, we finally obtain that the
eigenfunction ẽ j

3 vanishes identically on T3. This is absurd, and thus we must have γ j
3 = 0 for all j ∈N,

so that M3 = 0. Since ρ3 ∈M+(T ∗T3⊥;L1(L2(T3))), this directly gives ρ3 = 0.
Next, we prove that ν3= 0. This is a consequence of the additional propagation law of ν3 with respect

to the flow φ1
τ (see Section 9A). Indeed the torus T3 has dimension one, (φ1

τ )∗ν
3
= ν3 (according to

Proposition 9.1) and, using Proposition 10.1, ν3 vanishes on the (nonempty) set {〈b〉3 > 0}×R2
×S3

(with {〈b〉3 > 0} clearly satisfying GCC on T3). Hence, ν3 = 0.
To conclude the proof of Proposition 10.2, it only remains to use the decomposition formula (8-7)

which directly yields µ|T2×3⊥ = 0. �

11. Proof of Proposition 7.2

In this section, we prove Proposition 7.2. For this, we consider two-microlocal semiclassical measures at
the scale hα. The setting is close to that of [Fermanian Kammerer 2005].

We shall see that the concentration rate of the sequence vh towards the direction 3⊥ is of the form hα

for all α ≤ (1+ δ)/2.
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First, Lemma 6.3 yields µ|T2×3⊥ = 〈µ〉3|T2×3⊥ (see also Remark 6.5); that is,

〈µ|T2×3⊥, a〉M(T ∗T2),C0
c(T ∗T2) = 〈µ|T2×3⊥, 〈a〉3〉M(T ∗T2),C0

c(T ∗T2),

and it suffices to characterize the action of µ|T2×3⊥ on 3⊥-invariant symbols. Recall that, for all
a ∈ C∞c (T

∗T2),

〈µ, a〉M(T ∗T2),C0
c(T ∗T2) = lim

h→0
(Oph(a)vh, vh)L2(T2).

As in (8-1) and (8-2), let us define

〈V h,3
R , a〉S1

3

′
,S1
3
:=

〈
V h,

(
1−χ

(
|P3ξ |

Rh

))
a
(

x, ξ, P3ξ
h

)〉
D′(T ∗T2),C∞c (T ∗T2)

, (11-1)

〈V h
R,3, a〉S1

3

′
,S1
3
:=

〈
V h, χ

(
|P3ξ |

Rh

)
a
(

x, ξ, P3ξ
h

)〉
D′(T ∗T2),C∞c (T ∗T2)

, (11-2)

for a ∈ S1
3.

We take R= R(h)= h−(1−α) for some α ∈ (0, 1), so that Rh= hα . The proof of Proposition 8.2 applies
verbatim and shows the existence of a subsequence (h,vh) and a nonnegative measure ν3α ∈M+(T ∗T2

×S3)

such that, for all a ∈ S1
3, we have

lim
h→0
〈V h,3

R(h), a〉S1
3

′
,S1
3
=

〈
ν3α , ahom

(
x, ξ, η
|η|

)〉
M(T ∗T2×S3),C0

c(T ∗T2×S3)
.

Proposition 11.1. Let R(h)= h−(1−α) with α ≤ (1+ δ)/2. Then

ν3α |T2×(3⊥\{0})×S3
= 0.

The proof of Proposition 11.1 relies on the following propagation result.

Lemma 11.2. For α ≤ (1+ δ)/2 the measure ν3α is φ0
τ - and φ1

τ -invariant:

(φ0
τ )∗ν

3
α = ν

3
α and (φ1

τ )∗ν
3
α = ν

3
α for every τ ∈ R.

The proof is very similar to that of Proposition 9.1 but does not use assumption (2-13).

Proof. The proof of φ0
τ -invariance is strictly identical to what has been done for Proposition 9.1 and thus

we focus on the φ1
τ -invariance. Equation (9-5) still holds with R(h)= h−(1−α), now reading〈

V h,3
R(h),

η

|η|
· ∂xa

〉
S1
3

′
,S1
3

=
i

2h2 (A
R(h)vh, Ph

b vh)L2(T2)−
i

2h2 (A
R(h)Ph

b vh, vh)L2(T2)

−
1

2h
(AR(h)vh, bvh)L2(T2)−

1
2h
(AR(h)bvh, vh)L2(T2),

where AR was defined in (9-3). Using ‖Ph
b vh‖L2(T2) = o(h1+δ) together with the boundedness of AR(h),

it follows that

lim
h→0

〈
V h,3

R(h),
η

|η|
· ∂xa

〉
S1
3

′
,S1
3

= lim
h→0

(
−

1
2h
(AR(h)vh, bvh)L2(T2)−

1
2h
(AR(h)bvh, vh)L2(T2)

)
. (11-3)
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Recall from (5-2) that ‖
√

bvh‖L2(T2) = o(h(1+δ)/2). In addition, with R(h)= h−(1−α) we have

AR(h)
= Op1(ãh), ãh(x, ξ)=

1
|P3ξ |

(
1−χ(h(1−α)|P3ξ |)

)
a(x, hξ, P3ξ),

where a ∈ S1
3 is homogeneous of order zero in the third variable and P3 is defined in (6-3). Since

h1−α
|P3ξ | ≥ 1 on supp(1−χ), the symbol ãh satisfies

|∂β
′

x ∂
β
ξ ãh| ≤ Cβ,β ′h1−αh|β|(1−α).

Hence, the Calderón–Vaillancourt theorem (see for instance Theorem A.1) yields ‖AR(h)
‖L(L2) ≤ Ch1−α ,

which implies∣∣∣ 1
2h
(AR(h)vh, bvh)L2(T2)

∣∣∣≤ Ch−1
‖AR(h)

‖L(L2)‖vh‖L2(T2)‖
√

bvh‖L2(T2) = o(h
1+δ

2 −α).

Coming back to (11-3), this finally gives

lim
h→0

〈
V h,3

R(h),
η

|η|
· ∂xa

〉
S1
3

′
,S1
3

= 0,

as soon as α ≤ (1+ δ)/2. �

Proof of Proposition 11.1. We have 〈ν3α |T2×(3⊥\{0})×S3
, 〈b〉3〉Mc(T ∗T2×S3),C0(T ∗T2×S3)

= 0, since ν3α
is (φ0

τ )-invariant and 〈ν3α , b〉Mc(T ∗T2×S3),C0(T ∗T2×S3)
= 0. Then, the φ1

τ -invariance of ν3α implies that
ν3α |T2×(3⊥\{0})×S3

vanishes. �

Proof of Proposition 7.2. Proposition 11.1 implies that

〈µ|T2×3⊥, a〉M(T ∗T2),C0
c(T ∗T2) = lim

h→0

(
Oph

(
χ
(
|P3ξ |

hα
)

a(x, ξ)
)
vh, vh

)
L2(T2)

for all α ≤ (1+ δ)/2 and a ∈ C∞c (T
∗T2). The same holds if we replace χ by χ2:

〈µ|T2×3⊥, a〉M(T ∗T2),C0
c(T ∗T2) = lim

h→0

(
Oph

(
χ2
(
|P3ξ |

hα
)

a(x, ξ)
)
vh, vh

)
L2(T2)

.

Since

Oph

(
χ2
(
|P3ξ |

hα
)

a(x, ξ)
)
= Oph

(
χ
(
|P3ξ |

hα
))

Oph(a)Oph

(
χ
(
|P3ξ |

hα
))
+O(h1−α), (11-4)

we obtain

〈µ|T2×3⊥, a〉M(T ∗T2),C0
c(T ∗T2) = lim

h→0

(
Oph(a)Oph

(
χ
(
|P3ξ |

hα
))
vh,Oph

(
χ
(
|P3ξ |

hα
))
vh

)
L2(T2)

,

for all α ≤ (1+ δ)/2 and a ∈ C∞c (T
∗T2). �
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12. Proof of Proposition 7.3: existence of the cutoff function

Given a constant c0 > 0, we define the following subsets of T2:

Eh = 〈{b > c0h}〉3, Fh =

〈 ⋃
x∈{b>c0h}

B(x, (c0h)2ε)
〉
3

=

⋃
x∈Eh

B(x, (c0h)2ε), Gh = Fh \Eh,

where for U ⊂ T2, we denote 〈U 〉3 :=
⋃
τ∈R{U + τσ } for some σ ∈3⊥ \ {0}. Remark that Eh ⊂Fh and

that T2
= Eh ∪Gh ∪ (T

2
\Fh). Note also that the sets Eh,Fh are nonempty for h small enough, and that

Gh is nonempty (for h small enough) as soon as b vanishes somewhere on T2 (this condition is assumed
here, since otherwise GCC is satisfied).

In this section, we construct the cutoff function χ3h needed to prove the propagation results of Section 9.
In particular, this function will be 3⊥-invariant and will satisfy χ3h = 0 on Eh and χ3h = 1 on T2

\Fh .

The proof of Proposition 7.3 relies on three key lemmata. The first key lemma is a precised version of
Proposition 5.2 concerning the localization in T ∗T2 of the semiclassical measure µ. It is an intermediate
step towards the propagation result stated in Lemma 12.2.

Lemma 12.1. For any χ ∈C∞c (R) such that χ = 1 in a neighborhood of the origin, for all a ∈C∞c (T
∗T2),

and any γ ≤ (3+ δ)/2, we have

(Oph(a)wh, wh)L2(T2)=

(
Oph(a)Oph

(
χ
(
|ξ |2−1

hγ
))
wh, wh

)
L2(T2)

+o(h
3+δ

2 −γ )‖Oph(a)‖L(L2). (12-1)

For all a ∈ C∞c (T
∗T2) and all τ ∈ R,

(Oph(a ◦φτ )wh, wh)L2(T2) = (Oph(a)wh, wh)L2(T2)+ o(τh
1+δ

2 )‖Oph(a ◦φt)‖L∞(0,τ ;L(L2(T2))).

In this statement, we used the notation

‖Oph(a ◦φt)‖L∞(0,τ ;L(L2(T2))) := sup
t∈(0,τ )

‖Oph(a ◦φt)‖L(L2(T2)).

In turn, this lemma implies the following transport property.

Lemma 12.2. Suppose that the coefficients α, ε satisfy

0< 3ε ≤ α and α+ ε ≤ 1. (12-2)

Then, for any time τ ∈ R uniformly bounded with respect to h and any h-family of functions ψ = ψh ∈

C∞c (T
2) satisfying

‖∂k
xψ‖L∞(T2) ≤ Ckh−ε|k| for all k ∈ N2, (12-3)

we have

(ψ(s, y)wh, wh)L2(T2)

= (ψ(s+ τ, y)wh, wh)L2(T2)+ (ψ(s− τ, y)wh, wh)L2(T2)+O(hα−3ε)+O(h1−α−ε)+ o(h
1+δ

2 ), (12-4)

where the coordinates (s, y) are the ones introduced in Section 6C.
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In view of Proposition 7.3, this lemma will allow us to propagate the smallness of the sequence wh

above the set {b > c0h} to all Eh .
The third key lemma states a property of the damping function b, as a consequence of (2-13).

Lemma 12.3. For all ε ∈ (0, 1], x ∈ T2 and all z ∈ B(x, 1
2 b(x)ε), we have 1

2 b(x)≤ b(z)≤ e
1
2 b(x).

Assumption (2-13) is used here. We denoted by B(x, 1
2 b(x)ε) the Euclidean ball in T2 centered at x of

radius 1
2 b(x)ε. Note that only the left inequality is used in this paper.

With these three lemmata, we are now able to prove Proposition 7.3.

Proof of Proposition 7.3. In the coordinates (s, y) of Section 6C, we can write

Eh = T3⊥ × Eh, Fh = T3⊥ × Fh, with Eh ⊂ Fh ⊂ T3.

Here, Fh is a union of intervals and has uniformly bounded total length. We can hence cover Fh with C1h−ε

subsets of length of order (c0h)ε/4, overlapping on intervals of length of order (c0h)ε/10. Associated to
this covering, we denote by (ψ j ) j∈{1,...,J }, J = J (h), a smooth partition of unity on Eh , also satisfying

• ψ j ∈ C∞c (Fh);

•
∑J

j=1 ψ j (y)= 1 for y ∈ Eh ;

• ‖∂m
y ψ j‖L∞(T3) ≤ Cmh−εm for all m ∈ N;

• J = J (h)≤ Ch−ε.

Similarly, we cover T3⊥ with C2h−ε subsets of length of order (c0h)ε/4, overlapping on intervals of
length of order (c0h)ε/10, and define (ψk)k∈{1,...,K } an associated partition of unity on T3⊥ satisfying

• ψk ∈ C∞c (T3⊥);

•
∑K

k=1 ψk(s)= 1 for s ∈ T3⊥ ;

• ‖∂m
s ψk‖L∞(T

3⊥
) ≤ Cmh−εm , for all m ∈ N;

• K = K (h)≤ Ch−ε;

• for any k, k0∈{1, . . . , K }2, there exists τk satisfying |τk |≤Length(T3⊥)≤C andψk(s+τk)=ψk0(s).

We set

ψk j (s, y) := ψk(s)ψ j (y) and χ3h (s, y)= 1−
J∑

j=1

K∑
k=1

ψk j (s, y) ∈ C∞(T2),

which satisfies ∂sχ
3
h (s, y)= 0, i.e., χ3h is 3⊥-invariant, together with

• χ3h = 0 on Eh and hence b ≤ c0h on supp(χ3h );

• χ3h = 1 on T2
\Fh ;

• χ3h ∈ [0, 1] on Gh , with |∂yχ
3
h | ≤ Ch−ε and |∂2

yχ
3
h | ≤ Ch−2ε.
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To conclude the proof of Proposition 7.3, it remains to check item (2) (‖(1− χ3h )wh‖L2(T2) = o(1)),
item (4) (‖∂yχ

3
h wh‖L2(T2) = o(1)) and item (5) (‖∂2

yχ
3
h wh‖L2(T2) = o(1)).

Now, let us fix j0 ∈ {1, . . . , J }. Because of the definition of the set Eh , there exists k0 ∈ {1, . . . , K }
and x0 ∈ {b > c0h} such that supp(ψk0 j0)⊂ B(x0, (c0h)ε/2). According to Lemma 12.3, we have

B
(

x0,
(c0h)ε

2

)
⊂ B

(
x0,

b(x0)
ε

2

)
⊂

{
b > b(x0)

2

}
⊂

{
b > c0h

2

}
,

so that supp(ψk0 j0)⊂ {b > c0h/2}. This yields

c0h
2
(ψk0 j0wh, wh)L2(T2) ≤ (bψk0 j0wh, wh)L2(T2) = o(h1+δ),

and hence (ψk0 j0wh, wh)L2(T2) = o(hδ). Moreover, for any k ∈ {1, . . . , K }, there exists τk satisfying
|τk | ≤ C2 with

ψk j0(s+ τk, y)= ψk0 j0(s, y).

Hence, using (12-4), we obtain

o(hδ)= (ψk0 j0(s, y)wh, wh)L2(T2) = (ψk j0(s+ τk, y)wh, wh)L2(T2)

= (ψk j0(s+ 2τk, y)wh, wh)L2(T2)+ (ψk j0(s, y)wh, wh)L2(T2)

+O(hα−3ε)+O(h1−α−ε)+ o(h
1+δ

2 ). (12-5)

Since both terms on the right-hand side are nonnegative, this implies (ψk j0(s, y)wh, wh)L2(T2) = o(hδ) as
long as

α− 3ε > δ, 1−α− ε > δ, and 1+δ
2
≥ δ

(which implies (12-2)). From now on we will take δ = 4ε (the reason for this choice will become apparent
in the following lines). The existence of α satisfying this condition together with (7-1) is equivalent to
having ε < 1

29 .
To conclude the proof of Proposition 7.3, we first compute

((1−χ3h )wh, wh)L2(T2) =

J∑
j=1

K∑
k=1

(ψk jwh, wh)L2(T2) = Ch−2εo(hδ)= o(1),

since δ ≥ 2ε. This proves item (2). Next, we have by construction supp(∂2
yχ

3
h ) ⊂ supp(∂yχ

3
h ) ⊂ Gh ,

with ‖∂yχ
3
h ‖L∞(T2)= O(h−ε), ‖∂2

yχ
3
h ‖L∞(T2)= O(h−2ε). Hence, covering supp(∂yχ

3
h )) by balls of radius

(c0h)ε and using a propagation argument similar to (12-5) shows that we have ‖wh‖L2(supp(∂yχ
3
h ))
= o(h

δ
2 ).

We thus obtain

‖∂yχ
3
h wh‖L2(T2) = o(h

δ
2−ε)= o(1), ‖∂2

yχ
3
h wh‖L2(T2) = o(h

δ
2−2ε)= o(1),

(since δ ≥ 4ε), which concludes the proof of items (4) and (5), and that of Proposition 7.3. �
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To conclude this section, it remains to prove Lemmata 12.2, 12.1 and 12.3. In the following proofs, we
shall systematically write η in place of P3ξ and σ in place of (1− P3)ξ to lighten the notation. Hence,
ξ ∈ R2 is decomposed as ξ = η+ σ , with η ∈ 〈3〉 and σ ∈3⊥, in accordance to Section 6C.

Proof of Lemma 12.2 from Lemma 12.1. First, given a function ψ ∈ C∞c (T
2) satisfying (12-3), we have

(ψwh, wh)L2(T2) = (Oph(ψ ◦φτ )wh, wh)L2(T2)+ o(τh
1+δ

2 )‖Oph(ψ ◦φt)‖L∞(0,τ ;L(L2))

=

(
Oph(ψ ◦φτ )Oph

(
χ
(
|ξ |2−1

hγ
))

Oph

(
χ
(
η

2hα
))
wh, wh

)
L2(T2)

+
(
o(τh

1+δ
2 )+ o(τh

3+δ
2 −γ )

)
‖Oph(ψ ◦φt)‖L∞(0,τ ;L(L2)),

when using Lemma 12.1 together with Oph(χ(η/(2hα)))wh = wh . Next, the pseudodifferential calculus
yields

(ψwh, wh)L2(T2)=

(
Oph

(
ψ ◦φτχ

(
|ξ |2−1

hγ
)
χ
(
η

2hα
))
wh, wh

)
L2(T2)

+O(h2−γ−ε)+O(h1−α−ε)

+
(
o(τh

1+δ
2 )+ o(τh

3+δ
2 −γ )

)
‖Oph(ψ ◦φt)‖L∞(0,τ ;L(L2)). (12-6)

A particular feature of the Weyl quantization in the Euclidean setting is that the Egorov theorem provides
an exact formula (see, for instance, [Dimassi and Sjöstrand 1999]): Oph(ψ ◦φt)= e−i th 12 Oph(ψ)e

i th 12 ,
so that ‖Oph(ψ ◦φt)‖L∞(0,τ ;L(L2))≤C0 uniformly with respect to h. Now, remark that the cutoff function
χ(η/(2hα))χ((|ξ |2− 1)/hγ ) can be decomposed (for h small enough) as

χ
(
η

2hα
)
χ
(
|ξ |2−1

hγ
)
= χ

(
η

2hα
)(
χ̃h
η (σ )+ χ̃

h
η (−σ)

)
for some nonnegative function χ̃h

η such that (σ, η) 7→ χ̃h
η (σ )∈C∞c (R

2), such that χ̃h
η (σ )=χ((|ξ |

2
−1)/hγ )

for η ∈ suppχ( · /(2hα)) and σ > 0, and χ̃h
η (σ )= 0 for η /∈ suppχ( · /(2hα)) or σ ≤ 0.

Choosing γ = α, we have in particular

|σ − 1| ≤ Chα on supp
(
χ
(
η

2hα
)
χ̃h
η (σ )

)
.

Next, we recall that ψ ◦φτ (s, y, σ, η)=ψ(s+τσ, y+τη), and we focus on the first term (corresponding
to σ > 0) in the right-hand side of the identity

χ
(
|ξ |2−1

hα
)
χ
(
η

2hα
)
ψ ◦φτ = χ

(
η

2hα
)(
χ̃h
η (σ )+ χ̃

h
η (−σ)

)
ψ ◦φτ . (12-7)

We set

ζ (1)τ (s, y, σ, η)= χ
(
η

2hα
)
χ̃h
η (σ )ψ(s+τσ, y+τη) and ζ (2)τ (s, y, σ, η)= χ

(
η

2hα
)
χ̃h
η (σ )ψ(s+τ, y),

and we want to compare Oph(ζ
(1)
τ ) and Oph(ζ

(2)
τ ). For this, let us estimate, for multiindices `,m ∈ N2,

|∂`(s,y)∂
m
(σ,η)(ζ

(2)
τ − ζ

(1)
τ )(s, y, σ, η)|

≤ Cm

∑
ν≤m

∣∣∣∣∂m−ν
(σ,η)

(
χ
(
η

2hα
)
χ̃h
η (σ )

)
∂`(s,y)∂

ν
(σ,η)

(
ψ(s+ τσ, y+ τη)−ψ(s+ τ, y)

)∣∣∣∣. (12-8)
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On the one hand, we have ∣∣∣∂m−ν
(σ,η)

(
χ
(
η

2hα
)
χ̃h
η (σ )

)∣∣∣≤ Cm,νh−α|m−ν|. (12-9)

On the other hand, for |ν|> 0 we can also write∣∣∂`(s,y)∂ν(σ,η)(ψ(s+ τσ, y+ τη)−ψ(s+ τ, y)
)∣∣= |∂`(s,y)∂ν(σ,η)ψ(s+ τσ, y+ τη)|

≤ C`,ν |τ ||ν|h−ε(|`|+|ν|) ≤ C`,νh−ε(|`|+|ν|),

since |τ | ≤ C .
Finally, for |ν| = 0, we apply the mean value theorem to the function (σ, η) 7→ ∂`(s,y)ψ(s+ τσ, y+ τη)

and write∣∣∂`(s,y)(ψ(s+ τσ, y+ τη)−ψ(s+ τ, y)
)∣∣≤ (|η| + |σ − 1|) sup

T ∗T2
|∇(σ,η)∂

`
(s,y)(ψ(s+ τσ, y+ τη))|.

With (12-3), this yields∣∣∂`(s,y)(ψ(s+ τσ, y+ τη)−ψ(s+ τ, y)
)∣∣≤ (|η| + |σ − 1|)C`h−ε|`||τ |h−ε

≤ (|η| + |σ − 1|)C`h−ε(|`|+1), (12-10)

for |τ | ≤ C .
Using now that |η|≤Chα and |σ−1|≤Chα on supp(χ(η/(2hα))χ̃h

η (σ )), and combining (12-8), (12-9)
and (12-10), we obtain, for all m ∈ N2, ` ∈ N2 and 0< h ≤ h0 sufficiently small,

h|m||∂`(s,y)∂
m
(σ,η)(ζ

(2)
τ − ζ

(1)
τ )(s, y, σ, η)| ≤ C`,mhα−ε(|`|+1)h|m|h−α|m|+C`,m

∑
0<ν≤m

h|m|h−ε(|`|+|ν|)h−α|m−ν|

≤ C`,m(h(1−α)|m|hα−ε(|`|+1)
+ |m|h|m|(1−α)h−ε|`|hα−ε)

≤ C`,mhα−ε(|`|+1).

Using a precised version of the Calderón–Vaillancourt theorem, as presented in Theorem A.1 below (in
which only |`| = 2 derivations are needed with respect to x in dimension two), we obtain

Oph(ζ
(2)
τ )= Oph(ζ

(1)
τ )+OL(L2)(h

α−3ε).

Similarly, we have

Oph

(
χ
(
η

2hα
)
χ̃h
η (−σ)ψ(s+ τσ, y+ τη)

)
= Oph

(
χ
(
η

2hα
)
χ̃h
η (−σ)ψ(s− τ, y)

)
+OL(L2)(h

α−3ε).

Coming back to (12-6) and using (12-7), we finally obtain, for all |τ | ≤ C ,

(ψwh, wh)L2(T2) =

(
Oph

(
χ
(
η

2hα
)
χ̃h
η (σ )ψ(s+ τ, y)

)
wh, wh

)
L2(T2)

+

(
Oph

(
χ
(
η

2hα
)
χ̃h
η (−σ)ψ(s− τ, y)

)
wh, wh

)
L2(T2)

+O(hα−3ε)+O(h1−α−ε)+ o(h
1+δ

2 )+ o(h
3+δ

2 −α).

With the pseudodifferential calculus, this yields (12-4), which concludes the proof of Lemma 12.2. �
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Proof of Lemma 12.1. Here, we only have to make more precise some arguments in the proof of
Proposition 5.2. Recall that according to Lemma 7.1, wh satisfies Ph

b wh = o(h2+δ).
First, we take χ ∈C∞c (R), such that χ=1 in a neighborhood of the origin. Hence, (1−χ(r))/r ∈C∞(R)

and we have the exact composition formula

Oph

(
1−χ

(
|ξ |2−1

hγ
))
= Oph

((
1−χ

(
|ξ |2−1

hγ
)) hγ

|ξ |2−1

) Ph
0

hγ
,

since both operators are Fourier multipliers. Moreover, Oph
((

1− χ((|ξ |2 − 1)/hγ )
)
hγ /(|ξ |2 − 1)

)
is

uniformly bounded as an operator of L(L2(T2)). As a consequence, we have(
Oph(a)Oph

(
1−χ

(
|ξ |2−1

hγ
))
wh, wh

)
L2(T2)

=

(
Oph(a)Oph

((
1−χ

(
|ξ |2−1

hγ
)) hγ

|ξ |2−1

) Ph
0

hγ
wh, wh

)
L2(T2)

=

(
A

Ph
b

hγ
wh, wh

)
L2(T2)

−

(
Aihb

hγ
wh, wh

)
L2(T2)

,

where A = Oph(a)Oph
((

1− χ((|ξ |2 − 1)/hγ )
)
hγ /(|ξ |2 − 1)

)
is bounded on L2(T2). Using Ph

b wh =

o(h2+δ) and (bwh, wh)L2(T2) = o(h1+δ), this gives(
Oph(a)Oph

(
1−χ

(
|ξ |2−1

hγ
))
wh, wh

)
L2(T2)

= o(h
3+δ

2 −γ )‖Oph(a)‖L(L2),

which in turn implies (12-1).
Next, identity (5-6) yields, for all a ∈ C∞c (T

2),

(Oph(ξ · ∂xa)wh, wh)L2(T2) =
i

2h
(Oph(a)wh, Ph

b wh)L2(T2)−
i

2h
(Oph(a)P

h
b wh, wh)L2(T2)

−
1
2(Oph(a)wh, bwh)L2(T2)−

1
2(Oph(a)bwh, wh)L2(T2)

= o(h1+δ)‖Oph(a)‖L(L2)+ o(h
1+δ

2 )‖Oph(a)‖L(L2),

as a consequence of Ph
b wh = o(h2+δ) and (bwh, wh)L2(T2) = o(h1+δ). Applying this identity to a ◦φt in

place of a, and integrating on t ∈ [0, τ ] finally gives

(Oph(a ◦φτ )wh, wh)L2(T2) = (Oph(a)wh, wh)L2(T2)+ o(τh
1+δ

2 )‖Oph(a ◦φt)‖L∞(0,τ ;L(L2)),

which concludes the proof of Lemma 12.1. �

Proof of Lemma 12.3. First, we have ∇(bε)= 0 on {b = 0} and ∇(bε)(x)= εb(x)ε−1
∇b(x) on {b > 0}.

Assumption (2-13) then yields |∇(bε)| ≤ ε uniformly on T2. The mean value theorem hence gives, for all
z ∈ B(x, 1

2 b(x)ε),

b(x)ε ≤ b(z)ε + ε|x − z| ≤ b(z)ε + ε
2

b(x)ε.
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Hence we obtain b(z) ≥ b(x)(1− ε/2)1/ε. On the interval (0, 1], the function ε 7→ (1/ε)(1− 2−ε) is
decreasing so that for ε ∈ (0, 1], we have (1/ε)(1− 2−ε) ≥ 1

2 . This gives 0 < ε/2 ≤ 1− 2−ε so that
b(z)≥ b(x)(2−ε)1/ε for ε ∈ (0, 1], which concludes the proof of the left inequality.

The right inequality follows from the same arguments. �

Part IV. An a priori lower bound for decay rates on the torus

13. Proof of Theorem 2.5

Under the assumption

{b > 0} ∩ {x0+ τξ0, τ ∈ R} =∅, (13-1)

for some (x0, ξ0) ∈ T ∗T2, ξ0 6= 0, we construct in this section a constant κ0 > 0 and a sequence (ϕn)n∈N

of O(1)-quasimodes in the limit n→+∞ for the family of operators P(inκ0).
We use the notation introduced in Sections 6A and 8. First, note that, as a consequence of (13-1), ξ0 is

necessarily a rational direction, and the set {x0+ τξ0, τ ∈ R} is a one-dimensional subtorus of T2, given
by

{x0+ τξ0, τ ∈ R} = {x0+ τξ0, τ ∈ R} = x0+T3⊥ξ0
, with 3ξ0 ∈ P.

Let χ ∈ C∞c (T
2) such that χ has only x-Fourier modes in 3ξ0 , χ = 0 on a neighborhood of {b > 0}

and χ = 1 on x0+T3⊥ξ0
.

From assumption (13-1), we have rk(3ξ0)= 1, so that one can find k ∈3⊥ξ0
∩Z2
\ {0}. Besides, for all

n ∈ N we have nk ∈3⊥ξ0
∩Z2
\ {0}.

We then define the sequence of quasimodes (ϕn)n∈N by

ϕn(x)= χ(x)eink·x , n ∈ N, x ∈ T2.

We have ϕn ∈ C∞(T2), together with the decoupling

ϕn ◦π3ξ0 (s, y)= χ(y)eink·s, n ∈ N, (s, y) ∈ T3⊥ξ0
×T3ξ0 .

This yields

−
(
T3ξ01T ∗3ξ0

)
ϕn ◦π3ξ0 (s, y)=−

(
13ξ0 +13⊥ξ0

)
ϕn ◦π3ξ0 (s, y)

=−eink·s13ξ0χ(y)+ n2
|k|2χ(y)eink·s .

Moreover, bϕn = 0 since their supports are disjoint. Hence, recalling that

P(in|k|)=−1− n2
|k|2+ in|k|b(x),

we have

(T3ξ0 P(in|k|)T ∗3ξ0 )ϕn ◦π3ξ0 =−eink·s13ξ0χ(y),
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and

‖P(in|k|)ϕn‖L2(T2) = ‖(T3ξ0 P(in|k|)T ∗3ξ0 )ϕn ◦π3ξ0‖L2(T
3⊥
ξ0
×T3ξ0

) = C0‖13ξ0χ‖L2(T3ξ0
).

Since we also have ‖ϕn‖L2(T2) = ‖T3ξ0ϕn‖L2(T
3⊥
ξ0
×T3ξ0

) = C0‖χ‖L2(T3ξ0
), we obtain, for all n ∈ N,

‖P−1(in|k|)‖L(L2(T2)) ≥
‖ϕn‖L2(T2)

‖P(in|k|)ϕn‖L2(T2)

=

‖χ‖L2(T3ξ0
)

‖13ξ0χ‖L2(T3ξ0
)

= C > 0,

which concludes the proof of Theorem 2.5. �

Appendix A: Pseudodifferential calculus

In the main part of the article, we use the semiclassical Weyl quantization associating to a function a on
T ∗R2 an operator Oph(a) defined by

(Oph(a)u)(x) :=
1

(2πh)2

∫
R2

∫
R2

e
i
h ξ ·(x−y)a

( x+y
2
, ξ
)

u(y) dy dξ. (A-1)

For smooth functions a with uniformly bounded derivatives, Oph(a) defines a continuous operator on
S(R2), and also by duality on S′(R2). On a manifold, the quantization Oph may be defined by working
in local coordinates with a partition of unity. On the torus, formula (A-1) still makes sense: taking
a ∈ C∞(T ∗T2) is equivalent to taking a ∈ C∞(R2

×R2), (2πZ)2-periodic with respect to the x-variable.
Then the operator defined by (A-1) preserves the space of (2πZ)2-periodic distributions on R2, and hence
D′(T2).

We sometimes write, with D := (1/ i)∂ ,

a(x, h D)= Oph(a).

We also note that Op1(a) is the classical Weyl quantization, and that we have the relation

a(x, h D)= Oph(a(x, ξ))= Op1(a(x, hξ)).

Theorem A.1. There exists a constant C > 0 such that for any a ∈ C∞(T ∗T2) with uniformly bounded
derivatives, we have

‖Op1(a)‖L(L2(T2)) ≤ C
∑

α∈{0,1}2,β∈{0,1}2

‖∂αx ∂
β
ξ a‖L∞(T ∗T2).

Equivalently, this can be rewritten as

‖Oph(a)‖L(L2(T2)) ≤ C
∑

α∈{0,1}2,β∈{0,1}2

h|β|‖∂αx ∂
β
ξ a‖L∞(T ∗T2).

This precised version of the Calderón–Vaillancourt theorem for the Weyl quantization is needed in
Section 12, and proved in [Boulkhemair 1999, Theorem 1.2]. Here in dimension two, this means that
only |α| = 2 derivations are needed with respect to the space variable x .
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Appendix B: Spectrum of P(z) for a piecewise constant damping
(by Stéphane Nonnenmacher)

In this appendix we provide an explicit description of some part of the spectrum of the damped wave
equation (1-1) on T2, for a damping function proportional to the characteristic function of a vertical strip.
We identify the torus T2 with the square {−1/2 ≤ x < 1/2, 0 ≤ y < 1}. We choose some half-width
σ ∈ (0, 1/2), and consider a vertical strip of width 2σ . Due to translation symmetry of T2, we may center
this strip on the axis {x = 0}. Choosing a damping strength B̃ > 0, we then get the damping function

b(x, y)= b(x)=
{

0 for |x | ≤ σ,
B̃ for σ < |x | ≤ 1/2.

(B-1)

The reason for centering the strip at x = 0 is the parity of the problem with respect to that axis, which
greatly simplifies the computations.

We are interested in the spectrum of the operator A generating the evolution equation (1-1), which
amounts (see Lemma 4.2) to solving the eigenvalue problem

P(z)u = 0 for P(z)=−1+ zb(x)+ z2, z ∈ C, u ∈ L2(T2), u 6≡ 0.

This spectrum consists in a discrete set {z j }, which is symmetric with respect to the horizontal axis:
indeed, any solution (z, u) admits a “sister” solution (z̄, ū). Furthermore, any solution with Im z 6= 0
satisfies

Re z =−1
2
(u, bu)L2(T2)

‖u‖2L2(T2)

, and thus − B̃/2≤ Re z ≤ 0 . (B-2)

We may thus restrict ourselves to the half-strip {−B̃/2≤ Re z ≤ 0, Im z > 0}.
Our aim is to find high-frequency eigenvalues (Im z� 1) which are as close as possible to the imaginary

axis.

Proposition B.1. There exists C0>0 such that the spectrum (B-2) for the damping function (B-1) contains
an infinite subsequence {zi } such that Im zi →∞ and |Re zi | ≤ C0/(Im zi )

3/2.

The proof of the proposition will actually give an explicit value for C0, as a function of B̃, σ .

Proof. To study the high-frequency limit Im z→∞ we will change variables and take

z = i(1/h+ ζ̃ ),

where h ∈ (0, 1] will be a small parameter, while ζ̃ ∈C is assumed to be uniformly bounded when h→ 0.
The eigenvalue equation then takes the form

(−h21+ ih(1+ hζ̃ )b)u =
(
1+ 2hζ̃ (1+ hζ̃ /2)

)
u .

Having chosen b independent of y, we may naturally Fourier transform along this direction, that is look
for solutions of the form u(x, y)= e2iπnyv(x), n ∈Z. For each n, we now have to solve the 1-dimensional
problem (

−h2∂2/∂2
x + ih(1+ hζ̃ )b(x)

)
v =

(
1− (2πhn)2+ 2hζ̃ (1+ hζ̃ /2)

)
v.
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Let us call
B def
= B̃(1+ hζ̃ ), ζ

def
= ζ̃ (1+ hζ̃ /2).

In terms of these parameters, the above equation reads

(−h2∂2/∂2
x + ih B1{σ<|x |≤1/2}(x))v = Ev, with E = 1− (2πhn)2+ 2hζ. (B-3)

Since we will assume throughout that ζ̃ = O(1), we will have in the semiclassical limit

B = B̃+O(h), ζ̃ = ζ(1− hζ/2+O(h2)). (B-4)

At leading order we may forget that the variables B, ζ are not independent from one another, and consider
(B-3) as a bona fide linear eigenvalue problem.

Since the function b(x) is even, we may separately search for even (resp. odd) solutions v(x). Let us
start with the even solutions. Since b(x) is piecewise constant, any even and periodic solution v(x) takes
the following form on

[
−

1
2 ,

1
2

]
(up to a global normalization factor):

v(x)=
{

cos(kx) for |x | ≤ σ,
β cos

(
k ′(1

2 − |x |)
)

for σ < |x | ≤ 1
2 ,

(B-5)

k = E1/2

h
, k ′ = (E−ih B)1/2

h
. (B-6)

We notice that k, k ′ are defined modulo a change of sign, so we may always assume that Re k≥ 0, Re k ′≥ 0.
The factor β is obtained by imposing the continuity of v and of its derivative v′ at the discontinuity point
x = σ (we use the notation σ ′ def

=
1
2 − σ ):

cos(kσ)= β cos(k ′σ ′), −k sin(kσ)= βk ′ sin(k ′σ ′).

The ratio of these two equations provides the quantization condition for the even solutions:

tan(kσ)=−k ′

k
tan(k ′σ ′). (B-7)

Similarly, any odd eigenfunction takes the form (modulo a global normalization factor)

v(x)=
{

sin(kx) for |x | ≤ σ,
β sgn(x) sin(k ′( 1

2 − |x |)) for σ < |x | ≤ 1
2 ,

(B-8)

so the associated eigenvalues should satisfy the condition

tan(kσ)=−
k
k ′

tan(k ′σ ′). (B-9)

We will now study the solutions of the quantization conditions (B-7) and (B-9), taking into account the
relations (B-6) between the wavevectors k, k ′ and the energy E . To describe the full spectrum (which we
plan to present in a separate publication), we would need to consider several régimes, depending on the
relative scales of E and h. However, since we are only interested here in proving Proposition B.1, we
will focus on the régime leading to the smallest possible values of |Im ζ̃ | = |Re z|. What characterizes
the corresponding eigenmodes v(x)? From (B-2) we see that the mass of v(x) in the damped region,
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2
∫ 1/2
σ
|v(x)|2 dx , should be small compared to its full mass. Intuitively, if such a mode were carrying

a large horizontal “momentum” Re(hk) in the undamped region, it would then strongly penetrate the
damped region, because the boundary at x = σ is not reflecting. As a result, the mass in the damped
region would be of the same order of magnitude as the one in the undamped one. This hand-waving
argument explains why we choose to investigate the eigenmodes for which hk is the smallest possible,
namely of order O(h). This implies that E = (hk)2 = O(h2), which means that almost all of the energy is
carried by the vertical momentum:

hn = (2π)−1
+O(h).

The study of the full spectrum actually confirms that the smallest values of Im ζ̃ are obtained in this
régime.

Equation (B-6) implies that the wavevector k ′ in the damped region is then much larger than k:

k ′ =
(−ih B+ (hk)2)1/2

h
= e−iπ/4(B/h)1/2+O(h1/2).

Im k ′σ ′ ≈ −σ ′(B/2h)1/2 is negative and large, so that tan(k ′σ ′) = −i + O(e2 Im(k′σ ′)), uniformly with
respect to Re(k ′σ ′).

Even eigenmodes. In this situation the even quantization condition (B-7) reads

tan(kσ)= i k ′

k
(
1+O(e−σ

′(2B/h)1/2)
)
. (B-10)

Since the right-hand side is large, kσ must be close to a pole of the tangent function. Hence, for each
integer m in a bounded interval2 0≤ m ≤ M we look for a solution of the form

km+1/2 =
π(m+ 1

2)

σ
+ δkm+1/2, with |δkm+1/2| � 1.

The quantization condition (B-10) then reads

σδkm+1/2+O((δkm+1/2)
2)= i

km+1/2

e−iπ/4(B/h)1/2+O(h1/2)

(
1+O(e−σ

′(2B/h)1/2)
)

=⇒ km+1/2 =
π(m+ 1

2)

σ

(
1+ h1/2 ei3π/4

σ B1/2 +O(h)
)
.

Using (B-3), the corresponding spectral parameter ζ is then given by

ζn,m+1/2 =
(hkm+1/2)

2
+ (2πhn)2− 1
2h

=
(2πhn)2−1

2h
+

h
2

(π(m+ 1
2)

σ

)2
+ h3/2

(π(m+ 1
2)

σ

)2 ei3π/4

σ B1/2 +O(h2).

From the assumptions on the quantum numbers n,m, we check that ζn,m+1/2 = O(1). We may now go
back to the original variables ζ̃ , B̃, using the relations (B-4). The spectral parameter ζ̃ has an imaginary

2Recall that we only need to study values Re k ≥ 0.
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part

Im ζ̃n,m+1/2 = Im ζn,m+1/2(1− h Re ζn,m+1/2)+O(h2)= h3/2 (π(m+
1
2))

2

σ 3(2B̃)1/2
+O(h2). (B-11)

Returning to the spectral variable z, the above expression gives a string of eigenvalues {zn,m+1/2}

with Im zn,m+1/2 = h−1
+ O(1), Re zn,m+1/2 = − Im ζ̃n,m+1/2. These even-parity eigenvalues prove

Proposition B.1, and one can take for C0 any value greater than (π/2)2/(σ 3(2B̃)1/2). �

We remark that the leading order of km+1/2 corresponds to the even spectrum of the operator −h2∂2/∂2
x

on the undamped interval [−σ, σ ], with Dirichlet boundary conditions. The eigenmode vn,m+1/2 associated
with ζ̃n,m+1/2 is indeed essentially supported on that interval, where it resembles the Dirichlet eigenmode
cos(xπ(1

2 +m)/σ ). At the boundary of that interval, it takes the value

vn,m+1/2(σ )= (−1)m+1ei3π/4h1/2π(m+
1
2)

σ B̃1/2
+O(h),

and decays exponentially fast inside the damping region, with a “penetration length” (Im k ′)−1
≈ (2h/B̃)1/2.

From (B-2) we see that the intensity |vn,m+1/2(σ )|
2
∼C h penetrating on a distance∼h1/2 exactly accounts

for the size ∼ h3/2
= hh1/2 of the Re zn,m+1/2.

We notice that the smallest damping occurs for the state vn,1/2 resembling the ground state of the
Dirichlet Laplacian.

Odd eigenmodes. For completeness we also investigate the odd-parity eigenmodes with k = O(1). The
computations are very similar as in the even-parity case. The odd quantization condition reads in this
régime

tan(kσ)= i k
k ′
(
1+O(e−(2B/h)1/2)

)
.

The right-hand side is then very small, showing σk is close to a zero of the tangent, so we may take
km = πm/σ + δkm with |δkm | � 1 and 0≤ m ≤ M . We easily see that the case m = 0 does not lead to a
solution. For the case m > 0 we get

δkm = e3iπ/4h1/2 πm
σ 2 B1/2 +O(h),

and thus

km =
πm
σ

(
1+ h1/2 e3iπ/4

σ B1/2 +O(h)
)
, 1≤ m ≤ M.

These values km approximately sit on the same “line” {s(1+ h1/2e3iπ/4/(σ B1/2)), s ∈ R} as the values
km+1/2 corresponding to the even eigenmodes, both types of eigenvalues appearing successively. The
corresponding energy parameter ζ̃n,m satisfies

Im ζ̃n,m = h3/2 (πm)2

σ 3(2B̃)1/2
+O(h2). (B-12)

As in the even parity case, the eigenmodes vn,m are close to the odd eigenmodes sin(xπm/σ) of the
semiclassical Dirichlet Laplacian on [−σ, σ ], and penetrate on a length ∼ h1/2 inside the damped region.
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The case of the square. If the torus is replaced by the square
[
−

1
2 ,

1
2

]
×[0, 1] with Dirichlet boundary

conditions, with the same damping function (B-1), the eigenmodes P(z) can as well be factorized into
u(x, y)= sin(2πny)v(x), with n ∈ 1

2 N\0, and v(x)must be an eigenmode of the operator (B-3) vanishing
at x = ±1

2 . We notice that the odd-parity eigenstates (B-8) satisfy these boundary conditions, so the
eigenvalues zn,m (with real parts given by (B-12)) belong to the spectrum of the damped Dirichlet problem.

Similarly, the eigenmodes factorize as u(x, y)= cos(2πny)v(x), with n ∈ 1
2 N, in the case of Neumann

boundary conditions. The even-parity states (B-5) satisfy the Neumann boundary conditions at x =±1/2,
so that the eigenvalues zn,m+1/2 described in (B-11) belong to the Neumann spectrum.

As a result, the Dirichlet and Neumann spectra also satisfy Proposition B.1.
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THE J-FLOW ON KÄHLER SURFACES: A BOUNDARY CASE

HAO FANG, MIJIA LAI, JIAN SONG AND BEN WEINKOVE

We study the J -flow on Kähler surfaces when the Kähler class lies on the boundary of the open cone for
which global smooth convergence holds and satisfies a nonnegativity condition. We obtain a C0 estimate
and show that the J -flow converges smoothly to a singular Kähler metric away from a finite number
of curves of negative self-intersection on the surface. We discuss an application to the Mabuchi energy
functional on Kähler surfaces with ample canonical bundle.

1. Introduction

The J -flow is a parabolic flow on Kähler manifolds with two Kähler classes. It was defined by Donald-
son [1999] in the setting of moment maps and by Chen [2000] as the gradient flow of the J-functional
appearing in his formula for the Mabuchi energy [1986].

The J -flow is defined as follows. Let X be a compact Kähler manifold with two Kähler metrics
ω and χ in different Kähler classes [ω] and [χ ]. Let Pχ be the space of smooth χ-plurisubharmonic
functions on X :

Pχ = {ϕ | χϕ := χ + ddcϕ > 0}.

Then the J -flow is a flow defined in Pχ by

∂

∂t
ϕ = c−

nχn−1
ϕ ∧ω

χn
ϕ

, ϕ(0)= ϕ0 ∈ Pχ , (1-1)

where c is the topological constant given by

c =
n[χ ]n−1

· [ω]

[χ ]n
.

A stationary point of (1-1) gives a critical Kähler metric χ̃ ∈ [χ ] satisfying

cχ̃n
= nχ̃n−1

∧ω. (1-2)

Donaldson [1999] noted that a smooth critical metric exists only if the cohomological condition
[cχ − ω] > 0 holds. In complex dimension 2, Chen [2000] showed that this necessary condition is
sufficient for the existence of a smooth critical metric by observing that in this case, (1-2) is equivalent
to the complex Monge–Ampère equation solved by Yau [1978] (see (2-2) below). Chen [2004] also

Research supported in part by NSF grants DMS-1008249, DMS-08047524 and DMS-1105373. This work was carried out while
Weinkove was a member of the Mathematics Department at the University of California at San Diego.
MSC2010: 53C44, 53C55.
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established the long time existence for the J -flow (1-1) with any initial data. Weinkove [2004; 2006]
showed that the J -flow converges to a critical metric if the cohomological condition [cχ − (n− 1)ω]> 0
holds. In particular, if X is a Kähler surface, a necessary and sufficient condition for convergence of the
flow to a smooth critical metric is Donaldson’s cohomological condition [cχ −ω]> 0.

Song and Weinkove [2008] found a necessary and sufficient condition for the convergence of the
J -flow in higher dimensions, which we now explain. Define

Cω :=
{
[χ ]> 0 | there exists χ ′ ∈ [χ ] such that cχ ′n−1

− (n− 1)χ ′n−2
∧ω > 0

}
. (1-3)

Then the J -flow (1-1) converges smoothly to the critical metric solving (1-2) if and only if [χ ] ∈ Cω.
In [Fang et al. 2011; Fang and Lai 2012b], the J -flow was generalized to the general inverse σk flow.

An analogous necessary and sufficient condition is found to ensure the smooth convergence of the flow.
The behavior of the J -flow in the case when the condition [χ ] ∈ Cω does not hold is still largely open.

However, recent progress was made by Fang and Lai [2012a] in the case of a family of Kähler manifolds
satisfying the Calabi symmetry condition. It was shown (in the more general case of the inverse σk flow)
that if the initial metric satisfies the Calabi symmetry, the flow converges to a Kähler current which is the
sum of a Kähler metric with a conic singularity and a current of integration along a divisor.

We consider the case when X is a Kähler surface. As discussed above, a necessary and sufficient
condition for convergence of the flow to a smooth critical metric is

[cχ −ω]> 0. (1-4)

Donaldson [1999] remarked that if this condition fails, then one might expect the J -flow to blow up over
some curves of negative self-intersection. It was observed in [Song and Weinkove 2008, Proposition 4.5]
that, applying the results of Buchdahl [1999] and Lamari [1999], there exist a finite number N ≥ 0, say, of
irreducible curves Ci with C2

i < 0 on X and positive real numbers ai such that [cχ −ω]−
∑N

i=1 ai [Ci ] is
Kähler. It was shown in [Song and Weinkove 2008] that at least for some sequence of points approaching
some Ci , the quantity |ϕ| + |1ωϕ| blows up.

In this paper we describe the behavior of the J -flow for certain classes [χ ] on the boundary of Cω.
First we introduce some notation: given a closed (1, 1)-form α, write [α] ≥ 0 if there exists a smooth
closed nonnegative (1, 1)-form cohomologous to α. We consider any Kähler class [χ ] satisfying

[cχ −ω] ≥ 0. (1-5)

All such classes [χ ] lie in the closure of Cω. The boundary of Cω consists of Kähler classes [χ ] such
that [cχ −ω] is nef, which means that for every ε > 0 there exists a representative of [cχ −ω] which is
bounded below by −εω. Further, since

[cχ −ω]2 = [ω]2 > 0,

the class [cχ −ω] is nef and big. Nevertheless, to our knowledge, this does not imply that it satisfies
(1-5) — see Question 4.1 below. However, at least in many cases the condition (1-5) is equivalent to [χ ]
belonging to the closure of Cω in the Kähler cone. This holds for all Hirzebruch surfaces, for example,
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since explicit nonnegative (1, 1)-forms can be found representing all classes on the boundary of the Kähler
cone (see the discussion in [Calabi 1982]).

Our main result is this:

Theorem 1.1. Let X be a compact Kähler surface with Kähler metrics ω and χ such that

[cχ −ω] ≥ 0, where c =
2[χ ] · [ω]
[χ ]2

.

Then there exist a finite number of curves Ci on X of negative self-intersection such that the solution
ϕ(t) of the J -flow (1-1) converges in C∞loc

(
X \

⋃
Ci
)

to a continuous function ϕ∞, smooth on X \
⋃

Ci ,
satisfying

cχ2
ϕ∞
= 2χϕ∞∧ω, for χϕ∞= χ + ddcϕ∞ ≥ 0. (1-6)

Moreover, ϕ∞ is the unique continuous solution of (1-6) up to the addition of a constant.

Our result makes use of some recent works in the study of complex Monge–Ampère equations that
appeared after the breakthrough of Kołodziej [1998]. Indeed, the existence of a unique weak solution to
the critical equation (1-6) is a direct consequence of a result of Eyssidieux, Guedj, and Zeriahi [Eyssidieux
et al. 2009] and Zhang [2006], who generalized Kołodziej’s theorem to the degenerate complex Monge–
Ampère equation. By comparing with this solution, we obtain our key uniform estimate for ϕ(t) along
the J -flow (Proposition 2.2 below). In addition, we use the viscosity methods introduced in [Eyssidieux
et al. 2011] to give a second proof of our key estimate. The results of [Eyssidieux et al. 2011] allow
us to conclude that the solution of (1-6) is continuous, and that (1-6) can be understood in both the
pluripotential and the viscosity senses.

We have an application of our result to the Mabuchi energy [1986], a functional which is closely
connected to the problem of algebraic stability and existence of constant scalar curvature Kähler (cscK)
metrics [Yau 1993; Tian 1997; Donaldson 2002]. Given a Kähler surface (X, χ), the Mabuchi energy is
the functional Mab : Pχ → R given by

Mab(ϕ)=−
∫ 1

0

∫
X

∂ϕt

∂t
(Rχϕt
−µ)χn

ϕt
dt,

where {ϕt }0≤t≤1 is a path in Pχ between 0 and ϕ, Rχϕt
is the scalar curvature of the metric χϕt , and µ is

the average of the scalar curvature of χ . The value Mab(ϕ) is independent of the choice of path.
It was conjectured by Tian [1997], assuming X has no nontrivial holomorphic vector fields, that the

existence of a cscK metric is equivalent to the properness of the Mabuchi energy, meaning that there
exists an increasing function f : [0,∞)→ R with limx→∞ f (x)=∞ such that

Mab(ϕ)≥ f (E(ϕ)), where E(ϕ)=
∫

X

√
−1 ∂ϕ ∧ ∂ϕ ∧ (χ0+χϕ).

This conjecture holds whenever [χ ] = −c1(X) > 0 or if [χ ] = c1(X) > 0 and X has no nontrivial
holomorphic vector fields [Tian 1997; 2000; Tian and Zhu 2000]. It also holds on all manifolds with
c1(X)= 0, even in the presence of holomorphic vector fields [Tian 2000]. In fact in each case, the function
f can be taken to be linear [Tian 2000; Phong et al. 2008]. Chen [2000] showed that on manifolds with
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c1(X) < 0, or equivalently, with ample canonical bundle K X , the Mabuchi energy can be written as a
sum of two terms: the first is the J-functional with reference metric ω in [K X ], and the second is a term
which is bounded below. In fact, the second term is proper [Tian 2000] (see the discussion in [Song and
Weinkove 2008]), and under the cohomological condition [cχ −ω] ≥ 0, the J-functional has a lower
bound, as shown in Corollary 3.3 below. Hence we obtain:

Corollary 1.2. Suppose that X is a compact Kähler surface with ample canonical bundle K X . Then the
Mabuchi energy is proper on the classes [χ ] satisfying(

2[χ ] · [K X ]

[χ ]2

)
[χ ] − [K X ] ≥ 0. (1-7)

Moreover, the function f in the definition of properness can be taken to be linear.

Thus, since the condition of K X being ample implies that X has no nontrivial holomorphic vector fields,
conjecturally, classes [χ ] in the cone given by (1-7) should admit cscK metrics. The class [K X ] is inside
this cone and admits a cscK metric [Aubin 1978; Yau 1978]. The same is true for classes sufficiently
close to [K X ] (see [LeBrun and Simanca 1994]). On the other hand, Ross [2006] found Kähler classes on
surfaces with K X ample that do not admit cscK metrics. Corollary 1.2, together with the arguments of
[LeBrun and Simanca 1994], suggests that the set of classes that admit cscK metrics is strictly larger than
those lying in the cone (1-7).

An outline of the paper is as follows. In Section 2, we prove the key C0 estimate. We provide two
proofs: the first uses smooth maximum principle arguments and the second uses the notion of viscosity
solutions from [Eyssidieux et al. 2011]. We complete the proof of the main theorem in Section 3, and in
the last section we finish with some questions for further study.

2. The C0 estimate

For convenience of notation, we assume from now on that c= 1. We may do this by considering (1/c)[χ ]
instead of [χ ]. In addition, we may assume, by modifying the initial data if necessary, that χ −ω ≥ 0.

The key estimate we need is a uniform C0 estimate for the solution ϕ(t) of the J -flow. We need the
following theorem on the degenerate complex Monge–Ampère equation (the C0 estimate was proved
independently in [Zhang 2006] under slightly less general hypotheses).

Theorem 2.1 [Eyssidieux et al. 2009; 2011]. Let (M, ω) be a compact Kähler manifold of complex
dimension n and let α be a semipositive (1, 1)-form with

∫
M α

n > 0. For any nonnegative f ∈ L p(M, ωn),
for p > 1, with

∫
M f ωn

=
∫

M α
n , there exists a unique continuous function ϕ on M with α+ ddcϕ ≥ 0

and
(α+ ddcϕ)n = f ωn, supM ϕ = 0. (2-1)

Moreover, ‖ϕ‖C0(M) is uniformly bounded by a constant depending only on p,M, ω, α and ‖ f ‖L p(M).

Given this, we immediately obtain a solution ϕ∞ to (1-6), using the observation of Chen [2000] that
the critical equation can be rewritten as a complex Monge–Ampère equation:

χ2
ϕ = 2χϕ ∧ω ⇐⇒ (χϕ −ω)

2
= ω2. (2-2)
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Writing α := χ −ω ≥ 0 on the Kähler surface X , we can apply Theorem 2.1 to see that there exists a
continuous function ϕ∞ solving (1-6). Moverover, ϕ∞ is unique up to the addition of a constant.

Next we use the uniform C0 bound from Theorem 2.1 to obtain:

Proposition 2.2. We assume that χ −ω ≥ 0 as discussed above. Let ϕ(t) be the solution of J -flow (1-1)
on the compact Kähler surface X. Then there exists C depending only on the initial data such that for all
t ≥ 0,

‖ϕ(t)‖C0(X) ≤ C. (2-3)

Proof. From the introduction, we know

[χ −ω] −

N∑
i=1

ai [Ci ]> 0, (2-4)

for positive real numbers ai and irreducible curves Ci of negative self-intersection. Since we are assuming
[χ −ω] ≥ 0, we may take the constants ai to be arbitrarily small. However, we will not need to make use
of this last fact.

It follows that there exist Hermitian metrics hi on the line bundles [Ci ] associated to Ci such that

χ −ω−

N∑
i=1

ai Rhi > 0, (2-5)

where Rhi =−ddc log hi is the curvature of hi . Let si be a holomorphic section of [Ci ] vanishing along
Ci to order 1. Recall that we denote χ −ω by α.

Next, we apply Theorem 2.1 and write ψ for the solution to the degenerate complex Monge–Ampère
equation

(α+ ddcψ)2 = ω2, α+ ddcψ ≥ 0, (2-6)

subject to the condition supX ψ = 0. We have ‖ψ‖C0(X) ≤ C .
It follows from a trick of Tsuji [1988], as used in [Eyssidieux et al. 2009], that ψ is smooth away from

the curves Ci . Although the proof is the same, the precise statement we need does not seem to be quite
contained in [Eyssidieux et al. 2009], so we briefly outline the idea here for the convenience of the reader.
For δ > 0, let ψδ be Yau’s solution of the complex Monge–Ampère equation

(α+ δω+ ddcψδ)
2
= cδω2, αδ := α+ δω+ ddcψδ > 0, (2-7)

for a constant cδ chosen so that the integrals of both sides are equal. From Theorem 2.1, ψδ is uniformly
bounded in C0. To obtain a second-order estimate for ψδ , uniform in δ, we consider, for a constant A> 0,

Qδ = log trω αδ − A
(
ψδ −

∑
i

ai log |si |
2
hi

)
, (2-8)

which is well-defined on X \
⋃

Ci and tends to −∞ on
⋃

Ci . Compute, at a point in X \
⋃

Ci ,

1αδ Qδ ≥−C trαδ ω− 2A+ A trαδ

(
α−

∑
i

ai Rhi

)
.
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Then using (2-5), we may choose a uniform A sufficiently large that

A
(
α−

∑
i

ai Rhi

)
≥ (C + 1)ω.

The quantity Qδ achieves a maximum at some point x ∈ X \
⋃

Ci , and at this point we have 1αδ Qδ ≤ 0.
Hence, at x ,

0≥ trαδ ω− 2A,

so trαδ ω is uniformly bounded from above. But by (2-7) we have at x

trω αδ =
(
α2
δ

ω2

)
trαδ ω = cδ trαδ ω ≤ C ′,

for some uniform C ′. Since ψδ is uniformly bounded in C0, we see that Qδ is uniformly bounded from
above at x , and hence everywhere.

This establishes a uniform upper bound for trω αδ (and again by (2-7), also for trαδ ω) on any compact
subset of X \

⋃
Ci . It follows that on such a fixed compact set, ω and αδ are uniformly equivalent.

Hence we have estimates, uniform in δ, for ddcψδ on compact subsets of X \
⋃

Ci . The C∞loc

(
X \

⋃
Ci
)

estimates for ψδ then follow from the usual Evans–Krylov local theory for the complex Monge–Ampère
equation [Evans 1982; Krylov 1982]. Taking a limit as δ→ 0 shows that ψ is smooth away from the Ci .

Fix ε ∈ (0, 1). We will apply the maximum principle to the quantity

θε = ϕ− (1+ ε)ψ + ε
N∑

i=1

ai log |si |
2
hi
− Aεt,

where A is a constant to be determined. Observe that θε is smooth on X \
⋃

Ci and tends to negative
infinity along

⋃
Ci , and hence θε achieves a maximum in the interior of X \

⋃
Ci for each time t .

We rewrite (1-1) as

∂ϕ

∂t
= 1−

2χϕ ∧ω
χ2
ϕ

=
χ2
ϕ − 2χϕ ∧ω

χ2
ϕ

=
(χϕ −ω)

2
−ω2

χ2
ϕ

=
ω2

χ2
ϕ

(
(χϕ −ω)

2

ω2 −1
)
=
ω2

χ2
ϕ

(
α2
ϕ

α2
ψ

−1
)
. (2-9)

Compute on X \
⋃

Ci , using (2-9),

∂

∂t
θε =

ω2

χ2
ϕ

(
(α+ ddcϕ)2

(α+ ddcψ)2
− 1

)
− Aε

=
ω2

χ2
ϕ

((
(1+ ε)α+ (1+ ε)ddcψ − ε(α−

∑
ai Rhi )+ ddcθε

)2

(α+ ddcψ)2
− 1

)
− Aε.

But α−
∑

ai Rhi ≥ 0, and at the maximum of θε, we have ddcθε ≤ 0. Hence at the maximum of θε,

∂

∂t
θε ≤

ω2

χ2
ϕ

(
(1+ ε)2

(α+ ddcψ)2

(α+ ddcψ)2
− 1

)
− Aε < 0, (2-10)
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if we choose

A = sup
X×[0,∞)

3ω2

χ2
ϕ

,

which is a uniform constant since χϕ is always uniformly bounded from below away from zero along the
J -flow. Indeed, this follows immediately from taking a time derivative of the J -flow equation and applying
the maximum principle (see Lemma 4.1 in [Chen 2004]). Then (2-10) implies that θε must achieve its
maximum at time zero, and hence θε is uniformly bounded from above by a constant independent of ε.
Letting ε→ 0, we obtain the upper bound for ϕ.

The lower bound of ϕ is similar: just replace ε by −ε and consider the minimum instead of the
maximum. �

We provide a second proof. The proof is based on the equivalence of two notions of weak solution of
(2-2): the pluripotential sense and the viscosity sense.

Second proof of Proposition 2.2. As in the first proof, write ψ for the solution to (2-6) with supX ψ = 0.
The function ψ is continuous on X and is smooth away from the curves Ci . We now apply Theorem 3.6
of [Eyssidieux et al. 2011], which states that ψ satisfies (2-6) in the viscosity sense as defined in that
paper.

We refer to [Eyssidieux et al. 2011] for the precise definition of a viscosity solution to (2-6) and state
two consequences of this definition which are sufficient for our purposes:

(i) If x0 is any point on X and q is any smooth function defined in a neighborhood of x0 such that

ψ − q has a local maximum at x0,

then (α+ ddcq)2 ≥ ω2 at x0.

(ii) If x0 is any point on X and q is any smooth function defined in a neighborhood of x0 such that

ψ − q has a local minimum at x0,

then (α+ ddcq)2 ≤ ω2 at x0.

Indeed, (i) follows from the definition of a viscosity subsolution, and (ii) from the definition of a viscosity
supersolution (see Section 2 in [Eyssidieux et al. 2011]).

We first find an upper bound for ϕ. Let ε > 0 and define Hε = ϕ−ψ − εt . We wish to show that Hε
attains its maximum value at t = 0. Note that Hε satisfies the equation

∂Hε
∂t
= 1−

2χϕ ∧ω
χ2
ϕ

− ε.

Suppose that Hε attains a maximum at a point (x0, t0) on X × [0, T ] for some finite T > 0, and
assume for a contradiction that t0 > 0. Then ∂Hε/∂t (x0, t0) ≥ 0. Define a smooth function q on X by
q(x)= ϕ(x, t0)− Hε(x0, t0)− εt0. The function

x 7→ (ψ − q)(x)=−Hε(x, t0)+ Hε(x0, t0)
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achieves its minimum at x0. Then we can apply (ii) to see that (α+ ddcq)2 ≤ ω2 at x0, or in other words

(χ −ω+ ddcϕ)2 ≤ ω2, at (x0, t0),

which is equivalent to
χ2
ϕ ≤ 2χϕ ∧ω at (x0, t0).

It follows that
∂Hε
∂t

(x0, t0)= 1−
2χϕ ∧ω
χ2
ϕ

− ε < 0,

contradicting the fact that ∂Hε/∂t (x0, t0) ≥ 0. Hence Hε attains its maximum value at t = 0 and is
uniformly bounded from above independent of ε. Letting ε→ 0 gives the desired upper bound for ϕ.

Applying a similar argument, using (i) instead of (ii), gives a uniform lower bound for ϕ. �

We can now apply Theorem 1.3 of [Song and Weinkove 2008] together with the standard local theory
for (1-1) to obtain higher-order estimates.

Proposition 2.3. As above, assume that χ −ω ≥ 0 on the compact Kähler surface X and let ϕ(t) be the
solution of the J -flow (1-1). For any compact subset K ⊂ X \

⋃
Ci and any k ≥ 0, there exists a constant

Ck,K such that for all t ,
‖ϕ(t)‖Ck(K ) ≤ Ck,K .

Here, the Ci are the irreducible curves of negative self-intersection chosen to satisfy (2-4).

3. Proof of the main theorem

Again we assume in this section that [χ ] is scaled so that c = 1. Before proving the main theorem we
first discuss the J and I-functionals. Define Jω,χ and Iω,χ by

Jω,χ (ϕ) :=

∫ 1

0

∫
X
ϕ̇t
(
2χϕt ∧ω−χ

2
ϕt

)
dt,

Iω,χ (ϕ) :=

∫ 1

0

∫
X
ϕ̇tχ

2
ϕt

dt,

where ϕt is a smooth path in Pχ connecting 0 and ϕ. For simplicity, we will omit the subscripts.
If ϕ(t) is the solution of the J -flow, then

d
dt

J(ϕ(t))=−
∫

X
ϕ̇(t)2χ2

ϕ(t),
d
dt

I(ϕ(t))= 0. (3-1)

In particular, the J -flow is the gradient flow of J.
One can write explicit formulae for J, I as follows:

J(ϕ)=

∫
X
ϕ
(
χϕ ∧ω+χ ∧ω

)
−

1
3

∫
X
ϕ
(
χ2
ϕ +χϕ ∧χ +χ

2), (3-2)

I(ϕ)=
1
3

∫
X
ϕ
(
χ2
ϕ +χϕ ∧χ +χ

2). (3-3)

Thus an immediate corollary of Proposition 2.2 is:
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Proposition 3.1. There exists a uniform constant C such that, for ϕ(t) the solution of the J -flow, we have

J(ϕ(t))≥−C

for all t ≥ 0.

In what follows, we will need to make use of a simple continuity-type result for the I and J functionals.

Lemma 3.2. Let ϕ j ∈ Pχ and let ϕ be a continuous function on X satisfying χ + ddcϕ ≥ 0. Let Y be a
proper subvariety of X. Suppose that

(a) there exists C such that ‖ϕ j‖C0(X) ≤ C ;

(b) ϕ j → ϕ in C∞loc(X \ Y ) as j→∞.

Then
J(ϕ j )→ J(ϕ) and I(ϕ j )→ I(ϕ) as j→∞.

Proof. The proof is a simple exercise in pluripotential theory (we refer the reader to [Kołodziej 2005]
for an introduction to this theory). For the convenience of the reader, we sketch the proof here. For ϕ
continuous with χ + ddcϕ ≥ 0, the quantities χ2

ϕ , χ ∧ χϕ and χϕ ∧ω define finite measures on X and
hence by (3-2) and (3-3), the functionals I(ϕ) and J(ϕ) are well-defined.

We may choose a sequence of open tubular neighborhoods Yk of Y such that Yk ↓ Y as k→∞. Since
Y is pluripolar, the capacity Capχ (Y ) of Y with respect to χ (in the sense of [Kołodziej 1998]) is zero.
By the properties of this capacity (see [Guedj and Zeriahi 2005], for example) we have

lim
k→∞

Capχ (Yk)= Capχ (Y )= 0.

Since the ϕ j are uniformly bounded, it follows that
∫

Yk
ϕ jβ ∧ γ → 0 as k→∞, uniformly in j , where

β, γ are each one of ω, χ or χϕ j . The same holds if we replace ϕ j by ϕ. The result then follows from the
expressions (3-2) and (3-3) together with condition (b). �

Proof of Theorem 1.1. Since J is decreasing and bounded from below, there exists a constant C such that∫
∞

0

∫
X
ϕ̇(t)2χ2

ϕ(t) dt < C. (3-4)

We claim that for each fixed point p ∈ X \
⋃

Ci , we have ϕ̇(p, t)→ 0 as t→∞. Suppose not. Then there
exists ε > 0 and a sequence of times ti →∞ such that |ϕ̇(ti )|> ε for all i . But since we have bounds
for ϕ̇ and all its time and space derivatives in a fixed neighborhood U , say, of p with U ⊂ X \

⋃
Ci , it

follows that |ϕ̇(t)|> ε/2 for t ∈ [ti , ti + δ] for a uniform δ > 0. This contradicts (3-4) and establishes the
claim.

Since we have C∞loc

(
X \

⋃
Ci
)

bounds for ϕ̇, the uniqueness of limits implies that ϕ̇ converges to zero
in C∞loc

(
X \

⋃
Ci
)
.

We have uniform C∞ bounds for ϕ(t) on compact subsets of X \
⋃

Ci , and hence we can apply the
Arzelà–Ascoli theorem to see that for a sequence of times ti →∞, we have ϕ(ti )→ ϕ∞ for a smooth
(bounded) function ϕ∞ on X \

⋃
Ci . Since ϕ̇→ 0, ϕ∞ satisfies the equation χ2

ϕ∞
= 2χϕ∞∧ω as in the

statement of the theorem.
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We also have I(ϕ∞) = limt→∞ I(ϕ(t)) = I(ϕ0), using Lemma 3.2 and the fact that I is constant
along the flow. Applying Theorem 2.1, we know that (1-6) has a unique solution up to the addition of a
constant. Thus ϕ∞ is the unique solution of (1-6) subject to the condition I(ϕ∞)= I(ϕ0).

Finally we claim that ϕ(t) converges in C∞loc

(
X \

⋃
Ci
)

to ϕ∞. Suppose not. Then there exist ε > 0 and
a sequence of times ti →∞ such that ‖ϕ(ti )−ϕ∞‖Ck(K ) > ε for all i , for some integer k and compact
K ⊂ X \

⋃
Ci . Since we have uniform C∞ bounds for ϕ(t) on K , we can pass to a subsequence and

assume that ϕ(ti ) converges to a function ϕ′
∞
6=ϕ∞. But ϕ′

∞
will also satisfy the equations χ2

ϕ′∞
=2χϕ′∞∧ω

and I(ϕ′
∞
)= I(ϕ0), contradicting the uniqueness. �

As a consequence:

Corollary 3.3. The J-functional is bounded from below on Pχ .

Proof. Take any ϕ0 ∈ Pχ . Then running the J -flow from ϕ0 , which by Theorem 1.1 converges to ϕ∞, we
obtain (applying Lemma 3.2)

J(ϕ0)≥ lim
t→∞

J(ϕ(t))= J(ϕ∞),

since J is decreasing along the flow. �

Proof of Corollary 1.2. Combine Corollary 3.3 and Lemma 4.1 of [Song and Weinkove 2008]. �

4. Further questions

Question 4.1. In general, it does not appear to be known whether a nef and big class on a Kähler
surface can always be represented by a smooth nonnegative (1, 1)-form (for a counterexample in higher
dimensions, see Example 5.4 in [Boucksom et al. 2010]). However, an example of Zariski shows that
a nef and big class is not necessarily semiample (see Section 2.3A of [Lazarsfeld 2004]). Also, the
nef condition alone is not sufficient for the existence of a nonnegative representative (see Example 1.7
of [Demailly et al. 1994]). What can be proved if we assume only that [χ −ω] is nef and big? In this
case, by [Boucksom et al. 2010], we know that we can produce a solution ψ of (2-2) with very mild
singularities along Ci (less than any log pole). Can it be translated into an estimate for the solution ϕ(t)
of the J -flow? Does it imply that the J -functional is bounded from below?

Question 4.2. The results of [Fang and Lai 2012a] indicate a possible picture when [χ ] is outside of Cω.
But they assume both ω and χ are of Calabi ansatz. Can one prove a general result on Kähler surfaces?
In this case, presumably the J-functional is not bounded from below.

Question 4.3. For general n, it would be interesting to investigate the weak solution of the critical
equation (1-2) when [χ ] does not lie in Cω.
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A PRIORI ESTIMATES FOR COMPLEX HESSIAN EQUATIONS

SŁAWOMIR DINEW AND SŁAWOMIR KOŁODZIEJ

We prove some L∞ a priori estimates as well as existence and stability theorems for the weak solutions of
the complex Hessian equations in domains of Cn and on compact Kähler manifolds. We also show optimal
L p integrability for m-subharmonic functions with compact singularities, thus partially confirming a
conjecture of Błocki. Finally we obtain a local regularity result for W 2,p solutions of the real and complex
Hessian equations under suitable regularity assumptions on the right-hand side. In the real case the method
of this proof improves a result of Urbas.

Introduction

Hessian equations. Let λ = (λ1, λ2, . . . , λn) be the set of eigenvalues of a Hermitian n× n matrix A.
By Sm(A) denote the m-th elementary symmetric function of λ:

Sm(A)=
∑

0< j1<···< jm≤n

λ j1 λ j2 . . . λ jm .

If A is the complex Hessian of a real valued C2 function u defined in �⊂ Cn then we have a pointwise
defined function

σm(uz j z̄k )(z)= Sm
(
(uz j z̄k (z))

)
.

In terms of differential forms, with d = ∂ + ∂̄ , dc
= i(∂̄ − ∂) and β = ddc

‖z‖2 this function satisfies

(ddcu)m∧βn−m
=

m!(n−m)!
n!

σm(uz j z̄k )β
n.

We call a C2 function u :�→ Cn m-subharmonic, or m-sh, if the forms

(ddcu)k ∧βn−k

are positive for k = 1, . . . ,m (in particular u is subharmonic). If u is subharmonic but not smooth, one
can define m-sh function via inequalities for currents (see definitions in Section 1).

As shown by Błocki [2005] m-sh functions are the right class of admissible solutions to the complex
Hessian equation

(ddcu)m∧βn−m
= fβn (0-1)

for a given nonnegative function f . Observe that for m = 1 this is the Poisson equation and for m = n
the complex Monge–Ampère equation.

MSC2010: primary 32U15; secondary 32U05.
Keywords: Hessian equation, a priori estimate, pluripotential theory.

227

http://msp.org/apde/
http://dx.doi.org/10.2140/apde.2014.7-1
http://dx.doi.org/10.2140/apde.2014.7.227
http://msp.org


228 SŁAWOMIR DINEW AND SŁAWOMIR KOŁODZIEJ

Analogously, one can define m-subharmonic functions with respect to a Kähler form ω (abbreviatied
m-ω-sh) and the corresponding Hessian equation just replacing β with ω in the preceding definitions.
This definition can also be extended to subharmonic functions. Then one can consider such functions on
Kähler manifolds.

Since on compact Kähler manifolds the sets of m-ω-sh functions are trivial we define in this case
ω-m-subharmonic (ω-m-sh) functions requiring that

(ddcu+ω)k ∧ωn−k
≥ 0, k = 1, . . . ,m.

and consider the Hessian equation on a compact Kähler manifold X , as in [Hou 2009; Hou et al. 2010;
Dinew and Kołodziej 2012]:

(ddcu+ω)m∧ωn−m
= f ωn,

∫
X

f ωn
=

∫
X
ωn. (0-2)

Solving the equation we look for ω-m-sh solutions u. The normalization of f is necessary because of
Stokes’ theorem and the Kähler condition dω = 0.

Background. The real Hessian equation has been studied in many papers, for example [Caffarelli et al.
1985; Ivochkina et al. 2004; Krylov 1995; Trudinger 1995; Trudinger and Wang 1999; Labutin 2002;
Chou and Wang 2001; Urbas 2001]. In particular the Dirichlet problem is solvable for smooth and
strictly positive right-hand side under natural convexity assumptions on the boundary of the considered
domain [Caffarelli et al. 1985]. This result is the starting point of study of degenerate Hessian equations
[Ivochkina et al. 2004] and regularity of weak solutions [Urbas 2001]. A nonlinear potential theory has
also been developed [Trudinger and Wang 1999; Labutin 2002]. We refer to [Wang 2009] for a survey of
the real Hessian equation theory. It is interesting that the real and complex theories are very different, and
attempts to apply “real” methods directly to the complex Hessian equation often fail. See [Błocki 2003;
2009] for a detailed study of those discrepancies.

The complex Hessian equation (0-1) in domains of Cn was first considered by S.-Y. Li [2004]. His main
result says that if � is smoothly bounded and (m−1)-pseudoconvex (that means that S j , j = 1, . . . ,m−1,
applied to the Levi form of ∂� are positive on the complex tangent to ∂�) then, for smooth boundary data
and for smooth, positive right-hand side there exists a unique smooth solution of the Dirichlet problem
for the Hessian equation. The proof is in the spirit of the one in [Caffarelli et al. 1985].

Błocki [2005] considered also weak solutions of the equation, for possibly degenerate right-hand side,
introducing some elements of potential theory for m-sh functions based on positivity of currents which
are used in the definition. He proved that a m-sh function u is maximal in this class if and only if

(ddcu)m∧βn−m
= 0.

Furthermore he described the maximal domain of definition of the Hessian operator.
As for the equation on compact Kähler manifolds (0-2), Hou [2009] has shown that the solutions, for

smooth positive f, exist under the assumption that the metric has nonnegative holomorphic bisectional
curvature. Similar results were independently obtained in [Kokarev 2010; Jbilou 2010]. Finally in [Dinew
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and Kołodziej 2012] the authors removed the curvature assumptions thus obtaining an analogue of the
Calabi–Yau theorem for the complex Hessian equations.

New results. The m-subharmonic functions for m < n are much more difficult to handle than the
plurisubharmonic ones (m = n). They lack a nice geometric description by the mean value property
along planes, there is no invariance of the family under holomorphic mappings, and so forth. The
cones of m-ω-sh functions are even worse — they are not invariant under translations. Despite that, the
pluripotential theory methods developed in [Bedford and Taylor 1982; Kołodziej 1996; 1998; 2003] for the
Monge–Ampère equation can be adapted to the Hessian equations. The crucial estimate between volume
and capacity in Proposition 2.1 allowed us to prove a sharp integrability statement (conjectured in a
stronger form in [Błocki 2005]): m-subharmonic functions, m < n, belong to Lq for any q <mn/(n−m),
if their level sets are relatively compact in the domain where they are defined. For a plurisubharmonic
function u much stronger statement is true: exp(−au) is locally integrable for some a > 0. This accounts
for the difference in statements of L∞ estimates for the Hessian equations and the Monge–Ampère
equation. We show a priori L∞ bounds for the solutions of

(ddcu)m∧βn−m
= f ωn (0-3)

(with continuous boundary data) and those of (0-2) with f belonging to Lq , q > n/m. We also get
strong stability theorems for those solutions. As a consequence one obtains that the families of solutions
corresponding to data uniformly bounded in Lq norms are equicontinuous.

The a priori estimates lead to the (continuous) solution of the Dirichlet problem in (m−1)-pseudoconvex
domains for nonnegative right-hand side in the same Lq spaces as above (Theorem 2.10). The correspond-
ing existence result is also true on compact Kähler manifolds (Theorem 3.3). Those are the extensions of
theorems in [Li 2004] and [Hou 2009]. Finally we prove the local regularity statement in Theorem 4.1
which in the case of the Monge–Ampère equation is due to Błocki and Dinew [2011]. It is worth noting
that our methods applied to the real Hessian equations yield improvement of the regularity exponent
obtained by Urbas [2001].

1. Preliminaries

We briefly recall the notions that we shall need later on. We start with a linear algebra toolkit.

Linear algebra preliminaries. Consider the set Mn of all Hermitian symmetric n × n matrices. For a
given matrix M ∈Mn let λ(M) = (λ1, λ2, . . . , λn) be its eigenvalues arranged in the decreasing order
and let

Sk(M)= Sk(λ(M))=
∑

0< j1<···< jm≤n

λ j1 λ j2 . . . λ jm

be the k-th elementary symmetric polynomial applied to the vector λ(M).
Then one can define the positive cones 0m as

0m = {λ ∈ Rn
| S1(λ) > 0, . . . , Sm(λ) > 0}. (1-1)



230 SŁAWOMIR DINEW AND SŁAWOMIR KOŁODZIEJ

The definition of 0m is nonlinear if m > 1; hence a priori it is unclear whether these sets are indeed
convex cones. But the vectors in 0m , and hence the set of matrices with corresponding eigenvalues enjoy
several convexity properties resembling the properties of positive definite matrices, and in particular the
convexity of 0m .

Now let V be a fixed positive definite Hermitian matrix and λi (V ) be the eigenvalues of a Hermitian
matrix M with respect to V . The we can analogously define the sets 0k(V ).

We list the properties of these cones that will be used later on:

(1) Maclaurin’s inequality: If λ ∈ 0m then
(
S j/

(n
j

))1/j
≥
(
Si/
(n

i

))1/ i for 1≤ j ≤ i ≤ m.

(2) Gårding’s inequality [1959]: 0m is a convex cone for any m and the function S1/m
m is concave when

restricted to 0m .

(3) [Wang 2009]: Let Sk;i (λ) := Sk(λ)λi=0 =
∂Sk+1
∂ λi

(λ). For any λ,µ ∈ 0m ,
n∑

i=1

µi Sm−1;i (λ)≥ mSm(µ)
1/m Sm(λ)

(m−1)/m . (1-2)

We refer to [Błocki 2005] or [Wang 2009] for further properties of these cones.

Potential theoretic aspects of m-subharmonic functions. Let us fix a relatively compact domain �∈Cn .
Let also d = ∂+ ∂̄ and dc

:= i(∂̄− ∂) be the standard exterior differentiation operators. By β := ddc
‖z‖2

we denote the Euclidean Kähler form in Cn .
Given a C2(�) function u we call it m−β-subharmonic if for any z ∈ � the Hessian matrix

(∂2u/∂zi∂ z̄ j )(z) has eigenvalues forming a vector in the closure of the cone 0m . Analogously if ω
is any other Kähler form in �, u is m-ω-subharmonic if the Hessian matrix has eigenvalues at z forming
a vector in 0m(ω(z)) (the latter set will depend on z in general).

Since the ω = β is the most natural case in the flat domains we shall call m−β-subharmonic functions
just m-subharmonic or m-sh for short.

Observe that in the language of differential forms u is m-ω-subharmonic if and only if the following
inequalities hold:

(ddcu)k ∧ωn−k
≥ 0, k = 1, . . . ,m.

It was observed by Błocki [2005] that, following the ideas of Bedford and Taylor [1976; 1982], one can
relax the smoothness requirement on u and develop a nonlinear version of potential theory for Hessian
operators.

The relevant definitions are as follows:

Definition 1.1. Let u be a subharmonic function on a domain � ∈ Cn . Then u is called m-subharmonic
(m-sh for short) if for any collection of C2-smooth m-sh functions v1, . . . , vm−1 the inequality

ddcu ∧ ddcv1 ∧ · · · ∧ ddcvm−1 ∧β
n−m
≥ 0

holds in the weak sense of currents. For a general Kähler form ω the notion of m-ω-subharmonic function
is defined by formally stronger condition: locally, in a neighborhood of any given point, there exists a
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decreasing to u sequence of C2-smooth m-ω-sh functions uj such that for any set of C2-smooth m-ω-sh
functions v1, . . . , vm−1 the inequality

ddcuj ∧ ddcv1 ∧ · · · ∧ ddcvm−1 ∧ω
n−m
≥ 0

is satisfied. (For ω = β this condition is satisfied due to Proposition 1.3(4).)
The set of all m-ω-sh functions is denoted by SHm(ω,�).

Remark 1.2. It is enough to test m-subharmonicity of u against a collection of m-sh quadratic polynomials
(see [Błocki 2005]).

Using the approximating sequence uj from the definition one can follow the Bedford and Taylor
construction [1982] of the wedge products of currents given by locally bounded m-ω-sh functions. They
are defined inductively by

u1 ddcu2 ∧ · · · ∧ ddcu p ∧ω
n−m
:= ddc(u1 ∧ · · · ∧ ddcu p ∧ω

n−m).

It can be shown (see [Błocki 2005]) that analogously to the pluripotential setting these currents are
continuous under monotone or uniform convergence of their potentials.

Here we list some basic facts about m-subharmonicity (assuming C2 smoothness).

Proposition 1.3. Let �⊂ Cn be a domain. Then:

(1) SH1(ω,�)⊂ SH2(ω,�)⊂ · · · ⊂ SHn(ω,�).

(2) SHm(ω,�) is a convex cone.

(3) If u ∈SHm(ω,�) and γ :R→R is a C2-smooth convex, increasing function then γ ◦u ∈SHm(ω,�).

(4) the standard regularizations u ∗ ρε of a m-sh function is again m-sh.

Proof. The first claim is trivial. Second claim is proved in [Błocki 2005], with the use of Gårding’s
inequality [Gårding 1959]. Last two claims are more or less standard and their proofs are analogous to
corresponding results for psh (plurisubharmonic) functions. Observe that the last property does fail for a
general Kähler form ω. �

The following two theorems, known as comparison principles in pluripotential theory, follow essentially
from the same arguments as in the case m = n:

Theorem 1.4. Let u, v be continuous m-ω-sh functions in a domain � ∈ Cn . Suppose that

lim inf
z→∂�

(u− v)(z)≥ 0.

Then ∫
{u<v}

(ddcv)m∧ωn−m
≤

∫
{u<v}

(ddcu)m∧ωn−m .

Theorem 1.5. Let u, v be continuous m-ω-sh functions in a domain � ∈ Cn . Suppose that

lim inf
z→∂�

(u− v)(z)≥ 0 and (ddcv)m∧ωn−m
≥ (ddcu)m∧ωn−m .

Then v ≤ u in �.



232 SŁAWOMIR DINEW AND SŁAWOMIR KOŁODZIEJ

The last result yields, in particular, uniqueness of bounded weak solutions of the Dirichlet problem.
As for the existence we have the following fundamental theorem:

Theorem 1.6 [Li 2004]. Let � be a smoothly bounded relatively compact domain in Cn . Suppose that
∂� is (m−1)-pseudoconvex (that means that Levi form at any point p ∈ ∂� has its eigenvalues in the
cone 0m−1). Let ϕ be a smooth function on ∂� and f a strictly positive and smooth function in �. Then
the Dirichlet problem 

u ∈ SHm(�, β)∩C(�̄),

(ddcu)m∧βn−m
= f,

u|∂� = ϕ,
has a smooth solution u.

The convexity properties of the cones 0m yield the following mixed Hessian inequalities:

Proposition 1.7. Let u1, . . . , um be m-sh C2 functions in a domain�∈Cn . Suppose (ddcuj )
m
∧βn−m

= f j

for some continuous nonnegative functions f j . Then

ddcu1 ∧ · · · ∧ ddcum∧β
n−m
≥ ( f1 · · · fm)

1/mβn.

Proof. Pointwise this reduces to the Gårding inequality; see also (1-2) for the case u2= u3= · · · = um . �

Later on in Theorem 2.12 we shall see that the smoothness assumptions here can be considerably relaxed.

Kähler setting. Given a compact Kähler manifold (X, ω) we can define the cones SHm(X, ω) consisting
of those functions u for which, in a local chart � where ω has a potential ρ, the function u+ ρ belongs
to SHm(�, ω). The definition is independent of the choice of the chart and the potential. This essentially
allows us to carry over all local results to this setting. We refer to [Kołodziej 2005] for the plurisubharmonic
(m = n) case.

The Dirichlet problem for smooth nondegenerate data was recently solved:

Proposition 1.8 [Dinew and Kołodziej 2012]. Let (X, ω) be a compact Kähler manifold and 1< m < n
be an integer number. Given a strictly positive smooth function f satisfying the condition

∫
X f ωn

=
∫

X ω
n

there is an unique function u ∈ SHm(X, ω)∩C∞(X) solving the Dirichlet problem

(ddcu+ω)m∧ωn−m
= f ωn, supX u = 0.

The comparison principle on compact manifolds reads as follows:

Proposition 1.9. Let (X, ω) be a compact Kähler manifold and u, v continuous functions in SHm(X, ω).
Then ∫

{u<v}
(ω+ ddcv)m∧ωn−m

≤

∫
{u<v}

(ω+ ddcu)m∧ωn−m .

Proof. One can repeat the proof for psh functions from [Kołodziej 2003] or [Kołodziej 2005]. �

Observe that the cones 0k(ω) are not fixed but according to an observation of Hou [2009] these are
invariant under the parallel transport defined by the Levi-Civita connection associated to ω.
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2. L∞ estimates and existence of weak solutions in domains

In this section we state the results for 0< m < n. Let us denote by B(a, r) the ball in Cn with center a
and radius r . Let also ω be a Kähler form defined in a neighborhood of the closure of a set � considered
below and V = ωn be the volume form associated to ω.

Let SHm(ω,�) denote the class of m-ω-sh functions which are continuous in �.

Proposition 2.1. For p < n/(n−m) and an open set � ⊂ B(0, 1) = B there exists C(p) such that for
any K b�,

V (K )≤ C(p) capp
m(K , �),

where

capm(K , �)= sup
{∫

K
(ddcu)m∧ωn−m, u ∈ SHm(ω,�), 0≤ u ≤ 1

}
.

Proof. If V (K ) = 0 then the inequality trivially holds. Assume from now on that V (K ) > 0. Fix any
ε ∈ (0, 1/2) and set f = [V (K )]2ε−1χK , where χK denotes the characteristic function of the set K . Solve
the complex Monge–Ampère equation in B to find v ∈ PSHω(B)∩C(�) with v = 0 on ∂B and

(ddcv)n = f ωn.

By the inequality between mixed Monge–Ampère measures (see [Kołodziej 2005; Dinew 2009])

(ddcv)m∧ωn−m
≥ [V (K )](2ε−1)m/nχKω

n. (2-1)

For q = 1+ ε ∫
B

f qdV = [V (K )](2ε−1)(1+ε)+1
= [V (K )]ε+2ε2

≤ V (B).

So, by [Kołodziej 1996], there exists c > 0, independent of K (though dependent on ε), such that
‖v‖ ≤ 1/c. Take u = cv. Then, using (2-1)

capm(K , �)≥
∫

K
(ddcu)m∧ωn−m

≥ cm
[V (K )](2ε−1)(m/n)+1.

Therefore
V (K )≤ C capn/(n−m+2mε)

m (K , �),

which proves the claim. �

Proposition 2.2. Let � and p be as above and consider u ∈ SHm(ω,�) with u = 0 on ∂� and∫
�

(ddcu)m∧ωn−m
≤ 1.

Then for U (s)= {u <−s} we have

capm(U (s),�)≤ s−m and V2n(U (s))≤ C(p)s−pm .

In particular u ∈ Lq(�) for any q < mn/(n−m), and this remains true whenever u is bounded in some
neighborhood of the boundary of �.
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Proof. Fix ε > 0, t > 1 and K ⊂U (s) and find v ∈ SHm(ω,�) with −1≤ v ≤ 0 and∫
K
(ddcv)m∧ωn−m

≥ capm(K , �)− ε.

Then, using the comparison principle [Bedford and Taylor 1976; Błocki 2005], we obtain

capm(K , �)− ε ≤
∫

K
(ddcv)m∧ωn−m

≤

∫
{−

t
s u<v}

(ddcv)m∧ωn−m
≤

( t
s

)m
∫
�

(ddcu)m∧ωn−m
≤

( t
s

)m
.

To finish the proof of the first estimate recall that capm(U (s),�) is the supremum of capm(K , �)
over compact K ⊂ U (s) and let ε → 0 and t → 1. Then the estimate of the volume follows from
Proposition 2.1. �

Remark 2.3. The bound for q above is optimal as the function

G(z)=−|z|2−2n/m

is m-sh and belongs to Lq
loc if and only if q < mn/(n−m).

Błocki [2005] conjectured that any m-sh function belongs to Lq
loc(�) for any q < mn/(n−m). He

proved this for q < n/(n−m). The above proposition confirms partially the conjecture — under the extra
assumption of boundedness near the boundary. Still the question about the local integrability remains
open.

We now proceed to proving the L∞ a priori estimates for the Hessian equation with the right-hand
side controlled in terms of the capacity.

Lemma 2.4. For p ∈ (1, n/(n−m)) and an open set �⊂ B consider u, v ∈ SHm(ω,�) satisfying∫
K
(ddcu)m∧ωn−m

≤ A capp
m(K , �)

for some A > 0 and any compact K ⊂ �. If the sets U (s) = {u − s < v} are nonempty and relatively
compact in � for s ∈ (s0, s0+ t0) then there exists a constant C(p, A) such that

t0 ≤ C(p, A) capp/n
m (U (s0+ t0),�).

Proof. Using the notation

a(s)= capm(U (s),�), b(s)=
∫

U (s)
(ddcu)m∧ωn−m

we claim that
tma(s)≤ b(s+ t), t ∈ (0, s0+ t0− s). (2-2)

Indeed, for fixed compact K ⊂U (s), take w1 ∈ SHm(ω,�), −1≤ w1 ≤ 0, such that∫
K
(ddcw1)

m
∧ωn−m

≥ capm(K , �)− ε.

Then for w2 = (u− s − t)/t one readily verifies that K ⊂ V ⊂ U (s + t), where V = {w2 < w1+ v/t}.
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So, by the comparison principle,

capm(K , �)− ε ≤
∫

K

(
ddc

(
w1+

1
t
v
))m
∧ωn−m

≤

∫
V

(
ddc

(
w1+

1
t
v
))m
∧ωn−m

≤

∫
V
(ddcw2)

m
∧ωn−m

≤ t−mb(s+ t).

Having (2-2) one proceeds as in the proof of Lemma 4.3 in [Kołodziej 2002] (with h(x)= xm(p−1)) to
reach the conclusion. �

Coupling this with the volume estimate in Proposition 2.1 we obtain a priori estimates for the solutions
of Hessian equations with the right-hand side in some Lq spaces.

Theorem 2.5. Take q> n/m. Then the conjugate q ′ of q satisfies q ′< n/(n−m). Fix p′ ∈ (q ′, n/(n−m))
and p = p′/q ′ > 1. Consider u, v ∈ SHm(ω,�) such that u ≥ v on ∂�, {u < v} 6=∅ and

(ddcu)m∧ωn−m
= f ωn,

for some f ∈ Lq(�, dV ). Then

sup(v− u)≤ c
(

p′, q, ‖ f ‖Lq (�)

)∥∥(v− u)+
∥∥p/(n+p(m+1))

Lq′ (�)
, (v− u)+ :=max(v− u, 0).

Proof. By the Hölder inequality and Proposition 2.1, for a compact set K ⊂� we have∫
K

f ωn
≤ ‖ f ‖q V (K )1/q

′

≤ C(p)‖ f ‖Lq (�) capp
m(K , �).

Therefore, by Lemma 2.4, we get for t = 1
2 sup(v− u) and E(t)= {u+ t < v},

t ≤ c(p′, q, ‖ f ‖Lq (�)) capp/n
m (E(t),�). (2-3)

To shorten notation set a(t)= capm(E(2t),�). Take w ∈ SHm(ω,�), −1≤ w ≤ 0 such that∫
E(2t)

(ddcw)m∧ωn−m
≥

1
2

a(t).

Observe that for V = {u < tw+ v− t} we have E(2t)⊂ V ⊂ E(t). Applying the comparison principle
we thus get

1
2

a(t)tm
≤

∫
E(2t)
[ddc(tw+ v)]mωn−m

≤

∫
V
(ddcu)m∧ωn−m

≤

∫
E(t)

f dV .

Hence from the Hölder inequality one infers

a(t)tm+1
≤ 2

∫
�

(v− u)+ f dV ≤ ‖ f ‖Lq (�)‖(v− u)+‖q ′ .

Inserting this estimate into (2-3) we arrive at

t ≤ c1(p′, q, ‖ f ‖Lq (�))
[
‖ f ‖q ‖(v− u)+‖Lq′ (�)t

−m−1]p/n
,

and consequently
t ≤ c2(p′, q, ‖ f ‖Lq (�))

∥∥(v− u)+
∥∥p/(n+p(m+1))

Lq′ (�)
. �
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Corollary 2.6. The last theorem gives a priori L∞ estimate for the solutions of the Hessian equation
(0-3) with the right-hand side in Lq and a fixed boundary condition.

Indeed, we apply the theorem for the solution u of

(ddcu)m∧ωn−m
= f ωn,

with given continuous boundary data ϕ and for v, which is the maximal function in SHm(ω,�) matching
the boundary condition (it exists by [Błocki 2005]). Then u is bounded by a constant depending on
�, ‖ϕ‖ = ‖v‖, and ‖ f ‖q since ‖(v− u)+‖Lq′ (�) is bounded (Proposition 2.2).

Corollary 2.7. The solutions of the Hessian equation with the right-hand sides uniformly bounded in Lq

q > n/m and given continuous boundary data form an equicontinuous family.

Proof. As in [Kołodziej 2005, p. 35], which deals with the Monge–Ampère case. �

Below we state yet another stability theorem which we shall need later. Given the estimates we have
already proven its proof follows the arguments from [Kołodziej 1996].

Theorem 2.8. Let q > n/m. Consider u, v ∈ SHm(ω,�) such that {u < v} 6=∅ and

(ddcu)m∧ωn−m
= f ωn, (ddcv)m∧ωn−m

= gωn

for some f, g ∈ Lq(�, dV ). Then

sup�(v− u)≤ sup∂�(v− u)+ c(q,m, n, diam(�))‖ f − g‖1/m
Lq (�).

Remark 2.9. The analogous stability theorem for the real m-Hessian equation (m < n/2) can be found
in [Wang 2009, Theorem 5.5] (see also [Chou and Wang 2001]). There the optimal exponent q is equal
to n/2m.

Next we obtain a theorem on the existence of weak, continuous solutions when ω=β and the right-hand
side is in Lq , q > n/m.

Theorem 2.10. Let � be smoothly bounded (m-1)-pseudoconvex domain (as in Theorem 1.6). Then for
q > n/m, f ∈ Lq(�, dV ) and continuous ϕ on ∂� there exists u ∈ SHm(ω,�) satisfying

(ddcu)m∧βn−m
= fβn

and u = ϕ on ∂�.

Proof. For smooth, positive f this is the result of Li [2004] (Theorem 1.6). With our assumptions we
approximate f in Lq(�, dV ) by smooth positive f j and approximate uniformly ϕ by smooth ϕ j . The
solutions uj corresponding to f j , ϕ j are equicontinuous and uniformly bounded (Corollaries 2.6, 2.7).
Thus we can pick up a subsequence converging uniformly to some u ∈ SHm(ω,�). By the convergence
theorem u solves the equation. �

Remark 2.11. For ω = β, the plurisubharmonic function u(z)= log ‖z‖ has a m-Hessian density in L p

for any p < n/m which shows that the exponent n/m is optimal.
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Equipped with the existence and stability of weak solutions we can also prove the weak Gårding
inequality announced in Section 1:

Theorem 2.12. Let u1, . . . , um be locally bounded m-sh functions in some domain � ∈ Cn . Suppose
(ddcuj )

m
∧βn−m

= f jβ
n for some nonnegative functions f j ∈ Lq(�), q > n/m. Then

ddcu1 ∧∧ · · · ∧ ddcum∧β
n−m
≥ ( f1 · · · fm)

1/mβn.

Proof. We can essentially follow the lines of the proof of the analogous result for psh functions from
[Kołodziej 2003] (see also [Kołodziej 2005]). First observe that the inequality is purely local hence it
suffices to prove it under the additional assumptions that � is a ball and all the functions ui are defined in
a slightly bigger ball. Hence one can use convolutions with smoothing kernel to produce a decreasing to
ui sequence of m-sh functions {ui, j }

∞

j=1 (compare Proposition 1.3). Then given any collection of smooth
positive functions fi,k ∈ Lq(�), q > n/m, by [Li 2004] we can solve the Dirichlet problems

vi, j,k ∈ SHm(�)∩C∞(�),

(ddcvi, j,k)
m
∧βn−m

= fi,kβ
n,

vi, j,k |∂� = ui, j .

For those smooth functions we can apply pointwise the Gårding inequality to conclude that

ddcv1, j,k ∧ · · · ∧ ddcvm, j,k ∧β
n−m
≥ ( f1,k · · · fm,k)

1/mβn

for any j, k≥1. Then given any nonnegative fi ∈ Lq(�), q>n/m, we can find an approximating sequence
of smooth positive { fi,k}

∞

k=1 which converge in Lq to fi . By the stability theorem the corresponding
solutions vi, j,k (recall they the same boundary values ui, j ) converge uniformly as k→∞ to the m-sh
functions vi, j (solving the limiting weak equation), and hence the inequality follows from the continuity of
Hessian currents under uniform convergence of their potentials. Now if we let j→∞ the boundary values
decrease towards ui and hence so do the functions vi, j by the comparison principle. The convergence
is not uniform but monotonicity is still sufficient to guarantee the continuity and hence in the limit we
obtain the claimed inequality. �

Remark 2.13. The weak Gårding inequality can be further generalized similarly to the m = n case as in
[Dinew 2009].

3. L∞ estimates and existence of weak solutions on compact Kähler manifolds

The a priori estimates from the previous section can be carried over to the case of compact Kähler
manifolds as it was done in [Kołodziej 2003] or [2005] for the Monge–Ampère equation. Let us consider
a compact n-dimensional Kähler manifold X equipped with the fundamental form ω and recall that a
continuous function u is ω-m-subharmonic (ω-m-sh) on X if

(ω+ ddcu)k ∧ωn−k
≥ 0, k = 1, 2, . . . ,m.
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The set of such functions is denoted by SHm(X, ω). We study the complex m-Hessian equation

(ω+ ddcu)m∧ωn−m
= f ωn (3-1)

with given nonnegative function f ∈ L1(M), which is normalized by the condition∫
X

f ωn
=

∫
X
ωn.

The solution is required to be ω-m-sh. By Proposition 1.8 the solutions of the equation exist, at least for
smooth positive f . Our a priori estimates will also give the existence of weak solutions for f ≥ 0 in Lq ,
q > n/m.

We define for a compact set K ⊂ X its capacity

capm(K )= sup
{∫

K
(ω+ ddcu)m∧ωn−m

: u ∈ SHm(X, ω), 0≤ u ≤ 1
}
.

To use the local results we need also a capacity defined as follows. Let us consider two finite coverings
by strictly pseudoconvex sets {Bs}, {B ′s}, s = 1, 2, . . . , N , of X such that B ′s ⊂ Bs and in each Bs there
exists vs ∈ PSH(Bs) with ddcvs =ω and vs = 0 on ∂Bs . Given a compact set K ⊂ X define Ks = K ∩ B ′s .
Set

cap′m(K )=
∑

s

capm(Ks, Bs),

where capm(K , B) denotes the relative capacity from the previous section. As in [Kołodziej 2003] one
can show that capm(K ) is comparable with cap′m(K ): There exists C > 0 such that

1
C

capm(K )≤ cap′m(K )≤ C capm(K ).

Hence, by Proposition 2.1 we have

V (K )≤ C(p, X) capp
m(K ),

for p < n/(n−m) and V the volume measured by ωn .
With this estimate at our disposal we can obtain the same a priori estimates as in domains in Cn . The

proofs are almost identical. In the compact setting one has to make sure that instead of just a sum of m-sh
functions one considers a convex combination of ω-m-sh functions (see [Kołodziej 2005]). In particular
the following theorems hold.

Theorem 3.1. Consider q > n/m, its conjugate q ′ and p′ ∈ (q ′, n/(n − m)). Write p = p′/q ′ > 1.
Consider u, v ∈ SHm(X, ω) such that {u < v} 6=∅ and

(ω+ ddcu)m∧ωn−m
= f ωn,

for some f ∈ Lq(dV ). Then

sup(v− u)≤ c(p′, q, ‖ f ‖Lq (X))
∥∥(v− u)+

∥∥ p
n+p(m+1)
q ′ , where (v− u)+ :=max(v− u, 0).
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Corollary 3.2. The family of solutions of the Hessian equation (3-1) with right-hand sides uniformly
bounded in Lq , q > n/m, is equicontinuous.

Applying Proposition 1.8 and the statements above one immediately gets this existence theorem:

Theorem 3.3. Let X be a compact Kähler manifold. For q > n/m and f ∈ Lq(dV ) there exists a unique
function u ∈ SHm(X, ω) satisfying

(ω+ ddcu)m∧ωn−m
= f ωn and max u = 0.

4. Local regularity

In this section we prove a counterpart of the main result in [Błocki and Dinew 2011], where the case of
the Monge–Ampère equation was studied. We shall treat only the ω= β case and use PDE notation (with
σm defined in the Introduction).

Theorem 4.1. Assume that n ≥ 2 and p > n(m−1). Let u ∈W 2,p(�), where � is a domain in Cn , be a
m-subharmonic solution of

σm(uz j z̄k )= ψ > 0. (4-1)

Assume that ψ ∈ C1,1(�). Then for �′ b�

sup�′ 1u ≤ C,

where C is a constant depending only on n, m, p, dist(�′, ∂�), inf� ψ , sup� ψ , ‖ψ‖C1,1(�) and
‖1u‖L p(�).

Proof. By C1,C2, . . . we will denote possibly different constants depending only on the required quantities.
Without loss of generality we may assume that �= B is the unit ball in Cn and that u is defined in some
neighborhood of B. We will use the notation uj = uz j , uj = u z̄ j with the notable exception of u(ε) which
is defined below.

Following [Bedford and Taylor 1976], we define the Laplacian approximating operator

T = Tε(u)=
n+ 1
ε2 (u(ε)− u),

where

u(ε)(z)=
1

V (B(z, ε))

∫
B(z,ε)

u dV .

Since Tεu→1u weakly as ε→ 0, it is enough to show a uniform upper bound for T independent of ε.
Observe that since u is subharmonic we have Tε(u)≥ 0.

Before we continue let us state two lemmas. The first one is classical.

Lemma 4.2. Let u ∈W 2,p(�) ( � is a domain in Cn) be a subharmonic function. Given any �′ b� the
operator Tε(z) is well defined on �′ for any sufficiently small ε > 0. Furthermore,

‖Tε‖L p(�′)→‖1u‖L p(�′);

in particular, ‖Tε‖L p(�′) is uniformly bounded for all 0< ε < ε0.
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Lemma 4.3. The function Tε(u)(z) for any ε > 0 satisfies the subharmonicity condition

∂σm(uj k̄)

∂ui j
Tε,i j ≥−C1,

where (∂σm(uj k̄))/∂ui j is the (i, j)-th (m−1)-cominor of the matrix ui j (z) and C1 is a constant dependent
only on n, m, inf� ψ , sup� ψ , and ‖ψ‖C1,1(�).

Proof. Observe that u(ε) is a convex combination of m-subharmonic functions, hence it is m-subharmonic.
Therefore one has the inequality

(ddcu(ε))m∧ωn−m
≥ 0.

In fact following the lines of the same argument in [Bedford and Taylor 1976] (where it was applied to
the Monge–Ampère operator) one can prove the stronger inequality

(ddcu(ε))m∧ωn−m
≥ ((ψ1/m)(ε))

m . (4-2)

Indeed, for smooth u this is just a consequence of the concavity of σ 1/m
m . For nonsmooth solutions one

can repeat the Goffman–Serrin formalism, again following Bedford and Taylor.
Thus using the weak Gårding inequality (Theorem 2.12) one has

(ddcu)m−1
∧ ddcu(ε) ∧ωn−m

≥ ψ (m−1)/m(ψ1/m)(ε)dV .

Next, identifying (n, n) forms and their densities one gets, up to a multiplicative numerical constant cn,m ,
the following string of inequalities

∂σm(uj k̄)

∂ui j
Tε,i j = cn,m1/ε2ddc(u(ε)− u)∧ (ddcu)m−1

∧ωn−m

≥ cn,m1/ε2ψ (m−1)/m((ψ1/m)(ε)−ψ
1/m)= cn,mψ

(m−1)/m Tε(ψ1/m).

But ψ is a strictly positive C1,1 function hence Tε(ψ1/m)≥−C1(‖ψ‖, ‖ψ
1/m
‖C1,1). Combining all those

inequalities we obtain the claimed estimate. �

From now on we drop the index ε in what follows. We will use the same calculations as in [Błocki
and Dinew 2011], which in turn relied on [Trudinger 1980]. For some α, β ≥ 2 to be determined later set

w := η(T )α, where η(z) := (1− |z|2)β .

Then

wi = ηi (T )α +αη(T )α−1(T )i

and

∂σm(uj k̄)

∂ui j
wi j = αη(T )

α−1 ∂σm(uj k̄)

∂ui j
(T )i j +α(α− 1)η(T )α−2 ∂σm(uj k̄)

∂ui j
(T )i (T ) j

+2α(T )α−1Re
(
∂σm(uj k̄)

∂ui j
ηi (T ) j

)
+ (T )α

∂σm(uj k̄)

∂ui j
ηi j .
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By Lemma 4.3 and the Schwarz inequality for t > 0,

∂σm(uj k̄)

∂ui j
wi j ≥−C1αη(T )α−1

+α(α− 1)η(T )α−2 ∂σm(uj k̄)

∂ui j
(T )i (T ) j

−tα(T )α−1 ∂σm(uj k̄)

∂ui j
(T )i (T ) j −

1
t
α(T )α−1 ∂σm(uj k̄)

∂ui j
ηiη j + (T )

α
∂σm(uj k̄)

∂ui j
ηi j .

Therefore with t = (α− 1)η/T we get

∂σm(uj k̄)

∂ui j
wi j ≥−C1αη(T )α−1

+ (T )α
∂σm(uj k̄)

∂ui j

(
ηi j −

α

α− 1

ηiη j̄

η

)
.

We now have

ηi =−βziη
1−1/β,

ηi j =−βδi jη
1−1/β

+β(β − 1)z̄i z jη
1−2/β,

and thus

|ηi j |,

∣∣∣∣ηiη j

η

∣∣∣∣≤ C(β) η1−2/β .

Coupling the above inequalities we get

∂σm(uj k̄)

∂ui j
wi j ≥−C2(T )α−1

−C3w
1−2/β(T )2α/β

∑
i, j

∣∣∣∣∂σm(uj k̄)

∂ui j

∣∣∣∣.
Fix q with n/m < q < p/m(m−1) (by our assumption on p such a choice is possible). By Lemma 4.2
‖T ‖p and ‖1u‖p are under control. By Calderón–Zygmund inequalities we control ‖ui j‖p too. Observe
that ∂σm(uj k̄)/∂ui j is a sum of products of m−1 factors of the type ui j , and therefore its p/(m−1)-norm
is also under control. It follows that for

α = 1+
p

qm
, β = 2

(
qm+ p

p− qm(m−1)

)
,

we have ∥∥∥∥(∂σm(uj k̄)

∂ui j
wi j

)
−

∥∥∥∥
qm
≤ C3(1+ (supB w)

1−2/β),

where f− := −min( f, 0). By Theorem 2.10 we can find continuous m-subharmonic v vanishing on ∂B
and such that

σm(vi j )= ((u
i jwi j )−)

m .
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Then the weak Gårding inequality yields

∂σm(uj k̄)

∂ui j
vi j = cn,m(ddcu)m−1

∧ ddcv∧ωn−m

≥ cn,m
(
σm(ui j )

(m−1)/m(σm(vi j ))
1/m)
≥

1
C4

(
∂σm(uj k̄)

∂ui j
wi j

)
−

≥−
1

C4

∂σm(uj k̄)

∂ui j
wi j .

By maximum principle we obtain that w ≤ −C4v, since this inequality holds on ∂B. Applying the
stability theorem (Theorem 2.8), with u = 0, we get

supB w ≤ C4‖v‖ ≤ C5(‖σm(vi j )‖
1/m
q )= C5

∥∥∥∥(∂σm(uz j z̄k )

∂ui j
wi j

)
−

∥∥∥∥
qn

≤ C6(1+ (supB w)
1−2/β).

Therefore w ≤ C7 and thus
T α
≤ C7/η,

which is the desired bound. �

Remark 4.4. An analogous reasoning can be applied to the real m-Hessian equation (using Wang stability
theorem and existence of weak solutions). It turns out that for m < n/2 the corresponding exponent in the
W 2,p Sobolev space is equal to n(m−1)/2. Observe that this improves the m(n−1)/2 exponent obtained
by different methods by Urbas [2001]. Whether this exponent is optimal is however still unclear and
would require construction of suitable Pogorelov type Hessian examples.

Acknowledgements

The authors were partially supported by NCN grant 2011/01/B/ST1/00879. The first author was also
supported by Polish ministerial grant “Iuventus Plus” and Kuratowski fellowship granted by the Polish
Mathematical Society (PTM) and Polish Academy of Science (PAN).

References

[Bedford and Taylor 1976] E. Bedford and B. A. Taylor, “The Dirichlet problem for a complex Monge–Ampère equation”,
Invent. Math. 37:1 (1976), 1–44. MR 56 #3351 Zbl 0315.31007

[Bedford and Taylor 1982] E. Bedford and B. A. Taylor, “A new capacity for plurisubharmonic functions”, Acta Math. 149:1-2
(1982), 1–40. MR 84d:32024 Zbl 0547.32012

[Błocki 2003] Z. Błocki, “Interior regularity of the degenerate Monge–Ampère equation”, Bull. Austral. Math. Soc. 68:1 (2003),
81–92. MR 2004g:35075 Zbl 1067.35028

[Błocki 2005] Z. Błocki, “Weak solutions to the complex Hessian equation”, Ann. Inst. Fourier (Grenoble) 55:5 (2005),
1735–1756. MR 2006e:32042 Zbl 1081.32023

[Błocki 2009] Z. Błocki, “Defining nonlinear elliptic operators for non-smooth functions”, pp. 111–124 in Complex analysis and
digital geometry (Uppsala, 2006), edited by M. Passare, Acta Univ. Upsaliensis Skr. Uppsala Univ. C Organ. Hist. 86, Uppsala
Universitet, Uppsala, 2009. MR 2011i:32038 Zbl 1215.35081

http://dx.doi.org/10.1007/BF01418826
http://msp.org/idx/mr/56:3351
http://msp.org/idx/zbl/0315.31007
http://dx.doi.org/10.1007/BF02392348
http://msp.org/idx/mr/84d:32024
http://msp.org/idx/zbl/0547.32012
http://dx.doi.org/10.1017/S0004972700037436
http://msp.org/idx/mr/2004g:35075
http://msp.org/idx/zbl/1067.35028
http://dx.doi.org/10.5802/aif.2137
http://msp.org/idx/mr/2006e:32042
http://msp.org/idx/zbl/1081.32023
http://gamma.im.uj.edu.pl/~blocki/publ/defin.pdf
http://msp.org/idx/mr/2011i:32038
http://msp.org/idx/zbl/1215.35081


A PRIORI ESTIMATES FOR COMPLEX HESSIAN EQUATIONS 243

[Błocki and Dinew 2011] Z. Błocki and S. Dinew, “A local regularity of the complex Monge–Ampère equation”, Math. Ann.
351:2 (2011), 411–416. MR 2012h:32046 Zbl 1237.32006

[Caffarelli et al. 1985] L. Caffarelli, L. Nirenberg, and J. Spruck, “The Dirichlet problem for nonlinear second-order el-
liptic equations, III: Functions of the eigenvalues of the Hessian”, Acta Math. 155:3-4 (1985), 261–301. MR 87f:35098
Zbl 0654.35031

[Chou and Wang 2001] K.-S. Chou and X.-J. Wang, “A variational theory of the Hessian equation”, Comm. Pure Appl. Math.
54:9 (2001), 1029–1064. MR 2002e:35072 Zbl 1035.35037

[Dinew 2009] S. Dinew, “An inequality for mixed Monge–Ampère measures”, Math. Z. 262:1 (2009), 1–15. MR 2009m:32065
Zbl 1169.32007

[Dinew and Kołodziej 2012] S. Dinew and S. Kołodziej, “Liouville and Calabi–Yau type theorems for complex Hessian
equations”, preprint, 2012. arXiv 1203.3995

[Gårding 1959] L. Gårding, “An inequality for hyperbolic polynomials”, J. Math. Mech. 8:6 (1959), 957–965. MR 22 #4809
Zbl 0090.01603

[Hou 2009] Z. Hou, “Complex Hessian equation on Kähler manifold”, Int. Math. Res. Not. 2009:16 (2009), 3098–3111.
MR 2010m:32026 Zbl 1177.32013

[Hou et al. 2010] Z. Hou, X.-N. Ma, and D. Wu, “A second order estimate for complex Hessian equations on a compact Kähler
manifold”, Math. Res. Lett. 17:3 (2010), 547–561. MR 2011j:32030 Zbl 1225.32026

[Ivochkina et al. 2004] N. Ivochkina, N. Trudinger, and X.-J. Wang, “The Dirichlet problem for degenerate Hessian equations”,
Comm. Partial Differential Equations 29:1-2 (2004), 219–235. MR 2005d:35076 Zbl 1140.35418

[Jbilou 2010] A. Jbilou, “Équations Hessiennes complexes sur des variétés Kählériennes compactes”, C. R. Math. Acad. Sci.
Paris 348:1-2 (2010), 41–46. MR 2011a:32040 Zbl 1189.53071

[Kokarev 2010] V. N. Kokarev, “Smexannye formy ob~ema i kompleksnoe uravnenie tipa Mon�a–Ampera
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THE AHARONOV–BOHM EFFECT IN SPECTRAL ASYMPTOTICS OF THE
MAGNETIC SCHRÖDINGER OPERATOR

GREGORY ESKIN AND JAMES RALSTON

In memory of Hans Duistermaat

We show that in the absence of a magnetic field the spectrum of the magnetic Schrödinger operator in an
annulus depends on the cosine of the flux associated with the magnetic potential. This result follows from
an analysis of a singularity in the “wave trace” for this Schrödinger operator, and hence shows that even
in the absence of a magnetic field the magnetic potential can change the asymptotics of the Schrödinger
spectrum; that is, the Aharonov–Bohm effect takes place. We also study the Aharonov–Bohm effect for
the magnetic Schrödinger operator on a torus.

1. Introduction

Let � be the exterior of a bounded region in R2 with smooth boundary, and let

HA,V =
1
2(i∂x1 + A1(x))2+ 1

2(i∂x2 + A2(x))2− V (x).

This is the Schrödinger operator for a particle of mass 1 and charge −1 moving in � under the influence
of the magnetic potential A = (A1, A2) and the electric potential V . We assume that

∂x2 A1− ∂x1 A2 = 0 in �, (1-1)

that is, the magnetic field vanishes in �. Given a simple, closed curve γ in � encircling the complement
of �, we define the magnetic flux by

αγ =

∫
γ

A(x) · dx .

In view of (1-1) αγ only depends on the orientation of γ .
In a seminal paper, Aharonov and Bohm [1959] showed that if αγ 6= 0 mod 2π , then one can detect

the cosine of the magnetic flux in the scattering of particles in this quantum system, that is, the magnetic
potential has a physical impact even when the magnetic field is zero in �. This is called the Aharonov–
Bohm effect. Aharonov and Bohm found this by computing the scattering cross-section explicitly for
� = R2

\{0}, when A(x) = (−x2/|x |2, x1/|x |2) and V (x) = 0. They also proposed an experiment to
demonstrate this effect. However, the first generally accepted experimental verification of the Aharonov–
Bohm (AB) effect was done many years later in [Tonomura et al. 1986]. For further mathematical work

MSC2010: 35P20, 35S30, 81S99.
Keywords: Aharonov–Bohm effect, magnetic Schrödinger operator, wave trace.
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on the AB effect, see [Nicoleau 2000; Weder 2002; Roux and Yafaev 2002; Eskin 2013; Eskin et al.
2010].

Helffer [1988] showed that A(x) can influence the spectrum of HA,V when the magnetic field is zero
in �. In the semiclassical setting with V (x)→∞, as |x | → ∞, and � = {|x | > 1} he showed that
the lowest Dirichlet eigenvalue depended on the cosine of the magnetic flux. Earlier related results on
magnetic Schrödinger operators are due to Lavine and O’Carroll [1977].

In this paper we study the Schrödinger operator in the domain �R = �∩ {|x | < R} with Dirichlet
boundary conditions on |x | = R and ∂�. We compute the singularity at t = 3R

√
3 of the distribution

trace of the fundamental solution of the initial-boundary value problem

ut t + HA,V u = 0 in �R ×Rt ,

u(x, 0)= f (x) and ut(x, 0)= 0 in �R,

u(x, t)= 0 when x ∈ ∂�R.

(1-2)

This distribution trace is known as the “wave trace” for this problem, and it is given by

∞∑
j=1

cos(t
√
λ j ),

where {λ j }
∞

j=1 are the Dirichlet eigenvalues of HA,V in �R . Hence its singularities are determined by
the behavior of the λ j as j →∞. These singularities are well-known to appear only at the lengths of
periodic broken ray paths in �R . The singularity at t = 3R

√
3 comes from equilateral triangles in �R

with vertices on |x | = R. To compute this singularity we need to know that 3R
√

3 is isolated in the set
of lengths of broken periodic rays. To ensure that we assume that the complement of �, �c is strictly
convex and contained in {|x |< 1} and R ≥ 8 (see Remark 1.1), but any assumption that makes the length
of the inscribed equilateral triangles isolated in the lengths of periodic reflected ray paths will suffice.
The geometry that we have chosen makes the singularity unchanged when one changes the sign of αγ .
Hence we cannot recover more than the cosine of αγ from it (see Remark 1.2).

A definitive computation of leading singularities in wave traces was given by Duistermaat and Guillemin
[1975] for manifolds without boundary. For manifolds with boundary the analogous computation has not
been done in that generality. To carry it out in here we have taken this opportunity to present a different
method of computation that replaces Fourier integral operators with superpositions of Gaussian beams
(see [Combescure et al. 1999] and Chapter 5 of [Combescure and Robert 2012]). In Section 5 we briefly
discuss the computation of wave trace singularities using the global theory of Fourier integral operators
(see [Hörmander 2003; 2005; 2007; 2009; Duistermaat 1974; Maslov and Fedoriuk 1976; Eskin 2011]).
Both approaches lead to the following:

Theorem 1.1. The distribution
∞∑
j=1

cos(t
√
λ j )
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has an isolated singularity at t = L = 3R
√

3. The leading term in that singularity is the distribution

−2−5/231/4 R3/2 cos
(∫

γ

A(x) · dx
)
(t − L)−3/2

+ . (1-3)

Hence the wave trace determines the cosine of the magnetic flux.

In the final section of this paper we consider HA,V on (flat) 2-torus and obtain essentially the same
result: under a nondegeneracy assumption on the torus the singularities in the wave trace at times equal to
the lengths of curves in a homology basis determine the cosines of magnetic fluxes around those curves
(see Theorem 6.1).

Remark 1.1. The only fact from geometry needed here — we only need it for circles — is: a ray and its
reflections inside an ellipse are all tangent to an ellipse confocal with the boundary ellipse. So rays in
|x | ≤ R tangent to a circle |x | = r > 1 will never enter |x | < 1 after reflection in |x | = R, while rays
that enter |x |< 1 will always reenter |x |< 1 after reflection in |x | = R. Since the boundary curve C is
convex, rays entering |x | < 1 will leave |x | < 1 after at most one reflection. This gives the following
bounds on the length L of periodic ray paths that hit C . For rays that close after entering |x |< 1 k times

2k R− 2k < L < 2k R+ 2k.

So periodic rays that enter |x |< 1 more than three times have lengths are greater than 8R− 8, and the
equilateral triangles are the (isolated) shortest periodic rays that never enter |x |< 1 (assuming R > 2). So
we need 4R+ 4< 3R

√
3< 6R− 6. That happens as soon as R ≥ 8 (picking the first whole number that

works).

Remark 1.2. If � = {|x | > 1} and V ≡ 0, the mapping u(x)→ u(−x) sends eigenfunctions of HA,0

to eigenfunctions of H−A,0 bijectively. Thus the wave traces of these operators must be identical. The
leading singularity in the wave trace at t = 3

√
3R does not depend on the boundary of � or V (x), hence

it will be unchanged when A is replaced by −A in these cases, too. Therefore, one cannot distinguish αγ
and −αγ using the leading singularity. The same ambiguity arises in the results in [Aharonov and Bohm
1959; Helffer 1988].

2. Singularities of the wave trace

Let E(x, y, t) denote the fundamental solution for the initial-boundary value problem (1-2). The wave
front set of the distribution kernel of E is contained in the canonical relation for the bicharacteristic flow
(see [Melrose and Sjöstrand 1978; 1982]). For this problem the canonical relation is defined as follows:
Let ν(x) denote the outer unit normal to ∂�R at x . Given (y0, η0) with y0 ∈ �R and |η0| = 1, define
(x(s, y0, η0), ξ(s, y0, η0))= (y0+sη0, η0) until, at s= s1, y1= x(s1, η0, y0)∈ ∂�R . Then, if η0 ·ν(y1) 6=0,
continue (x(s, y0, η0), ξ(s, y0, η0)) for s > s1 as (y1 + sη1, η1), where η1 = η0 − 2(ν(y1) · η0)ν(y1).
Continue the bicharacteristic this way, reflecting when x(s, y0, η0) hits ∂�R , as long as x(s, y0, η0) does
not intersect ∂�R tangentially. At points of tangential intersection one has to distinguish grazing and
gliding points. However, since we assume that the boundary of �c is strictly convex, points of tangential
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intersection with ∂� are grazing points and bicharacteristics continue unaffected by these intersections.
When y0 is in the interior of �R , a bicharacteristic with initial data (y0, η0) will never intersect |x | = R
tangentially. Hence, the wave front set of the kernel of E(·, ·, t) is the union over y0 ∈�R and η0 ∈S1 of
the points (

x(t, y0, η0), ξ(t, y0, η0), y0,−η0
)
,

where
(
x(t, y0, η0), ξ(t, y0, η0)

)
are the reflected bicharacteristics described above. Strictly speaking,

the wave front set is the closure of that set and includes a “boundary wave front set” over |x | = R (see
[Melrose and Sjöstrand 1978; 1982] for details).

Since E(x, y, t) is a distribution in t depending smoothly on (x, y) ∈�R ×�R ,
∫
�R

E(x, x, t) dx is
well-defined, and we have the relation

T =def

∞∑
j=1

cos(t
√
λ j )=

∫
�R

E(x, x, t) dx .

The singular support of T is contained in the set of t such that (y0, η0, y0,−η0) ∈W F(E(x, y, t)) for
some y0 ∈�R , (see [Guillemin and Melrose 1979]). The choice of � and R here implies that, for t in a
sufficiently small neighborhood of 3R

√
3, (y0, η0, y0,−η0) ∈W F(E(x, y, t)) only if the ray x(s, y0, η0)

traces an inscribed equilateral triangle.
To compute the singularities in the wave trace we need a parametrix for the initial-boundary value

problem (1-2). Since this parametrix will differ from E(x, y, t) by an integral operator with a smooth
kernel, we can use it to compute singularities. Since we are only interested in singularities arising
from inscribed equilateral triangles, we only need a parametrix which captures the singularities of∫
�R

E(x, y, t) f (y) dy when W F( f ) ⊂ {y, η) : y ∈ �R, |y · η⊥| = R/2}, where (η1, η2)
⊥
= (η2,−η1).

These singularities hit ∂�R nontangentially, and hence this parametrix construction can be done with
reflection at the boundary. This observation applies equally well to constructions with Fourier integral
operators and the Gaussian beam superpositions used here.

3. The Gaussian beam construction

Here we will outline the construction of a parametrix for (1-3), for initial data with wave fronts projecting
onto the inscribed equilateral triangles. We will continue to let η have length one. The Gaussian beam
method allows one to do the following (see [Ralston 1982] for more details):

(i) For any ray, (x(t), t)= (z+ tη, t), in space-time, one can construct a function φ(x, t; z, η) satisfying:

(a) For any given integer N , (φt)
2
− |φx |

2 vanishes to order N on (x(t), t) and Im{φxx} is positive
definite on (x(t), t).

(b) φ(x, 0; z, η)= x · η+ i
2 |x − z|2 on |x − z|< δ.

(c) φt(x, 0; z, η)=−1.
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Moreover, if 0 is a curve with unit normal ν at x(t0) and η is not tangent to 0, then one can construct
φr
= φ on 0, satisfying (a) for the reflected ray (x(t0)+(t− t0)ηr , t), where ηr

=ω−2(ν ·η)ν. Reflection
of beams is discussed in [Ralston 1982, Section 2.2].

(ii) Once φ has been constructed, for any given integer N , one can solve the transport equations

2φt(a0)t − 2φx · (a0)x +
(
2i A(x) ·φx +φt t −1φ

)
a0 = 0,

2φt(a j )t − 2φx · (a j )x +
(
2i A(x) ·φx +φt t −1φ

)
a j =−

(
∂2

t − (∂x + i A(x))2
)
a j−1, j > 0

(3-1)

to order N on (x(t), t), and impose the initial conditions a0(0, x; z, η) = 1 and a j (0, x; z, η) = 0 for
j > 0 on |x − z|< δ.

For the singularity computation we need to know the leading amplitude a0 on the ray beginning at z in
direction η.

We define a(x, t; z, η, r) to be the formal sum

a(x, t; z, η, r)=
∑
j≥0

a j (x, t; z, η)r− j . (3-2)

As before one can reflect in a plane curve 0 which is transverse to the ray, and we impose ar
=−a on 0

to satisfy Dirichlet boundary conditions.
Using the preceding constructions we can construct the operator

[V (t) f ](x)= 1
2

(
[V+(t) f ](x)+ [V−(t) f ](x)

)
,

where

[V±(t) f ](x)=
∑
k≥0

1
(2π)3

∫
R+×S1×{|z|<R+δ}

eirφk(x,±t;z,η)
· ak(x,±t; z, η, r) f̂ (rη)r2 dr dηdz. (3-3)

Here, φ0 is the phase function with φ0(x, 0; z, η)= x · η+ i/2|x − z|2, and for k > 0,

eirφk(x,t;z,η)ak(x, t; z, η, r)

is the (Dirichlet) reflection of eirφk−1(x,t;z,η)ak−1(x, t; z, η, r) in the circle |x | = R. Since Gaussian beams
can be constructed to for any finite ray segment, we can assume that each term in (3-3) is defined on
{|x | ≤ 2R} when necessary. Note that in this notation the variables (z, η) in φk remain the initial data at
t=0 for the ray where Im{φk

}= 0. Note also that the integration in r in (3-3) is in the sense of distributions.
For the parametrix construction we need V (0) f = f + K f where K is an operator with a smooth

kernel. From (3-3) we have

[V (0) f ](x)=
1

(2π)3

∫
R+×S1×{|z|<2R}

eir x ·η−r |x−z|2/2 f̂ (rη)r2 dr dηdz.

Since
1

(2π)3

∫
R+×S1×R2

z

eir x ·η−r |x−z|2/2 f̂ (rη)r2 dr dηdz = f (x)
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and f is supported in {|x |< R}, it follows that omitting the contribution from {|z|> R+ δ} in (3-3) only
adds an operator with a smooth kernel.

To compute singularities of the wave trace we need to make the kernels of the operators V±(t) explicit.
The distribution kernels of these operators are sums of terms of the form

S(t)=
∫

R+×S1×R2
z

eirφ(x,t;z,η)−irη·ya(x, t; z, η, r)r2 dr dηdz. (3-4)

As was stated earlier, these operators are smooth in (x, y), and we can compute their traces by integrating
these kernels over the diagonal y = x . Thus the (distribution) trace of V (t) is a sum of terms of the form

Tr(φ, a)=
∫

D×R+×S1×R2
z

eirφ(x,t;z,ω)−irη·xa(x, t; z, η, r)r2 dr dηdz dx . (3-5)

We want to compute the singularity in t of this trace at t = L = 3R
√

3, and we only need to consider t in
|t− L|< δ, where δ is small enough that {t : |t− L|< δ} contains no other lengths of periodic rays in the
disk |x |< R.

4. Calculation of the singularity at t = L = 3
√

3R

For η= (η1, η2) with |η| = 1 define η⊥ = (η2,−η1), the “right hand” normal. To compute the singularity
at t = L we only need the parametrix restricted to R/2− ε < |z · η⊥|< R/2+ ε for any fixed positive ε.
Since the broken ray x(t, z, η) is initially of the form x = z+ tη, η⊥ · z > 0 corresponds to rays going
counterclockwise around z = 0, and η⊥ · z < 0 corresponds to rays going clockwise around z = 0.

In the preceding section we concluded that the singularity in the wave trace at t = L could be calculated
from a sum of integrals of the form

1
2

∑
±

∫
∞

0
r2dr

∫
S1

dη
(∫

a0(x,±t, z, η)eir(φ(x,±t,z,η)−x ·η)dx dz
)
. (4-1)

The integral in r is to be taken in distribution sense. Until the end of this section we will consider
(4-1) in the case that the phase φ is the beam phase resulting from reflecting the bicharacteristic with
initial data (x, ξ) = (z, η) three times in |x | = R. The amplitudes a0(x, t, z, η) are determined by the
transport Equation (3-1). The contributions to the singularity from the + and − terms in (4-1) are complex
conjugates of each other, and from here one we only consider the “+” term.

We assume that a0 vanishes when |z ·η⊥| is not close to R/2. Note that we can assume that φ(x, t, z, η)
is defined for all (x, z, t) when |z · η⊥| is sufficiently close to R/2.

The main step in isolating the singularity is an application of the method of stationary phase to (4-1).
For that we introduce the change of coordinates

x = u+ vη+wη⊥, z = vη+wη⊥, u ∈ R2, v, w ∈ R.

Our objective is the elimination of the integral in (u, w) by stationary phase. To see when the phase is
real and stationary in these variables, note that
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(i) the phase is real only when x = x(t, z, η);

(ii) the derivative of the phase with respect to u at x = x(t, z, η) is

φx − η = ξ(t, z, η)− η,

which vanishes precisely when three reflections have made ξ return to its initial value. That implies
|z ·η⊥| = R/2. Since the reflected ray will return to z when t = L and it is propagating in the direction η,
x(t, z, η)= z+ (t− L)η. Hence u = (t− L)η and |w| = R/2 on the stationary set in u. The derivative of
the phase with respect to w at x = x(t, z, η) is

η⊥ ·φx + η
⊥
·φz − η · η

⊥,

which vanishes, since φz(x(t, z, η), t, z, η) = φz(x(0, z, η), 0, z, η) = ∂z(x · η + i |x − z|2/2)|x=z = 0.
Thus we will need to do the stationary phase computation at (u, w)= ((t − L)η,±R/2).

Calculation of asymptotics by stationary phase requires the computation of the determinant of the
Hessian of the phase, and here this computation is rather long. We have found it useful to consider the
phase and the bicharacteristics defined for all η 6= 0 by homogeneity. That makes the Jacobian matrix

F(t)=
(
∂x/∂z(t, z, η) ∂x/∂η(t, z, η)
∂ξ/∂z(t, z, η) ∂ξ/∂η(t, z, η)

)
=def

(
a b
c d

)
symplectic. Using φx(x(t, z, η), t, z, η) = ξ(t, z, η) and φz(x(t, z, η), t, z, η) = 0, and setting M =
φxx(x(t, z, η), t, z, η), one computes directly that at x = x(t, z, η):

H =def

(
φxx φxz

φzx φzz

)
=

(
M c−Ma

ct
− at M at Ma− at c

)
.

Letting Oη be the matrix with columns η and η⊥, one sees that the Hessian of the phase in (4-1) with
respect to the variables (u, v, w) is B t H B where

B =
(

I Oη

0 Oη

)
.

However, we need the Hessian with respect to (u, w). We will see that
(
η
η

)
is a null vector for H , and we

have

B


0
0
1
0

= (ηη
)
.

Moreover, letting Pη denote the orthogonal projection of R2 onto 〈η〉, one computes

B t
(

0 0
0 Pη

)
B =


0 0 0 0
0 0 0 0
0 0 1 0
0 0 0 0

 .
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Hence,

det


φu1u1 φu1u2 0 φu1w

φu2u1 φu2u2 0 φu2w

0 0 1 0
φwu1 φwu2 0 φww

= det
(

M c−Ma
ct
− at M at Ma− at c+ Pη

)
. (4-2)

To proceed with this computation we need to know F(t). The computation begins with the formulas
for x(t, z, η) and ξ(t, z, η) after three reflections:

x(t, z, η)= w
ξ⊥

|ξ |
+

(
t +

z · η
|η|
− 6

√
R2−w2

) ξ
|ξ |
.

Setting η = |η|(cos θ, sin θ), we get

ξ(t, z, η)= |η|
(

cos
(
θ +π − 6 sin−1 w

R

)
, sin

(
θ +π − 6 sin−1 w

R

))
.

One checks that ∂zw = η
⊥/|η| and ∂ηw = −(z · η)(η⊥/|η|3), and this implies that the Jacobian ∂ξ/∂z

at w = ±R/2 is (4
√

3/R)|η|Pη⊥ . So c = (4
√

3/R)|η|Pη⊥ . Using ∂ηθ = −η⊥/|η|2, one finds that at
w =±R/2

∂ξ

∂η
= Pη+ P⊥η −

4
√

3
R

z · η
η

Pη⊥ = I −
4
√

3
R

z · η
|η|

Pη⊥ .

So d = I − (4
√

3/R)vPη⊥ .
The computations of the derivatives of x(t, z, η) are longer, but they are simplified by the observation

that |ξ(t, z, η)| = |η|. At w =±R/2 one has

∂x
∂z
= Pη⊥ ∓ 2

√
3
η

|η|

〈η⊥
|η|
, ·
〉
+
η

|η|

〈 η
|η|
± 2
√

3
η⊥

|η|
, ·
〉
+

(
t − L +

z · η
|η|

) 4
√

3
R

Pη⊥

= I +
(

t − L +
z · η
|η|

) 4
√

3
R

Pη⊥ .

So a = I + (t − L + v)(4
√

3/R)Pη⊥ .
To compute ∂x/∂η at w =±R/2 one uses

( ξ
|ξ |

)
η
=

1
|η|

(
1−

4
√

3
R

z · η
|η|

)
Pη⊥

at w =±R/2, and the less obvious result that

(ξ⊥
|ξ |

)
η
=

(
−1+

4
√

3
R

z · η
|η|

) η

|η|2

〈η⊥
|η|
, ·
〉
.
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Combining those with ∂ηv = (z · η⊥)(η⊥/|η|3)=±(R/2|η|2)η⊥, one has

∂x
∂η
=
η⊥

|η|

〈
−(z · η)

η⊥

|η|3
, ·
〉
±

R
2

(
−1+

4
√

3
R

z · η
|η|

) η

|η|2

〈η⊥
|η|
, ·
〉

+
η

|η|

〈
±

R
2|η|2

η⊥∓ 2
√

3(z · η)
η⊥

|η|3
, ·
〉
+

1
|η|

(
t − L +

z · η
|η|

)(
1−

4
√

3
R

z · η
|η|

)
Pη⊥

=

(
t − L + z·η

|η|

)
|η|

(
1−

4
√

3
R

z · η
|η|

)
Pη⊥ −

(z · η)
|η|2

Pη⊥ .

Thus, when (5
√

3)/2− v < t < (7
√

3)/2− v,

F(t)=

I + (t − L + v)4
√

3
R Pη⊥

(t−L)
|η|

(1− 4
√

3
R v)Pη⊥ −

4
√

3
R

v2

|η|
Pη⊥

4
√

3
R |η|Pη⊥ I − 4

√
3

R vPη⊥

 . (4-3)

From this point onward we will assume that |η| = 1, that is, η = (cos θ, sin θ). Note that this implies
|ξ(t, z, η)| ≡ 1.

Now we can resume the computation of the Hessian. First we compute the determinant of the Hessian.
For this the only facts that we need from the computation of the symplectic matrix F(t)— it is a good
check on the computation to verify that it is symplectic — are that a, b, c and d commute with Pη with
a Pη = d Pη = Pη and bPη = bPη = 0. We will also eventually use the exact form of c. Note that since
F(t) is symplectic at c and d t b are symmetric and at d − ct b = I .

Returning to (4-2) we have(
M c−Ma

ct
− at M at Ma− at c+ Pη

)(
I a
0 I

)
=

(
M c

ct
− at M Pη

)
,(

I 0
at I

)(
M c

ct
− at M Pη

)
=

(
M c
ct at c+ Pη

)
.

Since M = (c+ id)(a+ ib)−1 (see [Combescure et al. 1999]),(
M c
ct at c+ Pη

)(
a+ ib 0

0 I

)
=

(
c+ id c

ct a+ ict b at c+ Pη

)
(
−at I

I 0

)(
c+ id c

ct a+ ict b at c+ Pη

)
=

(
i(ct b− at d) Pη

c+ id c

)
=

(
−i I Pη

c+ id c

)
.

Finally (
−ic+ d I

I 0

)(
−i I Pη

c+ id c

)
=

(
0 Pη+ c
−i I Pη

)
.

From the preceding, using the exact form of c, one can read off the determinant of the Hessian of the
phase (at u = (t − L)η, w =±R/2). It is

(−1)
(4
√

3
R

)
det((a+ ib)−1). (4-4)
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At this point it is convenient to calculate the amplitude a0. Note that

φt(a0)t −φx · (a0)x =−(d/dt)a0(x(t, z, η), t, z, η).

Hence (3-1) implies that, after three reflections,

a0(x(t, z, η), t, z, η)= (−1)3ei
∫ t

0 A(x(s))ẋ(s)dse(
∫ t

0 [φt t−1φ](x(s),s)ds)/2. (4-5)

Note that |φx |+φt vanishes to second order when x= x(t, z, η) and thus φt t+φt x · ẋ=0 and φx = ξ(t, z, η)
when x = x(t, z, η). Differentiating |φx | + φt = 0 with respect to x and using φt t = −φt x · ẋ , we have
φt t −1φ = ξ ·Mξ − trace(M), when x = x(t, z, η).

Differentiating ẋ = ξ/|ξ | with respect to z and η and restricting to |η| = 1 one sees that ȧ + i ḃ =
(I − Pξ )(c+ id). Hence, using M = (c+ id)(a+ ib)−1, we see that, when x(t, z, η) is not a reflection
point,

(d/dt)(log det(a+ ib))= trace((ȧ+ i ḃ)(a+ ib)−1)= trace((I − Pξ )M)=1φ−φt t . (4-6)

At reflection points a+ib jumps to (1−2Pν)(a+ib), where ν is normal to the boundary. Thus det(a+ib)
is multiplied by−1. Note that, since the imaginary part of M is positive definite and the trace of (I−Pξ )M
equals the trace of (I − Pξ )M(I − Pξ ), (4-6) shows that the argument of det(a+ ib) is strictly increasing
away from reflection points. Thus we can make the argument of (det(a+ ib))1/2 increasing by defining it
to be 1 when t = 0, to be multiplied by i at each reflection point, and to be continuous between reflection
points. With this definition of (det(a+ ib))1/2, we can conclude that after three reflections

a0(x(t, z, η), t, z, η)= i(det(a+ ib))−1/2ei
∫ t

0 A(x(s))ẋ(s)ds . (4-7)

We have
∫ L

0 A(x(s))ẋ(s)ds = αγ , where γ is the equilateral triangle traced by x(s, z, η) with z =
vη+ (R/2)η⊥ or z = vη− (R/2)η⊥. Since the magnetic field vanishes in �, αγ is independent of v and
η, and its value when z = vη+ (R/2)η⊥ is the negative of its value when z = vη− (R/2)η⊥.

Now we can evaluate the integral in (u, w) asymptotically by the method of stationary phase. The
standard form of the stationary phase lemma [Hörmander 2003, Theorem 7.7.5], gives the following: if
f (y) is a smooth function such that Im{ f } ≥ 0, fy(y0)= 0 and the Hessian fyy(y0) is nonsingular, then
for a smooth with support in a sufficiently small neighborhood of y0, one has the asymptotic expansion∫

Rn
eir f (y)a(y)dy =

(2π
r

)n/2 ∞∑
j=0

c jr− j ,

and the leading coefficient is given by

c0 = eir f (y0)a(y0)(det(−i fyy(y0))
−1/2. (4-8)

Here the square root of the determinant in (det(−i fyy(y0))
−1/2 is the analytic continuation to symmetric

matrices with nonnegative real part of the positive square root for positive definite matrices (see [Hörmander
2003, Theorem 7.7.5]).



THE AHARONOV–BOHM EFFECT IN SPECTRAL ASYMPTOTICS 255

In our case we will use stationary phase to eliminate the integrations in u and w in (4-1) — recall that
z = vη+wη⊥ and x = u+vη+wη⊥. The stationary point y0 in (4-5) is either (u, w)= ((t− L)η, R/2)
or (u, w)= ((t − L)η,−R/2). Since

φ(x(t, z, η), t, z, η)= φ(x(0, z, η), 0, z, η)= z · η,

and we have

f (y0)= φ(x(t, z, η), t, z, η)− x(t, z, η) · η

evaluated at (u, w)= ((t − L)η, R/2) or (u, w)= ((t − L)η,−R/2), it follows that f (y0)=−(t − L).
The domain of integration in (u, v, w, η) is{

(u, v, w, η) : |η| = 1, |u+ vη+wη⊥| ≤ R and
√
w2+ v2 < R+ δ

}
. (4-9)

We consider (4-1) as an iterated integral with the integrations in (u, w) done first. After we use the station-
ary phase lemma in those integrations, the resulting integrand is evaluated at (u, w)= ((t − L)η,±R/2),
and, since we can assume that |t − L| is smaller than δ, the domain of integration in (v, η) becomes

D =def

[
−

√
3

2
R− (t − L),

√
3

2
R− (t − L)

]
× S1.

The stationary phase argument needs to be modified when v is near ±
√

3R/2. There, since the integration
in (u, w) should not cross |x | = R, the stationary phase lemma does not apply. However, there is a simple
remedy for this. Let ρ = |u+ vη+wη⊥|. On the sphere ρ = R we can introduce coordinates (θ1, θ2, θ3),
functions of (u, w) depending on v as a parameter, near the points (u, v, w)= ((t−L)η,±

√
3R/2,±R/2).

Next using smooth cutoffs one can write the trace integral as the sum of an integral over a region when
ρ < R−δ, where the stationary phase argument applies as given earlier, and a region where R−2δ <ρ < R.
In the second region, near the points where the phase is stationary, one writes the integral in the variables
(θ1, θ2, θ3, v, η), and applies stationary phase in (θ1, θ2, θ3). The stationary set will be the image in these
coordinates of (u, w)= ((t−L)η,±R/2) and it will depend on v. Likewise, letting Q denote the Hessian
in (u, w) of the phase at the stationary points, the Hessian at the stationary points will now be J t Q J , where
J is the Jacobian matrix of (u, w) with respect to (θ1, θ2, θ3). Since the θ variables are tangential, one can
use the stationary phase expansion uniformly in v. The leading term will be an integral over the stationary
set. On that set (det Q)−1/2 will be replaced by (det J t Q J )−1/2

= | det J |−1(det Q)−1/2. However, the
new factor | det J |−1 is canceled by the Jacobian in the volume form (we have du dw= | det J |dθ1dθ2dθ3).
Hence, the stationary phase expansion holds uniformly up to v =±

√
3R/2. The result is that (4-4), (4-7)

and (4-8) give, uniformly for (v, η) ∈ D,∫
D(v,η)

a0(x, t, z, η)eir(φ(x,t,z,η)−x ·η)du dw =±
c(R)
r3/2 K (t)e−ir(t−L)

+ O
( 1

r5/2

)
, (4-10)

where D(v, η)=
{
(u, w) : |u+ vη+wη⊥| ≤ R

}
, and c(R)= (2π)3/2(R/4

√
3)1/2e3π i/4. The choice of

sign ± is determined by (4-7) and (4-8): it is +1 when the square roots of det(a+ ib) implicit in (4-7)
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and (4-8) agree and −1 when they do not. The factor

K (t)= exp
(

i
∫ t

0
A(x+(s)) · ẋ+(s)ds

)
+ exp

(
i
∫ t

0
A(x−(s)) · ẋ−(s)ds

)
arises from adding the contributions from stationary points with w=−R/2 and w= R/2. The path x−(s)
with w =−R/2 goes clockwise around the origin, and the path x+(s) with w = R/2 is counterclockwise.
Hence K (L)= 2 cos(

∫
γ

A(x) · dx).
To compute the singularity we need the distribution calculation∫
∞

0
e−i(t−L)rr1/2 dr =

e−3π i/40(3/2)
(t − L − i0)3/2

= e−3π i/40(3/2)(t−L)−3/2
+ +e3π i/40(3/2)(t−L)−3/2

− , (4-11)

where the homogeneous distributions (s)−3/2
± are defined by integration by parts and vanish on functions

supported in ∓s > 0. Note that the contribution to the trace from V−(t) is the complex conjugate of the
contribution from V+(t). Hence, integrating over (v, η, r), and adding the contributions from V−(t) and
V+(t) gives the leading singularity in the trace at t = L as

±2−5/2 R3/231/4 cos
(∫

γ

A(x) · dx
)
(t − L)−3/2

+ . (4-12)

The computation up to this point has not determined the choice of sign (±) in (4-12). That will be done
in Remark 4.1, and there is an alternative derivation in Section 5. However, since the choice of sign in
(4-12) does not depend on A, (4-12) is sufficient to conclude that the trace determines the cosine of the
magnetic flux.

The final step in this argument is showing that (4-12) really is the leading term in the singularity.
We have not discussed the contributions of the beams with phases φ j in (3-3) for j 6= 3. However,
those phases are never stationary near the periodic orbits, and give smooth contributions to the trace by
the “nonstationary phase” argument. Note that we can apply that argument up to |x | = R by using the
coordinates (θ1, θ2, θ3) as before.

Remark 4.1. The sign “±” in the leading singularity is actually “−”. To verify that we need to determine
the signs of (det(a+ ib))1/2 in both the stationary phase computation and the amplitude computation.

We begin with the stationary phase calculation. The matrix on the right in (4-2) can be rewritten as

H̃ =
(

M c−Ma
ct
− at M at Ma− at c+ Pη

)
=

(
(c+ id)(a+ ib)−1

−i(a+ ib)−1

−i(at
+ ibt)−1 i(a+ ib)−1a+ Pη

)
.

This is a consequence of F(t) being a symplectic matrix. Then, using (4-3) with t = L , one sees that H̃
has the invariant subspaces V1 = 〈(η, η), (η,−η)〉 and V2 = 〈(η

⊥, η⊥), (η⊥,−η⊥)〉. The product of the
eigenvalues of H̃ from eigenvectors in V1 is i (the eigenvalues are 1/2+ (1±

√
3/2)i) and the product

of the eigenvalues from eigenvectors in V2 is iC(A+ i B)−1 where A = η⊥ · aη⊥, B = η⊥ · bη⊥ and
C = η⊥ · cη⊥. Since all the eigenvalues have nonnegative imaginary parts, this makes

(det(−i H̃))−1/2
=

√
A+ i B
√

C
eiπ/4
=

1
2 R1/23−1/4eiπ/4√A+ i B,
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in the stationary phase formula, where
√

A+ i B is in the lower half-plane. That
√

A+ i B here is in
Im{z}< 0 is the point of the calculation, note that A+ i B = det(a+ ib) at t = L .

To calculate (det (a + ib))−1/2 in the amplitude we need to consider the entire ray path tracing
an equilateral triangle beginning at z = (z · η)η ± (R/2)η⊥ when t = 0 and returning to that point
when t = L . Without loss of generality we will assume that z = (z · η)η + (R/2)η⊥. Recall that
a(t)+ ib(t)= (∂x/∂z)(t, z, η)+ i(∂x/∂η)(t, z, η). As we observed in the calculation of the amplitude
a0, det(a+ ib)) is multiplied by −1 at each reflection. Geometric optics, following the reflection rule
in Remark 1.1, shows that, after the first reflection at (x, t)=

(
(
√

3R/2)η+ (R/2)η⊥,
√

3R/2− z · η
)
,

there is exactly one “focal point” where det(∂x/∂z) = 0 on each side of the triangle. Moreover, the
homogeneity of x(t, z, η) in η of degree zero, implies that (∂x/∂η)η ≡ 0. That implies that the real part
of det(a(t)+ ib(t)) changes sign from negative to positive at the points where det(∂x/∂z) = 0. Since
the argument of det(a(t)+ ib(t)) is increasing, this makes it possible to track the its change as t goes
from 0 to L: the total change when the path reaches the third focal point is 2π + 2π + 3π/2. Since the
argument of

(
det(a(0)+ ib(0))

)1/2 was chosen to be zero, this means that at the third focal point, its
argument will be 3π/4 and

(
det(a(L)+ ib(L))

)1/2 will be in the upper half plane. Thus, the choices of
(det(a(L)+ ib(L))1/2 in the stationary phase computation and the amplitude computations have opposite
signs, and the sign of the leading singularity in (4-10) is “−”.

Remark 4.2. We used triangular periodic orbits here because it was easy to give conditions that would
make their lengths isolated in the set of lengths of periodic orbits (Remark 4.2). However, it is easy to
extend the trace formulas for periodic orbits that are regular N -gons. These would give the same results
when one can show that their lengths are isolated in the lengths of periodic orbits.

For a regular inscribed N-gon the length of a side is hN = 2R sinπ/N , and its total length is L N = NhN .
For the N-gon the entries in the first column of the Jacobian from (4-3) become

∂x
∂z
(t, z, η)= I + (t + v− L N )

4N
hN

Pη⊥ and
∂ξ

∂z
(z, η)=

4N
hN

Pη⊥ .

One can use either the analysis in Remark 4.1 or the Fourier integral approach in Section 5 to show that
the only changes this makes in the leading singularity are the following. The factor of (

√
3R)(R/4

√
3)1/2,

which arose from integration in v and (det(∂ξ/∂z))−1/2 from the stationary phase, is replaced by
(hN )(hN/4N )1/2. The initial ±1 in (4-12) — note that this is −1 by Remark 4.1 — is replaced by
(i)N−1, since there is one focal point on each side. If one combines that with (4-11) and (4-12), the result
is that the leading singularity in the trace is

(−1)(N−1)/2C(N , αγ )(t − L N )
−3/2
+ for N odd (4-13a)

and

(−1)N/2−1C(N , αγ )(t − L)−3/2
− for N even, (4-13b)

where

C(N , αγ )= 2−5/2h3/2
N N−1/2 cos(αγ )= 1

2 N−1/2(R sin(π/N ))3/2 cos(αγ ).
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5. A Fourier integral operator approach

This problem provides an opportunity for direct comparison of Gaussian beam superpositions and Fourier
integral operators. In this section we describe the computation of the singularities in the wave trace using
global Fourier integral operators as in [Hörmander 2003; 2005; 2007; 2009; Duistermaat 1974; Maslov
and Fedoriuk 1976; Eskin 2011]. This method requires a detailed description of the singularities in the
projection of bicharacteristics to x-space, but in a simple situations like ours one can arrive at the formula
for the leading singularity quickly. There are analytical arguments needed to justify that computation, and
we will sketch them. Both methods make essential use of the computations of ∂x/∂z and ∂ξ/∂z in (4-3).

Let E(t) be the fundamental solution for the boundary value problem (1-3). We will construct a
parametrix for E(t), microlocalized near the periodic rays, as a global Fourier integral operator. For f
supported in �R let

[W (t) f ](x)= [W+(t) f ](x)+ [W−(t) f ](x)

=
1

2(2π)2

∫
R2
(W+(x, t, η)+W−(x, t, η)) f̂ (η)dη,

where

[W±(0) f ](x)=
1

2(2π)2

∫
R2

ei x ·η f̂ (η)dη =
1
2

f (x).

Since the analysis of W+(t) and W−(t) is the same, we will work with W+(t) from here on.
The kernel W+(x, t, η) is given by exp(−i t |η| + i x · η) plus terms arising from reflection in |x | = R,

Of course, the phase and amplitude develop singularities, and in a neighborhood of those the form of
W+(t) is more complicated, involving integrals over auxiliary variables. The Schwartz kernel of W+(t)
is given by ∫

R2
W+(x, t, η)e−iy·ηdη.

This is a distribution in t depending smoothly on (x, y). Hence, the distribution trace of W+(t) is given
by ∫

�R

(∫
R2

e−i x ·ηW+(x, t, η)dη
)

dx . (5-1)

Denote the reflected bicharacteristics with initial data (x(0), ξ(0))= (z, η) by (x(t, z, η), ξ(t, z, η))
as in Section 2. We will write η = |η|η̂ with η̂ = (cos θ, sin θ) and η̂⊥ = (sin θ,− cos θ). Note that,
since x(t, z, η) is homogeneous of degree zero in η, we have x(t, z, η) = x(t, z, η̂). In what follows
η̂ will be treated as a parameter; all estimates will be uniform in η̂ ∈ S1. We will use the coordinates
(v,w) in x-space, where x = vη̂+wη̂⊥, and the coordinates (ṽ, w̃) in z-space, where z = ṽη̂+ w̃η̂⊥.
Since only periodic ray paths contribute to the singularities of the wave trace, we only need to consider
(ṽ, w̃) with |w̃− R/2|< δ or |w̃+ R/2|< δ. Since the analysis is identical in both cases, we will only
consider |w̃− R/2|< δ. We are only interested in t close to L . For convenience of notation we will use
(x(ṽ, w̃), ξ(ṽ, w̃))=def (x(L , ṽη̂+ w̃η̂⊥, η̂), ξ(L , ṽη̂+ w̃η̂⊥, η̂)).
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We will use the formulas for bicharacteristics after three reflections that were used to derive (4-3).
From those formulas one sees that when t = L the Jacobian ∂(v,w)/∂(ṽ, w̃) vanishes on the set 6̃ where
ṽ= (35/6)

√
R2− w̃2−L . We define6 to be the image under the mapping x = x(ṽ, w̃) of the intersection

of 6̃ with |w̃− R/2|< δ. The set 6 is usually called the “caustic set” for the bicharacteristics.
Let χ0(z, η̂), χ±(z, η̂) be C∞ functions in Ũ =

{
|w̃− (R/2)|< δ, |ṽ|<

√
R2− w̃2

}
equal to zero near

|w̃− (R/2)| = δ and such that χ0(z, η̂) = 0 for |ṽ− ṽ(w̃)| > 2ε, χ+(z, η̂) = 0 for ṽ− ṽ(w̃) < ε, and
χ−(z, η̂)= 0 for ṽ− ṽ(w̃) >−ε, where ṽ = ṽ(w̃) is the equation of 6̃, and ε is fixed. We assume also
that χ0+χ++χ− = 1 for |w̃− (R/2)|< δ/2. Denote by G̃± the supports of χ0, χ±, respectively, and let
G± be the images of G̃± under the mapping x = x(ṽ, w̃). Denote by V0(x, t, η)e−i zη, V±(x, t, η)e−i zη

the distribution kernels corresponding to the initial conditions

1
2(2π)2

χ0(z, η̂)ei(x−z)·η and
1

2(2π)2
χ±(z, η̂)ei(x−z)·η,

respectively. Note that the difference W+(x, t, η)−
(
V0(x, t, η)+ V+(x, t, η)+ V−(x, t, η)

)
does not

contribute to the singularity near t = L .
It follows from [Maslov and Fedoriuk 1976] and [Eskin 2011, Section 66], that V±(x, t, η) has the

following form on G± : V±(x, t, η)= V 0
±
(x, t, η)(1+ R±(x, t, η)), where

V 0
±
(x, t, η)=

(−1)3

8π2 χ±(z±(x, t, η̂), η̂)
∣∣∣det

∂x±

∂z

∣∣∣−1/2
· exp

(
i
[π

4
σ±+α(t)+φ±(x, t, η)

])
, (5-2)

and R± ≈
∑

k≥1 r±k (x, t, η̂)|η|−k is an asymptotic series in |η|. Here φ±(x, t, η)= z±(x, t, η̂) · η̂, where
z = z±(x, t, η) is the inverse function to x = x(t, z, η) in G̃±, and ∂x±/∂z = (∂x/∂z)(t, z±(x, t, η̂), η̂).
The piecewise constant function σ± in (5-2) is the sum of the “phase shifts” at the focal points on the ray
paths used to define φ±. The sum of these phase shifts along the curve x(t, z, η), 0 ≤ t ≤ L is called
“Maslov index” of this curve (see [Maslov and Fedoriuk 1976, Section 1.7] or [Eskin 2011, Section 66]).
The computation of the phase shifts at the focal points here can be done as in [Eskin 2011, Section 66.46–
66.48], and the result is that the contribution to σ is −2 for each focal point that x(t, ṽη+ R/2η⊥, η) has
passed through up to time t . This makes σ+= σ−−2. The function α(t)=

∫ t
0 A(x(s, z, η)) · ẋ(s, z, η)ds,

and the factor (−1)3 comes from the three reflections of a ray on 0≤ t ≤ L . Note that V± decay rapidly
in |η| outside G±, respectively.

We denote the leading term of
∫
�R
(V1+ V2)e−i x ·ηdx by I (t, η)= I++ I−, where

I±(t, η)= e−i |η|(t−L)
∫

G±
V 0
±
(x, L , η)e−i x ·ηdx .

The phase in I±(t, η) is 8±(x, L , η) = φ±(x, L , η) − x · η. The phase functions φ±(x, t, η) satisfy
φ±t + |φx |

2
= 0, and we have

φ±x (x(t, z, η), t, η)= ξ(t, z, η), φ±η (x(t, z, η), t, η)= z. (5-3)

Since |φ±x | = |η| we have φ±t = −|η|. Therefore φ±(x, t, η) = φ±(x, L , η)− |η|(t − L). The critical
points of 8±(x, L , η) are solutions of φ±x (x, L , η)− η = 0, φ±η (x, L , η)− x = 0. It follows from (5-3)
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that ξ(L , z, η) = η and z = x(L , z, η). In the geometry here this means that the periodic orbit is an
equilateral triangle inscribed in |x | ≤ R, and L = 3R

√
3. Since any point of this triangle is a critical

point, we need to use the stationary phase expansion in the transversal variable w.
Note that z±(x, L , η)= x = vη̂+ (R/2)η̂⊥, x ∈ G±. Hence

8±(vη̂+ (R/2)η̂⊥, L , η)= φ±(vη̂+ (R/2)η̂⊥, L , η)− x · η = 0.

Also

8±w(vη̂+ (R/2)η̂
⊥, L , η)= φ±x (vη̂+ (R/2)η̂

⊥, L , η) · η̂⊥ = 0,

since φ±x − η = 0 and η · η̂⊥ = 0. Compute now

8±ww(vη̂+ (R/2)η̂
⊥, L , η)= η̂⊥ ·φ±xx(vη̂+ (R/2)η̂

⊥, L , η)η̂⊥.

Differentiating φ±x (x, L , η)= ξ(L , z±(x, L , η), η) in x we get

φ±xx =
∂ξ

∂z

(∂x
∂z

)−1
at x = vη̂+ (R/2)η̂⊥, x ∈ G±.

It follows from (4-3) that

8±ww

(
vη̂+

R
2
η̂⊥, L , η

)
=

4
√

3
R

(
1+ v

4
√

3
R

)−1
.

Note that 8±ww > 0 when v >−R/4
√

3 and 8±ww < 0 when v <−R/4
√

3.
At this point we have the data needed in the stationary phase formula, but we need to consider the

behavior of the amplitude that comes from (5-2). Since det(∂x/∂z)(L , z, η)= 1+ v(4
√

3/R), the factor
| det(∂x/∂z)|−1/2 in the amplitude is canceled by part of the factor |8±ww|

−1/2 in the stationary phase
formula. Hence the stationary phase expansion in w has the leading terms

(−1)3

8π2

(2π
|η|

)1/2( R

4
√

3

)1/2
χ−

(
v,

R
2
, η̂
)

exp
(

i
[
(L − t)|η|+

π

4
σ−+α(L)−π/4

])
, for v <−R/(4

√
3),

(−1)3

8π2

(2π
|η|

)1/2( R

4
√

3

)1/2
χ+

(
v,

R
2
, η̂
)

exp
(
i[(L − t)|η|+

π

4
σ++α(L)+π/4]

)
, for v >−R/(4

√
3),

where σ− and σ+ are the values of σ before and after crossing the focal point at v =−R/(4
√

3). Since
σ− = −4 and σ+ = −6, the two formulas above can be combined to give the leading term in the
integrand in (5-2) after integration in w

2(χ++χ−)
8π2 cos(α(L))

(2π
|η|

)1/2( R

4
√

3

)1/2
exp

(
i[(L − t)|η| −π/4]

)
. (5-4)

Here we have included the contributions from both w = R/2 and w = −R/2 which have α(L) with
opposite signs.

Now we will find the contribution of
∫
�R

V0(x, t, η)e−i x ·ηdx . The caustic set6 is a fold-type singularity
(see [Duistermaat 1974] and [Eskin 2011, Example 66.1]). Therefore V0(x, t, η) is given by an integral
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representation (see [Eskin 2011, Section 66.53] and also [Ludwig 1966]):

V0(x, t, η)=
|η|1/2ei(L−t)|η|

(2π)1/2

∫
∞

−∞

a(v, ξ2, |η|)ei |η|(S(v,ξ2,L)+wξ2)dξ2. (5-5)

Computing the stationary points in (5-5) for x ∈ G−∩{d(x, 6) < ε} we see that the stationary points are
given by Sξ2(v, p−(v,w), L)+w=0 and the phase is S(v, p−, L)+wp−=φ−(x, t, η), where φ−(x, t, η)
is the same as in (5-2). The amplitude a(v, ξ2, |η|) in (5-5) is an asymptotic series

∑
k≥0 ak(v, ξ2)|η|

−k ,
where

a0(v, ξ2)=
(−1)3

8π2 χ0(z(v, ξ1), η̂)ei[α(L)+(π/4)σ−−(π/4)]
∣∣∣det

∂(v, ξ2)

∂z

∣∣∣−1/2
. (5-6)

Note that the factor e−i(π/4) arises because

Sξ2
2
(v, p−(v,w), L) > 0;

see [Eskin 2011, Section 66.44].
To evaluate the contribution of

∫
�R

V0e−x ·ηdvdw we apply the stationary phase method to the double
integral in ξ2 and w. The phase function is S(v, ξ2, t)+wξ2− v. The equations for the stationary points
are

Sξ2(v, ξ2, t)+w = 0, ξ2 = 0.

Note that t = L . We will show that w =−Sξ2(v, 0, L)= R/2: Let ξ2−α(v)= 0 be the equation of the
caustic set, that is,

Sξ2
2
(v, α(v), L)= 0.

In our situation
Sξ3

2
(v, α(v), L) 6= 0.

Expand Sξ2(v, ξ2, L) by the Taylor’s formula with a remainder at ξ2 = α(v). When ξ2 = 0, that gives

Sξ2(v, 0, L)= Sξ2(v, α(v), L)+ c(v)(0−α(v))2.

Therefore
Sξ2(v, α(v), L)= Sξ2(v, 0, L)− c(v)α2(v).

The equation of the caustic set in (v,w) coordinates is

w =−Sξ2(v, α(v), L)=−Sξ2(v, 0, L)+ c(v)α2(v).

On the other hand, using the mapping x(ṽ, w̃), one sees that near (v,w)= (v0,R/2) with v0=−R/(4
√

3),
the caustic set 6 is given by

w = (R/2)− c1(v)(v− v0)
2.

Comparing these two expressions for the caustic set we get

−Sξ2(v, 0, L)= R/2 and α(v)= c2(v)(v− v0)
2.
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Note that the determinant of the Hessian at the critical point (0, R/2) is −1. Therefore the standard
stationary phase lemma in (ξ2, w) gives the asymptotic expansion

∑
i≥0 r0

k (v)|ξ |
−(1/2)−k , where

r0
0 =

(−1)3

8π2

(
2π
|η|

)1/2

χ0

(
vη̂+

R
2
η̂⊥, η

)
ei(α(L)+(π/4)σ−−π/4)

(
4
√

3
R

)−1/2

. (5-7)

In (5-7) we substituted the value of the Jacobian in (5-6). By (4-3) that is equal to 4
√

3/R at ξ2 = 0,
w = R/2.

Combining the contributions of (5-7) for w = R/2 and w =−R/2 with the contribution of (5-4) and
then integrating in (v, θ) we get the leading terms of the contribution of W+(t) to the trace:(

1
(2π)2

(R
√

3)(2π)
)
(2π)1/2

(
R

4
√

3

)1/2 ∫ ∞
0

cos(α(L))ei[(L−t)|η|−π/4]
|η|1/2d|η|. (5-8)

This is consistent with (4-10), and therefore the final form of the singularity is again the one given in
(1-3).

Note that contributions from neighborhoods on reflection points can be treated by introduction of the
natural angular coordinate place of w as in the final part of Section 4.

6. The Aharonov–Bohm effect on a torus

The Aharonov–Bohm effect only arises when the underlying domain is not simply connected. In the
previous sections the domain was an annulus. Here we consider the Schrödinger operator on a torus.
Let L = {m1e1+m2e2 : m ∈ Z2

}, where {e1, e2} is a basis for R2. We assume that the lattice L has the
property: For d, d ′ ∈ L , if |d ′| = |d|, then d ′ =±d . This is a generic condition that implies that the group
of isometries of L consists of lattice translations and the inversion d→−d . Associated to L one has the
dual lattice L∗ = {δ ∈ R2

: δ · d ∈ Z for all d ∈ L}.
We consider the Schrödinger operator,

HA,V =
1
2(i∂x1 + A1(x))2+ 1

2(i∂x2 + A2(x))2− V (x),

acting on functions on T2
= R2/L . The functions A = (A1, A2) and V are assumed to be smooth on T2

and hence they have smooth extensions to R2 satisfying A(x + d)= A(x) and V (x + d)= V (x) for all
d ∈ L . As before we assume that the magnetic field vanishes

∂x2 A1− ∂x1 A2 = 0 on T2. (6-1)

Thus for any closed curve γ on T2 the flux

αγ =

∫
γ

A(x) · dx,

is determined by the homology class of γ . We let γ1 and γ2 be a basis for the homology group, for
instance

γ j = {te j , t ∈ [0, 1)}, j = 1, 2, (6-2)
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and denote the corresponding fluxes by α1 and α2.
Let g(x) ∈ C∞(T2) be such that |g(x)| = 1. The conjugation of HA,V by the unitary operator of

multiplication by g(x) transforms HA,V to HÃ,V , where Ã = A+ ig−1
∇g. The condition |g(x)| = 1 on

T2 implies that g(x)= exp(2π iδ · x +ϕ(x)), where δ ∈ L∗ and ϕ(x) is periodic. Hence

α1( Ã)= α1(A)− 2πδ · e1, α2( Ã)= α2(A)− 2πδ · e2.

Therefore if A and Ã are gauge equivalent we have

α j ( Ã)= α j (A) modulo 2π, j = 1, 2. (6-3)

Expanding A(x) in a Fourier series we have

A(x)= A0+
∑

δ∈L∗\{0}

Aδe2π iδ·x ,

where A0 = |T
2
|
−1
∫

T2 A(x)dx, |T2
| denotes the area of {se1+ te2; 0≤ s, t ≤ 1}. Since ∂x2 A1 = ∂x1 A1

we have A(x)= A0+∇ϕ(x), where

ϕ(x)=
∑

δ∈L∗\{O}

δ · Aδ
2π iδ · δ

e2π iδ·x .

Therefore when (6-1) holds A(x) is gauge equivalent to the constant potential A0. Two constant magnetic
potentials A0 and Ã0 are not gauge equivalent if (6-3) does not hold. When Ã0 is not gauge equivalent to
either A0 or −A0 the potentials A0 and Ã0 have a different physical impact, in particular, the spectra of
HA0,V and HÃ0,V are not the same.

The last assertion is a consequence of the following theorem.

Theorem 6.1. Suppose (6-1) holds. The spectrum of HA,V as a self-adjoint operator on L2(T2) determines
cosα1 and cosα2, where α j =

∫
γ j

A(x) · dx, j = 1, 2.

Theorem 6.1 complements the results of [Guillemin 1990; Eskin and Ralston 2009; Eskin 1989].
In particular it shows that, if A and Ã give rise to zero magnetic fields on T2 but different values for
cosα1 and cosα2, the Schrödinger operators, HA,V and HÃ,V will have different spectra. This proves the
Aharonov–Bohm effect on the torus.

Proof of Theorem 6.1. As in the preceding sections we start with the wave trace formula

∞∑
j=1

cos(t
√
λ j )=

∫
T2

ET2(x, x, t)dx,

where {λ j }
∞

j=1 is the spectrum of HA,V on T2 and ET2(x, y, t) is the solution to Et t + HA,V E = 0 on
T2
×R satisfying E(x, y, 0)= δ(x − y) and Et(x, y, 0)= 0. Note that

ET2(x, y, t)=
∑
d∈L

ER2(x + d, y, t),
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where ER2 is the solution to Et t+HA,V E=0 on R2
×R satisfying E(x, y, 0)=δ(x−y) and Et(x, y, 0)=0

once HA,V is extended to R2 by making its coefficients periodic: A(x+d)= A(x) and V (x+d)= V (x)
for all d ∈ L . Hence ∫

T2
ET2(x, x, t)dx =

∑
d∈L

∫
T2

ER2(x + d, x, t)dx .

Since ER2 is smooth off the cone |x − y|2 = t2, and our assumption on L implies that only two lattice
vectors can have |d|2 = t2 for a fixed value of t , the singularity in the wave trace at t = |d|, must come
from (compare [Eskin et al. 1984a; 1984b; Eskin and Ralston 2007])∫

T2
ER2(x + d, x, t)dx +

∫
T2

ER2(x − d, x, t)dx .

To compute the leading singularities in this trace we will use the Hadamard–Hörmander parametrix
[Hörmander 2003; 2005; 2007; 2009]. We have

ER2(x, y, t)= ∂t
(
E+(x, y, t)− E+(x, y,−t)

)
,

where E+ is the forward fundamental solution.
The Hadamard–Hörmander parametrix construction for E+ writes E+ as an asymptotic sum of terms

with increasing regularity. The first term is a0(x, y)e0(|x − y|, t), where

e0 =
1

2
√
π
(t2
− |x − y|2)−1/2

+ when t > 0 and e0 = 0 when t < 0,

and

a0(x, y)= exp
(

i
∫ 1

0
(x − y) · A(y+ s(x − y))ds

)
.

Therefore, by [Eskin and Ralston 2009], the singularity of the trace at t = |d| determines I (d)+ I (−d)
where

I (d)=
∫

T2
exp

(
i
∫ 1

0
d · A(x + sd)ds

)
dx .

Since A(x)= A0+∇ϕ(x), where ϕ(x) is periodic, we have∫ 1

0
d · A(x + sd)ds = d · A0 since

∫ 1

0
d · ∇ϕ(x + sd)ds = 0.

Therefore I (d)= eid·A0 |T2
| and hence the singularity of the wave trace at t = |d| determines cos(A0 ·d)

for all d ∈ L . In particular, when d = e j and γ j = {te j , t ∈ [0, 1)}, j = 1, 2, we get

α j =

∫
γ j

A(x) · dx = e j · A0.

Thus the singularities of the wave trace when t = |e j | determine cosα j for j = 1, 2. When V (x)= V (−x),
then HA0,V and H−A0,V are isospectral and one can only recover cosα j , j = 1, 2, from the spectrum.
When V is not even, the question of whether one could recover exp(iα j ), j = 1, 2, is open. �
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