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SHARP CONSTANT FOR A k-PLANE TRANSFORM INEQUALITY

ALEXIS DROUOT

The k-plane transform Rk acting on test functions on Rd satisfies a dilation-invariant Lp!Lq inequality
for some exponents p; q. We will make explicit some extremizers and the value of the best constant for
any value of k and d , solving the endpoint case of a conjecture of Baernstein and Loss. This extends their
own result for k D 2 and Christ’s result for k D d � 1.

1. Introduction

Let us choose d � 2, 1 � k � d � 1 and denote by Gk the set of all k-planes in Rd , meaning affine
subspaces in Rd with dimension k. We define the k-plane transform of a continuous function with
compact support f W Rd ! R as

Rkf .…/D

Z
…

f d�…;

where … 2 Gk and the measure �… is the surface Lebesgue measure on …. The operator Rk is known as
the Radon transform for k D d � 1 and as the X-ray transform for k D 1. It is known since the works of
Oberlin and Stein [1982], Drury [1984] and Christ [1984] that Rk can be extended from L

dC1
kC1 .Rd / to

LdC1.Gk; �k/ where �k is a measure defined as follows. Let us denote by Mk the submanifold of Gk of
all k-planes containing 0. The Lebesgue measure on Rd induces a natural measure on Mk : there exists a
unique probability measure �k on Mk invariant in the sense that if � is an orthogonal map and P is a
subset of Mk , then �k.P /D �k.�P /. The construction of this measure can be found in [Mattila 1995].
This induces a measure �k on Gk such that

�k.A/D

Z
…2Mk

�…?.fx 2…
?
W xC… 2 Ag/ d�k.…/; (1-1)

where �…? denotes the Lebesgue surface measure on the .d � k/-plane …?. Equation (1-1) defines a
measure on Gk invariant under translations and rotations in the following sense: if � is an orthogonal
map, P is a subset of Gk , and x 2 Rd , then �k.P /D �k.�P C x/.

The L
dC1
kC1 .Rd / to LdC1.Gk; �k/-boundedness of Rk leads to the inequality

kRkf kLdC1.Gk ;�k/
� A.k; d/kf k

L
dC1
kC1 .Rd /

(1-2)

for a certain constant A.k; d/, chosen to be optimal, that is,

A.k; d/D sup
˚
kRkf kLdC1.Gk ;�k/

W kf k
L

dC1
kC1 .Rd /

D 1
	
: (1-3)

MSC2010: 44A12.
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Functions realizing the supremum in (1-3) are called extremizers of (1-2).
Here are some standard questions about this inequality:

(1) What is the best constant?

(2) What are the extremizers?

(3) Is any extremizing sequence relatively compact, modulo the group of symmetries?

(4) What can we say about functions satisfying kRkf kdC1 � ckf kdC1
kC1

?

Some of the answers are already known for some values of k. Baernstein and Loss [1997] solved the
first question for the special case k D 2, and formulated a conjecture about the form of extremizers for a
larger class of Lp!Lq inequalities. Christ solved their conjecture and answered all the above questions
with the three papers [Christ 2011a; 2011b; 2011c] for the case k D d � 1.

By a quite different approach, we will give here a proof of Baernstein and Loss’ conjecture for any
values of k; d in the inequality (1-2). Note that this concerns only the endpoint case of their general
conjecture. The value of the extremizers provides the explicit value of the best constant in (1-2). In a
subsequent paper [Drouot 2013] we give a positive answer to the third question in the radial case, which
is much easier than the general case.

Main result. Our main result is the following theorem:

Theorem 1.1. The constant A.k; d/ in (1-2) is given by

A.k; d/D

�
2k�d

jSkjd

jSd jk

� 1
dC1

;

and some extremizers are given by

h.x/D

�
C

1CjLxj2

�kC1
2

; (1-4)

where L is any invertible affine map on Rd , and C is any positive constant.

To find the best constant in the k-plane inequality (1-2) we will use the method of competing symmetries
introduced in [Carlen and Loss 1990]. We will need the existence of an additional symmetry S of (1-2)
that changes the level sets of functions — this could be seen as a problem but it actually gives very helpful
information on the structure of the inequality. The choice of this symmetry is the generalization of a
symmetry found in [Christ 2011c] in the special case of the Radon transform.

Nevertheless, the approach followed by Carlen and Loss led them to the values of all extremizers,
using some additional work for the equality case in the rearrangement inequality. This does not work for
us, and so we do not prove that the extremizers are unique modulo the invertible affine maps. However,
we prove in Section 4 that if all extremizers are of the form F ıL with F radial and L an invertible map,
then all extremizers are of the form (1-4). Using this result, Flock [2013] proved the following theorem:

Theorem 1.2. All extremizers of (1-2) are of the form (1-4).
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For the rest of the paper, let us note the following:

� Let A and B be positive functions. We will say that A.B when there exists a universal constant C ,
which depends only on the dimension d and on the integer k, such that A � CB . A & B means
B . A, and A� B will be used when A. B and B . A.

� A radial function will be considered throughout the paper either as a function on Rd or as a function
of the Euclidean norm, depending on the context.

� jEj denotes the Lebesgue measure of a set E, except in the case of a sphere.

� d.0;…/ denotes the Euclidean distance between 0 and a k-plane …, that is,

d.0;…/D inf
y2…
jyj:

� jSm�1j denotes the Lebesgue surface measure of the Euclidean sphere of Rm.

� ed is the vector .0; : : : ; 0; 1/.

� For a vector x in Rd , we will write x D .x0; x00/ with x0 2 Rd�1 and x00 2 R.

� kf kp denotes the Lp-norm of f with respect to a contextual measure.

� RC is the set .0;1/.

2. Preliminaries

In this section we introduce some standard notions which will be useful for what follows. We will talk
about the theory of radial, nonincreasing rearrangements of a function and about the special form of the
k-plane transform for radial functions.

Let us consider a measure � on Rd and a measurable subset E of Rd . E� denotes the unique closed
ball centered at the origin such that �.E�/D�.E/. Now for a measurable function f from Rd to Œ0;1�,
and t � 0, let us denote

Ef .t/D fx 2 Rd W jf .x/j � tg:

Then we have the following proposition:

Proposition 2.1. Let f be a measurable function from Rd to R[f˙1g. There exists a unique function
f � from Rd to Œ0;1� such that

Ejf j.t/
�
DEf �.t/: (2-1)

Moreover, f � is radial, and nonincreasing as a function of the norm. Furthermore, for all nonnegative
functions g; h 2 Lp with 1� p �1, we have:

(i) kgkp D kg�kp,

(ii) kg�� h�kp � kg� hkp,

(iii) if g � h, then g� � h�,

(iv) for all �� 0, �g� D .�g/�.
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Points (i) to (iv) show that the nonlinear operator f 7! f � is actually a properly contractive operator
(see Section 3). The map f � is called the symmetric rearrangement of f (with respect to the measure �).

We are now applying this theory to the k-plane transform. Christ [1984] proved that the k-plane
transform satisfies the rearrangement inequality

kRgkq � kR.g
�/kq: (2-2)

That way, we can look for extremizers in the class of radial, nonincreasing functions. It obviously makes
the study much easier, passing from functions on Rd to nonincreasing functions on Œ0;1/.

The geometric origin of the k-plane transform leads us to introduce the operator T defined on continuous,
compactly supported functions on RC as

Tf .r/D

Z 1
0

f
�p
s2C r2

�
sk�1 ds:

Then we have the following:

Lemma 2.2. For all radial, continuous, compactly supported functions f on Rd and … 2 G such that
d.0;…/D r , we have

Rf .…/D jSk�1j �Tf .r/: (2-3)

For a proof, see, for instance, [Baernstein and Loss 1997]. The equation (2-3) shows that T is almost
the k-plane transform. T acts on some Lebesgue spaces that we need to explicitly define, using the
correspondence (2-3). Its domain is of course the space Lp.RC; rd�1 dr/. On the other hand, we have

kRf kqq D

Z
G
jRf .…/jq d�.…/D jSk�1jq jSd�k�1j

Z 1
rD0

jTf .r/jqrd�k�1 dr;

where the last line is obtained thanks to the formula .1:1/ in [Baernstein and Loss 1997]. This shows that
T maps Lp.RC; rd�1dr/ to Lq.RC; rd�k�1dr/.

3. Best constant and value of extremizers for the k-plane inequality

Here we want to prove the following:

Theorem 3.1. An extremizer for the inequality (1-2) is given by

f .x/D

�
1

1Cjxj2

�kC1
2

: (3-1)

As a matter of fact, since any invertible affine map is a symmetry of the inequality (1-2), this theorem
is equivalent to Theorem 1.1.

Let us explain the process of the proof before the details. Our purpose here is to introduce two operators
V;S acting on Lp, such that V and S preserve the Lp-norm and

kRf kq D kRSf kq; kRf kq � kRVf kq: (3-2)
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This means that V and S globally increase the functional f 7! kRf kq=kf kp. Now using additional
properties of S and V , we will apply a theorem from [Carlen and Loss 1990] to show that for any choice
of f 2 Lp with norm 1, the sequence .V S/nf converges to an explicit function h that does not depend
on f . Using (3-2), h must be an extremizer, and h is explicitly known.

In practice, the operator V will be the symmetric rearrangement f 7! f �, and S will be a symmetry
of the inequality. The operator S is special in a certain sense: it does not preserve the class of radial
functions. Thus, if we were able to construct an extremizer such that ShD h and V hD h, the explicit
value of h could be determined. A way to construct such an extremizer is described in the next section.
But we can already note that an extremizer satisfying this condition must satisfy .V S/nhD h for all n;
this way, considering the sequence .V S/nf is probably a good idea.

Competing operators. As we said, we are following the approach introduced in [Carlen and Loss 1990].
We might also refer to the book [Bianchini et al. 2011]. First, we sum up the general results stated
Chapter II, §3.4 of this book: let B be a Banach space of real valued functions, with norm k � k. Let BC

be the cone of nonnegative functions, and assume that BC is closed. Let us introduce some definitions:

Definition 3.2. An operator A on B is called properly contractive provided that:

(i) A is norm-preserving on BC, i.e., kAf k D kf k for all f 2BC.

(ii) A is contractive on BC, i.e., for all f; g 2BC, kAf �Agk � kf �gk.

(iii) A is order-preserving on BC, i.e., for all f; g 2BC, f � g D) Af � Ag.

(iv) A is homogeneous of degree one on BC, i.e., for all f 2BC; �� 0, A.�f /D �Af .

Note that we do not need A to be linear. Some examples of such operators are for instance the radial
nonincreasing rearrangement f 7! f � or any linear isometry on B.

Definition 3.3. Given a pair of properly contractive operators S and V , it is said that S competes with V
if, for f 2BC,

f 2R.V /\SR.V /D) Sf D f:

Here R denotes the range.

Theorem 3.4. Suppose that S and V are both properly contractive, that V 2 D V and that S competes
with V . Suppose further that there is a dense set zB�BC and sets KN satisfying

S
N KN D

zB and for
all integers N , SKN �KN , VKN �KN , and VKN is relatively compact in B. Finally, suppose that
there exists a function h 2BC with ShD V hD h and such that, for all f 2BC,

kVf � hk D kf � hk D) Vf D f: (3-3)

Then, for any f 2BC,

Tf � lim
n!1

.V S/nf

exists. Moreover, ST D T and V T D T .
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An additional symmetry. Now we come back to the work of Christ. Using a correspondence between
a convolution operator that he studied in [Christ 2011a; 2011b; 2012], and the Radon transform, he
proved in [Christ 2011c] the existence of an additional symmetry for the Radon transform inequality. It is
defined as

If .u; s/D
1

jsjd
f
�
u

s
;
1

s

�
:

It then satisfies kIf kdC1
d

Dkf kdC1
d

and kRd�1If kdC1DkRd�1f kdC1. Fortunately, it happens that
this symmetry, slightly modified, also works for the Lp!Lq inequality related to the k-plane transform.

Lemma 3.5. Let S be the operator defined on Lp as

Sf .u; s/D
1

jsjkC1
f
�
u

s
;
1

s

�
;

where .u; s/ 2 Rd�1 � .R�f0g/. Then S is an isometry of Lp and satisfies the identity

kRSf kq D kRf kq (3-4)

for any nonnegative function f .

Proof. Let us check first that S is an isometry of Lp. Let us call

ˆ.x/D

�
x0

x00
;
1

x00

�
for x D .x0; x00/ 2 Rd�1 � .R�f0g/. Then its Jacobian determinant is

Jˆ.x/D
1

jx00jdC1
;

which shows that kSf kp D kf kp. Then we just have to prove (3-4). The proof is just calculation.
Denote the unique k-plane containing the linearly independent points x0; : : : ; xk 2 Rd � � � � �Rd by
….x0; : : : ; xk/ and let zRf be

zRf .x0; : : : ; xk/D

Z
Rk

f
�
x0C�1.x1� x0/C � � �C�k.xk � x0/

�
d�1 : : : d�k :

Thus we have the correspondence

V.x0; : : : ; xk/ � zRf .x0; : : : ; xk/DRf .….x0; : : : ; xk//; (3-5)

where V.x0; : : : ; xk/ is the volume of the k-simplex .x0; : : : ; xk/.

Lemma 3.6. For all f 2 C10 , for all x0; : : : ; xk 2 Rd � � � � �Rd , linearly independent and such that
ˆ.x0/; : : : ; ˆ.xk/ exist and are linearly independent,

.zRSf /.x0; : : : ; xk/D
.zRf /.ˆ.x0/; : : : ; ˆ.xk//

jx000 � � � x
00
k
j

:
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Proof. Let us call ˛ D x000 C�1.x
00
1 � x

00
0/C � � �C�k.x

00
k
� x000/ and �D .�1; : : : ; �k/ 2 Rk . Thus

.zRSf /.x0; : : : ; xk/D

Z
Rk

1

j˛jkC1
f

�
x00C�1.x

0
1� x

0
0/C � � �C�k.x

0
k
� x00/C ed

˛

�
d�: (3-6)

Let us make the change of variables

�01 D ˛
�1�1; : : : ; �0k�1 D ˛

�1�k�1; �0k D ˛
�1: (3-7)

Then

d�0 D
jx00
k
� x000 j

j˛jkC1
d�: (3-8)

A proof of this formula is given in the Appendix. The equation (3-6) becomes

.zRSf /.x0; : : : ; xk/D

Z
Rk

f

�
ykC�

0
k.x
0
0C ed � x

00
0yk/C

k�1X
iD1

�0i .x
0
i � x

0
0� .x

00
i � x

00
0/yk/

�
d�0

jx00
k
� x000 j

;

where

yi D
x0i � x

0
0

x00i � x
00
0

:

This formula is somehow important: it shows that we are still integrating f over a k-plane. Which one?
When we computed zRSf .x0; : : : ; xk/, we were interested only in the values of f on ˆ.….x0; : : : ; xk//.
That way it is simple to guess that zRSf .x0; : : : ; xk/ is closely related to ….ˆ.x0/; : : : ; ˆ.xk//. And
indeed, we just have to check that any of the points xj can be written as

xj D ykC�
0
k.x
0
0C ed �yk/C

k�1X
iD1

�0i .x
0
i � x

0
0� .x

00
i � x

00
0/yk/ (3-9)

for a suitable choice of �0. Indeed, taking �D ej and �0 given by (3-7) for this choice of �, we get the
equality (3-9). Let us now make the other change of variables

�01 D
�1

x001 � x
00
0

; : : : ; �0k�1 D
�k�1

x00
k�1
� x000

; �0k D
�k

x000
:

We finally get

.zRSf /.x0; : : : ; xk/D

Z
Rk

f

�
y0kC�k.ˆ.x0/�y

0
k/C

k�1X
iD1

�i .y
0
i �y

0
k/

�
d�

jx000 j
Qk�1
iD1 jx

00
i � x

00
0 j

:

Let us come back to Equation (3-5), the correspondence between R and zR. We want to find a relation
between .zRSf /.x0; : : : ; xk/ and .zRf /.ˆ.x0/; : : : ; ˆ.xk//. The above algebra tells us that this is
equivalent to finding a relation between the two volumes

V.ˆ.x0/; y1; : : : ; yk/ and V.ˆ.x0/; ˆ.x1/; : : : ; ˆ.xk//:
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Lemma 3.7. V.ˆ.x0/; y1; : : : ; yk/ and V.ˆ.x0/; ˆ.x1/; : : : ; ˆ.xk// are related through

V.ˆ.x0/; ˆ.x1/; : : : ; ˆ.xk//

V .ˆ.x0/; y1; : : : ; yk/
D

kY
iD1

ˇ̌̌̌
x000
x00i
� 1

ˇ̌̌̌
:

Proof. A direct calculation shows

x00i
x00i � x

00
0

Œˆ.xi /�ˆ.x0/�D
x000x
0
i C x

00
0ed � x

00
i x
0
0� x

00
i ed

x000.x
00
i � x

00
0/

and on the other hand, by definition of yi and ˆ.x0/,

yi �ˆ.x0/D
x000x
0
i C x

00
0ed � x

00
i x
0
0� x

00
i ed

x000.x
00
i � x

00
0/

;

which proves the equality

ˆ.xi /�ˆ.x0/D

�
1�

x000
x00i

�
Œyi �ˆ.x0/�:

Thus, using that

V.ˆ.x0/; ˆ.x1/; : : : ; ˆ.xk//D V.0;ˆ.x1/�ˆ.x0/; : : : ; ˆ.xk/�ˆ.x0//;

Lemma 3.7 is proved. �

Let us go back to the proof of Lemma 3.6. Using the correspondence described in (3-5) and the
previous lemma, we finally get the equality

.zRSf /.x0; : : : ; xk/D
.zRf /.ˆ.x0/; : : : ; ˆ.xk//

jx000 � � � x
00
k
j

: �

At last, let us return to the proof of Lemma 3.5. Since the set of bad points x0; : : : ; xk (we mean points
which do not satisfy the natural assumptions of Lemma 3.6) has null Lebesgue measure in .Rd /kC1, we
do not consider them. Let us use Drury’s formula [1984]:

kRf kqq D

Z
.Rd /kC1

dx0 : : : dxkf .x0/ � � � f .xk/ � zRf .x0; : : : ; xk/
d�k : (3-10)

Now all that remains to be done is an easy change of variable zi Dˆ.xi /. Indeed,

kRSf kqq

D

Z
.Rd /kC1

dx0 : : : dxk
1

jx000 j
kC1

f .ˆ.x0// � � �
1

jx00
k
jkC1

f .ˆ.xk// � .zRSf .x0; : : : ; xk//
d�k

D

Z
.Rd /kC1

dx0 : : : dxk
1

jx000 j
dC1

f .ˆ.x0// � � �
1

jx00
k
jdC1

f .ˆ.xk// � .zRf .ˆ.x0/; : : : ; ˆ.xk///
d�k

D

Z
.Rd /kC1

dz0 : : : dzkf .z0/ � � � f .zk/ � zRf .z0; : : : ; zk/
d�k
D kRf kqq:

This completes the proof. �
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It is a good time to prove a claim we made earlier: affine maps are symmetries.

Lemma 3.8. Let f 2 Lp and L be an invertible affine map. Then

kR.f ıL/kq

kf ıLkp
D
kRf kq

kf kp
:

Proof. The proof is a direct consequence of the correspondence formula (3-5) and of Drury’s formula
(3-10). Indeed, let L be an invertible affine map; then

zR.f ıL/.x0; : : : ; xk/D zRf .Lx0; : : : ; Lxk/;

and with the change of variable zi D Lxi in Drury’s formula we get

kR.f ıL/kq D jdet.L/j�
1
p kRf kq;

which ends the proof. �

Our goal is now to apply the general Theorem 3.4 about competing symmetries. The operator S and
the rearrangement operator V W f 7! f � increase the Lq-norm of the k-plane transform, and preserve the
norm of Lp-functions.

Proposition 3.9. The operators V and S satisfy the assumptions of Theorem 3.4, with the Banach space
BD Lp.

Proof. S and V are both properly contractive operators. Let us check that S competes with V : choose
f; g 2 Lp, radial, nonincreasing, such that f D Sg. Then

f .u; s/D
1

jsjkC1
g
�
u

s
;
1

s

�
; (3-11)

and, specializing to s D 1, we get f .u; 1/D g.u; 1/. Since both f and g are radial, f .x/D g.x/ for all
jxj � 1. Let us choose s < 1. Specializing (3-11) to uD 0, we get

f .0; s/D
1

jsjkC1
g
�
0;
1

s

�
D

1

jsjkC1
f
�
0;
1

s

�
:

But
f
�
0;
1

s

�
D jsjkC1g.0; s/;

which shows that f .0; s/D g.0; s/. Now again, since both f and g are radial, f D g and f D Sf .
We now have to check that S and V satisfy the assumptions of Theorem 3.4. We follow the arguments

of Carlen in [Bianchini et al. 2011]. Let us define

h.x/D

�
1

1Cjxj2

�kC1
2

:

Then ShD h, V hD h, and so with

KN D ff 2 L
p
W 0� f �Nhg

it is straightforward to check that VKN �KN and SKN �KN . Moreover VKN is a compact subset
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of Lp . Indeed, let us consider a sequence fn 2 VKN . Then fn is radial, nonincreasing, and since h lies
in L1 the sequence fn is bounded in L1. Thus, by Helly’s principle, fn admits a subsequence that
converges almost everywhere. But since 0�fn�Nh, the dominated convergence theorem shows that this
subsequence also converges in Lp , which implies that VKN is relatively compact. At last, zLp D

S
N KN

is a dense subset of nonnegative elements of Lp (since nonnegative, continuous, compactly supported
functions are dense in Lp).

The hardest part is to prove the assumption (3-3). Fortunately, since h is strictly nonincreasing, it has
already been done in [Carlen and Loss 1990]. �

We now close this subsection with the final key lemma for the explicit value of extremizers:

Lemma 3.10. Let h 2 Lp such that V hD ShD h. Then there exists a constant C such that

h.x/D C

�
1

1Cjxj2

�kC1
2

:

Proof. Since h satisfies ShD V hD h, then h is equal to its own rearrangement and so is defined on (at
least) Rd �f0g. Moreover, Sh must be radial. This leads to

Sh
�
u;
p
1Cjuj2

�
D

�
1

1Cjuj2

�kC1
2

h

�
up

1Cjuj2
;

1p
1Cjuj2

�
D

�
1

1Cjuj2

�kC1
2

h.ed /;

using that h is radial. But, since hD Sh is also radial,

Sh
�
u;
p
1Cjuj2

�
D Sh

�
0;
p
1C 2juj2

�
D h

�
0;
p
1C 2juj2

�
:

Thus, we get the equality

h.x/D h.0; jxj/D

�
2

1Cjxj2

�kC1
2

h.ed / (3-12)

for all x 2 Rd such that jxj � 1. For jxj< 1, the equality ShD h shows that (3-12) is also right, which
proves the lemma. �

Proof of the main theorem. Now we have all the material that we need to prove Theorem 3.1. Let f0� 0
be any function with Lp-norm equal to 1. Let us define the limit

h0 D Tf0 D lim
n!1

.V S/nf0:

Using that R is bounded from Lp! Lq , and equations (2-2), (3-4),

kRh0kq D lim
n!1

kR.V S/nf0kq � kRf0kq: (3-13)

Moreover, by Theorem 3.4, V h0DSh0D h0, so h satisfies the assumptions of Lemma 3.10. We then get

h0.x/D h0.ed /

�
2

1Cjxj2

�kC1
2

:
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Because of normalization and positivity of f0, h0.ed / can take only one value. It then follows from
(3-13) that h0 maximizes the norms of Rf0, and thus it is an extremizer.

Value of the best constant. Here we compute the value of the best constant. We use the correspondence
(2-3) described in the previous section, and only think about T and its related measurable spaces instead
of R. Let h be the radial extremizer

h.r/D

�
1

1C r2

�kC1
2

:

A family of integrals will be useful to compute its Lp-norm and the Lq-norm of Th. These integrals are
defined as Z 1

0

tm

.1C t2/
n
2

dt:

A calculation shows that Z 1
0

tm

.1C t2/
n
2

dt D
�
�
1
2
.mC 1/

�
�
�
1
2
.n�m� 1/

�
�
�
1
2
n
� ;

where � is the standard Euler gamma function. Then

khkpp D

Z 1
0

rd�1 dr

.1C r2/
dC1

2

D
�
�
1
2
d
�
�
�
1
2

�
2�
�
1
2
.d C 1/

� :
Moreover,

Th.r/D
1

p
1C r2

Z 1
0

uk�1 du

.1Cjuj2/
kC1

2

;

and this leads to

kThkqq D

�
�.k� 1/�.kC 1/

�.2k/

�dC1�.d � k� 1/�.d C 1/
�.2d � k/

:

The use of the fundamental relation

1
2
jSn�1j�

�
1
2
n
�
D �

n
2

leads to

A.k; d/D
kRhkq

khkp
D �

d�k
2.dC1/ ��

�
1
2
.d C 1/

� k
dC1 ��

�
1
2
.kC 1/

�� d
dC1 D

�
2k�d

jSkjd

jSd jk

� 1
dC1

:

4. The question of uniqueness

We shall discuss here the question of the uniqueness of extremizers of (1-2). For the sake of simplicity,
we will assume d � 3. This is not a restricting assumption: indeed, for the case d D 2, the only k-plane
transform is the Radon transform, and this has been thoroughly studied in [Christ 2011c].

The uniqueness problem for the Radon transform was solved in the same reference. The main tool for
the proof is the following:
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Theorem 4.1. Let k D d � 1, and let f be a nonnegative extremizer. Then there exist a radial, non-
increasing, nonnegative extremizer F and an invertible affine map L such that f D F ıL.

Then it turned out that the work was almost all done. Christ characterized all the extremizers using
the uniqueness Theorem 4.1 two times, in a certain sense. His approach is very interesting because the
question of uniqueness is curiously intertwined with the question of existence. Here we want to develop a
different approach, for an arbitrary 1� k � d � 1, assuming that a result similar to Theorem 4.1 is true.
More accurately, we want to prove the following:

Theorem 4.2. Let 1 � k � d � 1. Assume that any extremizer for the k-plane transform inequality
(1-2) can be written F ıL with F a radial, nonincreasing extremizer and L an affine map. Then any
nonincreasing radial extremizer is of the form

x 7!

�
1

aC bjxj

�kC1
2

: (4-1)

As we mentioned in the introduction, the ad hoc assumption in this theorem was proved to be true by
Flock [2013], inducing the complete characterization of extremizers.

One of the main tools here will be the use of the symmetry S combined with the fact that an extremizer
is a radial function composed with an affine map. Thus we will use again the competing symmetry theory.
From now we will assume that k is such that any extremizer for (1-2) can be written f ıLwith f radial and
L an affine map. Our main lemma follows; it shows that radial extremizers enjoy additional symmetries.

Lemma 4.3. Let f be a radial, nonincreasing extremizer for (1-2). Then there exists a real number �> 0
such that

.V S/2f .r/D �
d
p f .�r/:

Proof. Since f is a radial, nonincreasing extremizer, then f is not the (almost everywhere) null function:
there exists �0 > 0 such that f .�0ed /¤ 0. Because of dilation-invariance, we can assume �0 D 1.

Sf is also an extremizer. It follows that there exist F W RC! R, nonincreasing, a linear invertible
map L and a vector x0 2 Rd such that

Sf .x/D F.jx0CLxj/: (4-2)

Computing Sf
�
u;
p
juj2C 1

�
, we get

f .ed /

�
1

1Cjuj2

�kC1
2

D F
�
jx0CLuC

p
1Cjuj2Led j

�
(4-3)

for all u 2 Rd�1 � f0g. Let C D f .ed /¤ 0, and I � RC the interval made of points that can be written
jx0CLuC

p
1Cjuj2Led j for some u2Rd�1�f0g. We claim that the map F is strictly decreasing on I .

Indeed, let us assume that there exists 0 < ˛ < ˇ such that F is constant on Œ˛; ˇ�. Pick u 2 Rd�1 � f0g

such that jx0CLuC
p
1Cjuj2Led j 2 .˛; ˇ/. For t close to 1, jx0CLtuC

p
1C t2juj2Led j 2 .˛; ˇ/,
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and thus for t close to 1 the map

t 7! F
�
jx0CLuC

p
1Cjuj2Led j

�
is constant. Because of (4-3), this is a contradiction.

The function F is then injective on I . Formula (4-3) shows that jx0CLuC
p
1Cjuj2Led j must be

a function of juj2 only. To conclude the proof, we require the following lemma:

Lemma 4.4. Let L be an invertible linear map such that jx0CLuC
p
1Cjuj2Led j depends only on juj.

Then L.Rd�1 � f0g/ � .span.Led //?, and LjRd�1�f0g preserves the norm, modulo a multiplicative
constant. Moreover, there exists s0 2 Rd such that x0 D s0Led .

Proof. Let us choose uD r� 2 Sd�2 � f0g. Thenˇ̌
x0C rL� C

p
1C r2Led

ˇ̌2
D r2jL� j2C

ˇ̌p
1C r2Led C x0

ˇ̌2
C 2rhL�;

p
1C r2Led C x0i

depends only on r , and so does r2jL� j2 C 2rhL�;
p
1C r2Led C x0i. As a consequence, jL� j is a

constant and hL�;
p
2Led Cx0i is a constant. Here we must assume d � 3, so the sphere Sd�2 contains

an infinity of points.
The condition that jL� j is constant holds only ifLjRd�1�f0g preserves the norm, modulo a multiplicative

constant. Thus the quantity

hL�;
p
1C r2Led C x0i

must depend only on r . Specializing at � and �� , for all r , hL�;
p
1C r2Led C x0i D 0. But since

L is invertible, the space spanned by L� has dimension d � 1. Thus the space spanned by the vectors
p
1C r2Led Cx0 for r � 0 has dimension 1, which proves that there exists s0 such that s0Led D x0. �

Composing with an isometry, we can assume that L.Rd�1 � f0g/ � Rd�1 � f0g. Moreover, jLuj
depends only on juj, which implies that L restricted to Rd�1 � f0g must be a multiple of an isometry.
We then deduce that there exist a > 0; b > 0; s0 such that jL.uC sed /C x0j2 D a2juj2C b2.sC s0/2,
for all .u; s/ 2 Rd�1 �R. Thus we get the fundamental relation between f and F :

Sf .uC sed /D F
�p
a2juj2C b2.sC s0/

2
�
:

Now, changing F to G D F.
p
ab � /, G remains nonincreasing, and we get

Sf .uC sed /D F
�p
a2juj2C b2.sC s0/

2
�
DG

�r
a

b
juj2C

b

a
.sC s0/2

�
;

reducing the number of unknown parameters in our system. Thus, we have accomplished the first step in
our identification program: we know how the operator S acts on radial extremizers. Now we have to
understand how V acts on functions g whose form is

g W uC sed 7!G

�r
cjuj2C

1

c
.sC s0/2

�
:
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First, we can assume that s0D 0: indeed, g. � � s0ed /�D g�. Moreover, G is decreasing and so the level
sets of g are ellipsoids cjuj2C c�1s2 � R2. The corresponding rearranged sets are balls of radius R0,
with R0 satisfying the relation

R0d D
Rd�1

c
d�1

2

c
1
2RD

Rd

c
d�2

2

:

Thus

Vg.sed /DG.c
d�2
2d s/D

1

.c
d�1

d s/kC1
f

�
ed

c
d�1

d s

�
;

coming back to the relation defining G, and using that f is radial. And then

Vg.sed /D
1

.c
d�1

d s/kC1
f

�
ed

c
d�1

d s

�
:

This characterizes the action of the operator V S on radial extremizers. More simply, calling �D c
d�1

d ,
we have

V Sf .x/D
1

�kC1jxjkC1
f

�
ed

�jxj

�
:

Let us use again the competing symmetry theory: to construct an explicit extremizer of (1-2) we used
iterations of V S, applied to any function. Let us choose f0 a radial extremizer. Then V Sf0 is still a
radial extremizer, and we know that there exists � such that

V Sf0.r/D
�
1

�r

�kC1
f0

�
1

�r

�
:

Let us do that again: there exists �0 such that

.V S/2f0.r/D
�
1

�0r

�kC1
.V Sf0/

�
1

�0r

�
D

�
1

�0r

�0r

�

�kC1
f0

�
�0r

�

�
D

1

�kC1
f0

�
�0r

�

�
:

Since the operator V S preserves the norm, we must have ��0d D 1. Using the parameter � such that
�0 D ��, we conclude the proof of Lemma 4.3. �

That proves that the operator V S acts on radial, nonincreasing extremizers as a dilation. Now let us
consider fn D .V S/2nf0. For each n, there exists �n such that

.V S/2nf0.r/D .�n/
d
p f0.�nr/:

But the sequence fn converges in Lp to the extremizer h described in Theorem 3.1. Thus it converges
weakly to a nonzero function, which is possible if and only if �n converges to a nonzero value. That
ends the proof of Theorem 4.2: every nonnegative radial extremizer can be written

x 7!

�
1

aC bjxj2

�kC1
2

with a; b > 0.
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Appendix

Here we prove the jacobian formula (3-8). Define

‰.�1; : : : �k/D .˛
�1�1; : : : ; ˛

�1�k�1; �k/:

We want to compute J .�/D jdet.r /.�1; : : : ; �k/j. Note first that

@˛�1

@�i
D ˛�2.x00i � x

00
0/:

Thus

J .�/D

ˇ̌̌̌
ˇ̌̌̌
ˇ
�˛�2.x001 � x

00
0/�1C˛

�1 : : : �˛�2.x001 � x
00
0/�k�1 �˛�2.x001 � x

00
0/

:::
: : :

:::
:::

�˛�2.x00
k�1
� x000/�1 : : : �˛�2.x00

k�1
� x000/�k�1C˛

�1 �˛�2.x00
k�1
� x000/

�˛�2.x00
k
� x000/�1 : : : �˛�2.x00

k
� x000/�k�1 �˛�2.x00

k
� x000/

ˇ̌̌̌
ˇ̌̌̌
ˇ

D j˛j�k�1 jx00k � x
00
0 j

ˇ̌̌̌
ˇ̌̌̌
ˇ
y1�1C 1 : : : y1�k�1 y1

:::
: : :

:::
:::

yk�1�1 : : : yk�1�k�1C 1 yk�1
�1 : : : �k�1 1

ˇ̌̌̌
ˇ̌̌̌
ˇ ;

where yi D�˛�1.x00i �x
00
0/. We claim that the determinant appearing in the last line is always equal to 1.

Indeed, consider the polynomial

P.z/D det

0BBB@
y1�1C 1 : : : y1�k�1 y1

:::
: : :

:::
:::

yk�1�1 : : : yk�1�k�1C 1 yk�1
�1 : : : �k�1 z

1CCCA :
It is of degree 1 in z. Moreover, we have

P 0.1/D det

0B@y1�1C 1 : : : y1�k�1
:::

: : :
:::

yk�1�1 : : : yk�1�k�1C 1

1CAD 1Chy; �i; (A-1)

P.2/D 2Chy; �i: (A-2)

Here hy; �i D
Pk�1
iD1 �iyi . The formulas (A-1), (A-2) both come from the following lemma:

Lemma A.1. If u; v 2 Rp, then
det.1Cutv/D 1Chu; vi:

Proof. The matrix utv is of rank one. As a consequence, its only eigenvalue is its trace hu; vi. The
characteristic polynomial of �utv is then

det.z1Cutv/D zp�1.zChu; vi/:

Evaluating this at z D 1 proves the lemma. �
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Applying this lemma to uD �, v D y leads to (A-1), and uD .�; 1/, v D .y; 1/ leads to (A-2). Thus

P.z/D .1Ch�; yi/z� h�; yi:

Evaluate this at z D 1 to get the asserted claim, and then

J .�/D j˛j�k�1 jx00k � x
00
0 j:
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WELL-POSEDNESS OF THE STOKES–CORIOLIS SYSTEM
IN THE HALF-SPACE OVER A ROUGH SURFACE

ANNE-LAURE DALIBARD AND CHRISTOPHE PRANGE

This paper is devoted to the well-posedness of the stationary 3D Stokes–Coriolis system set in a half-space
with rough bottom and Dirichlet data which does not decrease at space infinity. Our system is a linearized
version of the Ekman boundary layer system. We look for a solution of infinite energy in a space of
Sobolev regularity. Following an idea of Gérard-Varet and Masmoudi, the general strategy is to reduce the
problem to a bumpy channel bounded in the vertical direction thanks to a transparent boundary condition
involving a Dirichlet to Neumann operator. Our analysis emphasizes some strong singularities of the
Stokes–Coriolis operator at low tangential frequencies. One of the main features of our work lies in
the definition of a Dirichlet to Neumann operator for the Stokes–Coriolis system with data in the Kato
space H 1/2

uloc.

1. Introduction

The goal of the present paper is to prove the existence and uniqueness of solutions to the Stokes–Coriolis
system 

−1u+ e3× u+∇ p = 0 in �,
div u = 0 in �,
u|0 = u0,

(1-1)

where
� := {x ∈ R3

: x3 > ω(xh)}, 0 = ∂�= {x ∈ R3
: x3 = ω(xh)}

and ω : R2
→ R2 is a bounded function.

When ω has some structural properties, such as periodicity, existence and uniqueness of solutions are
easy to prove: our aim is to prove well-posedness when the function ω is arbitrary, say ω ∈W 1,∞(R2),
and when the boundary data u0 is not square integrable. More precisely, we wish to work with u0 in a
space of infinite energy of Sobolev regularity, such as Kato spaces. We refer to the end of this introduction
for a definition of these uniformly locally Sobolev spaces L2

uloc, H s
uloc.

The interest for such function spaces to study fluid systems goes back to [Lemarié-Rieusset 1999;
2002], in which existence is proved for weak solutions of the Navier–Stokes equations in R3 with initial
data in L2

uloc. These works fall into the analysis of fluid flows with infinite energy, which is a field of
intense research. Without being exhaustive, let us mention that:

MSC2010: primary 35A22, 35C15, 35S99, 35A01; secondary 76U05, 35Q35, 35Q86.
Keywords: Stokes–Coriolis system, Ekman boundary layer, rough boundaries, Dirichlet to Neumann operator, Saint-Venant

estimate, Kato spaces.
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• Cannon and Knightly [1970], Giga, Inui, and Matsui [Giga et al. 1999], Solonnikov [2003], Bae
and Jin [2012] (local solutions), and Giga, Matsui, and Sawada [Giga et al. 2001] (global solutions)
studied the nonstationary Navier–Stokes system in the whole space or in the half-space with initial
data in L∞ or in BUC (bounded uniformly continuous).

• Basson [2006] and Maekawa and Terasawa [2006] studied local solutions of the nonstationary
Navier–Stokes system in the whole space with initial data in L p

uloc spaces.

• Giga and Miyakawa [1989], Taylor [1992] (global solutions), and Kato [1992] studied local so-
lutions to the nonstationary Navier–Stokes system, and Gala [2005] studied global solutions to a
quasigeostrophic equation with initial data in Morrey spaces.

• Gallagher and Planchon [2002] studied the nonstationary Navier–Stokes system in R2 with initial
data in the homogeneous Besov space Ḃ2/r−1

r,q .

• Giga et al. [2007] studied the nonstationary Ekman system in R3
+

with initial data in the Besov space
Ḃ0
∞,1,σ (R

2
; L p(R+)) for 2 < p <∞; see also [Giga et al. 2006] (local solutions) and [Giga et al.

2008] (global solutions) on the Navier–Stokes–Coriolis system in R3, and [Yoneda 2009] for initial
data spaces containing almost-periodic functions.

• Konieczny and Yoneda [2011] studied the stationary Navier–Stokes system in Fourier–Besov spaces.

• David Gérard-Varet and Nader Masmoudi [2010] studied the 2D Stokes system in the half-plane
above a rough surface with H 1/2

uloc boundary data.

• Alazard, Burq, and Zuily [Alazard et al. 2013] studied the Cauchy problem for gravity water waves
with data in H s

uloc; in particular, they studied the Dirichlet to Neumann operator associated with the
Laplacian in a domain �= {(x, y) ∈ Rd+1

: η∗(x) < y < η(x)}, with H 1/2
uloc boundary data.

Despite this huge literature on initial value problems in fluid mechanics in spaces of infinite energy, we
are not aware of any work concerning stationary systems and nonhomogeneous boundary value problems
in R3

+
. Let us emphasize that the derivation of energy estimates in stationary and time dependent settings

are rather different: indeed, in a time dependent setting, boundedness of the solution at time t follows
from boundedness of the initial data and of the associated semigroup. In a stationary setting and in a
domain with a boundary, to the best of our knowledge, the only way to derive estimates without assuming
any structure on the function ω is based on the arguments of Ladyzhenskaya and Solonnikov [1980] (see
also [Gérard-Varet and Masmoudi 2010] for the Stokes system in a bumped half-plane).

In the present case, our motivation comes from the asymptotic analysis of highly rotating fluids near a
rough boundary. Indeed, consider the system

−ε1uε + 1
ε

e3× uε +∇ pε = 0 in �ε,

div uε = 0 in �ε,
uε|0ε = 0,
uε|x3=1 = (Vh, 0),

(1-2)
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where

�ε := {x ∈ R3
: εω(xh/ε) < x3 < 1} and 0ε := ∂�ε \ {x3 = 1}.

Then it is expected that uε is the sum of a two-dimensional interior flow (uint(xh), 0) balancing the rotation
with the pressure term and a boundary layer flow uBL(x/ε; xh), located in the vicinity of the lower boundary.
In this case, the equation satisfied by uBL is precisely (1-1), with u0(yh; xh) = −(uint(xh), 0). Notice
that xh is the macroscopic variable and is a parameter in the equation on uBL. The fact that the Dirichlet
boundary condition is constant with respect to the fast variable yh is the original motivation for study of
the well-posedness of (1-1) in spaces of infinite energy, such as the Kato spaces H s

uloc.
The system (1-2) models large-scale geophysical fluid flows in the linear regime. In order to get a

physical insight into the physics of rotating fluids, we refer to the books [Greenspan 1980] (rotating fluids
in general, including an extensive study of the linear regime) and [Pedlosky 1987] (focus on geophysical
fluids). Ekman [1905] analyzed the effect of the interplay between viscous forces and the Coriolis
acceleration on geophysical fluid flows.

For further remarks on the system (1-2), we refer to Section 7 in the book [Chemin et al. 2006] by
Chemin, Desjardins, Gallagher, and Grenier, and to [Chemin et al. 2002], where a model with anisotropic
viscosity is studied and an asymptotic expansion for uε is obtained.

Studying (1-1) with an arbitrary function ω is more realistic from a physical point of view, and also
allows us to bring to light some bad behaviors of the system at low horizontal frequencies, which are
masked in a periodic setting.

Our main result is the following.

Theorem 1. Let ω ∈ W 1,∞(R2), and let u0,h ∈ H 2
uloc(R

2)2, u0,3 ∈ H 1
uloc(R

2). Assume that there exists
Uh ∈ H 1/2

uloc(R
2)2 such that

u0,3−∇hω · u0,h =∇h ·Uh . (1-3)

Then there exists a unique solution u of (1-1) such that

sup
l∈Z2
‖u‖H1(((l+[0,1]2)×(−1,a))∩�) <∞ for all a > 0,

sup
l∈Z2

∑
α∈N3

|α|=q

∫
∞

1

∫
l+[0,1]2

|∇
αu|2 <∞

for some integer q sufficiently large, which does not depend on ω or u0 (say q ≥ 4).

Remark 1.1. • Assumption (1-3) is a compatibility condition, which stems from singularities at low
horizontal frequencies in the system. When the bottom is flat, it merely becomes u0,3 = ∇h ·Uh . Notice
that this condition only bears on the normal component of the velocity at the boundary: in particular,
if u0 · n|0 = 0, then (1-3) is satisfied. We also stress that (1-3) is satisfied in the framework of highly
rotating fluids near a rough boundary, since in this case u0,3 = 0 and u0,h is constant with respect to the
microscopic variable.
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• The singularities at low horizontal frequencies also account for the possible lack of integrability of the
gradient far from the rough boundary: we were not able to prove that

sup
l∈Z2

∫
∞

1

∫
l+[0,1]2

|∇u|2 <∞,

although this estimate is true for the Stokes system. In fact, looking closely at our proof, it seems that
nontrivial cancellations should occur for such a result to hold in the Stokes–Coriolis case.

• Concerning the regularity assumptions on ω and u0, it is classical to assume Lipschitz regularity on the
boundary. The regularity required on u0, however, may not be optimal, and stems in the present context
from an explicit lifting of the boundary condition. It is possible that the regularity could be lowered if a
different type of lifting were used, in the spirit of [Alazard et al. 2013, Proposition 4.3]. Let us stress as
well that if ω is constant, then H 1/2

uloc regularity is enough (cf. Corollary 2.17).
The same tools can be used to prove a similar result for the Stokes system in three dimensions (we

recall that [Gérard-Varet and Masmoudi 2010] is concerned with the Stokes system in two dimensions).
In fact, the treatment of the Stokes system is easier, because the associated kernel is homogeneous and
has no singularity at low frequencies. The results proved in Section 2 can be obtained thanks to the Green
function associated with the Stokes system in three dimensions; see [Galdi 1994]. On the other hand, the
arguments of Sections 3 and 4 can be transposed as such to the Stokes system in three dimensions. The
main novelties of these sections, which rely on careful energy estimates, are concerned with the higher
dimensional space rather than with the presence of the rotation term (except for Lemma 3.2).

The statement of Theorem 1 is very close to one of the main results of the paper [Gérard-Varet and
Masmoudi 2010], namely, the well-posedness of the Stokes system in a bumped half-plane with boundary
data in H 1/2

uloc(R). Of course, it shares the main difficulties of [Gérard-Varet and Masmoudi 2010]: spaces
of functions of infinite energy, lack of a Poincaré inequality, irrelevancy of scalar tools (Harnack inequality,
maximum principle) which do not apply to systems. But two additional problems are encountered when
studying (1-1):

(1) Equation (1-1) is set in three dimensions, whereas the study of [Gérard-Varet and Masmoudi 2010]
took place in two dimensions. This complicates the derivation of energy estimates. Indeed, the latter are
based on the truncation method by Ladyzhenskaya and Solonnikov [1980], which consists more or less in
multiplying (1-1) by χku, where χk ∈ C∞0 (R

d−1) is a cut-off function in the horizontal variables such
that Suppχk ⊂ Bk+1 and χk ≡ 1 on Bk for k ∈ N. If d = 2, the size of the support of ∇χk is bounded,
while it is unbounded when d = 3. This has a direct impact on the treatment of some commutator terms.

(2) Somewhat more importantly, the kernel associated with the Stokes–Coriolis operator has a more
complicated expression than the one associated with the Stokes operator (see [Galdi 1994, Chapter IV]
for the computation of the Green function associated to the Stokes system in the half-space). In the case
of the Stokes–Coriolis operator, the kernel is not homogeneous, which prompts us to distinguish between
high and low horizontal frequencies throughout the paper. Moreover, it exhibits strong singularities at low
horizontal frequencies, which have repercussions on the whole proof and account for assumption (1-3).
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The proof of Theorem 1 follows the same general scheme used in [Gérard-Varet and Masmoudi 2010]
(this scheme has also been successfully applied in [Dalibard and Gérard-Varet 2011] in the case of a Navier
slip boundary condition on the rough bottom): we first perform a thorough analysis of the Stokes–Coriolis
system in R3

+
, and we define the associated Dirichlet to Neumann operator for boundary data in H 1/2

uloc. In
particular, we derive a representation formula for solutions of the Stokes–Coriolis system in R3

+
, based on

a decomposition of the kernel which distinguishes high and low frequencies, and singular/regular terms.
We also prove a similar representation formula for the Dirichlet to Neumann operator. Then we derive an
equivalent system to (1-1), set in a domain which is bounded in x3 and in which a transparent boundary
condition is prescribed on the upper boundary. These two preliminary steps are performed in Section 2.
We then work with the equivalent system, for which we derive energy estimates in H 1

uloc; this allows us
to prove existence in Section 3. Eventually, we prove uniqueness in Section 4. The appendices gathers
several technical lemmas used throughout the paper.

Notation. We will be working with spaces of uniformly locally integrable functions, called Kato spaces,
whose definition we now recall; see [Kato 1975]. Let ϑ ∈C∞0 (R

d) be such that Suppϑ ⊂ [−1, 1]d , ϑ ≡ 1
on [−1/4, 1/4]d , and ∑

k∈Zd

τkϑ(x)= 1 for all x ∈ Rd , (1-4)

where τk is the translation operator defined by τk f (x)= f (x − k).
Then, for s ≥ 0, p ∈ [1,∞),

L p
uloc(R

d) :=
{
u ∈ L p

loc(R
d) : sup

k∈Zd
‖(τkϑ)u‖L p(Rd ) <∞

}
,

H s
uloc(R

d) :=
{
u ∈ H s

loc(R
d) : sup

k∈Zd
‖(τkϑ)u‖H s(Rd ) <∞

}
.

The space H s
uloc is independent of the choice of the function ϑ ; see [Alazard et al. 2013, Lemma 3.1].

We will also work in the domain �b
:= {x ∈ R3

: ω(xh) < x3 < 0}, assuming that ω takes values in
(−1, 0). With a slight abuse of notation, we will write

‖u‖L p
uloc(�

b) := sup
k∈Z2
‖(τkϑ)u‖L p(�b),

‖u‖H s
uloc(�

b) := sup
k∈Z2
‖(τkϑ)u‖H s(�b),

where the function ϑ belongs to C∞0 (R
2) and satisfies (1-4), Suppϑ ⊂ [−1, 1]2, ϑ ≡ 1 on [−1/4, 1/4]2,

and H s
uloc(�

b)= {u ∈ H s
loc(�

b) : ‖u‖H s
uloc(�

b) <∞}, L p
uloc(�

b)= {u ∈ L p
loc(�

b) : ‖u‖L p
uloc(�

b) <∞}.
Throughout the proof, we will often use the notation |∇qu|, where q ∈ N, for the quantity∑

α∈Nd

|α|=q

|∇
αu|,

where d = 2 or 3, depending on the context.
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2. Presentation of a reduced system and main tools

Following an idea of Gérard-Varet and Masmoudi [2010], the first step is to transform (1-1) so as to work
in a domain bounded in the vertical direction (rather than a half-space). This allows us eventually to
use Poincaré inequalities, which are paramount in the proof. To that end, we introduce an artificial flat
boundary above the rough surface 0, and we replace the Stokes–Coriolis system in the half-space above
the artificial boundary by a transparent boundary condition, expressed in terms of a Dirichlet to Neumann
operator.

In the rest of the article, without loss of generality, we assume that supω =: α < 0 and infω ≥ −1,
and we place the artificial boundary at x3 = 0. We set

�b
:= {x ∈ R3

: ω(xh) < x3 < 0},

6 := {x3 = 0}.

The Stokes–Coriolis system differs in several aspects from the Stokes system; in the present paper, the
most crucial differences are the lack of an explicit Green function, and the bad behavior of the system at
low horizontal frequencies. The main steps of the proof are as follows:

(1) Prove existence and uniqueness of a solution of the Stokes–Coriolis system in a half-space with
boundary data in H 1/2(R2).

(2) Extend this well-posedness result to boundary data in H 1/2
uloc(R

2).

(3) Define the Dirichlet to Neumann operator for functions in H 1/2(R2), and extend it to functions in
H 1/2

uloc(R
2).

(4) Define an equivalent problem in �b, with a transparent boundary condition at 6, and prove the
equivalence between the problem in �b and the one in �.

(5) Prove existence and uniqueness of solutions of the equivalent problem.

Items (1)–(4) will be proved in the current section, and (5) in Sections 3 and 4.

2A. The Stokes–Coriolis system in a half-space. The first step is to study the properties of the Stokes–
Coriolis system in R3

+
, namely, 

−1u+ e3× u+∇ p = 0 in R3
+
,

div u = 0 in R3
+
,

u|x3=0 = v0.

(2-1)

In order to prove the result of Theorem 1, we have to prove the existence and uniqueness of a solution u
of the Stokes–Coriolis system in H 1

loc(R
3
+
) such that, for some q ∈ N sufficiently large,

sup
l∈Z2

∫
l+(0,1)2

∫
∞

1
|∇

qu|2 <∞.

However, the Green function for the Stokes–Coriolis is far from being explicit, and its Fourier transform,
for instance, is much less well-behaved than that of the Stokes system (which is merely the Poisson
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kernel). Therefore such a result is not so easy to prove. In particular, because of the singularities of the
Fourier transform of the Green function at low frequencies, we are not able to prove that

sup
l∈Z2

∫
l+(0,1)2

∫
∞

1
|∇u|2 <∞.

• We start by solving the system when v0 ∈ H 1/2(R2).

Proposition 2.1. Let v0 ∈ H 1/2(R2)3 be such that∫
R2

1
|ξ |
|v̂0,3(ξ)|

2 dξ <∞. (2-2)

Then the system (2-1) admits a unique solution u ∈ H 1
loc(R

3
+
) such that∫

R3
+

|∇u|2 <∞.

Remark 2.2. The condition (2-2) stems from a singularity at low frequencies of the Stokes–Coriolis
system, which we will encounter several times in the proof. Notice that (2-2) is satisfied in particular
when v0,3 =∇h · Vh for some Vh ∈ H 1/2(R2)2, which is sufficient for further purposes.

Proof. Uniqueness. Consider a solution whose gradient is in L2(R3
+
) and with zero boundary data on

x3 = 0. Then, using the Poincaré inequality, we infer that∫ a

0

∫
R2
|u|2 ≤ Ca

∫ a

0

∫
R2
|∇u|2 <∞,

and therefore we can take the Fourier transform of u in the horizontal variables. Denoting by ξ ∈ R2 the
Fourier variable associated with xh , we get

(|ξ |2− ∂2
3 )ûh + û⊥h + iξ p̂ = 0,

(|ξ |2− ∂2
3 )û3+ ∂3 p̂ = 0,

iξ · ûh + ∂3û3 = 0,
(2-3)

and
û|x3=0 = 0.

Eliminating the pressure, we obtain

(|ξ |2− ∂2
3 )

2û3− i∂3ξ
⊥
· ûh = 0.

Taking the scalar product of the first equation in (2-3) with (ξ⊥, 0) and using the divergence-free condition,
we are led to

(|ξ |2− ∂2
3 )

3û3− ∂
2
3 û3 = 0. (2-4)

Notice that the solutions of this equation have a slightly different nature when ξ 6= 0 or when ξ = 0 (if
ξ = 0, the associated characteristic polynomial has a multiple root at zero). Therefore, as in [Gérard-Varet
and Masmoudi 2010], we introduce a function ϕ = ϕ(ξ) ∈ C∞0 (R

2) such that the support of ϕ does not
contain zero. Then ϕû3 satisfies the same equation as û3, and vanishes in a neighborhood of ξ = 0.
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For ξ 6= 0, the solutions of (2-4) are linear combinations of exp(−λk x3) (with coefficients depending
on ξ ), where (λk)1≤k≤6 are the complex valued solutions of the equation

(λ2
− |ξ |2)3+ λ2

= 0. (2-5)

Notice that none of the roots of this equation are purely imaginary, and that if λ is a solution of (2-5), so
are −λ, λ̄ and −λ̄. Additionally, (2-5) has exactly one real-valued positive solution. Therefore, without
loss of generality, we assume that λ1, λ2, λ3 have strictly positive real part, while λ4, λ5, λ6 have strictly
negative real part, and λ1 ∈ R, λ̄2 = λ3 with =(λ2) > 0, =(λ3) < 0.

On the other hand, the integrability condition on the gradient becomes∫
R3
+

(|ξ |2|û(ξ, x3)|
2
+ |∂3û(ξ, x3)|

2) dξ dx3 <∞.

We infer immediately that ϕû3 is a linear combination of exp(−λk x3) for 1≤ k ≤ 3: there exist

Ak : R
2
→ C3 for k = 1, 2, 3

such that

ϕ(ξ)û3(ξ, x3)=

3∑
k=1

Ak(ξ) exp(−λk(ξ)x3).

Going back to (2-3), we also infer that

ϕ(ξ)ξ · ûh(ξ, x3)=−i
3∑

k=1

λk(ξ)Ak(ξ) exp(−λk(ξ)x3),

ϕ(ξ)ξ⊥· ûh(ξ, x3)= i
3∑

k=1

(|ξ |2− λ2
k)

2

λk
Ak(ξ) exp(−λk(ξ)x3).

(2-6)

Notice that, by (2-5),
(|ξ |2− λ2

k)
2

λk
=

λk

|ξ |2− λ2
k

for k = 1, 2, 3.

Thus the boundary condition û|x3=0 = 0 becomes

M(ξ)

A1(ξ)

A2(ξ)

A3(ξ)

= 0,

where

M :=


1 1 1
λ1 λ2 λ3

(|ξ |2− λ2
1)

2

λ1

(|ξ |2− λ2
2)

2

λ2

(|ξ |2− λ2
3)

2

λ3

 .
Lemma 2.3. det M = (λ1− λ2)(λ2− λ3)(λ3− λ1)(|ξ | + λ1+ λ2+ λ3).
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Since the proof of the result is a mere calculation, we have postponed it to Appendix A. It is then clear
that M is invertible for all ξ 6= 0: indeed, it is easily checked that all the roots of (2-5) are simple, and we
recall that λ1, λ2, λ3 have positive real part.

We conclude that A1 = A2 = A3 = 0, and thus ϕ(ξ)û(ξ, x3) = 0 for all ϕ ∈ C∞0 (R
2) supported far

from ξ = 0. Since û ∈ L2(R2
× (0, a))3 for all a > 0, we infer that û = 0.

Existence. Now, given v0 ∈ H 1/2(R2), we define u through its Fourier transform in the horizontal variable.
It is enough to define the Fourier transform for ξ 6= 0, since it is square integrable in ξ . Following the
calculations above, we define coefficients A1, A2, A3 by the equation

M(ξ)

A1(ξ)

A2(ξ)

A3(ξ)

=
 v̂0,3

iξ · v̂0,h

−iξ⊥· v̂0,h

 for all ξ 6= 0. (2-7)

As stated in Lemma 2.3, the matrix M is invertible, so that A1, A2, A3 are well defined. We then set

û3(ξ, x3) :=

3∑
k=1

Ak(ξ) exp(−λk(ξ)x3),

ûh(ξ, x3) :=
i
|ξ |2

3∑
k=1

Ak(ξ)

(
−λk(ξ)ξ +

(|ξ |2− λ2
k)

2

λk
ξ⊥
)

exp(−λk(ξ)x3).

(2-8)

We have to check that the corresponding solution is sufficiently integrable, namely,∫
R3
+

(
|ξ |2|ûh(ξ, x3)|

2
+ |∂3ûh(ξ, x3)|

2) dξ dx3 <∞,∫
R3
+

(
|ξ |2|û3(ξ, x3)|

2
+ |∂3û3(ξ, x3)|

2) dξ dx3 <∞.

(2-9)

Notice that by construction, ∂3û3 =−iξ · ûh (divergence-free condition), so that we only have to check
three conditions.

To that end, we need to investigate the behavior of λk, Ak for ξ close to zero and for ξ →∞. We
gather the results in the following lemma, whose proof is once again postponed to Appendix A:

Lemma 2.4. • As ξ →∞, we have

λ1 = |ξ | −
1
2 |ξ |
−

1
3 + O(|ξ |−

5
3 ),

λ2 = |ξ | −
j2

2
|ξ |−

1
3 + O(|ξ |−

5
3 ),

λ3 = |ξ | −
j
2
|ξ |−

1
3 + O(|ξ |−

5
3 ),

where j = exp(2iπ/3), so thatA1(ξ)

A2(ξ)

A3(ξ)

= 1
3

1 1 1
1 j j2

1 j2 j

 v̂0,3

−2|ξ |1/3(iξ · v̂0,h − |ξ |v̂0,3)+ O(|v̂0|)

−|ξ |−1/3iξ⊥· v̂0,h + O(|v̂0|)

 . (2-10)
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• As ξ → 0, we have
λ1 = |ξ |

3
+ O(|ξ |7),

λ2 = eiπ/4
+ O(|ξ |2),

λ3 = e−iπ/4
+ O(|ξ |2).

As a consequence, for ξ close to zero,

A1(ξ)= v̂0,3(ξ)−
1
2

√
2(iξ · v̂0,h + iξ⊥v̂0,h + |ξ |v̂0,3)+ O(|ξ |2|v̂0(ξ)|),

A2(ξ)=
1
2(e
−iπ/4iξ · v̂0,h + eiπ/4(iξ⊥v̂0,h + |ξ |v̂0,3))+ O(|ξ |2|v̂0(ξ)|),

A3(ξ)=
1
2(e

iπ/4iξ · v̂0,h + e−iπ/4(iξ⊥v̂0,h + |ξ |v̂0,3))+ O(|ξ |2|v̂0(ξ)|).

(2-11)

• For all a ≥ 1, there exists a constant Ca > 0 such that

a−1
≤ |ξ | ≤ a =⇒

{
|λk(ξ)| + |<(λk(ξ))|

−1
≤ Ca,

|A(ξ)| ≤ Ca|v̂0(ξ)|.

We then decompose each integral in (2-9) into three pieces, one on {|ξ |> a}, one on {|ξ |< a−1
}, and

the last one on {|ξ | ∈ (a−1, a)}. All the integrals on {a−1
≤ |ξ | ≤ a} are bounded by

Ca

∫
a−1<|ξ |<a

|v̂0(ξ)|
2 dξ ≤ Ca‖v0‖

2
H1/2(R2)

.

We thus focus on the two other pieces. We only treat the term∫
R3
+

|ξ |2|û3(ξ, x3)|
2 dξ dx3,

since the two other terms can be evaluated using similar arguments.

B On the set {|ξ |> a}, the difficulty comes from the fact that the contributions of the three exponentials
compensate one another; hence a rough estimate is not possible. To simplify the calculations, we set

B1 = A1+ A2+ A3,

B2 = A1+ j2 A2+ j A3,

B3 = A1+ j A2+ j2 A3,

(2-12)

so that A1

A2

A3

= 1
3

1 1 1
1 j j2

1 j2 j

B1

B2

B3

 .
Hence we have Ak = (B1+ αk B2+ α

2
k B3)/3, where α1 = 1, α2 = j , α3 = j2. Notice that α3

k = 1 and∑
k αk = 0. According to Lemma 2.4,

B1 = v̂0,3,

B2 =−2|ξ |
1
3 (iξ · v̂0,h − |ξ |v̂0,3)+ O(|v̂0|),

B3 =−|ξ |
−

1
3 iξ⊥· v̂0,h + O(|v̂0|).
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For all ξ ∈ R2, |ξ |> a, we have

|ξ |2
∫
∞

0
|û3(ξ, x3)|

2 dx3 = |ξ |
2
∑

1≤k,l≤3

Ak Āl
1

λk + λ̄l
.

Using the asymptotic expansions in Lemma 2.4, we infer that

1
λk + λ̄l

=
1

2|ξ |

(
1+

α2
k + ᾱ

2
l

2
|ξ |−4/3

+ O(|ξ |−8/3)

)
.

Therefore, we obtain, for |ξ | � 1,

|ξ |2
∑

1≤k,l≤3

Ak Āl
1

λk + λ̄l
=
|ξ |

2

∑
1≤k,l≤3

Ak Āl

(
1+

α2
k + ᾱ

2
l

2
|ξ |−4/3

+ O(|ξ |−8/3)

)
=
|ξ |

2

(
|B1|

2
+

1
2(B2 B̄1+ B̄2 B1)|ξ |

−4/3
+ O(|v̂0|

2)
)

= O(|ξ ||v̂0|
2).

Hence, since v0 ∈ H 1/2(R2), we deduce that∫
|ξ |>a

∫
∞

0
|ξ |2|û3|

2 dx3 dξ <+∞.

B On the set |ξ | ≤ a, we can use a crude estimate: we have∫
|ξ |≤a

∫
∞

0
|ξ |2|û3(ξ, x3)|

2 dx3 dξ ≤ C
3∑

k=1

∫
|ξ |≤a
|ξ |2
|Ak(ξ)|

2

2<(λk(ξ))
dξ.

Using the estimates of Lemma 2.4, we infer that∫
|ξ |≤a

∫
∞

0
|ξ |2|û3(ξ, x3)|

2 dx3 dξ ≤ C
∫
|ξ |≤a
|ξ |2

(
(|v̂0,3(ξ)|

2
+ |ξ |2|v̂0,h(ξ)|

2)
1
|ξ |3
+ |ξ |2|v̂0(ξ)|

2
)

dξ

≤ C
∫
|ξ |≤a

(
|v̂0,3(ξ)|

2

|ξ |
+ |ξ ||v̂0,h(ξ)|

2
)

dξ <∞,

thanks to the assumption (2-2) on v̂0,3. In a similar way, we have∫
|ξ |≤a

∫
∞

0
|ξ |2|ûh(ξ, x3)|

2 dx3 dξ ≤ C
∫
|ξ |≤a

(
|v̂0,3(ξ)|

2

|ξ |
+ |ξ ||v̂0,h(ξ)|

2
)

dξ,∫
|ξ |≤a

∫
∞

0
|∂3ûh(ξ, x3)|

2dx3 dξ ≤ C
∫
|ξ |≤a
|v̂0|

2 dξ.

Gathering all the terms, we deduce that∫
R3
+

(|ξ |2|û(ξ, x3)|
2
+ |∂3û(ξ, x3)|

2) dξ dx3 <∞,

so that ∇u ∈ L2(R3
+
). �



1264 ANNE-LAURE DALIBARD AND CHRISTOPHE PRANGE

Remark 2.5. Notice that thanks to the exponential decay in Fourier space, for all p ∈N with p≥ 2, there
exists a constant C p > 0 such that ∫

∞

1

∫
R2
|∇

pu|2 ≤ C p‖v0‖
2
H1/2 .

• We now extend the definition of a solution to boundary data in H 1/2
uloc(R

2). We introduce the sets

K := {u ∈ H 1/2
uloc(R

2) : ∃Uh ∈ H 1/2
uloc(R

2)2, u =∇h ·Uh},

K := {u ∈ H 1/2
uloc(R

2)3 : u3 ∈ K}.
(2-13)

In order to extend the definition of solutions to data which are only locally square integrable, we will first
derive a representation formula for v0 ∈ H 1/2(R2). We will prove that the formula still makes sense when
v0 ∈ K, and this will allow us to define a solution with boundary data in K.

To that end, let us introduce some notation. According to the proof of Proposition 2.1, there exist
L1, L2, L3 : R

2
→M3(C) and q1, q2, q3 : R

2
→ C3 such that

û(ξ, x3)=

3∑
k=1

Lk(ξ)v̂0(ξ) exp(−λk(ξ)x3),

p̂(ξ, x3)=

3∑
k=1

qk(ξ) · v̂0(ξ) exp(−λk(ξ)x3).

(2-14)

For further reference, we state the following lemma:

Lemma 2.6. For all k ∈ {1, 2, 3} and all ξ ∈ R2, the following identities hold:

(|ξ |2− λ2
k)Lk +

−Lk,21 −Lk,22 −Lk,23

Lk,11 Lk,12 Lk,13

0 0 0

+
 iξ1qk,1 iξ1qk,2 iξ1qk,3

iξ2qk,1 iξ2qk,2 iξ2qk,3

−λkqk,1 −λkqk,2 −λkqk,3

= 0

and, for j = 1, 2, 3, k = 1, 2, 3,

iξ1Lk,1 j + iξ2Lk,2 j − λk Lk,3 j = 0.

Proof. Let v0 ∈ H 1/2(R2)3 be such that v0,3 = ∇h · Vh for some Vh ∈ H 1/2(R2). Then, according to
Proposition 2.1, the couple (u, p) defined by (2-14) is a solution of (2-1). Therefore it satisfies (2-3).
Plugging the definition (2-14) into (2-3), we infer that, for all x3 > 0,∫

R2

3∑
k=1

exp(−λk x3)Ak(ξ)v̂0(ξ) dξ = 0, (2-15)

where

Ak := (|ξ |
2
− λ2

k)Lk +

−Lk,21 −Lk,22 −Lk,23

Lk,11 Lk,12 Lk,13

0 0 0

+
 iξ1qk,1 iξ1qk,2 iξ1qk,3

iξ2qk,1 iξ2qk,2 iξ2qk,3

−λkqk,1 −λkqk,2 −λkqk,3

 .
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Since (2-15) holds for all v0, we obtain

3∑
k=1

exp(−λk x3)Ak(ξ)= 0 for all ξ and x3,

and since λ1,λ2, λ3 are distinct for all ξ 6= 0, we deduce eventually that Ak(ξ)= 0 for all ξ and k.
The second identity follows in a similar fashion from the divergence-free condition. �

Our goal is now to derive a representation formula for u, based on the formula satisfied by its Fourier
transform, in such a way that the formula still makes sense when v0 ∈K. The crucial part is to understand
the action of the operators Op(Lk(ξ)φ(ξ)) on L2

uloc functions, where φ ∈ C∞0 (R
2). To that end, we will

need to decompose Lk(ξ) for ξ close to zero into several terms.
Lemma 2.4 provides asymptotic developments of L1, L2, L3 and α1, α2, α3 as |ξ | � 1 or |ξ | � 1. In

particular, we have, for |ξ | � 1,

L1(ξ)=

√
2

2|ξ |

 ξ2(ξ2−ξ1) −ξ2(ξ2+ξ1) −i
√

2ξ2

ξ1(ξ1−ξ2) ξ1(ξ2+ξ1) i
√

2ξ1

i |ξ |(ξ2−ξ1) −i |ξ |(ξ2+ξ1)
√

2|ξ |

+(O(|ξ |2) O(|ξ |2) O(|ξ |)
)
,

L2(ξ)=
1
2


1 i

2i(−ξ1+ξ2)

|ξ |

−i 1
−2i(ξ1+ξ2)

|ξ |

i(ξ1e−iπ/4
−ξ2eiπ/4) i(ξ2e−iπ/4

+iξ1eiπ/4) eiπ/4

+
(
O(|ξ |2) O(|ξ |2) O(|ξ |)

)
,

L3(ξ)=
1
2


1 −i

2i(ξ1+ξ2)

|ξ |

i 1
−2i(ξ1−ξ2)

|ξ |

i(ξ1eiπ/4
−ξ2e−iπ/4) i(ξ2eiπ/4

+iξ1e−iπ/4) e−iπ/4

+
(
O(|ξ |2) O(|ξ |2) O(|ξ |)

)
.

(2-16)

The remainder terms are to be understood column-wise. Notice that the third column of Lk , that is, Lke3,
always acts on v̂0,3 = iξ · V̂h . We thus introduce the following notation: for k = 1, 2, 3,

Mk := (Lke1Lke2) ∈M3,2(C) and Nk := i Lke3
tξ ∈M3,2(C).

M1
k (respectively N 1

k ) denotes the 3×2 matrix whose coefficients are the nonpolynomial and homogeneous
terms of order one in Mk (respectively Nk) for ξ close to zero. For instance,

M1
1 :=

√
2

2|ξ |

 ξ2(ξ2− ξ1) −ξ2(ξ2+ ξ1)

−ξ1(ξ2− ξ1) ξ1(ξ2+ ξ1)

0 0

 , N 1
1 :=

i
|ξ |

−ξ2ξ1 ξ 2
2

ξ 2
1 ξ1ξ2

0 0

 .
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We also set M rem
k = Mk −M1

k , N rem
k := Nk − N 1

k so that

for ξ close to zero, M rem
1 = O(|ξ |),

for k = 2, 3, M rem
k = O(1),

for all k ∈ {1, 2, 3}, N rem
k = O(|ξ |).

There are polynomial terms of order one in M rem
1 and N rem

k (respectively of order 0 and 1 in M rem
k

for k = 2, 3) which account for the fact that the remainder terms are not O(|ξ |2). However, these
polynomial terms do not introduce any singularity when they are differentiated, and thus, using the results
of Appendix B, we get, for any integer q ≥ 1,

|∇
q
ξ M rem

k |, |∇
q
ξ N rem

k | = O(|ξ |2−q
+ 1) for |ξ | � 1. (2-17)

B Concerning the Fourier multipliers of order one M1
k and N 1

k , we will rely on the following lemma,
which is proved in Appendix C:

Lemma 2.7. There exists a constant C I such that for all i, j ∈ {1, 2}, for any function g ∈ S(R2), for all
ζ ∈ C∞0 (R

2), and for all K > 0,

Op
(
ξiξ j

|ξ |
ζ(ξ)

)
g(x)

= C I

∫
R2

dy
[

δi, j

|x − y|3
−3
(xi − yi )(x j − y j )

|x − y|5

]
×{ρ∗g(x)−ρ∗g(y)−∇ρ∗g(x)·(x−y)1|x−y|≤K }, (2-18)

where ρ := F−1ζ ∈ S(R2).

Definition 2.8. If L is a homogeneous, nonpolynomial function of order one in R2 of the form

L(ξ)=
∑

1≤i, j≤2

ai j
ξiξ j

|ξ |
,

then we define, for ϕ ∈W 2,∞(R2),

I[L]ϕ(x) :=
∑

1≤i, j≤2

ai j

∫
R2

dy γi j (x − y){ϕ(x)−ϕ(y)−∇ϕ(x) · (x − y)1|x−y|≤K},

where

γi, j (x)= C I

(
δi, j

|x |3
− 3

xi x j

|x |5

)
.

Remark 2.9. The value of the number K in the formula (2-18) and in Definition 2.8 is irrelevant, since,
for all ϕ ∈W 2,∞(R2) and all 0< K < K ′,∫

R2
dy γi j (x − y)∇ϕ(x) · (x − y)1K<|x−y|≤K′ = 0

by symmetry arguments.

We then have the following bound:
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Lemma 2.10. Let ϕ ∈W 2,∞(R2). Then, for all 1≤ i, j ≤ 2,∥∥∥∥I

[
ξiξ j

|ξ |

]
ϕ

∥∥∥∥
L∞(R2)

≤ C‖ϕ‖1/2
∞
‖∇

2ϕ‖1/2
∞
.

Remark 2.11. We will often apply the above Lemma with ϕ = ρ ∗ g, where ρ ∈ C2(R2) is such that ρ
and ∇2ρ have bounded second order moments in L2, and g ∈ L2

uloc(R
2). In this case, we have

‖ϕ‖∞ ≤ C‖g‖L2
uloc
‖(1+ | · |2)ρ‖L2(R2),

‖∇
2ϕ‖∞ ≤ C‖g‖L2

uloc
‖(1+ | · |2)∇2ρ‖L2(R2).

Indeed,

‖ρ ∗ g‖L∞ ≤ sup
x∈R2

(∫
R2

1
1+ |x − y|4

|g(y)|2 dy
)1

2
(∫

R2
(1+ |x − y|4)|ρ(x − y)|2 dy

)1
2

≤ C‖g‖L2
uloc
‖(1+ | · |2)ρ‖L2(R2).

The L∞ norm of ∇2ϕ is estimated in exactly the same manner, simply replacing ρ by ∇2ρ.

Proof of Lemma 2.10. We split the integral in (2-18) into three parts:

I

[
ξiξ j

|ξ |

]
ϕ(x)=

∫
|x−y|≤K

dy γi j (x − y){ϕ(x)−ϕ(y)−∇ϕ(x) · (x − y)}

+

∫
|x−y|≥K

dy γi j (x − y)ϕ(x)−
∫
|x−y|≥K

dy γi j (x − y)ϕ(y)

= A(x)+ B(x)+C(x). (2-19)

Concerning the first integral in (2-19), Taylor’s formula implies

|A(x)| ≤ C‖∇2ϕ‖L∞

∫
|x−y|≤K

dy
|x − y|

≤ C K‖∇2ϕ‖L∞ .

For the second and third integrals in (2-19),

|B(x)| + |C(x)| ≤ C‖ϕ‖∞

∫
|x−y|≥K

dy
|x − y|3

≤ C K−1
‖ϕ‖∞.

We infer that, for all K > 0,∥∥∥∥I

[
ξiξ j

|ξ |

]
ϕ

∥∥∥∥
∞

≤ C(K‖∇2ϕ‖∞+ K−1
‖ϕ‖∞).

Optimizing in K (that is, choosing K = ‖ϕ‖1/2∞ /‖∇2ϕ‖
1/2
∞ ), we obtain the desired inequality. �

B For the remainder terms M rem
k and N rem

k as well as the high-frequency terms, we will use the following
estimates:
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Lemma 2.12 (kernel estimates). Let φ ∈ C∞0 (R
2) be such that φ(ξ)= 1 for |ξ | ≤ 1. Define

ϕHF(xh, x3) := F−1
( 3∑

k=1

(1−φ)(ξ)Lk(ξ) exp(−λk(ξ)x3)

)
,

ψ1(xh, x3) := F−1
( 3∑

k=1

φ(ξ)M rem
k (ξ) exp(−λk(ξ)x3)

)
,

ψ2(xh, x3) := F−1
( 3∑

k=1

φ(ξ)N rem
k (ξ) exp(−λk(ξ)x3)

)
.

Then the following estimates hold:

• For all q ∈ N, there exists c0,q > 0 such that, for all α, β > c0,q , there exists Cα,β,q > 0 such that

|∇
qϕHF(xh, x3)| ≤

Cα,β,q
|xh|

α + |x3|β
.

• For all α ∈ (0, 2/3) and all q ∈ N, there exists Cα,q > 0 such that

|∇
qψ1(xh, x3)| ≤

Cα,q
|xh|

3+q + |x3|α+q/3 .

• For all α ∈ (0, 2/3) and all q ∈ N, there exists Cα,q > 0 such that

|∇
qψ2(xh, x3)| ≤

Cα,q
|xh|

3+q + |x3|α+q/3 .

Proof. • Let us first derive the estimate on ϕHF for q = 0. We seek to prove there exists c0 > 0 such that

for all (α, β) ∈ (c0,∞)
2, there exists Cα,β such that |ϕHF(xh, x3)| ≤

Cα,β
|xh|

α + |x3|β
. (2-20)

To that end, it is enough to show that, for α ∈ N2 and β > 0 with |α|, β ≥ c0,

sup
x3>0

(|x3|
β
‖ϕ̂HF( · , x3)‖L1(R2)+‖∇

α
ξ ϕ̂HF( · , x3)‖L1(R2)) <∞.

We recall that λk(ξ)∼ |ξ | for |ξ | →∞. Moreover, using the estimates of Lemma 2.4, we infer that there
exists γ ∈ R such that Lk(ξ)= O(|ξ |γ ) for |ξ | � 1. Hence

|x3|
β
|ϕ̂HF(ξ, x3)| ≤ C |1−φ(ξ)||ξ |γ

3∑
k=1

|x3|
β exp(−<(λk)x3)

≤ C |1−φ(ξ)||ξ |γ−β
3∑

k=1

|<(λk)x3|
β exp(−<(λk)x3)

≤ Cβ |ξ |γ−β1|ξ |≥1.

Hence, for β large enough, for all x3 > 0,

|x3|
β
‖ϕ̂HF( · , x3)‖L1(R2) ≤ Cβ .
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In a similar fashion, for α ∈ N2, |α| ≥ 1, we have, as |ξ | →∞ (see Appendix B),

∇
αLk(ξ)= O(|ξ |γ−|α|),

∇
α(exp(−λk x3))= O((|ξ |1−|α|x3+ |x3|

|α|) exp(−<(λk)x3))= O(|ξ |−|α|).

Moreover, we recall that ∇(1− φ) is supported in a ring of the type BR \ B1 for some R > 1. As a
consequence, we obtain, for all α ∈ N2 with |α| ≥ 1,

|∇
αϕ̂HF(ξ, x3)| ≤ Cα|ξ |γ−|α|1|ξ |≥1,

so that

‖∇
αϕ̂HF( · , x3)‖L1(R2) ≤ Cα.

Thus ϕHF satisfies (2-20) for q = 0. For q ≥ 1, the proof is the same, changing Lk into |ξ |q1 |λk |
q2 Lk with

q1+ q2 = q.

• The estimates on ψ1, ψ2 are similar. The main difference lies in the degeneracy of λ1 near zero. For
instance, in order to derive an L∞ bound on |x3|

α+q/3
∇

qψ1, we look for an L∞x3
(L1

ξ (R
2)) bound on

|x3|
α+q/3
|ξ |qψ̂1(ξ, x3). We have∣∣∣∣|x3|
α+q/3
|ξ |qφ(ξ)

3∑
k=1

M rem
k exp(−λk x3)

∣∣∣∣≤ C |x3|
α+q/3
|ξ |q

3∑
k=1

exp(−<(λk)x3)|M rem
k |1|ξ |≤R

≤ C |ξ |q
3∑

k=1

|<λk |
−(α+q/3)

|M rem
k |1|ξ |≤R

≤ C |ξ |q(|ξ |1−3α−q
+ 1)1|ξ |≤R.

The right-hand side is in L1 provided α < 2/3. We infer that∣∣|x3|
α+q/3
∇

qψ1(x)
∣∣≤ Cα,q for all x and all α ∈ (0, 2/3).

The other bound on ψ1 is derived in a similar way, using the fact that

∇
q
ξ M rem

1 = O(|ξ |2−q
+ 1)

for ξ in a neighborhood of zero. �

B We are now ready to state our representation formula:

Proposition 2.13 (representation formula). Let v0 ∈ H 1/2(R2)3 be such that v0,3 = ∇h · Vh for some
Vh ∈ H 1/2(R2), and let u be the solution of (2-1). For all x ∈ R3, let χ ∈ C∞0 (R

2) be such that χ ≡ 1 on
B(xh, 1). Let φ ∈ C∞0 (R

2) be a cut-off function as in Lemma 2.12, and let ϕHF, ψ1, ψ2 be the associated
kernels. For k = 1, 2, 3, set

fk( · , x3) := F−1(φ(ξ) exp(−λk x3)).
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Then

u(x)= F−1
( 3∑

k=1

Lk(ξ)

(
χ̂v0,h(ξ)

̂∇ · (χVh)

)
exp(−λk x3)

)
(x)+

3∑
k=1

I[M1
k ] fk( · , x3) ∗ ((1−χ)v0,h)(x)

+

3∑
k=1

I[N 1
k ] fk( · , x3) ∗ ((1−χ)Vh)(x)+ϕHF ∗

(
(1−χ)v0,h

∇ · ((1−χ)Vh)

)
(x)

+ψ1 ∗ ((1−χ)v0,h)(x)+ψ2 ∗ ((1−χ)Vh)(x).

As a consequence, for all a > 0, there exists a constant Ca such that

sup
k∈Z2

∫
k+[0,1]2

∫ a

0
|u(xh, x3)|

2 dx3 dxh ≤ Ca(‖v0‖
2
H1/2

uloc(R
2)
+‖Vh‖

2
H1/2

uloc(R
2)
).

Moreover, there exists q ∈ N such that

sup
k∈Z2

∫
k+[0,1]2

∫
∞

1
|∇

qu(xh, x3)|
2 dx3 dxh ≤ C(‖v0‖

2
H1/2

uloc(R
2)
+‖Vh‖

2
H1/2

uloc(R
2)
).

Remark 2.14. The integer q in the above proposition is explicit and does not depend on v0. One can
take q = 4 for instance.

Proof. The proposition follows quite easily from the preceding lemmas. We have, according to
Proposition 2.1,

u(x)= F−1
( 3∑

k=1

Lk(ξ)

(
χ̂v0,h(ξ)

̂∇ · (χVh)(ξ)

)
exp(−λk x3)

)
(x)

+F−1

(
3∑

k=1

Lk(ξ)

( ̂(1−χ)v0,h(ξ)
∧

∇ · ((1−χ)Vh)(ξ)

)
exp(−λk x3)

)
(x).

In the latter term, the cut-off function φ is introduced, writing simply 1= 1−φ+φ. We have, for the
high-frequency term,

F−1

(
3∑

k=1

(1−φ(ξ))Lk(ξ)

( ̂(1−χ)v0,h(ξ)
∧

∇ · ((1−χ)Vh)(ξ)

)
exp(−λk x3)

)

= F−1

(
ϕ̂HF(ξ, x3)

( ̂(1−χ)v0,h(ξ)
∧

∇ · ((1−χ)Vh)(ξ)

))
= ϕHF( · , x3) ∗

(
(1−χ)v0,h(ξ)

∇ · ((1−χ)Vh)(ξ)

)

Notice that ∇h · ((1−χ)Vh)= (1−χ)v0,3−∇hχ · Vh ∈ H 1/2(R2).
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In the low-frequency terms, we distinguish between the horizontal and the vertical components of v0.
Let us deal with the vertical component, which is slightly more complicated. Since v0,3=∇h ·Vh , we have

F−1
( 3∑

k=1

φ(ξ)Lk(ξ)e3

∧

∇h · ((1−χ)Vh)(ξ) exp(−λk x3)

)
= F−1

( 3∑
k=1

φ(ξ)Lk(ξ)e3iξ · ̂(1−χ)Vh(ξ) exp(−λk x3)

)
.

We recall that Nk = i Lke3
tξ , so that

Lk(ξ)e3iξ · ̂(1−χ)Vh(ξ)= Nk(ξ) ̂(1−χ)Vh(ξ).

Then, by definition of ψ2 and fk ,

F−1
( 3∑

k=1

φ(ξ)Nk(ξ) ̂(1−χ)Vh(ξ) exp(−λk x3)

)
= F−1

( 3∑
k=1

φ(ξ)N 1
k (ξ)

̂(1−χ)Vh(ξ) exp(−λk x3)

)
+F−1

( 3∑
k=1

φ(ξ)N rem
k (ξ) ̂(1−χ)Vh(ξ) exp(−λk x3)

)
=

3∑
k=1

I[N 1
k ] fk ∗ ((1−χ) · Vh)+F−1(ψ̂2(ξ, x3) ̂(1−χ) · Vh(ξ))

=

3∑
k=1

I[N 1
k ] fk ∗ ((1−χ) · Vh)+ψ2 ∗ ((1−χ) · Vh).

The representation formula follows.
There remains to bound every term occurring in the representation formula. In order to derive bounds

on (l + [0, 1]2)×R+ for some l ∈ Z2, we use the representation formula with a function χl ∈ C∞0 (R
2)

such that χl ≡ 1 on l + [−1, 2]2, and we assume that the derivatives of χl are bounded uniformly in l
(take for instance χl = χ( · + l) for some χ ∈ C∞0 ).

• According to Proposition 2.1, we have∫ a

0

∥∥∥∥∥F−1

(
3∑

k=1

Lk(ξ)

(
χ̂lv0,h(ξ)

̂∇ · (χl Vh)

)
exp(−λk x3)

)∥∥∥∥∥
2

L2(R2)

dx3

≤ Ca(‖χlv0,h‖
2
H1/2 +‖∇χl · Vh‖

2
H1/2 +‖χlv0,3‖

2
H1/2(R2)

).

Using the formula

‖ f ‖2H1/2(R2)
= ‖ f ‖2L2 +

∫
R2×R2

| f (x)− f (y)|2

|x − y|3
dx dy for all f ∈ H 1/2(R2),



1272 ANNE-LAURE DALIBARD AND CHRISTOPHE PRANGE

it can be easily proved that

‖χu‖H1/2(R2) ≤ C‖χ‖W 1,∞‖u‖H1/2(R2) (2-21)

for all χ ∈ W 1,∞(R2) and for all u ∈ H 1/2(R2), where the constant C only depends on the dimension.
Therefore,

‖χlv0,h‖H1/2 ≤

∑
k∈Z2

‖χlτkϑv0,h‖H1/2 ≤

∑
k∈Z2

|k−l|≤1+3
√

2

‖χlτkϑv0,h‖H1/2 ≤ C‖χl‖W 1,∞‖v0,h‖H1/2
uloc
,

so that ∫ a

0

∥∥∥∥F−1
( 3∑

k=1

Lk(ξ)

(
χ̂lv0,h(ξ)

̂∇ · (χl Vh)

)
exp(−λk x3)

)∥∥∥∥2

L2(R2)

dx3 ≤ Ca(‖v0‖
2
H1/2

uloc
+‖Vh‖

2
H1/2

uloc
).

Similarly,

∫
∞

0

∥∥∥∥∇F−1
( 3∑

k=1

Lk(ξ)

(
χ̂lv0,h(ξ)

̂∇ · (χl Vh)

)
exp(−λk x3)

)∥∥∥∥2

L2(R2)

dx3 ≤ C(‖v0‖
2
H1/2

uloc
+‖Vh‖

2
H1/2

uloc
).

Moreover, thanks to Remark 2.5, for any q ≥ 2,

∫
∞

1

∥∥∥∥∇qF−1
( 3∑

k=1

Lk(ξ)

(
χ̂lv0,h(ξ)

̂∇ · (χl Vh)

)
exp(−λk x3)

)∥∥∥∥2

L2(R2)

dx3 ≤ Cq(‖v0‖
2
H1/2

uloc
+‖Vh‖

2
H1/2

uloc
).

• We now address the bounds of the terms involving the kernels ϕHF, ψ1, ψ2. According to Lemma 2.12,
we have for instance, for all x3 > 0, for all xh ∈ l + [0, 1]2, for σ ∈ N2,∣∣∣∣∫

R2
∇
σϕHF(yh, x3)

(
(1−χl)v0,h

∇ · ((1−χl)Vh)

)
(xh − yh) dyh

∣∣∣∣
≤ Cα,β,|σ |

∫
|yh |≥1

|v0(xh − yh)|
1

|yh|
α + xβ3

dyh +Cα,β,|σ |

∫
1≤|yh |≤2

|Vh(xh − yh)|
1

|yh|
α + xβ3

dyh

≤ C‖Vh‖L2
uloc

1

1+ xβ3
+C

(∫
R2

|v0(xh − yh)|
2

1+ |yh|
γ

dyh

)1
2
(∫
|yh |≥1

1+ |yh|
γ

(|yh|
α + xβ3 )

2
dyh

)1
2

≤ C‖Vh‖L2
uloc

1

1+ xβ3
+C‖v0‖L2

uloc
inf(1, xβ((2+γ )/2α−1)

3 )

for all γ >2 and for α, β>c0 and sufficiently large. In particular the Ḣq
uloc bound follows. The local bounds

in L2
uloc near x3 = 0 are immediate, since the right-hand side is uniformly bounded in x3. The treatment

of the terms with ψ1, ψ2 are analogous. Notice however that because of the slower decay of ψ1, ψ2 in
x3, we only have a uniform bound in Ḣq((l +[0, 1]2)× (1,∞)) if q is large enough (q ≥ 2 is sufficient).
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• There remains to bound the terms involving I[M1
k ],I[N 1

k ], using Lemma 2.7 and Remark 2.11. We
have for instance, for all x3 > 0,

‖I[N 1
k ] fk ∗ ((1−χl)Vh)‖L2(l+[0,1]2)

≤ C‖Vh‖L2
uloc

(
‖(1+ | · |2) fk( · , x3)‖L2(R2)+‖(1+ | · |

2)∇2
h fk( · , x3)‖L2(R2)

)
.

Using the Plancherel formula, we infer

‖(1+ | · |2) fk( · , x3)‖L2(R2) ≤ C‖φ(ξ) exp(−λk x3)‖H2(R2)

≤ C‖ exp(−λk x3)‖H2(BR)+C exp(−µx3),

where R > 1 is such that Suppφ ⊂ BR and µ is a positive constant depending only on φ. We have, for
k = 1, 2, 3,

|∇
2 exp(−λk x3)| ≤ C(x3|∇

2
ξ λk | + x2

3 |∇ξλk |
2) exp(−λk x3).

The asymptotic expansions in Lemma 2.4 together with the results of Appendix B imply that, for ξ in
any neighborhood of zero,

∇
2λ1 = O(|ξ |), ∇λ1 = O(|ξ |2),

∇
2λk = O(1), ∇λk = O(|ξ |) for k = 2, 3.

In particular, if k = 2, 3, since λk is bounded away from zero in a neighborhood of zero,∫
∞

0
dx3‖ exp(−λk x3)‖

2
H2(BR)

<∞.

On the other hand, the degeneracy of λ1 near ξ = 0 prevents us from obtaining the same result. Notice
however that ∫ a

0
‖ exp(−λ1x3)‖

2
H2(BR)

≤ Ca

for all a > 0, and ∫
∞

0

∥∥|ξ |q∇2 exp(−λ1x3)
∥∥2

L2(BR)
<∞

for q ∈ N large enough (q ≥ 4). Hence the bound on ∇qu follows. �

B The representation formula, together with its associated estimates, now allows us to extend the notion
of solution to locally integrable boundary data. Before stating the corresponding result, let us prove
a technical lemma about some nice properties of operators of the type I[ξiξ j/|ξ |], which we will use
repeatedly.

Lemma 2.15. Let ϕ ∈ C∞0 (R
2). Then, for all g ∈ L2

uloc(R
2) and all ρ ∈ C∞(R2) such that ∇αρ has

bounded second order moments in L2 for 0≤ α ≤ 2,∫
R2
ϕI

[
ξiξ j

|ξ |

]
ρ ∗ g =

∫
R2

gI

[
ξiξ j

|ξ |

]
ρ̌ ∗ϕ,

∫
R2
∇ϕI

[
ξiξ j

|ξ |

]
ρ ∗ g =−

∫
R2
ϕI

[
ξiξ j

|ξ |

]
∇ρ ∗ g.
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Remark 2.16. Notice that the second formula merely states that

∇

(
I

[
ξiξ j

|ξ |

]
ρ ∗ g

)
= I

[
ξiξ j

|ξ |

]
∇ρ ∗ g

in the sense of distributions.

Proof. • The first formula is a consequence of Fubini’s theorem: indeed,∫
R2
ϕI

[
ξiξ j

|ξ |

]
ρ ∗ g

=

∫
R6

dx dy dt γi j (x − y)g(t)ϕ(x)×{ρ(x − t)− ρ(y− t)−∇ρ(x − t) · (x − y)1|x−y|≤1}

=
y′=x+t−y

∫
R6

dx dy′ dt γi j (y′− t)g(t)ϕ(x)×{ρ(x − t)− ρ(x − y′)−∇ρ(x − t) · (y′− t)1|y′−t|≤1}.

Integrating with respect to x , we obtain∫
R2
ϕI

[
ξiξ j

|ξ |

]
ρ ∗ g =

∫
R4

dy′ dt γi j (y′− t)g(t){ϕ ∗ ρ̌(t)−ϕ ∗ ρ̌(y′)−ϕ ∗∇ρ̌(t) · (t − y′)1|y′−t|≤1}

=

∫
R2

dt g(t)I
[
ξiξ j

|ξ |

]
ϕ ∗ ρ̌.

• The second formula is then easily deduced from the first: using the fact that ∇ρ̌(x) = −∇ρ(−x) =
−∇ρ

̂
(x), we infer∫

R2
∇ϕI

[
ξiξ j

|ξ |

]
ρ ∗ g =

∫
R2

gI

[
ξiξ j

|ξ |

]
ρ̌ ∗∇ϕ =

∫
R2

gI

[
ξiξ j

|ξ |

]
∇ρ̌ ∗ϕ

=−

∫
R2

gI

[
ξiξ j

|ξ |

]
∇ρ

̂

∗ϕ =−

∫
R2
ϕI

[
ξiξ j

|ξ |

]
∇ρ ∗ g. �

We are now ready to state the main result of this section:

Corollary 2.17. Let v0 ∈K (recall that K is defined in (2-13).) Then there exists a unique solution u of
(2-1) such that u|x3=0 = v0 and

for all a > 0, sup
k∈Z2

∫
k+[0,1]2

∫ a

0
|u(xh, x3)|

2 dx3 dxh <∞,

there exists q ∈ N∗, sup
k∈Z2

∫
k+[0,1]2

∫
∞

1
|∇

qu(xh, x3)|
2 dx3 dxh <∞.

(2-22)

Remark 2.18. As in Proposition 2.13, the integer q in the two results above is explicit and does not
depend on v0 (one can take q = 4 for instance).

Proof of Corollary 2.17.
Uniqueness. Let u be a solution of (2-1) satisfying (2-22) and such that u|x3=0 = 0. We use the same type
of proof as in Proposition 2.1; see also [Gérard-Varet and Masmoudi 2010]. Using a Poincaré inequality



WELL-POSEDNESS OF THE STOKES–CORIOLIS SYSTEM IN THE HALF-SPACE OVER A ROUGH SURFACE 1275

near the boundary x3 = 0, we have

sup
k∈Z2

∫
k+[0,1]2

∫
∞

0
|∇

qu(xh, x3)|
2 dx3 dxh <∞.

Hence u ∈ C(R+,S′(R2)) and we can take the Fourier transform of u with respect to the horizontal
variable. The rest of the proof is identical to that of Proposition 2.1. The equations in (2-3) are meant
in the sense of tempered distributions in xh , and in the sense of distributions in x3, which is enough to
perform all calculations.

Existence. For all xh ∈ R2, let χ ∈ C∞0 (R
2) be such that χ ≡ 1 on B(xh, 1). Then we set

u(x)= F−1
( 3∑

k=1

Lk(ξ)

(
χ̂v0,h(ξ)

̂∇ · (χVh)

)
exp(−λk x3)

)
(x)+

3∑
k=1

I[M1
k ] fk( · , x3)∗ ((1−χ)v0,h)(x)

+

3∑
k=1

I[N 1
k ] fk( · , x3)∗ ((1−χ)Vh)(x)+ϕHF ∗

(
(1−χ)v0,h

∇ · ((1−χ)Vh)

)
(x)

+ψ1 ∗ ((1−χ)v0,h)(x)+ψ2 ∗ ((1−χ)Vh)(x). (2-23)

We first claim that this formula does not depend on the choice of the function χ : indeed, let χ1, χ2 ∈

C∞0 (R
2) be such that χi ≡ 1 on B(xh, 1). Then, since χ1−χ2 = 0 on B(xh, 1) and χ1−χ2 is compactly

supported, we may write

3∑
k=1

I[M1
k ] fk( · , x3) ∗ ((χ1−χ2)v0,h)+ψ1 ∗ ((χ1−χ2)v0,h)

= F−1
( 3∑

k=1

φ(ξ)Mk ̂(χ1−χ2)v0,h exp(−λk x3)

)
and

3∑
k=1

I[N 1
k ] fk( · , x3) ∗ ((χ1−χ2)Vh)+ψ2 ∗ ((χ1−χ2)Vh)

= F−1
( 3∑

k=1

φ(ξ)Nk ̂(χ1−χ2)Vh exp(−λk x3)

)

= F−1
( 3∑

k=1

φ(ξ)Lke3F(∇ · (χ1−χ2)Vh) exp(−λk x3)

)
.

On the other hand,

ϕHF ∗

(
(χ1−χ2)v0,h

∇ · ((χ1−χ2)Vh)

)
= F−1

(
3∑

k=1

(1−φ(ξ))Lk

( ̂(χ1−χ2)v0,h
∧

∇ · ((χ1−χ2)Vh)

)
exp(−λk x3)

)
.

Gathering all the terms, we find that the two definitions coincide. Moreover, u satisfies (2-22) (we
refer to the proof of Proposition 2.13 for the derivation of such estimates: notice that the proof of
Proposition 2.13 only uses local integrability properties of v0).
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It remains to prove that u is a solution of the Stokes system, which is not completely trivial due to the
complexity of the representation formula. We start by deriving a duality formula: we claim that, for all
η ∈ C∞0 (R

2)3 and all x3 > 0,∫
R2

u(xh, x3) · η(xh) dxh =

∫
R2
v0,h(xh) ·F

−1
( 3∑

k=1

( tLk η̂(ξ))h exp(−λ̄k x3)

)
−

∫
R2

Vh(xh) ·F
−1
( 3∑

k=1

iξ( tLk η̂(ξ))3 exp(−λ̄k x3)

)
. (2-24)

To that end, in (2-23), we may choose a function χ ∈ C∞0 (R
2) such that χ ≡ 1 on the set

{x ∈ R2
: d(x,Supp η)≤ 1}.

We then transform every term in (2-23). We have, according to the Parseval formula,∫
R2

F−1

(
3∑

k=1

Lk(ξ)

(
χ̂v0,h(ξ)

̂∇ · (χVh)(ξ)

)
exp(−λk x3)

)
· η

=
1

(2π)2

∫
R2

3∑
k=1

η̂(ξ) · Lk(ξ)

(
χ̂v0,h(ξ)

̂∇ · (χVh)(ξ)

)
exp(−λk x3) dξ

=

∫
R2
χv0,hF−1

( 3∑
k=1

( tLk η̂(ξ))h exp(−λ̄k x3)

)
−

∫
R2
χVh ·F

−1
( 3∑

k=1

iξ( tLk η̂(ξ))3 exp(−λ̄k x3)

)
.

Using standard convolution results, we have∫
R2
ψ1 ∗ ((1−χ)v0,h)η =

∫
R2
(1−χ)v0,h

tψ̌1 ∗ η.

The terms with ψ2 and ϕHF are transformed using identical computations. Concerning the term with
I[M1

k ], we use Lemma 2.15, from which we infer that∫
R2

I[M1
k ] fk ∗ ((1−χ)v0,h)η =

∫
R2
(1−χ)v0,hI[ tM1

k ] f̌k ∗ η.

Notice also that, by the definition of M1
k , M̌1

k = M1
k . Therefore,∫

R2
ψ1 ∗ ((1−χ)v0,h)η+

3∑
k=1

∫
R2

I[M1
k ] fk ∗ ((1−χ)v0,h)η

=

∫
R2
(1−χ)v0,h ·F

−1
( 3∑

k=1

t
(

Ľke1 Ľke2

)
η̂φ̌(ξ) exp(−λ̌k x3)

)
and∫

R2
ψ2 ∗ ((1−χ)Vhη+

3∑
k=1

∫
R2

I[N 1
k ] fk ∗ ((1−χ)Vh)η

=

∫
R2
(1−χ)Vh ·F

−1
( 3∑

k=1

ξ t
(

i Ľke3

)
η̂φ̌(ξ) exp(−λ̌k x3)

)
.
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Now we recall that if v0 ∈ H 1/2(R2)∩K is real-valued, so is the solution u of (2-1). Therefore, in Fourier
space,

û( · , x3)= ˇ̂u( · , x3) for all x3 > 0.

We infer in particular that
3∑

k=1

Ľk exp(−λ̌k x3)=

3∑
k=1

L̄k exp(−λ̄k x3).

Gathering all the terms, we obtain (2-24).
Now let ζ ∈ C∞0 (R

2
× (0,∞))3 such that ∇ · ζ = 0, and η ∈ C∞0 (R

2
× (0,∞)). We seek to prove that∫

R3
+

u(−1ζ − e3× ζ )= 0 (2-25)

as well as ∫
R3
+

u · ∇η = 0. (2-26)

Using (2-24), we infer that∫
R3
+

u
(
−1ζ − e3× ζ

)
=

∫
∞

0

∫
R2
v0,hF−1

( 3∑
k=1

Mk(ξ)ζ̂ (ξ) exp(−λ̄k x3)

)
+

∫
∞

0

∫
R2

VhF−1
( 3∑

k=1

Nk(ξ)ζ̂ (ξ) exp(−λ̄k x3)

)
,

where

Mk := (|ξ |
2
− λ2

k)
tMk +

tMk

 0 1 0
−1 0 0
0 0 0

 , Nk := (|ξ |
2
− λ2

k)
tNk +

tNk

 0 1 0
−1 0 0
0 0 0

 .
According to Lemma 2.6,

Mk =

(
iξ1qk,1 iξ2qk,1 −λkqk,1

iξ1qk,2 iξ2qk,2 −λkqk,2

)
so that, since iξ · ζ̂h + ∂3ζ̂3 = 0,

Mk(ξ)ζ̂ (ξ, x3)= (∂3ζ̂3− λ̄k ζ̂3)

(
q̄k,1

q̄k,2

)
.

Integrating in x3, we find that ∫
∞

0
Mk(ξ)ζ̂ (ξ, x3) exp(−λ̄k x3) dx3 = 0.

Similar arguments lead to∫
∞

0

∫
R2

VhF−1
( 3∑

k=1

Nk(ξ)ζ̂ (ξ, x3) exp(−λ̄k x3)

)
= 0

and to the divergence-free condition (2-26). �



1278 ANNE-LAURE DALIBARD AND CHRISTOPHE PRANGE

2B. The Dirichlet to Neumann operator for the Stokes–Coriolis system. We now define the Dirichlet
to Neumann operator for the Stokes–Coriolis system with boundary data in K. We start by deriving its
expression for boundary data v0 ∈ H 1/2(R2) satisfying (2-2), for which we consider the unique solution
u of (2-1) in Ḣ 1(R3

+
). We recall that u is defined in Fourier space by (2-8). The corresponding pressure

term is given by

p̂(ξ, x3)=

3∑
k=1

Ak(ξ)
|ξ |2− λk(ξ)

2

λk(ξ)
exp(−λk(ξ)x3).

The Dirichlet to Neumann operator is then defined by

DN v0 := −∂3u|x3=0+ p|x3=0e3.

Consequently, in Fourier space, the Dirichlet to Neumann operator is given by

D̂N v0(ξ)=

3∑
k=1

Ak(ξ)

(
(i/|ξ |2)(−λ2

kξ + (|ξ |
2
− λ2

k)
2ξ⊥)

|ξ |2/λk

)
=: MSC(ξ)v̂0(ξ), (2-27)

where MSC ∈M3,3(C). Using the notations of the previous paragraph, we have

MSC =

3∑
k=1

λk Lk + e3
tqk .

Let us first review a few useful properties of the Dirichlet to Neumann operator:

Proposition 2.19. • Behavior at large frequencies: when |ξ | � 1,

MSC(ξ)=

|ξ | + ξ 2
1 /|ξ | ξ1ξ2/|ξ | iξ1

ξ1ξ2/|ξ | |ξ | + ξ
2
2 /|ξ | iξ2

−iξ1 −iξ2 2|ξ |

+ O(|ξ |1/3).

• Behavior at small frequencies: when |ξ | � 1,

MSC(ξ)=

√
2

2

 1 −1 i(ξ1+ ξ2)/|ξ |

1 1 i(ξ2− ξ1)/|ξ |

i(ξ2− ξ1)/|ξ | −i(ξ1+ ξ2)/|ξ |
√

2/|ξ | − 1

+ O(|ξ |).

• The horizontal part of the Dirichlet to Neumann operator, denoted by DNh , maps H 1/2(R2) into
H−1/2(R2).

• Let φ ∈ C∞0 (R
2) be such that φ(ξ)= 1 for |ξ | ≤ 1. Then

(1−φ(D))DN3 : H 1/2(R2)→ H−1/2(R2),

Dφ(D)DN3, |D|φ(D)DN3 : L2(R2)→ L2(R2),

where, classically, a(D) denotes the operator defined in Fourier space by

â(D)u = a(ξ)û(ξ)

for a ∈ C(R2), u ∈ L2(R2).
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Remark 2.20. For |ξ | � 1, the Dirichlet to Neumann operator for the Stokes–Coriolis system has the
same expression, at main order, as that of the Stokes system. This can be easily understood since, at large
frequencies, the rotation term in the system (2-3) can be neglected in front of |ξ |2û, and therefore the
system behaves roughly as the Stokes system.

Proof. The first two points follow from the expression (2-27) together with the asymptotic expansions in
Lemma 2.4. Since they are lengthy but straightforward calculations, we postpone them to Appendix A.

The horizontal part of the Dirichlet to Neumann operator satisfies

|D̂Nh v0(ξ)| = O(|ξ ||v̂0(ξ)|) for |ξ | � 1,

|D̂Nh v0(ξ)| = O(|v̂0(ξ)|) for |ξ | � 1.

Therefore, if
∫

R2(1+ |ξ |2)1/2|v̂0(ξ)|
2 dξ <∞, we deduce that∫

R2
(1+ |ξ |2)−1/2

|D̂Nh v0(ξ)|
2 dξ <∞.

Hence DNh : H 1/2(R2)→ H−1/2(R2).
In a similar way,

|D̂N3 v0(ξ)| = O(|ξ ||v̂0(ξ)|) for |ξ | � 1,

so that if φ ∈ C∞0 (R
2) is such that φ(ξ)= 1 for ξ in a neighborhood of zero, there exists a constant C

such that

|(1−φ(ξ))D̂N3 v0(ξ)| ≤ C |ξ ||v̂0(ξ)| for all ξ ∈ R2.

Therefore (1−φ(D))DN3 : H 1/2(R2)→ H−1/2(R2).
The vertical part of the Dirichlet to Neumann operator, however, is singular at low frequencies. This is

consistent with the singularity observed in L1(ξ) for ξ close to zero. More precisely, for ξ close to zero,
we have

D̂N3 v0(ξ)=
1
|ξ |
v̂0,3+ O(|v̂0(ξ)|).

Consequently, for all ξ ∈ R2,

|ξφ(ξ)D̂N3 v0(ξ)| ≤ C |v̂0(ξ)|. �

Following [Gérard-Varet and Masmoudi 2010], we now extend the definition of the Dirichlet to
Neumann operator to functions which are not square integrable in R2, but rather locally uniformly
integrable. There are several differences with [Gérard-Varet and Masmoudi 2010]: First, the Fourier
multiplier associated with DN is not homogeneous, even at the main order. Therefore its kernel (the
inverse Fourier transform of the multiplier) is not homogeneous either, and, in general, does not have
the same decay as the kernel of Stokes system. Moreover, the singular part of the Dirichlet to Neumann
operator for low frequencies prevents us from defining DN on H 1/2

uloc. Hence we will define DN on K only
(see also Corollary 2.17).
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Let us briefly recall the definition of the Dirichlet to Neumann operator for the Stokes system (see
[Gérard-Varet and Masmoudi 2010]), which we denote by DNS

1. The Fourier multiplier of DNS is

MS(ξ) :=

|ξ | + ξ 2
1 /|ξ | ξ1ξ2/|ξ | iξ1

ξ1ξ2/|ξ | |ξ | + ξ
2
2 /|ξ | iξ2

−iξ1 −iξ2 2|ξ |

 .
The inverse Fourier transform of MS in S′(R2) is homogeneous of order -3, and consists of two parts:

• The first is the inverse Fourier transform of coefficients equal to iξ1 or iξ2. This part is singular, and
is the derivative of a Dirac mass at point t = 0.

• The second is the kernel denoted by KS , which satisfies

|KS(t)| ≤
C
|t |3

.

In particular, it is legitimate to say that

|F−1 MS(t)| ≤
C
|t |3

in D′(R2
\ {0}).

Hence DNS is defined on H 1/2
uloc in the following way: for all ϕ ∈ C∞0 (R

2), let χ ∈ C∞0 (R
2) be such

that χ ≡ 1 on the set {t ∈ R2
: d(t,Suppϕ)≤ 1}. Then

〈DNS u, ϕ〉D′,D := 〈F−1(MSχ̂u), ϕ〉H−1/2,H1/2 +

∫
R2

KS ∗ ((1−χ)u) ·ϕ.

The assumption on χ ensures that there is no singularity in the last integral, while the decay of KS ensures
its convergence. Notice also that the singular part (which is local in the physical space) is only present in
the first term of the decomposition.

We wish to adopt a similar method here, but a few precautions must be taken because of the singularities
at low frequencies, in the spirit of the representation formula (2-23). Hence, before defining the action of
DN on K, let us decompose the Fourier multiplier associated with DN. We have

MSC(ξ)= MS(ξ)+φ(ξ)(MSC −MS)(ξ)+ (1−φ)(ξ)(MSC −MS)(ξ).

Concerning the third term, we have the following result, which is a straightforward consequence of
Proposition 2.19 and Appendix B:

Lemma 2.21. As |ξ | →∞, we have

∇
α
ξ (MSC −MS)(ξ)= O(|ξ |

1
3−|α|)

for α ∈ N2, 0≤ |α| ≤ 3.

1Gérard-Varet and Masmoudi [2010] considered the Stokes system in R2
+

and not R3
+

, but this part of their proof does not
depend on the dimension.
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We deduce from Lemma 2.21 that ∇α[(1−φ(ξ))(MSC−MS)(ξ)] ∈ L1(R2) for all α ∈N2 with |α| = 3,
so that it follows from Lemma B.3 that there exists a constant C > 0 such that

|F−1
[(1−φ(ξ))(MSC −MS)(ξ)](t)| ≤

C
|t |3

.

It remains to decompose φ(ξ)(MSC − MS)(ξ). As in Proposition 2.13, the multipliers which are
homogeneous of order one near ξ = 0 are treated separately. Note that since the last column and the
last line of MSC act on horizontal divergences (see Proposition 2.22), we are interested in multipliers
homogeneous of order zero in MSC,3i ,MSC,i3 for i = 1, 2, and homogeneous of order −1 in MSC,33. In
the following, we set

Mh :=

√
2

2

(
1 −1
1 1

)
, M :=

(
Mh 0
0 0

)
,

V1 :=
i
√

2
2|ξ |

(
ξ1+ ξ2

ξ1− ξ2

)
, V2 :=

i
√

2
2|ξ |

(
−ξ1+ ξ2

−ξ1− ξ2

)
.

We decompose MSC −MS near ξ = 0 as

φ(ξ)(MSC −MS)(ξ)= M +φ(ξ)
(

M1 V1
tV2 |ξ |

−1

)
− (1−φ(ξ))M +φ(ξ)M rem,

where M1 ∈M2(C) only contains homogeneous and nonpolynomial terms of order one, and M rem
i j contains

either polynomial terms or remainder terms which are o(|ξ |) for ξ close to zero if 1≤ i, j ≤ 2. Looking
closely at the expansions for λk in a neighborhood of zero (see (A-4)) and at the calculations in paragraph
A.4.2, we infer that M rem

i j contains either polynomial terms or remainder terms of order O(|ξ |2) if
1≤ i, j ≤ 2. We emphasize that the precise expression of M rem is not needed in the following, although it
can be computed by pushing forward the expansions of Appendix A. In a similar fashion, M rem

i,3 and M rem
3,i

contain constant terms and remainder terms of order O(|ξ |) for i = 1, 2 and M rem
3,3 contains remainder

terms of order O(1). As a consequence, if we define the low-frequency kernels

K rem
i : R2

→M2(C) for 1≤ i ≤ 4

by

K rem
1 := F−1

(
φ

(
M rem

11 M rem
12

M rem
21 M rem

22

))
,

K rem
2 := F−1

(
φ

(
M rem

13
M rem

23

)
i
(
ξ1 ξ2

))
,

K rem
3 := F−1

(
−iφ(ξ)ξ

(
M rem

31 M rem
32

))
,

K rem
4 := F−1

(
φ(ξ)M rem

33

(
ξ 2

1 ξ1ξ2

ξ1ξ2 ξ 2
2

))
,
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we have, for 1≤ i ≤ 4 (see Lemmas B.1 and B.5),

|K rem
i (xh)| ≤

C
|xh|

3 for all xh ∈ R2.

We also denote by M rem
HF the kernel part of

F−1(−(1−φ)M + (1−φ)(MSC −MS)),

which satisfies

|M rem
HF (xh)| ≤

C
|xh|

3 for all xh ∈ R2
\ {0}.

Notice that there is also a singular part in

F−1(−(1−φ)M),

which in fact corresponds to F−1(−M), and which is therefore a Dirac mass at xh = 0.
It remains to define the kernels homogeneous of order one besides M1. We set

M2 := V1i
(
ξ1 ξ2

)
,

M3 := − iξ tV2,

M4 :=
1
|ξ |

(
ξ 2

1 ξ1ξ2

ξ1ξ2 ξ 2
2

)
,

so that M1, M2, M3, M4 are 2× 2 real-valued matrices whose coefficients are linear combinations of
ξiξ j/|ξ |. In the end, we will work with the following decomposition for the matrix MSC , where the
treatment of each of the terms has been explained above:

MSC = MS +M + (1−φ)(MSC −MS −M)+φ
(

M1 V1
tV2 |ξ |

−1

)
+φM rem.

We are now ready to extend the definition of the Dirichlet to Neumann operator to functions in K:
in the spirit of Proposition 2.13–Corollary 2.17, we derive a representation formula for functions in
K∩ H 1/2(R2)3, which still makes sense for functions in K:

Proposition 2.22. Let ϕ ∈ C∞0 (R
2)3 such that ϕ3 =∇h ·8h for some 8h ∈ C∞0 (R

2). Let χ ∈ C∞0 (R
2) be

such that χ ≡ 1 on the set

{x ∈ R2
: d(x,Suppϕ ∪Supp8h)≤ 1}.

Let φ ∈ C∞0 (R
2
ξ ) be such that φ(ξ)= 1 if |ξ | ≤ 1, and let ρ := F−1φ.
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• Let v0 ∈ H 1/2(R2)3 be such that v0,3 =∇h · Vh . Then

〈DN(v0), ϕ〉D′,D

= 〈DNS(v0), ϕ〉D′,D+

∫
R2
ϕ ·Mv0+〈F

−1((1−φ)(MSC −MS −M)χ̂v0), ϕ〉H−1/2,H1/2

+

∫
R2
ϕ ·M rem

HF ∗ ((1−χ)v0)+

〈
F−1

(
φ

(
M rem

+

(
M1 V1
tV2 |ξ |

−1

))(
χ̂v0,h

iξ · χ̂Vh

))
, ϕ

〉
H−1/2,H1/2

+

∫
R2
ϕh · {I[M1](ρ ∗ (1−χ)v0,h)+ K rem

1 ∗ ((1−χ)v0,h)}

+

∫
R2
ϕh · {I[M2](ρ ∗ (1−χ)Vh)+ K rem

2 ∗ ((1−χ)Vh)}

+

∫
R2
8h · {I[M3](ρ ∗ (1−χ)v0,h)+ K rem

3 ∗ ((1−χ)v0,h)}

+

∫
R2
8h · {I[M4](ρ ∗ (1−χ)Vh)+ K rem

4 ∗ ((1−χ)Vh)}.

• The above formula still makes sense when v0 ∈K, which allows us to extend the definition of DN to
K.

Remark 2.23. Notice that if v0 ∈ K and ϕ ∈ K with ϕ3 = ∇h ·8h , and if ϕ,8h have compact support,
then the right-hand side of the formula in Proposition 2.22 still makes sense. Therefore DN v0 can be
extended into a linear form on the set of functions in K with compact support. In this case, we will denote
it by

〈DN(v0), ϕ〉

without specifying the functional spaces.

The proof of the Proposition 2.22 is very close to those of Proposition 2.13 and Corollary 2.17, and
therefore we leave it to the reader.

The goal is now to link the solution of the Stokes–Coriolis system in R3
+

with v0 ∈ K and DN(v0).
This is done through the following lemma:

Lemma 2.24. Let v0∈K, and let u be the unique solution of (2-1) with u|x3=0=v0, given by Corollary 2.17.
Let ϕ ∈ C∞0 (R̄

3
+
)3 be such that ∇ ·ϕ = 0. Then∫

R3
+

∇u · ∇ϕ+
∫

R3
+

e3× u ·ϕ = 〈DN(v0), ϕ|x3=0〉.

In particular, if v0 ∈ K with v0,3 =∇h · Vh and if v0, Vh have compact support, then

〈DN(v0), v0〉 ≥ 0.
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Remark 2.25. If ϕ ∈ C∞0 (R
3
+)

3 is such that ∇ ·ϕ = 0, then in particular

ϕ3|x3=0(xh)=−

∫
∞

0
∂3ϕ3(xh, z) dz

=

∫
∞

0
∇h ·ϕh(xh, z)=∇h ·8h

for 8h :=
∫
∞

0 ϕh( · , z) dz ∈ C∞0 (R
2). In particular ϕ|x3=0 is a suitable test function for Proposition 2.22.

Proof. The proof relies on two duality formulas in the spirit of (2-24), one for the Stokes–Coriolis system
and the other for the Dirichlet to Neumann operator. We claim that if v0 ∈ K, then, on the one hand∫

R3
+

∇u · ∇ϕ+
∫

R3
+

e3× u ·ϕ =
∫

R2
v0F−1( tM SC(ξ)ϕ̂|x3=0(ξ)), (2-28)

and on the other hand, for any η ∈ C∞0 (R
2)3 such that η3 =∇h · θh for some θh ∈ C∞0 (R

2)2,

〈DN(v0), η〉D′,D =

∫
R2
v0F−1( tM SC(ξ)η̂(ξ)). (2-29)

Applying formula (2-29) with η = ϕ|x3=0 then yields the desired result. Once again, the proofs of (2-28)
and (2-29) are close to that of (2-24). From (2-24), one has∫

R3
+

e3× u ·ϕ =−
∫

R3
+

u · e3×ϕ

=−

∫
R2
v0F−1

(∫
∞

0

3∑
k=1

exp(−λ̄k x3)
tL̄ke3× ϕ̂

)

=

∫
R2
v0F−1

∫ ∞
0

3∑
k=1

exp(−λ̄k x3)
tL̄k

 0 1 0
−1 0 0
0 0 0

 ϕ̂
 .

Moreover, we deduce from the representation formula for u and from Lemma 2.15 a representation
formula for ∇u:

∇u(x)= F−1
( 3∑

k=1

exp(−λk x3)Lk(ξ)

(
χ̂v0,h
̂∇ · (χVh)

)(
iξ1 iξ2 −λk

))
(x)

+

3∑
k=1

I[M1
k ]∇ fk( · , x3) ∗ ((1−χ)v0,h)(x)+

3∑
k=1

I[N 1
k ]∇ fk( · , x3) ∗ ((1−χ)Vh)(x)

+∇ϕHF ∗

(
(1−χ)v0,h(ξ)

∇ · ((1−χ)Vh)

)
+∇ψ1 ∗ ((1−χ)v0,h)(x)+∇ψ2 ∗ ((1−χ)Vh)(x).
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Then, proceeding exactly as in the proof of Corollary 2.17, we infer that∫
R3
+

∇u · ∇ϕ =
∫

R2
v0F−1

( 3∑
k=1

∫
∞

0
|ξ |2 exp(−λ̄k x3)

tL̄k ϕ̂(ξ, x3) dx3

)
−

∫
R2
v0F−1

( 3∑
k=1

∫
∞

0
λ̄k exp(−λ̄k x3)

tL̄k∂3ϕ̂(ξ, x3) dx3

)
.

Integrating by parts in x3, we obtain∫
∞

0
exp(−λ̄k x3)

tL̄k∂3ϕ̂(ξ, x3) dx3 = λ̄k

∫
∞

0
exp(−λ̄k x3)

tL̄k ϕ̂(ξ, x3) dx3−
tL̄k ϕ̂|x3=0(ξ).

Gathering the terms, we infer∫
R3
+

∇u ·∇ϕ+
∫

R3
+

e3×u ·ϕ =
∫

R2
v0F−1

(∫
∞

0

3∑
k=1

exp(−λ̄k x3)
tP̄k ϕ̂

)
+

∫
R2
v0F−1

( 3∑
k=1

λ̄k
tL̄k ϕ̂|x3=0

)
,

where

Pk := (|ξ |
2
− λ2

k)Lk +

0 −1 0
1 0 0
0 0 0

 Lk =−

 iξ1

iξ2

−λk

(qk,1 qk,2 qk,3
)

according to Lemma 2.6. Therefore, since ϕ is divergence-free, we have

tP̄k ϕ̂ = (−∂3ϕ̂3+ λ̄k ϕ̂3)

q̄k,1

q̄k,2

q̄k,3

 ,
so that eventually, after integrating by parts once more in x3,∫

R3
+

∇u · ∇ϕ+
∫

R3
+

e3× u ·ϕ =
∫

R2
v0F−1

 3∑
k=1

λ̄k
tL̄k +

q̄k,1

q̄k,2

q̄k,3

 te3

 ϕ̂|x3=0


=

∫
R2
v0F−1( tM SC ϕ̂|x3=0).

The derivation of (2-29) is very similar to that of (2-24) and therefore we skip its proof. �

We conclude this section with some estimates on the Dirichlet to Neumann operator:

Lemma 2.26. There exists a positive constant C such that the following property holds. Let ϕ ∈C∞0 (R
2)3

be such that ϕ3 = ∇h ·8h for some 8h ∈ C∞0 (R
2), and let v0 ∈ K with v0,3 = ∇h · Vh . Let R ≥ 1 and

x0 ∈ R2 be such that
Suppϕ ∪Supp8h ⊂ B(x0, R).

Then
|〈DN(v0), ϕ〉D′,D| ≤ C R(‖ϕ‖H1/2(R2)+‖8h‖H1/2(R2))(‖v0‖H1/2

uloc
+‖Vh‖H1/2

uloc
).

Moreover, if v0, Vh ∈ H 1/2(R2), then

|〈DN(v0), ϕ〉D′,D| ≤ C(‖ϕ‖H1/2(R2)+‖8h‖H1/2(R2))(‖v0‖H1/2 +‖Vh‖H1/2).
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Proof. The second inequality is classical and follows from the Fourier definition of the Dirichlet to
Neumann operator. We therefore focus on the first inequality, for which we use the representation formula
of Proposition 2.22.

We consider a truncation function χ such that χ ≡ 1 on B(x0, R+ 1) and χ ≡ 0 on B(x0, R+ 2)c,
and such that ‖∇αχ‖∞ ≤ Cα , with Cα independent of R, for all α ∈ N. We must evaluate three different
types of term:
F Terms of the type ∫

R2
K ∗ ((1−χ)v0) ·ϕ,

where K is a matrix such that |K (x)| ≤ C |x |−3 for all x ∈ R2 (of course, we include in the present
discussion all the variants involving Vh and 8h). These terms are bounded by

C
∫

R2×R2

1
|t |3
|1−χ(x − t)||v0(x − t)||ϕ(x)| dx dt

≤ C
∫

R2
dx |ϕ(x)|

(∫
|t |≥1

|v0(x − t)|2

|t |3
dt
)1

2
(∫
|t |≥1

1
|t |3

dt
)1

2

≤ C‖v0‖L2
uloc
‖ϕ‖L1

≤ C R‖v0‖L2
uloc
‖ϕ‖L2 .

F Terms of the type ∫
R2
ϕh ·I[M]((1−χ)v0,h) ∗ ρ,

where M is a 2× 2 matrix whose coefficients are linear combinations of ξiξ j/|ξ |. Using Lemma 2.10
and Remark 2.11, these terms are bounded by

C‖ϕ‖L1‖v0‖L2
uloc
‖(1+ | · |2)ρ‖1/2L2 ‖(1+ | · |

2)∇2ρ‖
1/2
L2 .

Using Plancherel’s theorem, we have (up to a factor 2π )

‖(1+ | · |2)ρ‖L2 = ‖(1−1)φ‖L2(R2) ≤ C,

‖(1+ | · |2)∇2ρ‖L2 = ‖(1−1)| · |2φ‖L2(R2) ≤ C,

so that eventually∣∣∣∣∫
R2
ϕh ·I[M]((1−χ)v0,h) ∗ ρ

∣∣∣∣≤ C‖ϕ‖L1‖v0‖L2
uloc
≤ C R‖v0‖L2

uloc
‖ϕ‖L2 .

F Terms of the type

〈F−1(M(ξ)χ̂v0(ξ)), ϕ〉H−1/2,H1/2 and
∫

R2
ϕ ·Mv0,

where M(ξ) is some kernel such that Op(M) : H 1/2(R2)→ H−1/2(R2) and M is a constant matrix.
All these terms are bounded by

C‖χv0‖H1/2(R2)‖ϕ‖H1/2(R2).
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In fact, the trickiest part of the lemma is proving that

‖χv0‖H1/2(R2) ≤ C R‖v0‖H1/2
uloc
. (2-30)

To that end, we recall that

‖χv0‖
2
H1/2(R2)

= ‖χv0‖
2
L2(R2)

+

∫
R2×R2

|(χv0)(x)− (χv0)(y)|2

|x − y|3
dx dy.

We consider a cut-off function ϑ satisfying (1-4), so that

‖χv0‖
2
L2(R2)

≤

∑
k∈Z2

‖(τkϑ)χv0‖
2
L2 ≤ ‖χ‖

2
∞

∑
k∈Z2

|k|≤C R

‖(τkϑ)v0‖
2
L2 ≤ C R2

‖χ‖2
∞

sup
k
‖(τkϑ)v0‖

2
L2 .

Concerning the second term,

|χv0(x)−χv0(y)|2

=

(∑
k∈Z2

τkϑ(x)χ(x)v0(x)− τkϑ(y)χ(y)v0(y)
)2

=

∑
k,l∈Z2

|k−l|≤3

[τkϑ(x)χ(x)v0(x)− τkϑ(y)χ(y)v0(y)][τlϑ(x)χ(x)v0(x)− τlϑ(y)χ(y)v0(y)]

+

∑
k,l∈Z2

|k−l|>3

[τkϑ(x)χ(x)v0(x)− τkϑ(y)χ(y)v0(y)][τlϑ(x)χ(x)v0(x)− τlϑ(y)χ(y)v0(y)].

Notice that, according to the assumptions on ϑ , if |k − l| > 3, then τkϑ(x)τlϑ(x) = 0 for all x ∈ R2.
Moreover, if τk(x)τl(y) 6= 0, then |x − y| ≥ |k − l| − 2. Notice also that the first sum above contains
O(R2) nonzero terms. Therefore, using the Cauchy–Schwartz inequality, we infer that∫

R2×R2

|(χv0)(x)− (χv0)(y)|2

|x − y|3
dx dy

≤ C R2 sup
k∈Z2

∫
R2×R2

|(τkϑχv0)(x)− (τkϑχv0)(y)|2

|x − y|3
dx dy

+

∑
k,l∈Z2

|k−l|>3

1
(|k− l| − 2)3

∫
R2×R2

|τkϑ(x)χ(x)v0(x)||τlϑ(y)χ(y)v0(y)| dx dy

Using (2-21), the first term is bounded by

C R2
‖χ‖2W 1,∞‖v0‖

2
H1/2

uloc
,

while the second is bounded by C‖v0‖
2
L2

uloc
.

Gathering all the terms, we obtain (2-30). This concludes the proof. �
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2C. Presentation of the new system. We now come to our main concern in this paper, which is proving
the existence of weak solutions to the linear system of rotating fluids in the bumpy half-space (1-1).
There are two features which make this problem particularly difficult. Firstly, the fact that the bottom
is now bumpy rather than flat prevents us from using the Fourier transform in the tangential direction.
Secondly, as the domain � is unbounded, it is not possible to rely on Poincaré type inequalities. We
face this problem using an idea of [Gérard-Varet and Masmoudi 2010]. It consists in defining a problem
equivalent to (1-1) yet posed in the bounded channel �b, by the mean of a transparent boundary condition
at the interface 6 = {x3 = 0}, namely,

−1u+ e3× u+∇ p = 0 in �b,

div u = 0 in �b,

u|0 = u0,

−∂3u+ pe3 = DN(u|x3=0) on 6.

(2-31)

In the system above and throughout the rest of the paper, we assume without any loss of generality that
supω < 0, infω ≥−1. Notice that thanks to assumption (1-3), we have

u3|x3=0(xh)= u0,3(xh)−

∫ 0

ω(xh)

∇h · uh(xh, z) dz

= u0,3(xh)−∇hω · u0,h(xh)−∇h ·

∫ 0

ω(xh)

uh(xh, z) dz

=∇h ·

(
Uh(xh)−

∫ 0

ω(xh)

uh(xh, z) dz
)
,

so that u3|x3=0 satisfies the assumptions of Proposition 2.22.
Let us start by explaining the meaning of (2-31):

Definition 2.27. A function u ∈ H 1
uloc(�

b) is a solution of (2-31) if it satisfies the bottom boundary
condition u|0 = u0 in the trace sense, and if, for all ϕ ∈C∞0 (�b) such that ∇ ·ϕ = 0 and ϕ|0 = 0, we have∫

�b
(∇u · ∇ϕ+ e3× u ·ϕ)=−〈DN(u|x3=0), ϕ|x3=0〉D′,D.

Remark 2.28. Notice that if ϕ ∈ C∞0 (�b) is such that ∇ ·ϕ = 0 and ϕ|0 = 0, then

ϕ3|x3=0 =∇h ·8h, where 8h(xh) := −

∫ 0

ω(xh)

ϕh(xh, z) dz ∈ C∞0 (R
2).

Therefore ϕ is an admissible test function for Proposition 2.22.

We then have the following result, which is the Stokes–Coriolis equivalent of [Gérard-Varet and
Masmoudi 2010, Proposition 9], and which follows easily from Lemma 2.24 and Corollary 2.17:

Proposition 2.29. Let u0 ∈ L2
uloc(R

2) satisfying (1-3), and assume that ω ∈W 1,∞(R2).
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• Let (u, p) be a solution of (1-1) in � such that u ∈ H 1
loc(�) and

for all a > 0, sup
l∈Z2

∫
l+[0,1]2

∫ a

ω(xh)

(|u|2+ |∇u|2) <∞,

sup
l∈Z2

∫
l+[0,1]2

∫
∞

1
|∇

qu|2 <∞

for some q ∈ N, q ≥ 1.
Then u|�b is a solution of (2-31), and for x3 > 0, u is given by (2-23), with v0 := u|x3=0 ∈ K.

• Conversely, let u− ∈ H 1
uloc(�

b) be a solution of (2-31), and let v0 := u−|x3=0 ∈ K. Consider the
function u+ ∈ H 1

loc(R
3
+
) defined by (2-23). Setting

u(x) :=
{

u−(x) if ω(xh) < x3 < 0,
u+(x) if x3 > 0,

the function u ∈ H 1
loc(�) is such that

for all a > 0, sup
l∈Z2

∫
l+[0,1]2

∫ a

ω(xh)

(|u|2+ |∇u|2) <∞,

sup
l∈Z2

∫
l+[0,1]2

∫
∞

1
|∇

qu|2 <∞

for some q ∈ N sufficiently large, and is a solution of (1-1).

As a consequence, we work with the system (2-31) from now on. In order to have a homogeneous
Poincaré inequality in �b, it is convenient to lift the boundary condition on 0, so as to work with a
homogeneous Dirichlet boundary condition. Therefore, we define V = (Vh, V3) by

Vh := u0,h, V3 := u0,3−∇h · u0,h(x3−ω(xh)).

Notice that V |x3=0 ∈ K thanks to (1-3), and that V is divergence free. By definition, the function

ũ := u− V 1x∈�b

is a solution of 
−1ũ+ e3× ũ+∇ p̃ = f in �b,

div ũ = 0 in �b,

ũ|0 = 0,
−∂3ũ+ p̃e3 = DN(ũ|x3=0−)+ F on 6×{0},

(2-32)

where
f :=1V − e3× V =1h V − e3× V,

F := DN(V |x3=0)+ ∂3V |x3=0.

Notice that thanks to the regularity assumptions on u0 and ω, we have, for all l ∈N and for all ϕ ∈C∞0 (�
b)3

with Suppϕ ⊂ ((−l, l)2× (−1, 0))∩�b,

|〈 f, ϕ〉D′,D| ≤ Cl(‖u0,h‖H2
uloc
+‖u0,3‖H1

uloc
)‖ϕ‖H1(�b), (2-33)
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where the constant C depends only on ‖ω‖W 1,∞ . In a similar fashion, if ϕ ∈ C∞0 (R
2)3 is such that

ϕ3=∇h ·8h for some8h ∈C∞0 (R
2)2, and if Suppϕ,Supp8h ⊂ B(x0, l), then, according to Lemma 2.26,

|〈F, ϕ〉D′,D| ≤ Cl(‖u0,h‖H2
uloc
+‖u0,3‖H1

uloc
+‖Uh‖H1/2

uloc
)(‖ϕ‖H1/2(R2)+‖8h‖H1/2(R2)). (2-34)

2D. Strategy of the proof. From now on, we drop the ~’s in (2-32) so as to lighten the notation.

• In order to prove the existence of solutions of (2-32) in H 1
uloc(�), we truncate horizontally the domain�,

and we derive uniform estimates on the solutions of the Stokes–Coriolis system in the truncated domains.
More precisely, we introduce, for all n ∈ N, k ∈ N,

�n :=�
b
∩ {x ∈ R3

: |x1| ≤ n, x2 ≤ n},

�k,k+1 :=�k+1 \�k,

6n := {(xh, 0) ∈ R3
: |x1| ≤ n, x2 ≤ n},

6k,k+1 :=6k+1 \6k,

0n := 0 ∩ {x ∈ R3
: |x1| ≤ n, x2 ≤ n}.

We consider the Stokes–Coriolis system in �n , with homogeneous boundary conditions on the lateral
boundaries 

−1un + e3× un +∇ pn = f, x ∈�n,

∇ · un = 0, x ∈�n,

un = 0, x ∈�b
\�n,

un = 0, x ∈ 0n,

−∂3un + pne3|x3=0 = DN(un|x3=0)+ F, x ∈6n.

(2-35)

Notice that the transparent boundary condition involving the Dirichlet to Neumann operator only makes
sense if un|x3=0 is defined on the whole plane 6 (and not merely on 6n), due to the nonlocality of the
operator DN. This accounts for the condition un|�b\�n = 0.

Taking un as a test function in (2-35), we get a first energy estimate on un

‖∇un‖
2
L2(�b)

=−〈DN(un|x3=0), un|x3=0〉︸ ︷︷ ︸
≤0

−〈F, un|x3=0〉+ 〈 f, un〉

≤ Cn
(
‖un,h|x3=0‖H1/2(6n)+

∥∥∥∥∫ 0

ω(xh)

un,h(xh, z′) dz′
∥∥∥∥

H1/2(6n)

)
+Cn‖un‖H1(�n)

≤ Cn‖un‖H1(�n),

(2-36)

where the constant C depends only on ‖u0‖H2
uloc

and ‖ω‖W 1,∞ . This implies, thanks to the Poincaré
inequality,

En :=

∫
�

∇un · ∇un ≤ C0n2. (2-37)

The existence of un in H 1(�b) follows. Uniqueness is a consequence of equality (2-36) with F = 0 and
f = 0.
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In order to prove the existence of u, we derive H 1
uloc estimates on un , uniform with respect to n. Then,

passing to the limit in (2-35) and in the estimates, we deduce the existence of a solution of (2-32) in
H 1

uloc(�
b). In order to obtain H 1

uloc estimates on un , we follow the strategy in [Gérard-Varet and Masmoudi
2010], which is inspired by [Ladyženskaja and Solonnikov 1980]. We work with the energies

Ek :=

∫
�k

∇un · ∇un. (2-38)

The goal is to prove an inequality of the type

Ek ≤ C(k2
+ (Ek+1− Ek)) for all k ∈ {m, . . . , n}, (2-39)

where m ∈ N is a large, but fixed integer (independent of n) and C is a constant depending only on
‖ω‖W 1,∞ and ‖u0,h‖H2

uloc
, ‖u0,3‖H1

uloc
, ‖Uh‖H1/2

uloc
. Then, by backwards induction on k, we deduce that

Ek ≤ Ck2 for all k ∈ {m, . . . , n}

so that Em in particular is bounded uniformly in n. Since the derivation of the energy estimates is invariant
by translation in the horizontal variable, we infer that, for all n ∈ N,

sup
c∈Cm

∫
(c×(−1,0))∩�b

|∇un|
2
≤ C,

where

Cm := {c, square of edge of length m contained in 6n with vertices in Z2
}. (2-40)

Hence the uniform H 1
uloc bound on un is proved. As a consequence, by a diagonal argument, we can

extract a subsequence (uψ(n))n∈N such that

uψ(n)⇀ u weakly in H 1(�k),

uψ(n)|x3=0 ⇀ u|x3=0 weakly in H 1/2(6k)

for all k ∈N. Of course, u is a solution of the Stokes–Coriolis system in �b, and u ∈ H 1
uloc(�

b). Looking
closely at the representation formula in Proposition 2.22, we infer that

〈DN uψ(n)|x3=0, ϕ〉D′,D
n→∞
−→ 〈DN u|x3=0, ϕ〉D′,D

for all admissible test functions ϕ. For instance,∫
R2
ϕM rem

HF ∗ (1−χ)(uψ(n)|x3=0− u|x3=0)

=

∫
R2

dx
∫
|t |≤k

dt ϕ(x)M rem
HF (x − t)(1−χ)(uψ(n)|x3=0− u|x3=0)(t)

+

∫
R2

dx
∫
|t |≥k

dt ϕ(x)M rem
HF (x − t)(1−χ)(uψ(n)|x3=0− u|x3=0)(t).
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For all k, the first integral vanishes as n→∞ as a consequence of the weak convergence in L2(6k). As
for the second integral, let R > 0 be such that Suppϕ ⊂ BR , and let k ≥ R+ 1. Then∫

R2
dx
∫
|t |≥k

dt ϕ(x)M rem
HF (x − t)((1−χ)(uψ(n)|x3=0− u|x3=0)(t)

≤ C
∫

R2
dx
∫
|t |≥k

dt |ϕ(x)|
1

|x − t |3
(∣∣uψ(n)|x3=0(t)

∣∣+ |u|x3=0(t)|
)

≤ C
∫

R2
dx |ϕ(x)|

(∫
|t |≥k

1
|x − t |3

dt
)1

2
(∫
|x−t |≥1

dt
|x − t |3

(∣∣u|x3=0
∣∣2+ |uψ(n)|x3=0|

2))1
2

≤ C(‖u|x3=0‖L2
uloc
+ sup

n
‖un|x3=0‖L2

uloc
)

∫
R2

dx |ϕ(x)|
(∫
|t |≥k

1
|x − t |3

dt
)1

2

≤ C(‖u|x3=0‖L2
uloc
+ sup

n
‖un|x3=0‖L2

uloc
)‖ϕ‖L1(k− R)−

1
2 .

Hence the second integral vanishes as k→∞ uniformly in n. We infer that

lim
n→∞

∫
R2
ϕM rem

HF ∗ ((1−χ)(uψ(n)|x3=0− u|x3=0))= 0.

Therefore u is a solution of (2-32).
The final induction inequality will be much more complicated than (2-39), and the proof will also be

more involved than that in [Gérard-Varet and Masmoudi 2010]. However, the general scheme will be
very close to the one described above.

• Concerning uniqueness of solutions of (2-32), we use the same type of energy estimates as above. Once
again, we give in the present paragraph a very rough idea of the computations, and we refer to Section 4
for all details. When f = 0 and F = 0, the energy estimates (2-39) become

Ek ≤ C(Ek+1− Ek),

and therefore

Ek ≤ r Ek+1

with r := C/(1+C) ∈ (0, 1). Hence, by induction,

E1 ≤ r k−1 Ek ≤ Cr k−1k2

for all k ≥ 1, since u is assumed to be bounded in H 1
uloc(�

b). Letting k→∞, we deduce that E1 = 0.
Since all estimates are invariant by translation in xh , we obtain that u = 0.

3. Estimates in the rough channel

This section is devoted to the proof of energy estimates of the type (2-39) for solutions of the system
(2-35), which eventually lead to the existence of a solution of (2-32).
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The goal is to prove that, for some m ≥ 1 sufficiently large (but independent of n), Em is bounded
uniformly in n, which automatically implies the boundedness of un in H 1

uloc(�
b). We reach this objective

in two steps:

• We prove a Saint-Venant estimate: We claim that there exists a constant C1 > 0 uniform in n such
that, for all m ∈ N \ {0} and all k ∈ N, k ≥ m,

Ek ≤ C1

[
k2
+ Ek+m+1− Ek +

k4

m5 sup
j≥m+k

E j+m − E j

j

]
. (3-1)

The crucial fact is that C1 depends only on ‖ω‖W 1,∞ and ‖u0,h‖H2
uloc

, ‖u0,3‖H1
uloc

, ‖Uh‖H1/2
uloc

, so that it
is independent of n, k, and m.

• This estimate allows us to deduce the bound in H 1
uloc(�) via a nontrivial induction argument.

Let us first explain the induction, assuming that (3-1) holds. The proof of (3-1) is postponed to
Section 3B.

3A. Induction. We aim at deducing from (3-1) that there exists m ∈ N \ {0}, C > 0 such that, for all
n ∈ N, ∫

�m

∇un · ∇un ≤ C. (3-2)

The proof of this uniform bound is divided into two points:

• Firstly, we deduce from (3-1), by downward induction on k, that there exist positive constants C2,
C3, m0, depending only on C0 and C1, appearing respectively in (2-37) and (3-1), such that, for all
(k,m) such that k ≥ C3m and m ≥ m0,

Ek ≤ C2

[
k2
+m3

+
k4

m5 sup
j≥m+k

E j+m − E j

j

]
. (3-3)

Let us insist on the fact that C2 and C3 are independent of n, k,m. They will be adjusted in the
course of the induction argument (see (3-8)).

• Secondly, we notice that (3-3) yields the bound we are looking for, choosing k = bC3mc+ 1 and m
large enough.

• We thus start with the proof of (3-3), assuming that (3-1) holds.
First, notice that thanks to (2-37), (3-3) is true for k ≥ n as soon as C2 ≥ C0, remembering that un = 0

on �b
\�n . We then assume that (3-3) holds for n, n − 1, . . . , k + 1, where k is an integer such that

k ≥ C3m (further conditions on C2,C3 will be derived at the end of the induction argument; see (3-7)).
We prove (3-3) at the rank k by contradiction. Assume that (3-3) does not hold at the rank k, so that

Ek > C2

[
k2
+m3

+
k4

m5 sup
j≥m+k

E j+m − E j

j

]
. (3-4)
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Then the induction assumption implies

Ek+m+1− Ek ≤ C2

[
(k+m+ 1)2− k2

+
(k+m+ 1)4− k4

m5 sup
j≥k+m

E j+m − E j

j

]
≤ C2

[
2k(m+ 1)+ (m+ 1)2+ 80

k3

m4 sup
j≥k+m

E j+m − E j

j

]
. (3-5)

Above, we have used the following inequality, which holds for all k ≥ m ≥ 1:

(k+m+ 1)4− k4
= 4k3(m+ 1)+ 6k2(m+ 1)2+ 4k(m+ 1)3+ (m+ 1)4

≤ 8mk3
+ 6k2

× 4m2
+ 4k× 8m3

+ 16m4

≤ 80mk3.

Using (3-4), (3-1), and (3-5), we get

C2

[
k2
+m3

+
k4

m5 sup
j≥k+m

E j+m − E j

j

]
< Ek ≤ C1

[
k2
+ 2C2k(m+ 1)+C2(m+ 1)2+

(
80C2

k3

m4 +
k4

m5

)
sup

j≥k+m

E j+m − E j

j

]
. (3-6)

The constants C0,C1 > 0 are fixed and depend only on ‖ω‖W 1,∞ and ‖u0,h‖H2
uloc

, ‖u0,3‖H1
uloc

, ‖Uh‖H1/2
uloc

(see (2-37) for the definition of C0). We choose m0 > 1, C2 > C0, and C3 ≥ 1 depending only on C0 and
C1 so that{

k ≥ C3m,
and m ≥ m0

implies
{

C2(k2
+m3) > C1[k2

+ 2C2k(m+ 1)+C2(m+ 1)2],
and C2k4/m5

≥ C1(80C2k3/m4
+ k4/m5).

(3-7)

One can easily check that it suffices to choose C2, C3, and m0 so that

C2 >max(2C1,C0),

(C2−C1)C3 > 80C1C2,

for all m ≥ m0, (C2C1+C1)(m+ 1)2 < m3.

(3-8)

Plugging (3-7) into (3-6), we reach a contradiction. Therefore (3-3) is true at the rank k. By induction,
(3-3) is proved for all m ≥ m0 and for all k ≥ C3m.

• It follows from (3-3), choosing k = bC3mc+ 1, that there exists a constant C > 0, depending only on
C0, C1, C2, C3, and therefore only on ‖ω‖W 1,∞ and on Sobolev–Kato norms on u0 and Uh , such that, for
all m ≥ m0,

Ebm/2c ≤ EbC3mc+1 ≤ C
[

m3
+

1
m

sup
j≥bC3mc+m+1

E j+m − E j

j

]
. (3-9)

Let us now consider the set Cm defined by (2-40) for an even integer m. As Cm is finite, there exists a
square c in Cm which maximizes

{‖un‖H1(�c) : c ∈ Cm},
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where �c = {x ∈�b
: xh ∈ c}. We then shift un in such a manner that c is centered at 0. We call ũn the

shifted function. It is still compactly supported, but in �2n instead of in �n:∫
�2n

|∇ũn|
2
=

∫
�n

|∇un|
2 and

∫
�m/2

|∇ũn|
2
=

∫
�c

|∇un|
2.

Analogously to Ek , we define Ẽk . Since the arguments leading to the derivation of energy estimates are
invariant by horizontal translation, and all constants depend only on Sobolev norms on u0, Uh , and ω, we
infer that (3-9) still holds when Ek is replaced by Ẽk . On the other hand, recall that Ẽm/2 maximizes
‖ũn‖

2
H1(�c)

on the set of squares of edge length m. Moreover, in the set

6 j+m \6 j for j ≥ 1,

there are at most 4( j +m)/m squares of edge length m. As a consequence, we have, for all j ∈ N∗,

Ẽ j+m − Ẽ j ≤ 4
j +m

m
Ẽm/2,

so that (3-9) written for ũn becomes

Ẽm/2 ≤ C
[

m3
+

1
m2

(
sup

j≥(C3+1)m
1+

m
j

)
Ẽm/2

]
≤ C

[
m3
+

1
m2 Ẽm/2

]
.

This estimate being uniform in m ∈ N provided m ≥ m0, we can take m large enough and get

Ẽm/2 ≤ C
m3

1−C(1/m2)
,

so that eventually there exists m ∈ N such that

sup
c∈Cm

‖un‖
2
H1((c×(−1,0)∩�b))

≤ C
m3

1−C(1/m2)
.

This means exactly that un is uniformly bounded in H 1
uloc(�

b). Existence follows, as explained in
Section 2D.

3B. Saint-Venant estimate. This part is devoted to the proof of (3-1). We carry out a Saint-Venant
estimate on the system (2-35), focusing on having constants uniform in n as explained in Section 2D.
The preparatory work of Sections 2A and 2B allows us to focus on very few issues. The main problem is
the nonlocality of the Dirichlet to Neumann operator, which at first sight does not seem to be compatible
with getting estimates independent of the size of the support of un .

Let n ∈ N \ {0} be fixed. Also let ϕ ∈ C∞0 (�
b) such that

∇ ·ϕ = 0, ϕ = 0 on �b
\�n, ϕ|x3=ω(xh) = 0. (3-10)
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Remark 2.28 states that such a function ϕ is an appropriate test function for (2-35). In the spirit of
Definition 2.27, the weak formulation for (2-35) is∫

�b
∇un · ∇ϕ+

∫
�b

u⊥n,h ·ϕh =−〈DN(un|x3=0−), ϕ|x3=0−〉D′,D−〈F, ϕ|x3=0−〉D′,D+〈 f, ϕ〉D′,D. (3-11)

Thanks to the representation formula for DN in Proposition 2.22, and to the estimates (2-33) for f and
(2-34) for F , the weak formulation (3-11) still makes sense for ϕ ∈ H 1(�b) satisfying (3-10).

In the sequel we drop the n subscripts. Note that all constants appearing in the inequalities below are
uniform in n. However, one should be aware that Ek defined by (2-38) depends on n. Furthermore, we
denote u|x3=0− by v0.

In order to estimate Ek , we introduce a smooth cutoff function χk = χk(yh) supported in 6k+1 and
identically equal to 1 on 6k . We carry out energy estimates on the system (2-35). Remember that a test
function has to meet the conditions (3-10). We therefore choose

ϕ =

(
ϕh

∇ ·8h

)
:=

(
χkuh

−∇h · (χk
∫ z
ω(xh)

uh(xh, z′) dz′)

)
∈ H 1(�b),

= χku−
(

0
∇hχk(xh) ·

∫ z
ω(xh)

uh(xh, z′) dz′

)
,

which can be readily checked to satisfy (3-10). Notice that this choice of test function is different from
the one in [Gérard-Varet and Masmoudi 2010], which is merely χku. Aside from being a suitable test
function for (2-35), the function ϕ has the advantage of being divergence free, so that there will be no
need to estimate commutator terms stemming from the pressure.

Plugging ϕ into the weak formulation (3-11), we get∫
�

χk |∇u|2 =−
∫
�

∇u · (∇χk)u+
∫
�

∇u3 · ∇

(
∇hχk(xh) ·

∫ z

ω(xh)

uh(xh, z′) dz′
)

−〈DN(v0), ϕ|x3=0−〉− 〈F, ϕ|x3=0−〉+ 〈 f, ϕ〉. (3-12)

Before coming to the estimates, we state an easy bound on 8h and ϕ:

‖8h‖H1(�b)+‖ϕ‖H1(�b)+‖8h|x3=0‖H1/2(R2)+‖ϕ|x3=0‖H1/2(R2) ≤ C E1/2
k+1. (3-13)

As we have recourse to Lemma 2.26 to estimate some terms in (3-12), we use (3-13) repeatedly in the
sequel, sometimes with slight changes.

We have to estimate each of the terms appearing in (3-12). The most difficult term is the one involving
the Dirichlet to Neumann operator, because of the nonlocal feature: although v0 is supported in 6n ,
DN(v0) is not in general. However, each term in (3-12), except −〈DN(v0), ϕ|x3=0−〉, is local, and hence
very easy to bound. Let us sketch the estimates of the local terms. For the first term, we simply use the
Cauchy–Schwarz and Poincaré inequalities:∣∣∣∣∫

�

∇u · (∇χk)u
∣∣∣∣≤ C

(∫
�k,k+1

|∇u|2
)1

2
(∫

�k,k+1

|u|2
)1

2

≤ C(Ek+1− Ek).
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In the same fashion, using (3-13), we find that the second term is bounded by∣∣∣∣∫
�

∇u3 · ∇

(
∇hχk(xh) ·

∫ z

ω(xh)

uh(xh, z′) dz′
)

dxh dz
∣∣∣∣

≤

∫
�

|∇u3||∇∇hχk(xh)|

∫ z

ω(xh)

|uh(xh, z′)| dz′ dxh dz

+

∫
�

|∇hu3||∇hχk(xh)|

∫ z

ω(xh)

|∇huh(xh, z′)| dz′ dxh dz+
∫
�

|∂3u3∇hχk(xh) · uh(xh, z)| dxh dz

≤ C(Ek+1− Ek).

We finally bound the last two terms in (3-12) using (3-13), and (2-34) or (2-33):

|〈F, ϕ|x3=0−〉| ≤ C(k+ 1)
[
‖χkuh|x3=0−‖H1/2(R2)+

∥∥∥∥∇h ·

(
χk

∫ 0

ω(xh)

uh(xh, z′) dz′
)∥∥∥∥

H1/2(R2)

]
≤ C(k+ 1)[E1/2

k+1+ (Ek+1− Ek)
1/2
] ≤ C(k+ 1)E1/2

k+1,

|〈 f, ϕ〉| ≤ (k+ 1)E1/2
k+1.

The last term to handle is −〈DNh(v0), ϕ|x3=0−〉. The issue of the nonlocality of the Dirichlet to
Neumann operator is already present for the Stokes system. Again, we attempt to adapt the ideas of
[Gérard-Varet and Masmoudi 2010]. In order to handle the large scales of DN(v0), we are led to introduce
the auxiliary parameter m ∈ N∗, which appears in (3-1). We decompose v0 into

v0 =

(
χkv0,h −∇h · (χk

∫ 0
ω(xh)

uh(xh, z′) dz′)
)
+

(
(χk+m −χk)v0,h

−∇h · ((χk+m −χk)
∫ 0
ω(xh)

uh(xh, z′) dz′)

)
+

(
(1−χk+m)v0,h

−∇h · ((1−χk+m)
∫ 0
ω(xh)

uh(xh, z′) dz′)

)
.

The truncations on the vertical component of v0 are put inside the horizontal divergence in order to apply
the Dirichlet to Neumann operator to functions in K.

The term corresponding to the truncation of v0 by χk , namely,

−

〈
DN

(
χkv0,h

−∇h ·
(
χk
∫ 0
ω(xh)

uh(xh, z′) dz′
)),( ϕh|x3=0−

∇h ·8h|x3=0−

)〉
=−

〈
DN

(
χkv0,h

−∇h ·
(
χk
∫ 0
ω(xh)

uh(xh, z′) dz′
)),( χkv0,h

−∇h ·
(
χk
∫ 0
ω(xh)

uh(xh, z′) dz′
))〉,

is negative by positivity of the operator DN (see Lemma 2.24). For the term corresponding to the
truncation by χk+m −χk , we resort to Lemma 2.26 and (3-13). This yields∣∣∣∣〈DN

(
(χk+m −χk)v0,h

−∇h ·
(
(χk+m −χk)

∫ 0
ω(xh)

uh(xh, z′) dz′
)),( ϕh|x3=0−

∇h ·8h|x3=0−

)〉∣∣∣∣≤ C(Ek+m+1− Ek)
1
2 E1/2

k+1.



1298 ANNE-LAURE DALIBARD AND CHRISTOPHE PRANGE

However, the estimate of Lemma 2.26 is not refined enough to address the large scales independently of
n. For the term 〈

DN
(

(1−χk+m)v0,h

−∇h ·
(
(1−χk+m)

∫ 0
ω(xh)

uh(xh, z′) dz′
)),( ϕh|x3=0−

∇h ·8h|x3=0−

)〉
,

we must have a closer look at the representation formula given in Proposition 2.22. Let

ṽ0 :=

(
(1−χk+m)v0,h

−∇h ·
(
(1−χk+m)

∫ 0
ω(xh)

uh(xh, z′) dz′
))= ((1−χk+m)v0,h

−∇h · Ṽh

)
.

We take χ := χk+1 in the formula of Proposition 2.22. If m ≥ 2, Suppχk+1 ∩ Supp(1−χk+m)=∅, so
that the formula of Proposition 2.22 becomes2

〈DN ṽ0, ϕ〉 =

∫
R2
ϕ|x3=0− · KS ∗ ṽ0+

∫
R2
ϕ|x3=0− ·M rem

HF ∗ ṽ0

+

∫
R2
ϕh|x3=0− · {I[M1](ρ ∗ ṽ0,h)+ K rem

1 ∗ ṽ0,h}

+

∫
R2
ϕh|x3=0− · {I[M2](ρ ∗ Ṽh)+ K rem

2 ∗ Ṽh}

+

∫
R2
8h|x3=0− · {I[M3](ρ ∗ ṽ0,h)+ K rem

3 ∗ ṽ0,h}

+

∫
R2
8h|x3=0− · {I[M4](ρ ∗ Ṽh)+ K rem

4 ∗ Ṽh}.

Thus we have two types of terms to estimate:

• On the one hand are the convolution terms with the kernels KS,M rem
HF , and K rem

i for 1≤ i ≤ 4, which
all decay like 1/|xh|

3.

• On the other hand are the terms involving I[Mi ] for 1≤ i ≤ 4.

For the first ones, we rely on the following nontrivial estimate:

Lemma 3.1. For all k ≥ m,∥∥∥∥ṽ0 ∗
1
| · |3

∥∥∥∥
L2(6k+1)

≤ C
k3/2

m2

(
sup

j≥k+m

E j+m − E j

j

)1
2

. (3-14)

This estimate still holds with Ṽh in place of ṽ0.

For the second ones, we have recourse to:

Lemma 3.2. For all k ≥ m and all 1≤ i , j ≤ 2,∥∥∥∥I

[
ξiξ j

|ξ |

]
(ρ ∗ ṽ0,h)

∥∥∥∥
L2(6k+1)

≤ C
k2

m5/2

(
sup

j≥k+m

E j+m − E j

j

)1
2

. (3-15)

2Here we use in a crucial (but hidden) way the fact that the zero-order terms at low frequencies are constant. Indeed, such
terms are local, so that

∫
R2 ϕ|x3=0− ·M ṽ0 = 0.
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This estimate still holds with Ṽh in place of v0,h .

We postpone the proofs of these two key lemmas to Section 3C. Applying repeatedly Lemmas 3.1
and Lemma 3.2 together with the estimates (3-13), we are finally led to the estimate

Ek ≤ C
(
(k+ 1)E1/2

k+1+ (Ek+1− Ek)+ E1/2
k+1(Ek+m+1− Ek)

1/2
+

k2

m5/2 E1/2
k+1

(
sup

j≥k+m

E j+m − E j

j

)1
2
)

for all k ≥ m ≥ 1. Now, since Ek is increasing in k, we have

Ek+1 ≤ Ek + (Ek+m+1− Ek).

Using Young’s inequality, we infer that, for all ν > 0, there exists a constant Cν such that, for all k ≥ 1,

Ek ≤ νEk +Cν

(
k2
+ Ek+m+1− Ek +

k4

m5 sup
j≥k+m

E j+m − E j

j

)
.

Choosing ν < 1, inequality (3-1) follows.

3C. Proof of the key lemmas. It remains to establish the estimates (3-14) and (3-15). The proofs are
quite technical, but similar ideas and tools are used in both.

Proof of Lemma 3.1. We use an idea of Gérard-Varet and Masmoudi [2010] to treat the large scales: we
decompose the set 6 \6k+m as

6 \6k+m =

∞⋃
j=1

6k+m( j+1) \6k+mj .

On every set 6k+m( j+1) \6k+mj , we bound the L2 norm of ṽ0 by Ek+m( j+1)− Ek+mj . Let us stress here
a technical difference with the work of Gérard-Varet and Masmoudi: since 6 has dimension two, the area
of the set 6k+m( j+1) \6k+mj is of order (k+mj)m. In particular, we expect

Ek+m( j+1)− Ek+mj ∼ (k+mj)m‖u‖2H1
uloc

to grow with j . Thus we work with the quantity

sup
j≥k+m

E j+m − E j

j
,

which we expect to be bounded uniformly in n, k, rather than with sup j≥k+m(E j+m − E j ).
Now, applying the Cauchy–Schwarz inequality yields, for η > 0,∫

6k+1

dy
(∫

R2

1
|y− t |3

ṽ0(t) dt
)2

≤ C
∫
6k+1

dy
∫
6\6k+m

|t |
|y− t |3+2η dt

∫
6\6k+m

|ṽ0(t)|2

|t ||y− t |3−2η dt.
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The role of the division by the |t | factor in the second integral is precisely to force the apparition of the
quantities (E j+m − E j )/j . More precisely, for y ∈6k+1 and m ≥ 1,∫

6\6k+m

|ṽ0(t)|2

|t ||y− t |3−2η dt =
∞∑
j=1

∫
6k+m( j+1)\6k+mj

|ṽ0(t)|2

|t ||y− t |3−2η dt

≤ C
∞∑
j=1

(Ek+m( j+1)− Ek+mj )
1

(k+mj)|mj + k− |y|∞|3−2η

≤ C
(

sup
j≥k+m

E j+m − E j

j

) ∞∑
j=1

1
|mj + k− |y|∞|3−2η

≤ Cη
1
m

1
|m+ k− |y|∞|2−2η

(
sup

j≥k+m

E j+m − E j

j

)
,

where |x |∞ :=max(|x1|, |x2|) for x ∈ R2. A simple rescaling yields∫
6k+1

∫
6\6k+m

|t |
|y− t |3+2η|m+ k− |y|∞|2−2η dt dy

=

∫
61+1/k

∫
6\61+m/k

|t |
|y− t |3+2η|1+m/k− |y|∞|2−2η dt dy.

Let us assume that k ≥m ≥ 2 and take η ∈
] 1

2 , 1
[
. We decompose 6\61+m/k as (6\62)∪(62\61+m/k).

On the one hand, since |t − y| ≥ C |t − y|∞ ≥ C(|t |∞− |y|∞)≥ C(|t |∞− 3/2),∫
61+1/k

∫
6\62

|t |
|y− t |3+2η|1+m/k− |y|∞|2−2η dt dy ≤ Cη

∫
61+1/k

dy
|1+m/k− |y|∞|2−2η .

Decomposing 61+1/k into elementary regions of the type 6r+dr \6r , on which |y|∞ ' r , we infer that
the right-hand side of the above inequality is bounded by

C
∫ 1+1/k

0

r
|1+m/k− r |2−2η dr ≤ C

∫ 1+1/k

0

dr
|r + (m− 1)/k|2−2η

≤ Cη
((

1+ m
k

)2η−1
−

(m−1
k

)2η−1)
≤ Cη.

On the other hand, y ∈61+1/k implies |1+m/k− |y|∞| ≥ (m− 1)/k, so∫
61+1/k

∫
62\61+m/k

|t |
|y− t |3+2η|1+m/k− |y|∞|2−2η dt dy

≤ C
(

k
m− 1

)2−2η ∫
61+1/k

dy
∫
62\61+m/k

dt
|t − y|3+2η

≤ C
(

k
m− 1

)2−2η ∫
X∈R2, (m−1)/k≤|X |≤C

dX
|X |3+2η ≤ Cη

(
k
m

)3

.

Gathering these bounds leads to (3-14). �
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Proof of Lemma 3.2. As in the preceding proof, the overall strategy is to decompose

(1−χk+m)v0,h =

∞∑
j=1

(χk+m( j+1)−χk+mj )v0,h .

In the course of the proof, we introduce some auxiliary parameters, whose meanings we explain. We
cannot use Lemma 2.10 as such, because we will need a much finer estimate. We therefore rely on the
splitting (2-19) with K :=m/2. An important property is the fact that ρ :=F−1φ belongs to the Schwartz
space S(R2) of rapidly decreasing functions.

As in the proof of Lemma 2.10, for K = m/2 and x ∈6k+1, we have

|A(x)| ≤ Cm‖∇2ρ ∗ ((1−χk+mv0,h))‖L∞(6k+1+m/2),

and for all α > 0 and all y ∈6k+1+m/2,

|∇
2ρ ∗ (1−χk+m)v0,h(y)| ≤

∫
6\6k+m

|∇
2ρ(y− t)||v0,h(t)| dt

≤

(∫
6\6k+m

|∇
2ρ(y− t)|2|t |α dt

)1
2
(∫

6\6k+m

|v0,h(t)|2

|t |α
dt
)1

2

.

Yet, on the one hand, for α > 2,∫
6\6k+m

|v0,h(t)|2

|t |α
dt =

∞∑
j=1

∫
6k+m( j+1)\6k+mj

|v0,h(t)|2

|t |α
dt

≤

(
sup

j≥k+m

E j+m − E j

j

) ∞∑
j=1

1
(k+mj)α−1

≤ C
1
m

1
(k+m)α−2

(
sup

j≥k+m

E j+m − E j

j

)
.

On the other hand, y ∈6k+1+m/2 and t ∈6 \6k+m implies |y− t | ≥ m/2− 1,∫
6\6k+m

|∇
2ρ(y− t)|2|t |α dt ≤ C

∫
6\6k+m

|∇
2ρ(y− t)|2(|y− t |α + |y|α) dt

≤ C
((

k+ 1+
m
2

)α ∫
|s|≥m/2−1

|∇
2ρ(s)|2 +

∫
|s|≥m/2−1

|∇
2ρ(s)|2|s|α

)
.

Now, since ρ ∈ S(R2), for all β > 0, α > 0, there exists a constant Cα,β such that∫
|s|≥m/2−1

(1+ |s|α)|∇2ρ(s)|2 ≤ Cβm−2β .
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The role of auxiliary parameter β is to “eat” the powers of k in order to get a Saint-Venant estimate for
which the induction procedure of Section 3A works. Gathering the latter bounds, we obtain, for k ≥ m,

‖A‖L∞(6k+1) ≤ Cβkm−β
(

sup
j≥k+m

E j+m − E j

j

)1
2

. (3-16)

The second term in (2-19) is even simpler to estimate. One ends up with

‖B‖L∞(6k+1) ≤ Cβkm−β
(

sup
j≥k+m

E j+m − E j

j

)1
2

. (3-17)

Therefore A and B satisfy the desired estimate, since

‖A‖L2(6k+1) ≤ Ck‖A‖L∞(6k+1), ‖B‖L2(6k+1) ≤ Ck‖B‖L∞(6k+1).

The last integral in (2-19) is more intricate, because it is a convolution integral. Furthermore,
ρ ∗ (1−χk+m)v0,h(y) is no longer supported in 6 \ 6k+m . The idea is to “exchange” the variables
y and t , that is, to replace the kernel |x − y|−3 by |x − t |−3. Indeed, we have, for all x, y, t ∈ R2,∣∣∣∣ 1

|x − y|3
−

1
|x − t |3

∣∣∣∣≤ C |y− t |
|x − y||x − t |3

+
C |y− t |

|x − y|3|x − t |
. (3-18)

We decompose the integral term accordingly. We obtain, using the fast decay of ρ,∫
|x−y|≥m/2

dy
1

|x − y|3
|ρ ∗ ((1−χk+m)v0,h)(y)|

≤ C
∫
|x−y|≥m/2

dy
∫
6\6k+m

dt
1

|x − t |3
|ρ(y− t)||v0,h(t)|

+C
∫
|x−y|≥m/2

dy
∫
6\6k+m

dt
|y− t |

|x − y|3|x − t |
|ρ(y− t)||v0,h(t)|

+C
∫
|x−y|≥m/2

dy
∫
6\6k+m

dt
|y− t |

|x − y||x − t |3
|ρ(y− t)||v0,h(t)|

≤ C
∫
6\6k+m

dt
1

|x − t |3
|v0,h(t)| +C

∫
|x−y|≥m/2

dy
∫
6\6k+m

dt
|y− t |

|x − y|3|x − t |
|ρ(y− t)||v0,h(t)|.

The first term on the right hand side above can be addressed thanks to Lemma 3.1. We focus on the
second term. As above, we use the Cauchy–Schwarz inequality∫
6\6k+m

|y− t ||ρ(y− t)|
|x − t |

|v0,h(t)| dt

≤

∞∑
j=1

∫
6k+m( j+1)\6k+mj

|y− t ||ρ(y− t)|
|x − t |

|v0,h(t)| dt

≤

(
sup

j≥k+m

Em+ j − E j

j

)1
2
∞∑
j=1

1
k+mj − |x |∞

(∫
6k+m( j+1)\6k+mj

|y− t |2|ρ(y− t)|2|t | dt
)1

2

.
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The idea is to use the fast decay of ρ so as to bound the integral over 6k+m( j+1) \6k+mj . However,∑
∞

j=1 1/(k+mj−|x |)=∞, so that we also need to recover some decay with respect to j in this integral.
For t ∈6k+m( j+1) \6k+mj ,

1≤
|t | − |x |∞

k+mj − |x |∞
≤

|t |
k+mj − |x |∞

,

so that, for all η > 0,∫
6k+m( j+1)\6k+mj

|y− t |2|ρ(y− t)|2|t | dt

≤
1

(k+mj − |x |∞)2η

∫
6k+m( j+1)\6k+mj

|y− t |2|ρ(y− t)|2|t |1+2η dt

≤
C

(k+mj − |x |∞)2η

∫
6k+m( j+1)\6k+mj

|y− t |2(|y− t |1+2η
+ |y|1+2η)|ρ(y− t)|2 dt

≤
Cη

(k+mj − |x |∞)2η
(1+ |y− x |1+2η

+ |x |1+2η)).

Summing in j , we have, as before,
∞∑
j=1

1
(k+mj − |x |∞)1+η

≤
Cη

m(k+m− |x |∞)η
≤

Cη
m1+η

so that, for 0< η < 1
2 , one finally obtains, for x ∈6k+1,∫

|x−y|≥m/2
dy
∫
6\6k+m

|y− t ||ρ(y− t)|
|x − y|3|x − t |

|v0,h(t)| dt

≤ Cm−1−η
(

sup
j≥k+m

Em+ j − E j

j

)1
2
∫
|x−y|≥m/2

[|x − y|−
5
2+η+ |x |

1
2+η|x − y|−3

] dy

≤ Cm−
3
2

[
1+

(
k
m

)1
2+η

](
sup

j≥k+m

Ek+ j − E j

j

)1
2

.

Gathering all the terms, and again using the fact that

‖F‖L2(6k+1) ≤ Ck‖F‖L∞(6k+1) for all F ∈ L∞(6k+1),

we infer that, for all k ≥ m and all η > 0,

‖C‖L2(6k+1) ≤ Cη
k3/2+η

m2+η

(
sup

j≥k+m

Ek+ j − E j

j

)1
2

.

Choose η = 1/2; Lemma 3.2 is thus proved. �

4. Uniqueness

This section is devoted to the proof of uniqueness of solutions of (2-32). Therefore we consider the
system (2-32) with f = 0 and F = 0, and we intend to prove that the solution u is identically zero.
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Following the notations of the previous section, we set

Ek :=

∫
�k

∇u · ∇u.

We can carry out the same estimates as those of Section 3B and get a constant C1 > 0 such that, for all
m ∈ N and all k ≥ m,

Ek ≤ C1

(
Ek+m+1− Ek +

k4

m5 sup
j≥k+m

E j+m − E j

j

)
. (4-1)

Let m be a positive even integer and ε > 0 be fixed. Analogously to Section 3A, the set Cm is defined by

Cm := {c, square with edge of length m with vertices in Z2
}.

Note that the situation is not quite the same as in Section 3A since this set is infinite. The values of
Ec :=

∫
�c
|∇u|2 when c ∈ Cm are bounded by Cm2

‖u‖2
H1

uloc(�
b)

, so the following supremum exists:

Em := sup
c∈Cm

Ec <∞,

but it may not be attained. Therefore, for ε > 0, we choose a square c ∈ Cm such that Em − ε ≤ Ec ≤ Em .
As in Section 3A, up to a shift we can always assume that c is centered in 0.

From (4-1), we retrieve, for all m, k ∈ N with k ≥ m,

Ek ≤
C1

C1+ 1
Ek+m+1+

C1

C1+ 1
k4

m5 sup
j≥k+m

E j+m − E j

j
.

Again, the conclusion Ek = 0 would be very easy to get if there were no second term in the right-hand
side taking into account the large scales due to the nonlocal operator DN.

An induction argument then implies that, for all r ∈ N,

Ek ≤

(
C1

C1+ 1

)r

Ek+r(m+1)+

r−1∑
r ′=0

(
C1

C1+ 1

)r ′+1
(k+ r ′(m+ 1))4

m5 sup
j≥k+m

E j+m − E j

j
. (4-2)

Now, for κ := ln(C1/(C1+1))< 0 and k ∈N large enough, the function x 7→ exp(κ(x+1))(k+x(m+1))4

is decreasing on (−1,∞), so that

r−1∑
r ′=0

(
C1

C1+ 1

)r ′+1
(k+ r ′(m+ 1))4

m5 ≤

∞∑
r ′=0

(
C1

C1+ 1

)r ′+1
(k+ r ′(m+ 1))4

m5

≤
1

m5

∫
∞

−1
exp(κ(x + 1))(k+ x(m+ 1))4 dx

≤ C
k5

m6

∫
∞

−(m+1)/k
exp

(
κk

m+ 1
u
)
(1+ u)4 du,

≤ C
k5

m6
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since k/(m+ 1)≥ 1/2 as soon as k ≥ m ≥ 1. Therefore, we conclude from (4-2) for k = m that, for all
r ∈ N,

Em − ε ≤ Em = Ec ≤

(
C1

C1+ 1

)r

Em+r(m+1)+
C
m

sup
j≥2m

E j+m − E j

j

≤

(
C1

C1+ 1

)r

(r + 1)2(m+ 1)2‖u‖2H1
uloc
+ 4

C
m

sup
j≥2m

j +m
jm

Em

≤

(
C1

C1+ 1

)r

(r + 1)2(m+ 1)2‖u‖2H1
uloc
+

C
m2 Em .

Since the constants are uniform in m, we have, for m sufficiently large and for all ε > 0,

Em ≤ C
[(

C1

C1+ 1

)r

(r + 1)2(m+ 1)2+ ε
]
,

which, letting r →∞ and ε→ 0, gives Em = 0. The latter holds for all m large enough, and thus we
have u = 0.

Appendix A. Proof of Lemmas 2.3 and 2.4

This section is devoted to the proofs of Lemma 2.3, which gives a formula for the determinant of M , and
Lemma 2.4, which contains the low and high frequency expansions of the main functions we work with,
namely, λk and Ak . As A1, A2, A3 can be expressed in terms of the eigenvalues λk solution to (2-5), it is
essential to begin by stating some properties of the latter. Usual properties on the roots of polynomials
entail that the eigenvalues satisfy

R(λk) > 0 for k = 1, 2, 3, λ1 ∈ ]0,∞[, λ2 = λ3,

−(λ1λ2λ3)
2
=−|ξ |6, λ1λ2λ3 = |ξ |

3, (|ξ |2− λ2
1)(|ξ |

2
− λ2

2)(|ξ |
2
− λ2

3)= |ξ |
2,

(|ξ |2− λ2
k)

2

λk
=

λk

|ξ |2− λ2
k
,

(A-1)

and can be computed exactly:

λ2
1(ξ)= |ξ |

2
+

(
−|ξ |2+ (|ξ |4+ 4/27)1/2

2

)1
3

−

(
|ξ |2+ (|ξ |4+ 4/27)1/2

2

)1
3

, (A-2a)

λ2
2(ξ)= |ξ |

2
+ j

(
−|ξ |2+ (|ξ |4+ 4/27)1/2

2

)1
3

− j2
(
|ξ |2+ (|ξ |4+ 4/27)1/2

2

)1
3

, (A-2b)

λ2
3(ξ)= |ξ |

2
+ j2

(
−|ξ |2+ (|ξ |4+ 4/27)1/2

2

)1
3

− j
(
|ξ |2+ (|ξ |4+ 4/27)1/2

2

)1
3

. (A-2c)
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A.1. Expansion of the eigenvalues λk. The expansions below follow directly from the exact formulas
(A-2). In high frequencies, that is, for |ξ | � 1, we have

λ2
1 = |ξ |

2(1− |ξ |−
4
3 + O(|ξ |−

8
3 )), λ1 = |ξ | −

1
2 |ξ |
−

1
3 + O(|ξ |−

5
3 ), (A-3a)

λ2
2 = |ξ |

2(1− j2
|ξ |−

4
3 + O(|ξ |−

8
3 )), λ2 = |ξ | −

j2

2
|ξ |−

1
3 + O(|ξ |−

5
3 ), (A-3b)

λ2
3 = |ξ |

2(1− j |ξ |−
4
3 + O(|ξ |−

8
3 )), λ3 = |ξ | −

j
2
|ξ |−

1
3 + O(|ξ |−

5
3 ). (A-3c)

In low frequencies, that is, for |ξ | � 1, we have(
|ξ |4+

4
27

)1
2

=
2
√

27

[
1+

27
8
|ξ |4+ O(|ξ |8)

]
,(

−|ξ |2+ (|ξ |4+ 4/27)1/2

2

)1
3

=
1
√

3
−

1
2
|ξ |2−

√
3

8
|ξ |4+ O(|ξ |6),(

|ξ |2+ (|ξ |4+ 4/27)1/2

2

)1
3

=
1
√

3
+

1
2
|ξ |2−

√
3

8
|ξ |4+ O(|ξ |6),

from which we deduce

λ2
2 = i + 3

2 |ξ |
2
−

3
8 i |ξ |4+ O(|ξ |6), λ2 = eiπ/4(1− 3

4 i |ξ |2+ 3
32 |ξ |

4
+ O(|ξ |6)

)
, (A-4a)

λ2
3 =−i + 3

2 |ξ |
2
+

3
8 i |ξ |4+ O(|ξ |6), λ3 = e−iπ/4(1+ 3

4 i |ξ |2+ 3
32 |ξ |

4
+ O(|ξ |6)

)
. (A-4b)

Since λ1λ2λ3 = |ξ |
3, we infer that

λ1 = |ξ |
3
+ O(|ξ |7).

A.2. Expansion of A1, A2, and A3. Let us recall that Ak = Ak(ξ), k = 1, . . . , 3, solve the linear system 1 1 1
λ1 λ2 λ3

(|ξ |2− λ2
1)

2/λ1 (|ξ |
2
− λ2

2)
2/λ2 (|ξ |

2
− λ2

3)
2/λ3


︸ ︷︷ ︸

=:M(ξ)

A1

A2

A3

=
 v̂0,3

iξ · v̂0,h

−iξ⊥ · v̂0,h

 .

The exact computation of Ak is not necessary. For the record, note however that Ak can be written in the
form of a quotient

Ak =
P(ξ1, ξ2, λ1, λ2, λ3)

Q(|ξ |, λ1, λ2, λ3)
, (A-5)

where P is a polynomial with complex coefficients and

Q := det(M)= (λ1− λ2)(λ2− λ3)(λ3− λ1)(|ξ | + λ1+ λ2+ λ3). (A-6)
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This formula for det(M) is shown using the relations (A-1):

det(M)

=
λ2

2(|ξ |
2
−λ2

3)
2
−λ2

3(|ξ |
2
−λ2

2)
2

λ2λ3
−
λ2

1(|ξ |
2
−λ2

3)
2
−λ2

3(|ξ |
2
−λ2

1)
2

λ1λ3
+
λ2

1(|ξ |
2
−λ2

2)
2
−λ2

2(|ξ |
2
−λ2

1)
2

λ1λ2

= |ξ |(λ1(λ
2
2−λ

2
3)−λ2(λ

2
1−λ

2
3)+λ3(λ

2
1−λ

2
2))+λ2λ3(λ

2
3−λ

2
2)−λ1λ3(λ

2
3−λ

2
1)+λ1λ2(λ

2
2−λ

2
1)

= (λ1−λ2)(λ2−λ3)(λ3−λ1)(|ξ | +λ1+λ2+λ3).

This proves (A-6), and thus Lemma 2.3.
We now concentrate on the expansions of M(ξ) for |ξ | � 1 and |ξ | � 1.

A.2.1. High frequency expansion. At high frequencies, it is convenient to work with the quantities
B1, B2, B3 introduced in (2-12). Indeed, inserting the expansions (A-3) into the system (2-7) yields

B1 = v̂0,3,

|ξ |B1−
1
2 |ξ |
−

1
3 B2+ O(|ξ |−

5
3 |A|)= iξ · v̂0,h,

|ξ |
1
3 B3+ O(|ξ |−1

|A|)=−iξ⊥ · v̂0,h .

Of course A and B are of the same order, so that the above system becomes

B1 = v̂0,3,

B2 = 2|ξ |
1
3 (|ξ |v̂0,3− iξ · v̂0,h)+ O(|ξ |−

4
3 |B|),

B3 =−i |ξ |−
1
3 ξ⊥ · v̂0,h + O(|ξ |−

4
3 |B|).

We infer immediately that |B| = O(|ξ |4/3|v̂0|), and therefore the result of Lemma 2.4 follows.

A.2.2. Low frequency expansion. At low frequencies, we invert M thanks to the adjugate matrix formula

M−1(ξ)=
1

det(M(ξ))
[Cof(M(ξ))]T .

We have

(|ξ |2− λ2
2)

2

λ2
=

eiπ (1+ O(|ξ |2))
eiπ/4(1+ O(|ξ |2))

=−e−iπ/4
+ O(|ξ |2)=

(|ξ |2− λ2
3)

2

λ3
.

Hence,

M(ξ)=

 1 1 1
O(|ξ |3) eiπ/4

+ O(|ξ |2) e−iπ/4
+ O(|ξ |2)

|ξ | + O(|ξ |5) −e−iπ/4
+ O(|ξ |2) −eiπ/4

+ O(|ξ |2)


and

Cof(M)=

 −2i |ξ |e−iπ/4
−|ξ |eiπ/4

√
2i −eiπ/4

− |ξ | e−iπ/4
+ |ξ |

−
√

2i −e−iπ/4 eiπ/4

+ O(|ξ |2).
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We deduce that

M−1(ξ)=−
1

2i(1+ (
√

2/2)|ξ |+O(|ξ |2))
[Cof(M(ξ))]T

=


1−

√
2

2 |ξ | −

√
2

2

[
1−

√
2

2 |ξ |
]

+

√
2

2

[
1−

√
2

2 |ξ |
]

(eiπ/4/2)|ξ | −(1/2i)
[
−eiπ/4

−
(
1−

√
2

2 eiπ/4
)
|ξ |
]
−(eiπ/4/2)

[
1−

√
2

2 |ξ |
]

(e−iπ/4/2)|ξ | −(1/2i)
[
e−iπ/4

+
(
1−

√
2

2 e−iπ/4
)
|ξ |
]
−(e−iπ/4/2)

[
1−

√
2

2 |ξ |
]

+O(|ξ |2).

Finally,

A1 =

(
1−

√
2

2
|ξ |

)
v̂0,3−

√
2

2
i(ξ + ξ⊥) · v̂0,h + O(|ξ |2|v̂0|), (A-7a)

A2 =
eiπ/4

2
|ξ |v̂0,3+

1
2 eiπ/4ξ · v̂0,h −

1
2 e−iπ/4ξ⊥ · v̂0,h + O(|ξ |2|v̂0|), (A-7b)

A3 =
e−iπ/4

2
|ξ |v̂0,3−

1
2 e−iπ/4ξ · v̂0,h +

1
2 eiπ/4ξ⊥ · v̂0,h + O(|ξ |2|v̂0|). (A-7c)

A.3. Low frequency expansion for L1, L2, and L3. For the sake of completeness, we sketch the low-
frequency expansion of L1 in detail. We recall that

Lk(ξ)v̂0(ξ)=

(
(i/|ξ |2)(−λkξ + ((|ξ |

2
− λ2

k)
2/λk)ξ

⊥)

1

)
Ak(ξ)

Hence, for |ξ | � 1,

L1(ξ)=

(
(i/|ξ |)ξ⊥+ O(|ξ |2)

1

)(
−

i
√

2
2
(ξ1− ξ2) −

i
√

2
2
(ξ1+ ξ2) 1−

√
2

2
|ξ |

)
+ O(|ξ |2),

which yields (2-16). The calculations for L2 and L3 are completely analogous.

A.4. The Dirichlet to Neumann operator. Let us recall the expression of the operator DN in Fourier
space:

D̂N(v0)=

3∑
k=1

(
(i/|ξ |2)[(|ξ |2− λ2

k)
2ξ⊥− λ2

kξ ]

λk + (|ξ |
2
− λ2

k)/λk

)
Ak (A-8)

=

(
−i v̂0

3(ξ)ξ

iξ · v̂0
h(ξ)

)
+

3∑
k=1

(
(i/|ξ |2)[(|ξ |2− λ2

k)
2ξ⊥+ (|ξ |2− λ2

k)ξ ]

(|ξ |2− λ2
k)/λk

)
Ak . (A-9)

A.4.1. High frequency expansion. Using the exact formula (A-9) for D̂N v0 together with the expansions
(A-3) and (2-10), we get for the high frequencies

D̂N v0 =

(
−i v̂0

3(ξ)ξ

iξ · v̂0
h(ξ)

)
+

(
(i/|ξ |2)

(
(|ξ |

4
3 B3+ O(|ξ |

4
3 |v̂0|))ξ

⊥
+ (|ξ |

2
3 B2+ O(|ξ |

2
3 |v̂0|))ξ

)
|ξ |−

1
3 B2+ O(|ξ |−

1
3 |v̂0|)

)

=

(
|ξ |v̂0

h + (ξ · v̂
0
h/|ξ |)ξ + i v̂0

3ξ

2|ξ |v̂0
3 − iξ · v̂0

h

)
+ O(|ξ |

1
3 |v̂0|). (A-10)
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A.4.2. Low frequency expansion. For |ξ | � 1, using (A-8), (A-4), and (A-7) leads to

D̂Nh v0 =
i

2|ξ |2
∑
±

(−ξ⊥∓ iξ +O(|ξ |3))(e±iπ/4
|ξ |v̂0,3± e±iπ/4ξ · v̂0,h∓ e∓iπ/4ξ⊥ · v̂0,h+O(|ξ |2|v̂0|))

=

√
2i
2
ξ − ξ⊥

|ξ |
v̂0,3+

√
2

2
(v̂0,h+ v̂0,h

⊥)+O(|ξ ||v̂0|).

For the vertical component of the operator DN, we have in low frequencies

D̂N3 v0 = iξ · v̂0,h +

(
1
|ξ |
+ O(|ξ |)

)
A1(ξ)− (eiπ/4

+ O(|ξ |2))A2(ξ)− (e−iπ/4
+ O(|ξ |2))A3(ξ)

=
v̂0,3

|ξ |
−

√
2

2
v̂0,3−

√
2i
2
ξ · v̂0,h + ξ

⊥
· v̂0,h

|ξ |
+ O(|ξ ||v̂0|).

Appendix B. Lemmas for the remainder terms

The goal of this section is to prove that the various remainder terms encountered throughout the paper
decay like |x |−3. To that end, we introduce the algebra

E :=
{

f ∈ C([0,∞),R) : ∃A⊂ R finite, ∃r0 > 0, f (r)=
∑
α∈A

rα fα(r) for all r ∈ [0, r0),

where, for all α ∈A, fα : R→ R is analytic in B(0, r0)

}
. (B-1)

We then have the following result:

Lemma B.1. Let ϕ ∈ S′(R2).

• Assume that Supp ϕ̂ ⊂ B(0, 1), and that ϕ̂(ξ)= f (|ξ |) for ξ in a neighborhood of zero, with f ∈ E
and f (r)= O(rα) for some α > 1. Then ϕ ∈ L∞loc(R

2
\ {0}) and there exists a constant C such that

|ϕ(x)| ≤
C
|x |3

for all x ∈ R2.

• Assume that Supp ϕ̂⊂R2
\B(0, 1), and that ϕ̂(ξ)= f (|ξ |−1) for |ξ |>1, with f ∈E and f (r)=O(rα)

for some α >−1. Then ϕ ∈ L∞loc(R
2
\ {0}) and there exists a constant C such that

|ϕ(x)| ≤
C
|x |3

for all x ∈ R2.

We prove the Lemma in several steps: we first give some properties of the algebra E . We then compute
the derivatives of order 3 of functions of the type f (|ξ |) and f (|ξ |−1). Eventually, we explain the link
between the bounds in Fourier space and in the physical space.

Properties of the algebra E.

Lemma B.2. • E is stable by differentiation.
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• Let f ∈ E with f (r)=
∑

α∈A rα fα(r), and let α0 ∈ R. Assume that

f (r)= O(rα0)

for r in a neighborhood of zero. Then

inf{α ∈A : fα(0) 6= 0} ≥ α0.

• Let f ∈ E , and let α0 ∈ R such that

f (r)= O(rα0)

for r in a neighborhood of zero. Then

f ′(r)= O(rα0−1)

for 0< r � 1.

Proof. The first point simply follows from the chain rule and the fact that if fα is analytic in B(0, r0),
so is f ′α. Concerning the second point, notice that we can always choose the set A and the functions fα
so that

f (r)= rα1 fα1(r)+ · · ·+ rαs fαs (r),

where α1 < · · ·< αs and fαi is analytic in B(0, r0) with fαi (0) 6= 0. Therefore

f (r)∼ rα1 fα1(0), as r→ 0,

so that rα1 = O(rα0). It follows that α1 ≥ α0. Using the same expansion, we also obtain

f ′(r)=
s∑

i=1

αirαi−1 fαi (r)+ rαi f ′αi
(r)= O(rα1−1).

Since rα1 = O(rα0), we infer eventually that f ′(r)= O(rα0−1). �

Differentiation formulas. Now, since we wish to apply the preceding lemma to functions of the type
f (|ξ |), or f (|ξ |−1), where f ∈ E , we need to have differentiation formulas for such functions. Tedious
but easy computations yield, for ϕ ∈ C3(R),

∂3
ξi

f (|ξ |)=
(

3
ξ 3

i

|ξ |5
− 3

ξi

|ξ |3

)
f ′(|ξ |)+

(
3
ξi

|ξ |2
−
ξ 3

i

|ξ |4

)
f ′′(|ξ |)+

ξ 3
i

|ξ |3
f (3)(|ξ |)

∂3
ξi

f (|ξ |−1)=

(
9
ξi

|ξ |5
− 11

ξ 3
i

|ξ |7

)
f ′(|ξ |−1)+

(
3
ξi

|ξ |6
− 7

ξ 3
i

|ξ |8

)
f ′′(|ξ |−1)+

ξ 3
i

|ξ |9
f (3)(|ξ |−1).

In particular, if ϕ : R2
→ R is such that ϕ(ξ)= f (|ξ |) for ξ in a neighborhood of zero, where f ∈ E is

such that f (r)= O(rα) for r close to zero, we infer that

|∂3
ξ1
ϕ(ξ)| + |∂3

ξ2
ϕ(ξ)| = O(|ξ |α−3)
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for |ξ | � 1. In a similar fashion, if ϕ(ξ) = f (|ξ |−1) for ξ in a neighborhood of zero, where f ∈ E is
such that f (r)= O(rα) for r close to zero, we infer that

|∂3
ξ1
ϕ(ξ)| + |∂3

ξ2
ϕ(ξ)| = O{|ξ |−4(|ξ |−1)−α−1

+ |ξ |−5(|ξ |−1)−α−2
+ |ξ |−6(|ξ |−1)−α−3

} = O(|ξ |α−3).

Moments of order 3 in the physical space.

Lemma B.3. Let ϕ ∈ S′(R2) be such that ∂3
ξ1
ϕ, ∂3

ξ2
ϕ ∈ L1(R2).

Then
|F−1(ϕ)(xh)| ≤

C
|xh|

3 in D′(R2
\ {0}).

Proof. The proof follows from the formula

xαh F−1(ϕ)= iF−1(∇αξ ϕ)

for all α ∈N2 such that |α| = 3. When ϕ ∈ S(R2), the formula is a consequence of standard properties of
the Fourier transform. It is then extended to ϕ ∈ S′(R2) by duality. �

Remark B.4. Notice that constants or polynomials of order less that two satisfy the assumptions of the
above lemma. In this case, the inverse Fourier transform is a distribution whose support is {0} (Dirac
mass or derivative of a Dirac mass). This is of course compatible with the result of Lemma B.3.

The result of Lemma B.1 then follows easily. It only remains to explain how we can apply it to the
functions in the present paper. To that end, we first notice that, for all k ∈ {1, 2, 3}, λk is a function of |ξ |
only, say λk = fk(|ξ |). In a similar fashion,

Lk(ξ)= G0
k(|ξ |)+ ξ1G1

k(|ξ |)+ ξ2G2
k(|ξ |).

We then claim the following result:

Lemma B.5. • For all k ∈ {1, 2, 3}, j ∈ {0, 1, 2}, the functions fk,G j
k , as well as

r 7→ fk(r−1), r 7→ G j
k (r
−1) (B-2)

all belong to E.

• For ξ in a neighborhood of zero,

M rem
k = Pk(ξ)+

∑
1≤i, j≤2

ξiξ j a
i j
k (|ξ |)+ ξ · bk(|ξ |),

N rem
k = Qk(ξ)+

∑
1≤i, j≤2

ξiξ j c
i j
k (|ξ |)+ ξ · dk(|ξ |),

where Pk, Qk are polynomials, and ai j
k , ci, j

k ∈ E and bk, dk ∈ E2 with bk(r), dk(r)= O(r) for r close
to zero.

• There exists a function m ∈ E such that

(MSC −MS)(ξ)= m(|ξ |−1)

for |ξ | � 1.
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The lemma can be easily proved using the formulas (A-2) together with the Maclaurin series for
functions of the type x 7→ (1+ x)s for s ∈ R.

Appendix C. Fourier multipliers supported in low frequencies

This appendix is concerned with the proof of Lemma 2.7, which is a slight variant of a result by Droniou
and Imbert [2006] on integral formulas for the fractional Laplacian. Notice that this corresponds to the
operator I[|ξ |] = I[(ξ 2

1 + ξ
2
2 )/|ξ |]. We recall that g ∈ S(R2), ζ ∈ C∞0 (R

2), and ρ := F−1ζ ∈ S(R2).
Then, for all x ∈ R2,

F−1
(
ξiξ j

|ξ |
ζ(ξ)ĝ(ξ)

)
(x)= F−1

(
1
|ξ |

)
∗F−1(ξiξ jζ(ξ)ĝ(ξ))(x).

As explained in [Droniou and Imbert 2006], the function |ξ |−1 is locally integrable in R2 and therefore
belongs to S′(R2). Its inverse Fourier transform is a radially symmetric distribution with homogeneity
−2+ 1=−1. Hence there exists a constant C I such that

F−1
(

1
|ξ |

)
=

C I

|x |
.

We infer that

F−1
(
ξiξ j

|ξ |
ζ(ξ)ĝ(ξ)

)
(x)=

C I

| · |
∗ ∂i j (ρ ∗ g)

= C I

∫
R2

1
|x − y|

∂i j (ρ ∗ g)(y) dy

= C I

∫
R2

1
|y|
∂i j (ρ ∗ g)(x + y) dy.

The idea is to put the derivatives ∂i j on the kernel 1/|y| through integrations by parts. As such, it is not
possible to realize this idea. Indeed, y 7→ ∂i (1/|y|)∂ j (ρ ∗ g)(x + y) is not integrable in the vicinity of 0.
In order to compensate for this lack of integrability, we consider an even function θ ∈ C∞0 (R

2) such that
0≤ θ ≤ 1 and θ = 1 on B(0, K ), and we introduce the auxiliary function

Ux(y) := ρ ∗ g(x + y)− ρ ∗ g(x)− θ(y)(y · ∇)ρ ∗ g(x),

which satisfies
|Ux(y)| ≤ C |y|2, |∇yUx(y)| ≤ C |y| (C-1)

for y close to 0. Then, for all y ∈ R2,

∂yi ∂y j Ux = ∂yi ∂y jρ ∗ g(x + y)− (∂yi ∂y j θ)(y · ∇)ρ ∗ g(x)− (∂y j θ)∂xiρ ∗ g(x)− (∂yi θ)∂x jρ ∗ g(x),

where
y 7→ −(∂yi ∂y j θ)(y · ∇)ρ ∗ g(x)− (∂y j θ)∂xiρ ∗ g(x)− (∂yi θ)∂x jρ ∗ g(x)

is an odd function. Therefore, for all ε > 0,∫
ε<|y|<ε−1

1
|y|
∂i j (ρ ∗ g)(x + y) dy =

∫
ε≤|y|≤1/ε

1
|y|
∂yi ∂y j Ux(y) dy.

∑
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A first integration by parts yields∫
ε≤|y|≤1/ε

1
|y|
∂yi ∂y jρ ∗ g(x + y) dy

=

∫
ε≤|y|≤1/ε

1
|y|
∂yi ∂y j Ux(y) dy

=

∫
|y|=ε

1
|y|
∂y j Ux(y)ni (y) dy+

∫
|y|=1/ε

1
|y|
∂y j Ux(y)ni (y) dy+

∫
ε≤|y|≤1/ε

yi

|y|3
∂y j Ux(y) dy.

The first boundary integral vanishes as ε→ 0 because of (C-1), and the second thanks to the fast decay
of ρ ∗ g ∈ S(R2). Another integration by parts leads to∫
ε≤|y|≤1/ε

yi

|y|3
∂y j Ux(y) dy

=

∫
|y|=ε

yi

|y|3
Ux(y)n j (y) dy+

∫
|y|=1/ε

yi

|y|3
Ux(y)n j (y) dy+

∫
ε≤|y|≤1/ε

(
∂yi ∂y j

1
|y|

)
Ux(y) dy

ε→0
−→

∫
R2

(
∂yi ∂y j

1
|y|

)
Ux(y) dy,

where

∂yi ∂y j

1
|y|
= −

δi j

|y|3
+ 3

yi y j

|y|5
,

∣∣∣∣∂yi ∂y j

1
|y|

∣∣∣∣≤ C
|y|3

,

and the boundary terms vanish because of (C-1) and the fast decay of Ux . Therefore, for all x ∈ R2,

F−1
(
ξiξ j

|ξ |
ζ(ξ)ĝ(ξ)

)
(x)= C I

∫
R2

(
∂yi ∂y j

1
|y|

)
Ux(y) dy

= C I

∫
R2

(
∂yi ∂y j

1
|y|

)
[ρ ∗ g(x + y)− ρ ∗ g(x)− θ(y)(y · ∇)ρ ∗ g(x)] dy

= C I

∫
B(0,K )

(
∂yi ∂y j

1
|y|

)
[ρ ∗ g(x + y)− ρ ∗ g(x)− y · ∇ρ ∗ g(x)] dy

+C I

∫
R2\B(0,K )

(
∂yi ∂y j

1
|y|

)
[ρ ∗ g(x + y)− ρ ∗ g(x)] dy

−C I

∫
R2\B(0,K )

(
∂yi ∂y j

1
|y|

)
θ(y)(y · ∇)ρ ∗ g(x) dy.

The last integral is zero as y 7→ θ(y)(∂yi ∂y j (1/|y|))y is odd. We then perform a last change of variables
by setting y′ = x + y, and we obtain

F−1
(
ξiξ j

|ξ |
ζ(ξ)ĝ(ξ)

)
(x)=−

∫
|x−y′|≤K

γi j (x − y′){ρ ∗ g(y′)− ρ ∗ g(x)− (y′− x)∇ρ ∗ g(x)} dy′

−

∫
|x−y′|≥K

γi j (x − y′){ρ ∗ g(y′)− ρ ∗ g(x)} dy′.

This completes the proof of Lemma 2.7.
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dl� stacionarnyh uravneniĭ Stoksa i Nav~e–Stoksa, ime�wih neograniqennyĭ integral Dirihle”,
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OPTIMAL CONTROL OF SINGULAR FOURIER MULTIPLIERS
BY MAXIMAL OPERATORS

JONATHAN BENNETT

Dedicated to the memory of Adela Moyua, 1956–2013.

We control a broad class of singular (or “rough”) Fourier multipliers by geometrically defined maximal
operators via general weighted L2(R) norm inequalities. The multipliers involved are related to those
of Coifman, Rubio de Francia and Semmes, satisfying certain weak Marcinkiewicz-type conditions that
permit highly oscillatory factors of the form ei |ξ |α for both α positive and negative. The maximal functions
that arise are of some independent interest, involving fractional averages associated with tangential
approach regions (related to those of Nagel and Stein), and more novel “improper fractional averages”
associated with “escape” regions. Some applications are given to the theory of L p–Lq multipliers,
oscillatory integrals and dispersive PDE, along with natural extensions to higher dimensions.

1. Introduction and statements of results

Given a Fourier multiplier m, with corresponding convolution operator Tm , there has been considerable
interest in identifying, where possible, “geometrically defined” maximal operators M for which a weighted
L2-norm inequality of the form ∫

Rn
|Tm f |2w ≤

∫
Rn
| f |2Mw (1)

holds for all admissible input functions f and weight functions w. This very general Fourier multiplier
problem was made particularly explicit in the 1970s in work of A. Córdoba and C. Fefferman [1976],
following the emergence of fundamental connections between the theory of Fourier multipliers and
elementary geometric notions such as curvature (see [Fefferman 1971; Córdoba 1977; Stein 1979], in
particular). Such control of a multiplier m by a maximal operator M, combined with an elementary duality
argument, reveals that, for p, q ≥ 2,

‖m‖p,q := ‖Tm‖L p−Lq ≤ ‖M‖
1/2
L(q/2)′−L(p/2)′

. (2)

Thus it is of particular interest to identify an “optimal” maximal operator M for which (1) holds, in the
sense that (2) permits optimal L p–Lq bounds for M to be transferred to optimal bounds for Tm .

There are a variety of results of this nature, although often formulated in terms of the convolution kernel
rather than the multiplier. For example, if T denotes a Calderón–Zygmund singular integral operator
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on Rn , such as the Hilbert transform on the line, Córdoba and Fefferman [1976] (see also [Hunt et al.
1973]) showed that for each s > 1 there is a constant Cs <∞ for which∫

Rn
|T f |2w ≤ Cs

∫
Rn
| f |2(Mws)1/s (3)

holds, where M denotes the classical Hardy–Littlewood maximal operator. This result extends to weighted
L p estimates for 1< p <∞; see [Córdoba and Fefferman 1976]. The inequality (3) may be viewed as a
consequence of the classical theory of Muckenhoupt Ap weights through the fundamental fact that if
(Mws)1/s <∞ a.e. and s > 1 then (Mws)1/s ∈ A1 ⊂ A2; see [Stein 1993] and the references there. Of
course, for any fixed s > 1 the maximal operator w 7→ (Mws)1/s in (3) is not optimal, since it fails to be
L p-bounded in the range 1< p ≤ s, while T is bounded on L p for all 1< p <∞. More recently this
was remedied by Wilson [1989], who showed that1∫

Rn
|T f |2w .

∫
Rn
| f |2 M3w, (4)

where M3
= M ◦M ◦M denotes the 3-fold composition of M with itself. As with (3), this useful result

extends to weighted L p norms for 1< p <∞; see [Wilson 1989; Pérez 1994; Reguera and Thiele 2012].
There are numerous further results belonging to the considerable theory surrounding the Ap weights; see
for example [García-Cuerva and Rubio de Francia 1985; Pérez 1995; Hytönen 2012; Lacey et al. 2014;
Hytönen et al. 2013; Lerner 2013].

In the setting of oscillatory integrals the controlling maximal operators appear to acquire a much more
interesting geometric nature, well beyond the scope of the classical Ap theory. This is illustrated well by
a compelling and seemingly very deep conjecture concerning the classical Bochner–Riesz multipliers,

mδ(ξ)= (1− |ξ |2)δ+,

where ξ ∈ Rn and δ ≥ 0. Of course, m0 is simply the characteristic function of the unit ball in Rn ,
allowing us to interpret mδ for δ > 0 as a certain regularisation of this characteristic function. The classical
Bochner–Riesz conjecture concerns the range of exponents p for which mδ is an L p-multiplier. In the
1970s, A. Córdoba [1977] and E. M. Stein [1979] raised the possibility that a weighted inequality of the
form (1) holds where M is some suitable variant of the Nikodym maximal operator

Nδw(x) := sup
T3x

1
|T |

∫
T
w;

see also [Fefferman 1971; 1973]. Here the supremum is taken over all cylindrical tubes of eccentricity less
than 1/δ that contain the point x . This maximal operator M should be geometrically defined (very much
like Nδ) and its known/conjectured bounds should be similar to those of Nδ , thus essentially implying the
full Bochner–Riesz conjecture via (2).2 Such a result is rather straightforward for n = 1 as it reduces to

1Throughout this paper we shall write A . B if there exists a constant c such that A ≤ cB. In particular, this constant will
always be independent of the input function f and weight function w. The relations A & B and A ∼ B are defined similarly.

2Similar weighted inequalities relating the Fourier restriction and Kakeya conjectures have also received some attention in the
literature; see [Bennett et al. 2006] for further discussion.
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the aforementioned inequality for the Hilbert transform. In higher dimensions this question is far from
having a satisfactory answer already for n = 2 (see [Bourgain 1991; Christ 1985; Carbery et al. 1992;
Carbery and Soria 1997a; 1997b; Carbery and Seeger 2000; Bennett et al. 2006; Duoandikoetxea et al.
2008; Lee et al. 2012; Córdoba and Rogers 2014] for some related results). The associated convolution
kernel

Kδ(x) := F−1mδ(x)=
cJn/2+δ(2π |x |)
|x |n/2+δ

= c
e2π i |ξ |

+ e−2π i |ξ |
+ o(1)

|ξ |(n+1)/2+δ ,

unlike the Hilbert kernel, is (for δ sufficiently small) very far from being Lebesgue integrable. Here Jλ
denotes the Bessel function of order λ, making Kδ highly oscillatory.

In [Bennett and Harrison 2012], using arguments from [Bennett et al. 2006] in the setting of Fourier
extension operators, we gave nontrivial examples of such “optimal” control of oscillatory kernels on the
line by geometrically defined maximal operators. In particular, for integers `≥ 3, we showed that∫

R

∣∣ei( · )`
∗ f

∣∣2w . ∫
R

| f |2 M2MM4w, (5)

where

Mw(x) := sup
(y,r)∈0(x)

1
r1/(`−1)

∫ y+r

y−r
w

and

0(x)=
{
(y, r) : 0< r ≤ 1, |x − y| ≤ r−1/(`−1)}. (6)

The maximal operator M here may be interpreted as a fractional Hardy–Littlewood maximal operator
associated with an approach region 0(x). This maximal operator is similar in spirit to those studied by
Nagel and Stein [1984], although here tangential approach to infinite order is permitted. It is shown in
[Bennett and Harrison 2012] that M has a sharp bound on L(`/2)

′

, which may be reconciled via (5) with a
sharp L` bound for convolution with ei x` . We note in passing that the factors of the Hardy–Littlewood
maximal operator appearing in (5) are of secondary importance as M and M2MM4 share the same L p–Lq

mapping properties. This follows from the L p-boundedness of M for 1< p ≤∞.
In this paper we seek an understanding of the “map” m 7→ M, from Fourier multiplier to optimal

controlling maximal operator, for which (1) holds. As we shall see, an inequality of the form (1) does
indeed hold for a wide class of multipliers m and a surprisingly rich family of geometrically defined
maximal operators M. This class of multipliers is sufficiently singular to apply to a variety of highly
oscillatory convolution kernels, placing (5) in a much broader context. The maximal operators turn out
to be fractional Hardy–Littlewood maximal operators associated with a diverse family of approach and
“escape” regions in the half-space. While such operators corresponding to approach regions have arisen
before [Nagel and Stein 1984; Bennett et al. 2006; Bennett and Harrison 2012], those associated with
“escape” regions appear to be quite novel, involving improper fractional averages.

As is well known, at least in one dimension, the variation of a multiplier can play a decisive role in
determining its behaviour as an operator. For example, if a multiplier m is of bounded variation on the
line, then it often satisfies the same norm inequalities as the Hilbert transform. This is a straightforward
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consequence of the elementary identity

Tm = lim
t→−∞

m(t)I + 1
2

∫
R

(I + i M−t H Mt) dm(t). (7)

Here I denotes the identity operator on Rd , the modulation operator Mt is given by Mt f (x)= e−2π i xt f (x),
and dm(t) denotes the Lebesgue–Stieltjes measure (which we identify with |m′(t)| dt throughout). In
particular, combining this with (4) quickly leads to the inequality∫

R

|Tm f |2w .
∫

R

| f |2 M3w. (8)

Invoking classical weighted Littlewood–Paley theory for dyadic decompositions of the line (see [Wilson
2007] and [Bennett and Harrison 2012] for further discussion) leads to the following weighted version of
the Marcinkiewicz multiplier theorem (cf. [Kurtz 1980]).

Theorem 1. If m : R→ C is a bounded function which is uniformly of bounded variation on dyadic
intervals, that is,

sup
R>0

∫
R≤|ξ |≤2R

|m′(ξ)| dξ <∞, (9)

then ∫
R

|Tm f |2w .
∫

R

| f |2 M7w.

The control of m here by a power of the Hardy–Littlewood maximal operator is optimal in the sense that
Theorem 1, combined with the Hardy–Littlewood maximal theorem, implies the classical Marcinkiewicz
multiplier theorem via (2). It would seem unlikely that the particular power of M that features here is
best possible; here and throughout this paper we do not concern ourselves with such finer points.

Our goal is to establish versions of Theorem 1 which apply to much more singular (or “rougher”)
multipliers. A natural class of singular multipliers on the line, defined in terms of the so-called “r -variation”
was introduced by Coifman, Rubio de Francia and Semmes in [Coifman et al. 1988]. For a function m on
an interval [a, b] we define the r -variation of m to be the supremum of the quantity(N−1∑

j=0

|m(x j+1)−m(x j )|
r
)1/r

over all partitions a = x0 < x1 < · · · < xN = b of [a, b]. We say that m is a Vr multiplier if it has
uniformly bounded r-variation on each dyadic interval. (Of course, if r = 1 this class reduces to the
classical Marcinkiewicz multipliers.) In [Coifman et al. 1988] it is shown that if m is a Vr multiplier then
m is an L p(R) multiplier for |1/p− 1/2|< 1/r , considerably generalising the classical Marcinkiewicz
multiplier theorem on the line. With the possible exception of the endpoint, this result is sharp, as may be
seen from the specific multipliers

mα,β(ξ) :=
ei |ξ |α

(1+ |ξ |2)β/2
, α, β ≥ 0, (10)
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first studied by Hirschman [1959] (see [Stein 1970] for further discussion). Indeed mα,β is a Vr multiplier
if βr = α, while being an L p multiplier if and only if α|1/p− 1/2| ≤ β; see [Hirschman 1959; Miyachi
1981]. The endpoint case |1/p− 1/2| = 1/r remains open in general for Vr multipliers; see [Tao and
Wright 2001] for further discussion and related results.

For the purposes of identifying optimal controlling maximal operators we will confine attention to a
subclass of the Vr multipliers that retains some of the structure of the specific example (10). Before we
describe this subclass let us discuss some motivating examples.

The multiplier corresponding to the convolution kernel ei x` appearing in (5) coincides with the
(generalised) Airy function

Ai (`)(ξ)=
∫
∞

−∞

ei(x`+xξ) dx = c0
eic1|ξ |

`/(`−1)
+ o(1)

|ξ |(`−2)/(2(`−1))

as |ξ | →∞; here c0 and c1 are appropriate constants. As standard Airy function asymptotics reveal, the
variation of this multiplier on dyadic intervals is unbounded. This multiplier, with its highly oscillatory
behaviour as |ξ | →∞, belongs to a more general class of multipliers satisfying

m(ξ)= O
(
|ξ |−β

)
, m′(ξ)= O

(
|ξ |−β+α−1) (11)

as |ξ | →∞. Here α, β ≥ 0, and of course the specific multiplier in (10) is a model example. In addition
to multipliers whose derivatives can have strong singularities at infinity, it is also natural to consider those
which are singular at a point. In particular, we might hope to control multipliers satisfying (11) as |ξ |→ 0
for α, β ≤ 0. Such singular multipliers, which were studied by Miyachi [1980; 1981], arise frequently in
the study of oscillatory and oscillatory-singular integrals; see for example [Stein 1993; Miyachi 1981;
Sjölin 1981; Chanillo et al. 1986]. See also [Miyachi 1980; 1981] for a general L p(R) (and Hardy space
H p(R)) multiplier theorem under the specific hypothesis (11). The following class of multipliers, which
we denote C(α, β), involves a Marcinkiewicz-type variation condition specifically designed to capture
these Miyachi-type examples.

The class of multipliers. For each α, β ∈ R, let C(α, β) be the class of functions m : R→ C for which

supp(m)⊆ {ξ : |ξ |α ≥ 1}, (12)

sup
ξ

|ξ |β |m(ξ)|<∞, (13)

sup
Rα≥1

sup
I⊆[R,2R]
`(I )=R−αR

Rβ
∫
±I
|m′(ξ)| dξ <∞. (14)

Here the supremum is taken over all subintervals I of [R, 2R] of length `(I )= R−αR.

Remarks.

(i) The support condition (12) has no content for α = 0. For α > 0 and α < 0 it reduces to, respectively,
supp(m) ⊆ {|ξ | ≥ 1} and supp(m) ⊆ {|ξ | ≤ 1}. A similar interpretation applies to the outermost
supremum in (14).



1322 JONATHAN BENNETT

(ii) The case α = 0 is of course somewhat degenerate. As is easily verified, the class C(α, β) reduces to
the classical Marcinkiewicz multipliers when α= β = 0. Further, the fractional integration multiplier
ξ 7→ |ξ |−β lies in C(0, β).

(iii) The model behaviour of a multiplier in C(α, β) in the nondegenerate case α 6= 0 is that of the Miyachi
multipliers (11) as |ξ |α→∞.

(iv) An elementary calculation reveals that if m lies in C(α, β) then m is a Vr multiplier provided βr = α.
We also note that the additional structure of the class C(α, β) yields L p–Lq estimates for certain
q 6= p — see the forthcoming Corollary 5.

(v) An elementary change of variables argument reveals that a multiplier m ∈ C(α, β) if and only if
m̃ ∈C(−α,−β), where m̃(ξ):=m(1/ξ). The main point is that the diffeomorphism R\{0}→R\{0},
ξ 7→ 1/ξ preserves dyadic intervals and (essentially) any lattice structure within them.

(vi) Unlike the Vr multipliers, if α 6= 0 the class C(α, β) is not dilation-invariant due to the distinguished
role of the unit scale R = 1. See the forthcoming Theorem 3 for a natural dilation-invariant
formulation.

We now introduce the family of maximal operators that will control these multipliers via (1).

The controlling maximal operators. For α, β ∈ R we define the maximal operator Mα,β by

Mα,β f (x)= sup
(r,y)∈0α(x)

r2β

r

∫
|y−z|≤r

f (z) dz, (15)

where

0α(x)=
{
(r, y) : 0< rα ≤ 1 and |y− x | ≤ r1−α}. (16)

This family of maximal operators is of some independent interest. When α= 0 the approach region 0α(x)
is simply a cone with vertex x , and the associated maximal operator Mα,β is equivalent to the classical
fractional Hardy–Littlewood maximal operator

M2βw(x) := sup
r>0

r2β

r

∫ x+r

x−r
w. (17)

When 0 < α < 1 the maximal operators Mα,β have also been considered before and originate in work
of Nagel and Stein [1984] on fractional maximal operators associated with more general nontangential
approach regions. However, as we have already mentioned, the above definitions also permit α ≥ 1 and
α < 0, where one sees dramatic transitions in the nature of the region 0α . In particular if α ≥ 1 then the
situation is similar to that in (6), where tangential approach to infinite order is permitted; see [Bennett
et al. 2006] for the origins of such regions. Furthermore, for α < 0 we have

0α(x)=
{
(r, y) : r ≥ 1 and |y− x | ≤ r1−α},

which may be viewed as an “escape”, rather than “approach”, region. Notice also that if β < 0 we interpret
Mα,β as an improper fractional maximal operator.
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The maximal operators Mα,β are significant improvements on the controlling maximal operators
w 7→ (Mws)1/s that typically arise via classical Ap-weighted inequalities. Crudely estimating Mα,βw

pointwise using Hölder’s inequality reveals that

Mα,βw ≤ (Mws)1/s when 2sβ = α. (18)

This allows the forthcoming Theorem 2 to be reconciled with certain Ap-weighted inequalities established
by Chanillo, Kurtz and Sampson in [Chanillo et al. 1983; 1986]. In Section 2 we provide necessary and
sufficient conditions for Mα,β to be bounded from L p to Lq . In particular, we see that Mα,β is bounded
on Ls when 2sβ = α, a property that does not follow from (18).

The main result of this paper is the following.

Theorem 2. Let α, β ∈ R. If m ∈ C(α, β) then∫
R

|Tm f |2w .
∫

R

| f |2 M6Mα,βM4w. (19)

It is interesting to contrast this result with the recent weighted variational Carleson theorem of Do and
Lacey [2012]; see also [Oberlin et al. 2012; Lacey 2007].

As may be expected, the factors of the Hardy–Littlewood maximal operator M arising in Theorem 2
are of secondary importance, and to some extent occur for technical reasons. Since M is bounded on
L p for all 1< p ≤∞, the maximal operators M6Mα,βM4 and Mα,β share the same L p–Lq bounds. The
forthcoming Theorem 4 clarifies the L p–Lq behaviour of these operators.

It is perhaps helpful to make some further remarks about the nonsingular case α = 0 of Theorem 2.
As is immediately verified, the class of multipliers C(0, β) is precisely those satisfying the conditions

sup
ξ∈R

|ξ |β |m(ξ)|<∞, (20)

and

sup
R>0

Rβ
∫

R≤|ξ |≤2R
|m′(ξ)| dξ <∞. (21)

For such “classical” multipliers, Theorem 2 reduces to the weighted inequality∫
R

|Tm f |2w .
∫

R

| f |2 M6 M2βM4w, (22)

where M2β is the fractional Hardy–Littlewood maximal operator given by (17). When β=0, the conditions
(20) and (21) become those of the classical Marcinkiewicz multiplier theorem, and the resulting inequality
(22) reduces — up to factors of M — to the classical Theorem 1. Noting that the multiplier ξ 7→ |ξ |−β

lies in C(0, β), again up to factors of M we recover the one-dimensional case of Pérez’s [1995] result.
Of course the class C(α, β) is neither scale-invariant nor facilitates quantification of the implicit

constants in Theorem 2. Our arguments, along with elementary scaling considerations, reveal the
following.
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Theorem 3. Let α, β ∈ R and λ,C > 0. If m : R→ C is such that

supp(m)⊆ {ξ : |ξ |α ≥ λα}, (23)

sup
ξ

|ξ |β |m(ξ)| ≤ C, (24)

sup
Rα≥λα

sup
I⊆[R,2R]

`(I )=(R/λ)−αR

Rβ
∫
±I
|m′(ξ)| dξ ≤ C, (25)

then there exists an absolute constant c > 0 such that∫
R

|Tm f |2w ≤ cC2
∫

R

| f |2 M6Mλ
α,βM4w, (26)

where

Mλ
α,βw(x)= sup

(y,r)∈0λα(x)

r2β

r

∫ y+r

y−r
w and 0λα(x)=

{
(y, r) : 0< rα ≤ λ−α, |x − y| ≤ λ−αr1−α}.

The hypotheses of Theorem 3 are scale-invariant. More precisely, if m satisfies (23)–(25) with parameter
λ= η, then ηβm(η · ) satisfies (23)–(25) with parameter λ= 1.

Organisation of the paper. Our proof of Theorem 2 rests crucially on a certain Littlewood–Paley type
square function estimate. This is presented in Section 3. Section 4 contains the proof of Theorem 2,
Section 5 concerns extensions to higher dimensions, and finally Section 6 is devoted to the L p–Lq

boundedness properties of the maximal operators Mα,β . We begin by presenting some applications and
interpretations of Theorem 2.

2. Applications and interpretations

Here we present three distinct applications (or interpretations) of Theorem 2.

2.1. L p–Lq multipliers. Our first application of Theorem 2 is to the theory of L p–Lq multipliers on the
line. Such a multiplier theorem will follow from Theorem 2 via (2) once we have suitable bounds on the
maximal operators Mα,β .

Theorem 4. Let 1 < p ≤ q ≤∞ and α, β ∈ R. If α > 0 then Mα,β is bounded from L p(R) to Lq(R) if
and only if

β ≥
α

2q
+

1
2

( 1
p
−

1
q

)
. (27)

If α = 0 then Mα,β is bounded from L p(R) to Lq(R) if and only if

β =
1
2

( 1
p
−

1
q

)
. (28)

If α < 0 then Mα,β is bounded from L p(R) to Lq(R) if and only if

β ≤
α

2q
+

1
2

( 1
p
−

1
q

)
. (29)
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Remarks. When α = 0 Theorem 4 of course reduces to the well-known L p–Lq boundedness properties
of the classical fractional Hardy–Littlewood maximal operator in one dimension; see [Muckenhoupt and
Wheeden 1974]. For 0≤ α < 1 (the case of nontangential approach regions) and p= q , this result follows
from the work of [Nagel and Stein 1984]. Certain particular cases of Theorem 4 in the region α > 1 are
established in [Bennett and Harrison 2012], following arguments in [Bennett et al. 2006]. Our proof,
which extends further the arguments in [Bennett et al. 2006], follows by establishing a corresponding
endpoint Hardy space result when p = 1; see Section 6.

Combining Theorems 2 and 4 yields the following unweighted Marcinkiewicz-type multiplier theorem.

Corollary 5. Let 2≤ p ≤ q <∞, α, β ∈ R and suppose m ∈ C(α, β). If one of

α > 0 and β ≥ α
(1

2
−

1
p

)
+

1
p
−

1
q
,

α = 0 and β =
1
p
−

1
q
,

or α < 0 and β ≤ α
(1

2
−

1
p

)
+

1
p
−

1
q

holds, then m is an L p(R)–Lq(R) multiplier.

Remarks. Corollary 5, which modestly generalises a number of well-known results, is optimal subject
to the (inevitable) constraint p, q ≥ 2; see [Miyachi 1980; 1981]. However, as the examples in those
papers also suggest, unless p = q, Corollary 5 is unlikely to lead to optimal results in the full range
1≤ p, q ≤∞. If α 6= 0 then, by duality and interpolation, we may conclude that m is an L p(R) multiplier
for all 1 < p <∞ satisfying the familiar condition |1/2− 1/p| ≤ β/α. This generalises the L p (as
opposed to H p) multiplier results of [Miyachi 1980] in dimension n = 1. If α = 0 then Corollary 5
reduces to the classical one-dimensional Marcinkiewicz multiplier theorem on setting p = q, since m
is a Marcinkiewicz multiplier if and only if m ∈ C(0, 0). The special case α = 0 also generalises the
classical Hardy–Littlewood–Sobolev theorem on fractional integration since the multiplier |ξ |−β belongs
to C(0, β).

2.2. Oscillatory convolution kernels on the line. The method of stationary phase permits Theorem 2 to
be applied to a variety of explicit oscillatory convolution operators on the line. For example, for a > 0
with a 6= 1 and 1− a/2≤ b < 1, consider the convolution kernel Ka,b : R\{0} → C given by

Ka,b(x)=
ei |x |a

(1+ |x |)b
.

The corresponding convolution operator is well understood on L p, with

‖Ka,b ∗ f ‖p . ‖ f ‖p ⇐⇒ p0 ≤ p ≤ p′0, (30)

where p0 = a/(a+ b− 1); see [Sjölin 1981; Jurkat and Sampson 1981]. As we shall see, an application
of Theorem 2 quickly leads to the following.
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Theorem 6. If a > 0 with a 6= 1 and 1− a/2≤ b < 1, then∫
R

|Ka,b ∗ f |2w .
∫

R

| f |2 M6Mα,βM4w, (31)

where α = a
a−1

and β = a/2+b−1
a−1

.

This theorem is optimal in the sense that it allows us to recover (30) (and indeed more general L p–Lq

estimates) from Theorem 4 via (2). Notice that if 0< a< 1 then α := a/(a−1) < 0 and so the controlling
maximal operator Mα,β corresponds to an escape region. Similarly, if a > 1 then α > 0 and so Mα,β

corresponds to an approach region. Theorem 6 may of course be viewed as a generalisation (modulo
factors of M) of the inequality (5).

In order to deduce Theorem 6 from Theorem 2 we simply observe that, up to a couple of well-behaved
“error” terms, the multiplier K̂a,b belongs to C(α, β). Let us begin by handling the portion of Ka,b in a
neighbourhood of the origin (where the kernel lacks smoothness). Let η ∈ C∞c (R) be an even function
satisfying η(x)= 1 for |x | ≤ 1, and write Ka,b = Ka,b,0+ Ka,b,∞, where Ka,b,0 = ηKa,b. Since Ka,b,0 is
rapidly decreasing, by the Cauchy–Schwarz inequality we have∫

R

|Ka,b,0 ∗ f |2w ≤ ‖Ka,b,0‖1

∫
R

| f |2|Ka,b,0| ∗w .
∫

R

| f |2 M1w,

where

M1w(x) := sup
r≥1

1
2r

∫ x+r

x−r
w.

The claimed inequality (31) for the portion of the kernel Ka,b,0 now follows from the elementary pointwise
bound

M1w . AM1w ≤Mα,βM1w ≤Mα,βMw ≤ M6Mα,βM4w,

where the averaging operator A is given by

Aw(x)= 1
2

∫ x+1

x−1
w.

It thus remains to prove (31) for the portion Ka,b,∞. In order to force the support hypothesis (12) we
introduce a function ψ ∈C∞(R) such that ψ(ξ)= 0 when |ξ |α ≤ 1 and ψ(ξ)= 1 when |ξ |α ≥ 2. Writing
m0 = (1−ψ)K̂a,b,∞ and m1 = ψ K̂a,b,∞, it suffices to show that∫

R

|Tm j f |2w .
∫

R

| f |2 M6Mα,βM4w (32)

for j = 0, 1. A standard stationary phase argument (see [Sjölin 1981] for explicit details) reveals that m1

satisfies the Miyachi-type bounds (11) as |ξ |α→∞. Hence m1 ∈ C(α, β), yielding (32) for j = 1 by
Theorem 2. The multiplier m0 is less interesting, being the Fourier transform of a rapidly decreasing
function (again, see [Sjölin 1981] for further details). Arguing as we did for the portion Ka,b,0 establishes
(32) for j = 0, completing the proof.

For a more far-reaching discussion relating to the asymptotics of Fourier transforms of oscillatory
kernels, see [Stein 1993], and what Stein refers to as the “duality of phases”.
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2.3. Spatial regularity of solutions of dispersive equations. Theorem 2 has an interesting interpretation
in the context of spatial regularity of solutions to dispersive equations. For example, applying3 Theorem 2
to the multiplier m2,β given by (10) yields∫

R

∣∣ei∂2
f
∣∣2w . ∫

R

∣∣(I − ∂2)β/2 f
∣∣2 M6M2,βM4w

for all β ≥ 0. Using the scale-invariant inequality (26) with λ= t−1/2, a similar statement may be made
for the operator ei t∂2

, namely∫
R

∣∣ei t∂2
f
∣∣2w . ∫

R

∣∣(t−1 I − ∂2)β/2 f
∣∣2 M6Mt−1/2

2,β M4w,

with implicit constant independent of t > 0. It is perhaps more natural to rewrite this as∫
R

∣∣ei t∂2
f
∣∣2w . ∫

R

∣∣(I − t∂2)β/2 f
∣∣2 M6Mt M4w,

where

Mtw(x) := sup
(y,r)∈3t (x)

r2β 1
t1/2r

∫ y+t1/2r

y−t1/2r
w and 3t(x)=

{
(y, r) : 0< r ≤ 1, |x − y| ≤ t1/2/r

}
,

so that the degeneracy as t → 0 is more apparent. The resulting L p multiplier theorem at t = 1 (see
Corollary 5 in the case q = p) is the inequality∥∥ei∂2

f
∥∥

L p(R)
. ‖ f ‖W β,p

for β ≥ 2|1/2− 1/p|. Here W β,p denotes the classical inhomogeneous L p Sobolev space. This optimal
Sobolev inequality, which goes back to Miyachi [1981], describes the regularity loss in L p(R) for a
solution to the Schrödinger equation with initial data in L p(R). Naturally this interpretation applies equally
well to the wave, Airy and more general (pseudo)differential dispersive equations. Similar conclusions, at
least for the Schrödinger equation, may be reached in higher dimensions using the results of Section 5;
see also [Miyachi 1981].

3. Weighted inequalities for a lattice square function

In this section we present the forward and reverse weighted Littlewood–Paley square function estimates
that underpin our proof of Theorem 2. We formulate our results in Rn in anticipation of higher-dimensional
applications in Section 5.

Let 9 ∈ S(Rn) be such that supp(9̂)⊆ [−1, 1]n and∑
k∈Zn

9̂(ξ − k)= 1

for all ξ ∈ Rn . Such a function may of course be constructed by defining 9̂ = χ[−1/2,1/2]n ∗ φ, for a
function φ ∈ C∞c (R

n) of suitably small support and integral 1.

3Strictly speaking we are applying Theorem 2 to a portion of the multiplier supported away from the origin, and dealing with
the portion near the origin by other (elementary) means. See Section 2.2 for further details.
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For each t ∈ (0,∞)n we define the n× n dilation matrix δ(t) := diag(t1, . . . , tn), and the rectangular
box B(t) := δ(t)−1

[−1, 1]n = [−1/t1, 1/t1]× · · · × [−1/tn, 1/tn].
Now let R′ ∈ (0,∞)n and decompose Rn into a lattice of rectangles {ρk} as follows. For each k ∈Zn let

ρk = δ(R′)
(
{k}+

[
−

1
2 ,

1
2

]n)
,

making ρk the axis-parallel rectangular cell centred at δ(R′)k= (R′1k1, . . . , R′nkn) with j -th side length R′j .
Defining 9k ∈ S(Rn) by

9̂k(ξ)= 9̂(δ(R′)−1ξ − k),

we have ∑
k∈Zn

9̂k ≡ 1, (33)

supp(9̂k)⊆ ρ̃k,

for each k ∈ Zn . Here ρ̃k denotes the concentric double of ρk . Finally, let the operator Sk be given by
Ŝk f = 9̂k f̂ .

For the operators Sk we have the following essentially standard square function estimate. Very similar
results may be found in several places in the literature, including [Córdoba 1982; Rubio de Francia 1985;
Bennett et al. 2006].

Proposition 7.
∫

Rn

∑
k

|Sk f |2w .
∫

Rn
| f |2 MSw (34)

uniformly in R′, where MS denotes the strong maximal function.

A reverse weighted inequality, where the function f is controlled by the square function
(∑

k |Sk f |2
)1/2,

is rather more subtle, and is the main content of this section.

Theorem 8. Suppose R ∈ (0,∞)n is such that R j ≥ R′j for each 1≤ j ≤ n, and let ρ be an axis-parallel

rectangle in Rn of j-th side length R j . If supp( f̂ )⊆ ρ then∫
Rn
| f |2w .

∫
Rn

∑
k

|Sk f |2 MS AR,R′MSw,

where the operator AR,R′ is given by

AR,R′w(x)= sup
y∈{x}+B(R′)

1
|B(R)|

∫
{y}+B(R)

w.

Remark. As the following proof reveals, Theorem 8 continues to hold if the operators Sk are replaced by
the genuine frequency-projection operators defined by Ŝk f = χρk f̂ .

Proof of Theorem 8. We begin by exploiting the Fourier support hypothesis on f to mollify the
weight w. Let 8 ∈ S(Rn) be an even function satisfying 8̂ = 1 on [−1, 1]n . Observe that if we
define 8R ∈ S(Rn) by 8̂R(ξ) = 8̂(δ(R)−1ξ) = 8̂(ξ1/R1, . . . , ξn/Rn), then f = f ∗ (Mξρ8R). Here
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Mξρ8R(x) = e−2π i x ·ξρ8R(x) and ξρ denotes the centre of ρ. A standard application of the Cauchy–
Schwarz inequality and Fubini’s theorem reveals that∫

Rn
| f |2w =

∫
Rn
| f ∗ (Mξρ8R)|

2w ≤ ‖8R‖1

∫
Rn
| f |2|8R| ∗w .

∫
Rn
| f |2w1, (35)

where w1 := |8R| ∗w. The final inequality here follows since the functions 8R are normalised in L1.
Now, by (33) we have

f =
∑

k

Sk f.

This raises issues of orthogonality for the operators Sk on L2(w1). Although the weight w1 is smooth,
in order for us to have any (almost) orthogonality we should expect to need an improved smoothness
consistent with a mollification by |8R′ | rather than |8R|. We thus seek an efficient way of dominating w1

by such an improved weight.4 This ingredient, which is based on an argument in [Bennett et al. 2006],
comes in two simple steps. First define the weight function w2 by

w2(x)= sup
y∈{x}+B(R′)

w1(y).

Certainly w2 dominates w1 pointwise, although w2 will not in general be sufficiently smooth for our
purposes. Let2∈S(Rn) be a nonnegative function whose Fourier transform is nonnegative and compactly
supported, and let

w3 =2R′ ∗w2,

where 2R′ is defined by 2̂R′(ξ)= 2̂(δ(R′)−1ξ)= 2̂(ξ1/R′1, . . . , ξn/R′n). By construction w3 has Fourier
support in {ξ : |ξ j |. R′j , 1≤ j ≤n} and so by Parseval’s theorem we have the desired almost orthogonality:

〈Sk f, Sk′ f 〉L2(w3) = 0 if |k− k ′|& 1. (36)

Despite its improved smoothness, this new weight w3 continues to dominate w1.

Lemma 9. w2 . w3.

Proof. By dilating 2 by an absolute constant if necessary, we may assume that 2 & 1 on [−1, 1]n .
Consequently,

w3(0)&
1

|B(R′)|

∫
B(R′)

w2(x) dx .

Now let B1, B2, . . . , B2n be the intersections of B(R′) with the 2n coordinate hyperoctants of Rn . It will
suffice to show that there exists ` ∈ {1, 2, . . . , 2n

} such that w2(x)≥w2(0) for all x ∈ B`. To see this we
suppose, for a contradiction, that there exist x` ∈ B` such that w2(x`) < w2(0) for each 1≤ `≤ 2n . Thus,
by the definition of w2 we have

sup
x∈{x`}+B(R′)

w1(x) < w2(0) for 1≤ `≤ 2n.

4This idea is somewhat reminiscent of the classical fact that if (Mws)1/s <∞ a.e. and s > 1 then w≤ (Mws)1/s ∈ A1 ⊂ A2;
see the discussion following (3).
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However, since
B(R′)⊆

2n⋃
`=1

({x`}+ B(R′)),

supx∈B(R′)w1(x) < w2(0), contradicting the definition of w2(0). �

Combining (35), Lemma 9 and the orthogonality property (36) we obtain∫
Rn
| f |2w .

∫
Rn

∑
k

|Sk f |2w3. (37)

In order to complete the proof of Theorem 8 it remains to show that w3(x). MS AR,R′MSw(x) uniformly
in x and R, R′. Since w3(x) . MSw2(x) it suffices to show that w2(x) . AR,R′MSw(x). Further, by
translation invariance, it is enough to deal with the case x = 0. To see this we define the maximal operator
M (R)

S by

M (R)
S w(y)= sup

r≥1

1
|r B(R)|

∫
{y}+r B(R)

w.

Notice that M (R)
S w ≤ MSw. Using the rapid decay of 8 and elementary considerations we have

w1(y)= |8R| ∗w(y). M (R)
S w(y).

1
|B(R)|

∫
{y}+B(R)

M (R)
S w

and so
w2(0). sup

y∈B(R′)

1
|B(R)|

∫
{y}+B(R)

MSw = AR,R′MSw(0)

uniformly in R, R′, as required. �

4. The proof of Theorem 2

The proof we present combines the essential ingredients of the standard proof of the Marcinkiewicz
multiplier theorem (see [Stein 1970; Duoandikoetxea 2001], for example) and the square function estimates
from Section 3.

By standard weighted Littlewood–Paley theory (see [Bennett and Harrison 2012] for further details) it
suffices to prove that ∫

R

|Tm f |2w .
∫

R

| f |2 M5Mα,βMw (38)

holds for functions f with Fourier support in the dyadic interval ±[R, 2R], with bounds uniform in
Rα ≥ 1.

Suppose that supp( f̂ )⊆±[R, 2R] for some Rα ≥ 1. We begin by applying Theorem 8 with n = 1,
R′ = R−αR and ρ =±[R, 2R]. For each k ∈ Z let ρk , ρ̃k , 9k and Sk be as in Section 3. By Theorem 8
we have ∫

R

|Tm f |2w .
∫

R

∑
k

|Sk Tm f |2 M AR,R′Mw (39)

uniformly in Rα ≥ 1. Of course the case R = 1 (as with the case α = 0) is somewhat degenerate here,
although we note that the conclusion (39) does retain some content.
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Next we invoke the standard representation formula

Sk Tm f (x)= m(ak)Sk f (x)+
∫
ρ̃k

Uξ Sk f (x)m′(ξ) dξ, (40)

where ak = inf ρ̃k and Uξ is defined by

Ûξ f = χ[ξ,∞) f̂ . (41)

In order to see (40), which is a minor variant of (7), we use the Fourier inversion formula to write

Sk Tm f (x)=
∫
ρ̃k

ei xξ 9̂k(ξ)m(ξ) f̂ (ξ) dξ

=−

∫
ρ̃k

∂

∂ξ

(∫
∞

ξ

9̂k(t) f̂ (t)ei xt dt
)

m(ξ) dξ

= m(ak)Sk f (x)+
∫
ρ̃k

(∫
R

χ[ξ,∞)(t)9̂k(t) f̂ (t)ei xt dt
)

m′(ξ) dξ

= m(ak)Sk f (x)+
∫
ρ̃k

Uξ Sk f (x)m′(ξ) dξ.

Applying Minkowski’s inequality to (40), we obtain(∫
R

|Sk Tm f |2 M AR,R′Mw
)1/2

≤ |m(ak)|

(∫
R

|Sk f |2 M AR,R′Mw
)1/2

+

∫
ρ̃k

(∫
R

|Uξ Sk f |2 M AR,R′Mw
)1/2

|m′(ξ)| dξ.

Since Uξ =
1
2(I + i M−ξ H Mξ ), where Mξ f (x) := e−2π i xξ f (x) and H is the Hilbert transform, an

application of (4) yields ∫
R

|Uξ Sk f |2 M AR,R′Mw .
∫

R

|Sk f |2 M4 AR,R′Mw

uniformly in ξ , k and R. Using this along with the hypotheses (13) and (14) yields∫
R

|Sk Tm f |2 M AR,R′Mw . R−2β
∫

R

|Sk f |2 M4 AR,R′Mw

uniformly in k and R. Here we have used the fact that |ak | ∼ R. Thus by (39) and Proposition 7 we have∫
R

|Tm f |2w . R−2β
∫

R

| f |2 M5 AR,R′Mw

uniformly in Rα ≥ 1. Inequality (38) now follows from the elementary observation that

R−2β AR,R−αRw(x).Mα,βw(x)

uniformly in x and Rα ≥ 1.
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5. Extensions to higher dimensions

Theorem 2 has a natural generalisation to higher dimensions. It should be pointed out that this generalisa-
tion, being of Marcinkiewicz type in formulation, is not motivated by multipliers of the form (11), but
rather by tensor products of such one-dimensional multipliers. For the sake of simplicity we confine our
attention to two dimensions. Just as with the classical Marcinkiewicz multiplier theorem, this is already
typical of the general situation.

For α, β ∈ R2 let C(α, β) denote the class of functions m : R2
→ C for which

supp(m)⊆ {ξ ∈ R2
: |ξ1|

α1 ≥ 1, |ξ2|
α2 ≥ 1}, (42)

sup
ξ2

sup
ξ1

|ξ2|
β2 |ξ1|

β1 |m(ξ1, ξ2)|<∞, (43)

sup
ξ2

|ξ2|
β2

{
sup

R
α1
1 ≥1

sup
I1⊆[R1,2R1]

`(I1)=R
−α1
1 R1

Rβ1
1

∫
±I1

∣∣∣ ∂m
∂ξ1

∣∣∣ dξ1

}
<∞, (44)

sup
ξ1

|ξ1|
β1

{
sup

R
α2
2 ≥1

sup
I2⊆[R2,2R2]

`(I2)=R
−α2
2 R2

Rβ2
2

∫
±I2

∣∣∣ ∂m
∂ξ2

∣∣∣ dξ2

}
<∞, (45)

sup
R
α2
2 ≥1

sup
I2⊆[R2,2R2]

`(I2)=R
−α2
2 R2

sup
R
α1
1 ≥1

sup
I1⊆[R1,2R1]

`(I1)=R
−α1
1 R1

Rβ2
2 Rβ1

1

∫
±I2

∫
±I1

∣∣∣ ∂2m
∂ξ1∂ξ2

∣∣∣ dξ1dξ2 <∞. (46)

Although these conditions might appear rather complicated, it is straightforward to verify that the
tensor product C(α1, β1)⊗C(α2, β2) is contained in C(α, β), and that C(0, 0) is precisely the classical
Marcinkiewicz multipliers on R2.

Theorem 10. If m ∈ C(α, β) then∫
R2
|Tm f |2w .

∫
R2
| f |2 M9

SMα,βM7
Sw,

where

Mα,βw(x)= sup
(r1,y1)∈0α1 (x1)

sup
(r2,y2)∈0α2 (x2)

r2β1
1

r1

r2β2
2

r2

∫
|y1−z1|≤r1

∫
|y2−z2|≤r2

w(z) dz

and MS denotes the strong maximal function.

Proof of Theorem 10. The proof we present is very similar to the one-dimensional case. By standard
weighted Littlewood–Paley theory (again, see [Bennett and Harrison 2012] for details) it suffices to prove
that ∫

R2
|Tm f |2w .

∫
R2
| f |2 M8

SMα,βMSw (47)

holds for functions f with Fourier support in (±[R1, 2R1])× (±[R2, 2R2]), with bounds uniform in
Rα1

1 , Rα2
2 ≥ 1.

Assuming such a restriction we can apply Theorem 8 with n = 2, R′ = (R−α1
1 R1, R−α2

2 R2) and
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ρ = (±[R1, 2R1]) × (±[R2, 2R2]). For each k ∈ Z2 let ρk , ρ̃k , 9k and Sk be as in Section 3. By
Theorem 8 we have ∫

R2
|Tm f |2w .

∫
R2

∑
k∈Z2

|Sk Tm f |2 MS AR,R′MSw (48)

uniformly in R.
In what follows π1, π2 : R

2
→ R denote the coordinate projections π1x = x1 and π2x = x2, and for

each k we define ak ∈R2 by ak = (infπ1ρ̃k, infπ2ρ̃k), making ak the bottom-left vertex of the axis-parallel
rectangle ρ̃k .

Now, taking our cue again from the standard proof of the classical Marcinkiewicz multiplier theorem,
we write

Sk Tm f (x)=m(ak)Sk f (x)+
∫
π1ρ̃k

U (1)
ξ1

Sk f (x) ∂m
∂ξ1

(ξ1, π2ak) dξ1+

∫
π2ρ̃k

U (2)
ξ2

Sk f (x) ∂m
∂ξ2

(π1ak, ξ2) dξ2

+

∫
ρ̃k

U (2)
ξ2

U (1)
ξ1

Sk f (x) ∂
2m

∂ξ1∂ξ2
(ξ1, ξ2) dξ1dξ2, (49)

where U ( j)
ξ j

denotes the operator Uξ j , defined in (41), acting in the j-th variable. Applying Minkowski’s
inequality we obtain(∫

R2
|Sk Tm f |2 MS AR,R′MSw

)1/2

≤ |m(ak)|

(∫
R2
|Sk f |2 MS AR,R′MSw

)1/2

+

∫
π1ρ̃k

(∫
R2
|U (1)
ξ1

Sk f |2 MS AR,R′MSw

)1/2 ∣∣∣∣ ∂m
∂ξ1

(ξ1, π2ak)

∣∣∣∣ dξ1

+

∫
π2ρ̃k

(∫
R2
|U (2)
ξ2

Sk f |2 MS AR,R′MSw

)1/2 ∣∣∣∣ ∂m
∂ξ2

(π1ak, ξ2)

∣∣∣∣ dξ2

+

∫
ρ̃k

(∫
R2
|U (2)
ξ2

U (1)
ξ1

Sk f |2 MS AR,R′MSw

)1/2 ∣∣∣∣ ∂2m
∂ξ1∂ξ2

(ξ1, ξ2)

∣∣∣∣ dξ.

We denote the summands on the right side by I , II, III, IV .
For I we use the facts that |π1ak | ∼ R1 and |π2ak | ∼ R2, along with (43) to obtain

I . R−β2
2 R−β1

1

(∫
R2
|Sk f |2 MS AR,R′MSw

)1/2

uniformly in k. For II, following the proof of Theorem 2, we apply (4) in the first variable to obtain

II .
∫
π1ρ̃k

(∫
R2
|Sk f |2 M4

S AR,R′MSw

)1/2 ∣∣∣∣ ∂m
∂ξ1

(ξ1, π2ak)

∣∣∣∣ dξ1,

which by (44) yields

II . R−β2
2 R−β1

1

(∫
R2
|Sk f |2 M4

S AR,R′MSw

)1/2

uniformly in k. By (45) and symmetry, it follows that III satisfies the same bound. The final term IV is
potentially the most interesting as it involves using a weighted bound on the double Hilbert transform. By
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a twofold application of (4), followed by (46), we obtain

IV . R−β2
2 R−β1

1

(∫
R2
|Sk f |2 M7

S AR,R′MSw

)1/2

.

Thus, by (48) and Proposition 7 we have∫
R2
|Tm f |2w . R−2β2

2 R−2β1
1

∫
R2
|Sk f |2 M8

S AR,R′MSw

uniformly in Rα1
1 , Rα2

2 ≥ 1. Inequality (47) now follows on observing that

R−2β2
2 R−2β1

1 AR,R′w(x).Mα,βw(x)

uniformly in x and Rα1
1 , Rα2

2 ≥ 1. �

Remarks. The above arguments raise certain basic questions about weighted inequalities for various
multiparameter operators in harmonic analysis. For instance, for which powers k ∈ N do we have∫

Rn
|T f |2w .

∫
Rn
| f |2 Mk

Sw

for classical product Calderón–Zygmund operators T on Rn with n ≥ 2? As we have seen, crudely
applying the one-dimensional result of Wilson [1989] separately in each variable allows us to take k = 3n.
Reducing this power would of course lead to a reduction in the number of factors of MS in the statement
of Theorem 10.

As we have already discussed, since Theorem 10 involves Marcinkiewicz-type hypotheses it really
belongs to the “multiparameter” theory of multipliers. It is conceivable that a variant may be obtained
involving a Hörmander-type hypothesis on sublacunary annuli in Rn; that is, involving hypotheses on
quantities of the form ∫

R j≤|ξ |<R j+1

∣∣∣( ∂
∂ξ

)γ
m(ξ)

∣∣∣2 dξ

for certain sublacunary sequences (R j ) and multi-indices γ . A very general result of this type (which
might permit the radii (R j ) to accumulate away from zero) is likely to be difficult as it would naturally
apply to the Bochner–Riesz multipliers. There are of course many other conditions that one might impose,
from the above all the way down to the higher-dimensional analogue of the Miyachi condition (11) in
[Miyachi 1980; 1981]; see also [Carbery 1985].

6. Proof of Theorem 4

In this section we give a proof of Theorem 4. Our argument is a generalisation of those in [Bennett et al.
2006; Bennett and Harrison 2012]; see also [Nagel and Stein 1984]. As the case α = 0 reduces to the
L p–Lq boundedness of the classical fractional Hardy–Littlewood maximal function, we may assume that
α 6= 0.

The claimed necessity of the conditions (27), (28) and (29) follows from testing the putative L p–Lq
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bound for Mα,β on the characteristic function fν = χ[−ν,ν]. The necessary conditions follow by taking
limits as both ν→ 0 and ν→∞. We leave these elementary calculations to the reader.

It will suffice to establish the L p–Lq boundedness of Mα,β for exponents 1< p ≤ q ≤∞ on the sharp
line

β =
α

2q
+

1
2

( 1
p
−

1
q

)
. (50)

As our proof of Theorem 4 rests on a Hardy space estimate, it is necessary to regularise the averaging in
the definition of Mα,β . To this end let P be a nonnegative, compactly supported bump function which is
positive on [−1, 1], let Pr (x)= r−1 P(x/r), and define the maximal operator M̃α,β by

M̃α,βw(x)= sup
(y,r)∈0α(x)

r2β
|Pr ∗w(y)|.

Since Mα,βw . M̃α,βw pointwise uniformly, it suffices to prove that M̃α,β is bounded from L p(R) to
Lq(R) when (50) holds. Since M̃α,0 is bounded on L∞(R), and M̃α,1/2 is bounded from L1(R) to L∞(R),
by analytic interpolation [Stein 1970] it suffices to prove that M̃α,α/2 is bounded from H 1(R) to L1(R).
We establish this by showing that

‖M̃α,α/2a‖1 . 1 (51)

uniformly in H 1-atoms a. By translation invariance we may suppose that the support interval I of a is
centred at the origin. Our estimates will be based on the standard and elementary pointwise bound

|Pr ∗ a(x)|.


1/|I | if r ≤ |I |, |x | ≤ 5

2 |I |,
|I |/r2 if r ≥ |I |, |x | ≤ 5

2r ,
0 otherwise,

which follows from the smoothness of P and the mean value zero property of a. As the nature of 0α is
fundamentally different in the cases α < 0, 0< α ≤ 1 and α > 1, we divide the analysis into three cases.
For α < 0 and α > 0 the interesting situation is, respectively, when |I |& 1 and |I |. 1.

Case 1: α < 0. Elementary considerations reveal that if |I |. 1 then

M̃α,α/2a(x).
{
|I | if |x |. 1,
|I |/|x |−(2−α)/(1−α) otherwise,

and if |I |& 1 then

M̃α,α/2a(x).
{
|I |−1
|x |α/(1−α) if |x |. |I |1−α,

|I ||x |−(2−α)/(1−α) otherwise.

In both cases (51) follows by direct calculation.

Case 2: 0< α ≤ 1. For technical reasons it is convenient to deal first with the particularly simple case
α = 1. If |I |& 1 then arguing similarly we obtain

M̃1,1/2a(x).
{
|I |−1 if |x |. |I |,
0 otherwise,
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and if |I |. 1 then

M̃1,1/2a(x).
{

1 if |x |. 1,
0 otherwise.

Clearly in both cases (51) follows immediately.
Suppose now that 0< α < 1. If |I |& 1 then

M̃α,α/2a(x).
{
|I |−1 if |x |. |I |,
0 otherwise,

and if |I |. 1 then

M̃α,α/2a(x).


|I |−(1−α) if |x |. |I |1−α,
|I ||x |−(2−α)/(1−α) if |I |1−α . |x |. 1,
0 otherwise.

Again, in both cases (51) follows directly.

Case 3: α > 1. If |I |& 1 then

M̃α,α/2a(x).
{
|I |−1 if |x |. |I |,
|I |−1
|x |α/(1−α) otherwise,

and if |I |. 1 then

M̃α,α/2a(x).
{
|I |−(1−α) if |x |. |I |1−α,
|I |−1
|x |α/(1−α) if |I |1−α . |x |.

Once again (51) follows.
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We consider the nonlinear Hartree equation for an interacting gas containing infinitely many particles
and we investigate the large-time stability of the stationary states of the form f .��/, describing a
homogeneous quantum gas. Under suitable assumptions on the interaction potential and on the momentum
distribution f , we prove that the stationary state is asymptotically stable in dimension 2. More precisely,
for any initial datum which is a small perturbation of f .��/ in a Schatten space, the system weakly
converges to the stationary state for large times.
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1. Introduction

This article is the continuation of [Lewin and Sabin 2014], where we considered the nonlinear Hartree
equation for infinitely many particles. However, the main result of the present article does not rely on
that paper.

The Hartree equation can be written using the formalism of density matrices as�
i@t
 D Œ��Cw � �
 ; 
 �;


 .0/D 
0:
(1)

Here 
 .t/ is the one-particle density matrix of the system, which is a bounded nonnegative self-adjoint
operator on L2.Rd / with d > 1, and �
 .t;x/ D 
 .t;x;x/ is the density of particles in the system at
time t . Also, w is the interaction potential between the particles, which we assume to be smooth and
rapidly decaying at infinity.

© 2013 by the authors. This paper may be reproduced, in its entirety, for noncommercial purposes.
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The starting point of [Lewin and Sabin 2014] was the observation that (1) has many stationary states.
Indeed, if f 2L1.RC;R/ is such thatZ

Rd

jf .jkj2/j dk <C1;

then the operator

f WD f .��/

(the Fourier multiplier by k 7! f .jkj2/) is a bounded self-adjoint operator which commutes with ��
and whose density

�
f .x/D .2�/
�d

Z
Rd

f .jkj2/ dk for all x 2 Rd

is constant. Hence, for w 2L1.Rd /, w ��
f is also constant, and Œw ��
f ; 
f �D 0. Therefore 
 .t/� 
f
is a stationary solution to (1). The purpose of [Lewin and Sabin 2014] and of this article is to investigate
the stability of these stationary states, under “local perturbations”. We do not necessarily think of small
perturbations in norm, but we typically think of 
 .0/� 
f as being compact.

The simplest choice is f � 0, which corresponds to the vacuum case. We are interested here in the
case of f ¤ 0, describing an infinite, homogeneous gas containing infinitely many particles and with
positive constant density �
f > 0. Four important physical examples are:

� Fermi gas at zero temperature:


f D 1.��6 �/; � > 0I (2)

� Fermi gas at positive temperature T > 0:


f D
1

e.����/=T C 1
; � 2 RI (3)

� Bose gas at positive temperature T > 0:


f D
1

e.����/=T � 1
; � < 0I (4)

� Boltzmann gas at positive temperature T > 0:


f D e.�C�/=T ; � 2 R: (5)

In the density matrix formalism, the number of particles in the system is given by Tr 
 . It is clear that
Tr 
f DC1 in the previous examples, since 
f is a translation-invariant (hence noncompact) operator.
Because they contain infinitely many particles, these systems also have infinite energy. In [Lewin and
Sabin 2014], we proved the existence of global solutions to (1) in the defocusing case yw > 0, when
the initial datum 
0 has a finite relative energy counted with respect to the stationary states 
f given
in (2)–(5), in dimensions d D 1; 2; 3. We also proved the orbital stability of 
f .

In this work, we are interested in the asymptotic stability of 
f . As usual for Schrödinger equations, we
cannot expect strong convergence in norm and we will instead prove that 
 .t/ * 
f weakly as t !˙1,
if the initial datum 
0 is close enough to 
f . Physically, this means that a small defect added to the
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translation-invariant state 
f disappears for large times due to dispersive effects, and the system locally
relaxes towards the homogeneous gas. More precisely, we are able to describe the exact behavior of 
 .t/
for large times, by proving that

e�it�.
 .t/� 
f /e
it�
�!

t!˙1
Q˙

strongly in a Schatten space (hence, for instance, for the operator norm). This nonlinear scattering result
means that the perturbation 
 .t/� 
f of the homogeneous gas evolves for large times as in the case of
free particles:


 .t/� 
f '
t!˙1

eit�Q˙e�it� *
t!˙1

0:

If f � 0 and 
0 D ju0ihu0j is a rank-one orthogonal projection, then (1) reduces to the well-known
Hartree equation for one function �

i@tuD .��Cw � juj
2/u;

u.0/D u0:
(6)

There is a large literature about scattering for the nonlinear equation (6), for instance [Ginibre and Velo
1980; 2000; Strauss 1981; Hayashi and Tsutsumi 1987; Mochizuki 1989; Nakanishi 1999]. The intuitive
picture is that the nonlinear term is negligible for small u, since .w � juj2/u is formally of order 3. It is
important to realize that this intuition does not apply in the case f ¤ 0 considered in this paper. Indeed
the nonlinear term is not small and it behaves linearly with respect to the small parameter 
 � 
f :

Œw � �
 ; 
 �D Œw � �
�
f ; 
 �' Œw � �
�
f ; 
f �¤ 0: (7)

One of the main purposes of this paper is to rigorously study the linear response of the homogeneous
Hartree gas 
f (the last term in (7)), which is a very important object in the physical literature called the
Lindhard function [Lindhard 1954; Giuliani and Vignale 2005, Chapter 4]. For a general f , our main
result requires that the interaction potential w be small enough, in order to control the linear term. Under
the natural assumption that f is strictly decreasing (as it is in the three physical examples (3)–(5)), the
condition can be weakened in the defocusing case yw > 0.

The paper is organized as follows. In the next section we state our main result and make several
comments. In Section 3 we study the linear response in detail, before turning to the higher-order terms in
the expansion of the wave operator in Section 4. Apart from the linear response, our method requires us
to treat separately the next d � 1 terms of this expansion, in spacial dimension d . Even if all the other
estimates are valid in any dimension, in this paper we only deal with the second order in dimension d D 2.

2. Main result

In the whole paper, we denote by B.H/ the space of bounded operators on the Hilbert space H. The
corresponding operator norm is kAk. We use the notation Sp.H/ for the Schatten space of all the compact
operators A on H such that Tr jAjp <1, with jAjD

p
A�A, and use the norm kAkSp.H/ WD .Tr jAjp/1=p .

We refer to [Simon 1977] for the properties of Schatten spaces. The spaces S2.H/ and S1.H/ correspond
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to Hilbert–Schmidt and trace-class operators. We often use the shorthand notation B and Sp when the
Hilbert space H is clear from the context.

Our main result is the following.

Theorem 1 (dispersion and scattering in 2D). Let f W RC! R be such thatZ 1
0

�
1C r

k
2

�
jf .k/.r/j dr <1 for k D 0; : : : ; 4 (8)

and 
f WD f .��/. Denote by Lg the Fourier inverse on R2 of g.k/D f .jkj2/. Let w 2W 1;1.R2/ be such
that

k LgkL1.R2/k ywkL1.R2/ < 4� (9)

or, if f 0 < 0 a.e. on RC, such that

max
�
"g yw.0/C; k LgkL1.R2/k. yw/�kL1.R2/

�
< 4�; (10)

where . yw/� is the negative part of yw and 06 "g 6 k LgkL1.R2/ is a constant depending only on g (defined
later in Section 3).

Then, there exists a constant "0 > 0 (depending only on w and f ) such that, for any 
0 2 
f CS4=3

with
k
0� 
f kS4=3 6 "0;

there exists a unique solution 
 2 
f CC 0
t .R;S

2/ to the Hartree equation (1) with initial datum 
0, such
that

�
 � �
f 2L2
t;x.R�R2/:

Furthermore, 
 .t/ scatters around 
f at t D˙1, in the sense that there exists Q˙ 2S
4 such that

lim
t!˙1



e�it�.
 .t/� 
f /e
it�
�Q˙




S4 D lim

t!˙1




 .t/� 
f � eit�Q˙e�it�



S4 D 0: (11)

Before explaining our strategy to prove Theorem 1, we make some comments.
First, we notice that the gases at positive temperature, (3), (4) and (5), are all covered by the theorem

with condition (10), since the corresponding f is smooth, strictly decreasing and exponentially decaying
at infinity. Our result does not cover the Fermi gas at zero temperature (2), however. We show in Section 3
that its linear response is unbounded and it is a challenging task to better understand its dynamical stability.

The next remark concerns the assumption (9), which says that the interactions must be small or,
equivalently, that the gas must contain few particles having a small momentum (if Lg > 0, then the
condition can be written as f .0/k ywkL1.R2/ < 2 and hence f .jkj2/ must be small for small k). Our
method does not work without condition (9) if no other information on w and f is provided. However,
under the natural additional assumption that f is strictly decreasing, we can replace condition (9) by the
weaker condition (10). The latter says that the negative part of yw and the value at zero of the positive
part should be small (with a better constant for the latter). We will explain later where condition (10)
comes from, but we mention already that we are not able to deal with an arbitrary large potential yw in a
neighborhood of the origin, even in the defocusing case. We also recall that the focusing or defocusing
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character of our equation is governed by the sign of yw and not of w, as it is for (6). This is seen from the
sign of the nonlinear termZ

Rd

Z
Rd

w.x�y/�
�
f .x/�
�
f .y/ dx dy D .2�/
d
2

Z
Rd

yw.k/jy�
�
f .k/j
2 dk;

which appears in the relative energy of the system [Lewin and Sabin 2014, Equations (9)–(10)].
Then, we note that in our previous article [Lewin and Sabin 2014] we proved the existence of global

solutions under the assumption that the initial state 
0 has a finite relative entropy with respect to 
f (and
for f being one of the physical examples (2)–(5)). By the Lieb–Thirring inequality [Frank et al. 2011;
2013; Lewin and Sabin 2014], this implies that �
.t/� �
f 2L1t .L

2
x/. By interpolation, we therefore

get that �
.t/��
f 2L
p
t .L

2
x/ for every 26 p 61. This requires, of course, that the initial perturbation


0� 
f be small in S4=3. Our method does not allow us to replace this condition by the fact that 
0 has
a small relative entropy with respect to 
f .

Let us finally mention that our results hold for small initial data, where the smallness is not only quali-
tative (meaning that 
0�
f 2S

4=3, for instance) but also quantitative, since we need that k
0�
f kS4=3

be small enough. This is a well-known restriction, coming from our method of proof, based on a fixed-
point argument. The literature on nonlinear Schrödinger equations suggests that in order to remove this
smallness assumption one would need some assumption on w like yw > 0, as well as some additional
(almost) conservation laws [Cazenave 2003]. Our study of the linear response operator however indicates
that the situation is involved and more information on the momentum distribution f is certainly also
necessary.

We now explain our strategy for proving Theorem 1. The idea of the proof relies on a fixed-point
argument, in the spirit of [Lewin and Sabin 2014, Section 5]. If we can prove that �
��
f 2L2

t;x.RC�R2/,
then we deduce from [Yajima 1987; Frank et al. 2014] that there exists a family of unitary operators
UV .t/ 2 C 0

t .RC;B/ on L2.R2/ such that


 .t/D UV .t/
0UV .t/
�

for all t 2 RC. We furthermore have

UV .t/D eit�WV .t/;

where WV .t/ is the wave operator. By iterating Duhamel’s formula, we can expand the latter in a series as

WV .t/D 1C
X
n>1

W
.n/
V
.t/; (12)

with

W
.n/
V
.t/ WD .�i/n

Z t

0

dtn

Z tn

0

dtn�1 � � �

Z t2

0

dt1 e�itn�V .tn/e
i.tn�tn�1/� � � � ei.t2�t1/�V .t1/e

it1�:

The idea is to find a solution to the nonlinear equation

�Q.t/D �
�
eit�Ww��Q

.t/.
f CQ0/Ww��Q
.t/�e�it�

�
� �
f ; (13)

by a fixed-point argument on the variable �Q 2L2
t;x.R�R2/, where Q WD 
 � 
f and Q0 D 
0� 
f .
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Inserting the expansion (12) of the wave operator WV , the nonlinear equation (13) may be written as

�Q D �
�
eit�Q0e�it�

�
�L.�Q/CR.�Q/; (14)

where L is linear and R.�Q/ contains higher-order terms. The sign convention for L is motivated by the
stationary case [Frank et al. 2013]. The linear operator L can be written

LD L1CL2;

where
L1.�Q/D��

�
eit�.W

.1/
w��Q

.t/
f C 
f W
.1/
w��Q

.t/�/e�it�
�

and
L2.�Q/D��

�
eit�.W

.1/
w��Q

.t/Q0CQ0W
.1/
w��Q

.t/�/e�it�
�
:

Note that L2 depends on Q0 and it can always be controlled by adding suitable assumptions on Q0. On
the other hand, the other linear operator L1 does not depend on the studied solution; it only depends on
the functions w and f .

In Section 3, we study the linear operator L1 in detail, and we prove that it is a space-time Fourier
multiplier of the form yw.k/mf .!; k/ where mf is a famous function in the physics literature called
the Lindhard function [Lindhard 1954; Mihaila 2011; Giuliani and Vignale 2005], which only depends
on f and d . In particular, we investigate the question of when L1 is bounded on L

p
t;x.R�R2/, and we

show this is the case when w and f are sufficiently smooth. For the Fermi sea (2), we prove that L1 is
unbounded on L2

t;x .
The next step is to invert the linear part by rewriting (14) in the form

�Q D .1CL/�1
�
�
�
eit�Q0e�it�

�
CR.�Q/

�
(15)

and applying a fixed-point method. In the time-independent case, a similar technique was used for the
Dirac sea in [Hainzl et al. 2005]. In order to be able to invert the Fourier multiplier L1, we need that

min
.!;k/2R�R2

j yw.k/mf .!; k/C 1j> 0: (16)

Then 1CLD 1CL1CL2 is invertible if Q0 is small enough. In Section 3 we prove the simple estimate

jmf .k; !/j6 .4�/�1
k LgkL1.R2/

and this leads to our condition (9). If f is strictly decreasing, then we are able to prove that the imaginary
part of mf .k; !/ is never 0 if k ¤ 0 or ! ¤ 0. Since mf .!; k/ has a fixed sign for ! D 0 and k D 0,
everything boils down to investigating the properties of mf at .!; k/ D .0; 0/. At this point mf will
usually not be continuous, and it can take both positive and negative values. We have

lim sup
k!0
!!0

<mf .!; k/D .4�/
�1
k LgkL1.R2/

and we set
lim inf

k!0
!!0

<mf .!; k/DW �.4�/
�1"g;
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leading to our condition (10). It is well known in the physics literature that the imaginary part of
the Lindhard function plays a crucial role in the dynamics of the homogeneous Fermi gas. In our
rigorous analysis it is used to invert the linear response operator outside of the origin. The behavior of
mf .!; k/ for .!; k/! .0; 0/ is, however, involved and 1CL1 is not invertible if yw.0/ > "g=.4�/ or
yw.0/ < �k LgkL1.R2/=.4�/.

For the Fermi gas at zero temperature (2) we will prove that the minimum in (16) is always zero, except
when yw vanishes sufficiently quickly at the origin; this means that 1CL1 is never invertible. It is an
interesting open question to understand the asymptotic stability of the Fermi sea.

Once the linear response L has been inverted, it remains to study the zeroth-order term �
�
eit�Q0e�it�

�
and the higher-order terms contained in R.�Q/. At this step we use a recent Strichartz estimate in Schatten
spaces due to Frank, Lieb, Seiringer and the first author.

Theorem 2 (Strichartz estimate on wave operator [Frank et al. 2014, Theorem 3]). Fix d > 1 and q

such that 1C d=2 6 q < 1, and p such that 2=p C d=q D 2. Let also 0 < " < 1=p. There exists
C D C.d;p; "/ > 0 such that for any V 2L

p
t .R;L

q
x.R

d // and any t 2 R, we have the estimates

W
.1/
V
.t/



S2q 6 CkV kLp

t L
q
x

(17)

and 

W
.n/
V
.t/



S2dq=ne 6

C n

.n!/
1
p
�"
kV kn

L
p
t L

q
x

for all n> 2: (18)

The estimate (17) is the dual version of

k�ei t�Ae�i t�kLp.R;Lq.Rd // 6 CkAk
S

2q
qC1

(19)

for any .p; q/ such that 2=p C d=q D d and 1 6 q 6 1C 2=d ; see [Frank et al. 2014, Theorem 1].
The estimate (19) is useful to deal with the first-order term involving Q0 in (15), leading to the natural
condition that Q0 2S

4=3 in dimension d D 2 with p D q D 2.
In dimension d , it seems natural to prove that �Q 2 L

1C2=d
t;x .R�Rd /. The estimate (18) turns out

to be enough to deal with the terms of order at least d C 1 but it does not seem to help for the terms
of order d and lower, because the wave operators W

.n/
V

with small n belong to a Schatten space with a
too-large exponent. Apart from the linear response, we are therefore left with d � 1 terms for which a
more detailed computation is necessary. We are not able to do this in any dimension (the number of such
terms grows with d ), but we can deal with the second-order term in dimension d D 2,

�
�
eit�

�
W
.2/
w��Q

.t/
f CW
.1/
w��Q

.t/
f W
.1/
w��Q

.t/�C 
f W
.2/
w��Q

.t/�
�
e�it�

�
;

which then finishes the proof of the theorem in this case. The second-order term is the topic of Section 5.
Even if our final result only covers the case d D 2, we have several estimates in any dimension d > 2.

With the results of this paper, only the terms of orders from 2 to d remain to be studied to obtain a result
similar to Theorem 1 (with �
 � �
f 2L

1C2=d
t;x .R�Rd /) in dimensions d > 3.
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3. Linear response theory

3.1. Computation of the linear response operator. As we have explained before, we deal here with the
linear response L1 associated with the homogeneous state 
f . The first order in Duhamel’s formula is
defined by

Q1.t/ WD �i

Z t

0

ei.t�t 0/�Œw � �Q.t 0/; 
f �e
i.t 0�t/� dt 0:

We see that it is a linear expression in �Q, and we compute its density as a function of �Q.

Proposition 1 (uniform bound on L1). Let d > 1, f 2 L1.RC;R/ such that
R

Rd jf .k
2/j dk < C1,

and w 2L1.Rd /. The linear operator L1 defined for all ' 2 D.RC �Rd / by

L1.'/.t/ WD ��ŒQ1.t/�D �

�
i

Z t

0

ei.t�t 0/�Œw �'.t 0/; 
f �e
i.t 0�t/� dt 0

�
is a space-time Fourier multiplier by the kernel K.1/ DK.1/.!; k/D yw.k/mf .!; k/, where

ŒF�1
! mf �.t; k/ WD 2 1t>0

p
2� sin.t jkj2/ Lg.2tk/ (20)

(we recall that g.k/ WD f .k2/ and that Lg is its Fourier inverse). This means that for all ' 2 D.RC �Rd /

we have
Ft;x ŒL1.'/�.!; k/D yw.k/mf .!; k/ŒFt;x'�.!; k/ for all .!; k/ 2 R�Rd ;

where Ft;x is the space-time Fourier transform. Furthermore, if
R1

0 jxj
2�d j Lg.x/j dx < 1, then

mf 2L1
!;k
.R�Rd / and we have the explicit estimates

kmf kL1
!;k
6 1

2jSd�1j

�Z
Rd

j Lg.x/j

jxjd�2
dx

�
(21)

and

kL1kL2
t;x!L2

t;x
6 k ywkL

1

2jSd�1j

�Z
Rd

j Lg.x/j

jxjd�2
dx

�
: (22)

Proof. Let ' 2 D.RC �Rd /. In order to compute L.'/, we use the relationZ 1
0

TrŒW .t;x/Q1.t/� dt D

Z 1
0

Z
Rd

W .t;x/�Q1
.t;x/ dx dt;

valid for any function W 2 D.RC �Rd /. This leads toZ 1
0

Z
Rd

W .t;x/�Q1
.t;x/ dx dt

D
�i

.2�/d

Z 1
0

Z t

0

Z
Rd

Z
Rd

e�2i.t�t 0/k�`
� yw.t;�k/bV .t 0; k/�g�`� 1

2
k
�
�g

�
`C 1

2
k
��

d` dk dt 0dt;

where g.k/ WD f .k2/ and V D w �'. Computing the `-integral givesZ
Rd

e�2i.t�t 0/k�`
�
g
�
`� 1

2
k
�
�g

�
`C 1

2
k
��

d`D�.2�/
d
2 2i sin..t � t 0/jkj2/ Lg.2.t � t 0/k/:
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Hence, using that bV D .2�/d=2 yw y', we find thatZ 1
0

Z
Rd

W .t;x/�Q1
.t;x/ dx dt

D�2

Z 1
0

Z t

0

Z
Rd

sin..t � t 0/jkj2/ Lg.2.t � t 0/k/ yw.k/ yw.t;�k/y'.t 0; k/ dk dt 0dt:

Since g is radial, Lg is also radial and we have

jmf .!; k/j6 2

Z 1
0

ˇ̌
sin.t jkj2/

ˇ̌
j Lg.2t jkj/j dt 6 2

Z 1
0

j sin.t jkj/j
jkj

j Lg.2t/j dt 6 1

2

Z 1
0

r j Lg.r/j dr: �

We now make several remarks about the previous result.
First, the physical examples for g are

g.k/D

8̂̂̂̂
ˆ̂̂<̂
ˆ̂̂̂̂̂:

1.jkj2 6 �/; � > 0;

e�.jkj
2��/=T ; T > 0; � 2 R;

1

e.jkj
2��/=T C 1

; T > 0; � 2 R;

1

e.jkj
2��/=T � 1

; T > 0; � < 0:

In the last three choices, g is a Schwartz function, hence Lg 2L1.Rd /. For the first choice of g (Fermi sea
at zero temperature), we have Lg.r/� r�1 sin r , which obviously does not satisfy r Lg.r/ 2L1.0;C1/.

Then, we remark that (21) is optimal without more assumptions on f . Indeed, for ! D 0 and small k,
we find

mf .0; k/D 2

Z 1
0

sin.t jkj2/ Lg.2tk/ dt �!
k!0

1

2

Z 1
0

r Lg.r/ dr D
1

2jSd�1j

Z
Rd

Lg.x/

jxjd�2
dx:

We conclude that (21) is optimal if Lg has a constant sign (for instance if f is decreasing, as in the physical
examples (3)–(5)). Similarly, (22) is optimal if both Lg and w have a constant sign (then j yw.0/j D k ywkL1).

In general the function mf is complex-valued and it is not an easy task to determine when yw.k/mf .!; k/
stays far from �1. Since the stationary linear response is real (=mf .0; k/� 0), the condition should at
least involve the maximum or the minimum of mf on the set f! D 0g, depending on the sign of yw. Even
if the function mf is bounded on R�Rd by (21), it will usually not be continuous at the point .0; 0/.
Under the additional condition that f is strictly decreasing, we are able to prove that

f=mf .!; k/D 0g D f! D 0g[ fk D 0g

and this can be used to replace the assumption on yw by one on . yw/� and yw.0/C. In order to explain this,
we first compute mf in the case of a Fermi gas at zero temperature, f .k2/D 1.jkj2 6 �/.

Proposition 2 (linear response at zero temperature). Let d > 1 and � > 0. Then, for the Fermi sea at
zero temperature 
f D 1.�� 6 �/, the corresponding Fourier multiplier mf .!; k/ WDmF

d
.�; !; k/ of
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the linear response operator in dimension d is given by

mF
1.�; !; k/D

1

2
p

2�jkj
log
ˇ̌̌̌
.jkj2C 2jkj

p
�/2�!2

.jkj2� 2jkj
p
�/2�!2

ˇ̌̌̌
C i

�

4
p

2�jkj

�
1.j! � jkj2j6 2

p
�jkj/� 1.j!Cjkj2j6 2

p
�jkj/

�
(23)

for d D 1; by

mF
2.�; !; k/

D
�

2
p

2

�
2�

sgn.jkj2C!/
jkj2

�
.jkj2C!/2� 4�jkj2

� 1
2

C
�

sgn.jkj2�!/
jkj2

�
.jkj2�!/2� 4�jkj2

� 1
2

C

�
C i

�

2
p

2jkj2

��
.jkj2�!/2� 4�jkj2

� 1
2

�
�
�
.jkj2C!/2� 4�jkj2

� 1
2

�

�
: (24)

for d D 2; and by

mF
d .�; !; k/D

jSd�2j�
d�1

2

.2�/
d�1

2

Z 1

0

mF
1

�
�.1� r2/; !; k

�
rd�2 dr for d > 2,

D
jSd�3j�

d�2
2

.2�/
d�2

2

Z 1

0

mF
2

�
�.1� r2/; !; k

�
rd�3 dr for d > 3. (25)

The formula for mF
d

is well known in the physics literature [Lindhard 1954; Mihaila 2011; Giuliani
and Vignale 2005, Chapter 4]. It is also possible to derive an explicit expression for mF

3
.�; !; k/; see

[Giuliani and Vignale 2005, Chapter 4]. We remark that mF
d
.�; 0; k/ coincides with the time-independent

linear response computed in [Frank et al. 2013, Theorem 2.5].
From the formulas we see that the real part of mF

d
can have both signs. It is always positive for

! D 0 and it can take negative values for ! ¤ 0. For instance, in dimension d D 2, on the curve
! D jkj2C 2

p
�jkj the imaginary part vanishes and we get

mF
2

�
�; jkj2C 2

p
�jkj; k

�
D

�
p

2

�
1�

r
1C

2
p
�

jkj

�
�!
k!0
�1: (26)

In particular, if yw.k/=
p
jkj!C1 when k! 0, then yw.k/mf .jkj2C2

p
�jkj; k/!�1 when jkj! 0.

Since, on the other hand, yw.k/mf .jkj2C2
p
�jkj; k/! 0 when jkj!1, we conclude that the function

must cross �1, so .1CL1/
�1 is not bounded.

An important feature of mF
d

, which we are going to use in the positive temperature case, is that the
imaginary part =mF

d
.�; !; k/ has a constant sign on f! > 0g and on f! < 0g. Before we discuss this in

detail, we provide the proof of the proposition.

Proof. A calculation shows that the Fourier inverse Lg1 of the radial g in dimension d D 1 is given by

Lg1.�;x/D

r
2

�

sin.
p
�jxj/

jxj
: (27)



HARTREE EQUATION FOR INFINITELY MANY PARTICLES, II: DISPERSION AND SCATTERING IN 2D 1349

In dimension d > 2 we can write

Lgd .�; jxj/D
1

.2�/
d
2

Z
Rd

1.jkj2 6 �/eik�x

D
1

.2�/
d
2

Z
R

dk1

Z
Rd�1

dk?1.jk1j
2 6 �� jk?j2/eik1jxj

D
jSd�2j�

d�1
2

.2�/
d
2

Z
R

dk1

Z 1

0

1
�
jk1j

2 6 �.1� r2/
�
eik1jxjrd�2 dr

D
jSd�2j�

d�1
2

.2�/
d�1

2

Z 1

0

Lg1

�
�.1� r2/; jxj

�
rd�2 dr

D
2jSd�2j

.2�/
d
2

�
d�1

2

jxj

Z 1

0

sin
�p
�jxj

p
1� r2

�
rd�2 dr: (28)

Similarly, we have in dimension d > 3

Lgd .�; jxj/D
jSd�3j�

d�2
2

.2�/
d�2

2

Z 1

0

Lg2

�
�.1� r2/; jxj

�
rd�3 dr: (29)

Now we can compute the multiplier mF
d
.�; !; k/ for d D 1; 2. We start with d D 1, for which we have

ŒF�1
! mf;1�.t; k/D 41t>0

sin.t jkj2/ sin.2
p
�t jkj/

2t jkj
:

It remains to compute the time Fourier transform. We use the formula, valid for any a; b 2 R,Z 1
0

sin.at/ sin.bt/

t
e�it! dt

D
1
4

log
ˇ̌̌̌
.aC b/2�!2

.a� b/2�!2

ˇ̌̌̌
C i

�

8

�
sgn.a� b�!/� sgn.aC b�!/C sgn.aC bC!/� sgn.a� bC!/

�
;

and obtain (23). To provide the more explicit expression in dimension 2, we use the formula

8a 2 R;
1

a

Z 1

0

log
jaC 2

p
1� r2j

ja� 2
p

1� r2j
dr D

�

2
�
�

2

�
1�

4

a2

�1=2

C

;

which leads to the claimed form (24) of mF
2
.�; !; k/. �

Now we will use the imaginary part of mF
d

to show that 1CL1 is invertible with bounded inverse
when yw > 0 with yw.0/ not too large and f is strictly decreasing.

Corollary 1 (1CL1 in the defocusing case). Let d > 1 and f 2 L1.RC;R/ such that f 0.r/ < 0 for
all r > 0 and

R1
0 .rd=2�1jf .r/jC jf 0.r/j/ dr <1. Assume furthermore that

R
Rd jxj

2�d j Lg.x/j dx <1

with g.k/D f .jkj2/. If w 2L1.Rd / is an even function such that

k. yw/�kL1

�Z
Rd

j Lg.x/j

jxjd�2
dx

�
< 2jSd�1

j (30)
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and such that
"g yw.0/C < 2jSd�1

j; where "g WD � lim inf
k!0
!!0

<mf .!; k/

2jSd�1j
; (31)

then we have
min

.!;k/2R�Rd
j yw.k/mf .!; k/� 1j> 0

and .1CL1/ is invertible on L2
t;x.R�Rd / with bounded inverse.

Proof. First we recall that mf is uniformly bounded by (21). Therefore, we only have to look at the set

AD

�
k 2 Rd

W j yw.k/j> 1

4jSd�1j

�Z
Rd

j Lg.x/j

jxjd�2
dx

��
:

On the complement of A, we have j ywmf C 1j> 1
2

. Since yw.k/! 0 when jkj !1, A is a compact set.
Next, from the integral formula

f .jkj2/D�

Z 1
0

1.jkj2 6 s/f 0.s/ ds;

we infer that
mf .!; k/D�

Z 1
0

mF
d .s; !; k/f

0.s/ ds:

This integral representation can be used to prove that mf is continuous on R�RCn f.0; 0/g. In general,
the function mf is not continuous at .0; 0/, however.

Since mF
d
.s; 0; k/> 0 for all k and s > 0, we conclude that mf .0; k/> 0 and that

mf .0; k/ yw.k/> �mf .0; k/ yw.k/� > �k yw�kL1
1

2jSd�1j

�Z
Rd

j Lg.x/j

jxjd�2
dx

�
;

due to (21). In particular,

jmf .0; k/ yw.k/C 1j> 1�k yw�kL1
1

2jSd�1j

�Z
Rd

j Lg.x/j

jxjd�2
dx

�
> 0;

due to our assumption on . yw/�. Similarly, we have mf .!; 0/ D 0 for all ! ¤ 0 and therefore
mf .!; 0/ yw.0/C 1D 1 is invertible on fk D 0; ! ¤ 0g.

Now we look at k ¤ 0 and ! > 0 and we prove that the imaginary part of mf never vanishes. We give
the argument for d D 1, as it is very similar for d > 2, using the integral representation (24). We have

=mf .!; k/D�
�

4
p

2�jkj
�

Z 1
0

�
1
�
.! � jkj2/2 6 4sjkj2

�
� 1

�
.!Cjkj2/2 6 4sjkj2

��
f 0.s/ ds:

The difference of the two Heaviside functions is always nonnegative for ! > 0. Furthermore, it is equal
to 1 for all s in the interval

.! � jkj2/2

4jkj2
6 s 6 .!Cjkj

2/2

4jkj2
:

Therefore we have

=mf .!; k/>
�

4
p

2�jkj

Z .!Cjkj2/2

4jkj2

.!�jkj2/2

4jkj2

jf 0.s/j ds > 0
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Figure 1. Plot of <mf .!; k/ in the fermionic case (3) for d D 2, T D 100 and �D 1,
in a neighborhood of .!; k/D .0; 0/.

for all ! > 0 and k ¤ 0. For ! < 0, we can simply use that =mf .!; k/ D �=mf .�!; k/, and this
concludes the proof that the imaginary part does not vanish outside of fk D 0g[ f! D 0g.

From the previous argument, we see that everything boils down to understanding the behavior of <mf

in a neighborhood of .0; 0/. At this point the maximal value is 1
2

R1
0 r Lg.r/ dr and the minimal value

is �"g2jSd�1j, by definition, hence the result follows. �

We remark that
<mf .!; k/ '

k!0
!!0

1

2

Z 1
0

t Lg.t/ cos
�
!

2jkj
t

�
dt

and therefore we can express

�"g WD
1

4jSd�1j
min
a2R

Z 1
0

t Lg.t/ cos.at/ dt:

In the three physical cases (3)–(5), the function f satisfies the assumptions of the corollary, and therefore
1CL1 is invertible with bounded inverse when w satisfies (30) and (31). Numerical computations show
that "g is always positive, but usually smaller than the maximum, by a factor of between 2 and 10. As an
illustration, we display the function <mf .!; k/ for T D 100 and �D 1 in Figure 1.

3.2. Boundedness of the linear response in L
p
t;x. We have studied the boundedness of L1 from L2

t;x

to L2
t;x . This is useful in dimension d D 2, where the density �Q naturally belongs to L2

t;x . However,
in other space dimensions, we would like to prove that �Q belongs to L

1C2=d
t;x , and hence it makes

sense to ask whether L1 is bounded from L
p
t;x to L

p
t;x . This is the topic of this section. The study of

Fourier multipliers acting on Lp is a classical subject in harmonic analysis. We use theorems of Stein
and Marcinkiewicz to infer the required boundedness.

Proposition 3 (boundedness of the linear response on Lp). Let w 2 L1.Rd / with jxjdC2w 2 L1.Rd /

be such that �Y
i2I

jki j
2@ki

�
yw.k/ 2L1k .R

d / for all I � f1; : : : ; dg:
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Let also h W Rd ! R be an even function such that for all ˛ 2 Nd , j˛j6 d C 3,Z
Rd

.1CjkjdC4/j@˛h.k/j dk <C1 and
�Y

i2I

@ki

�
h 2L1k .R

d / for all I � f1; : : : ; dg:

Then the Fourier multiplier
Ft

˚
1.t > 0/ sin.t jkj2/h.2tk/

	
defines a bounded operator from L

p
t;x to itself for every 1< p <1.

The conditions on h are fulfilled if, for instance, h is a Schwartz function, hence they are fulfilled for
our physical examples (3)–(5), where we take hD Lg.

Proof. We define
m1.t; k/D 1.t > 1/ yw.k/ sin.t jkj2/h.2tk/;

m2.t; k/D 1.06 t 6 1/ yw.k/ sin.t jkj2/h.2tk/;

and use a different criterion for these two multipliers.
To show that m1 defines a bounded operator on Lp, we use the criterion of Stein [1970, II §2,

Theorem 1]. We write m1.t; k/ D yw.k/ zm1.t; k/. We first prove estimates on zm1, which then imply
that m1 defines a bounded Fourier multiplier on Lp , by Stein’s theorem. Computing the inverse Fourier
transform of zm1, one has

M1.t;x/ WD ŒF
�1
k zm1�.t;x/D 1.t > 1/.2�/�d=2

Z
Rd

sin.t jkj2/h.2tk/eix�k dk:

Then, we have

rxM1.t;x/D 1.t > 1/
.2�/�d=2

.2t/dC1
i

Z
Rd

kh.k/ sin
jkj2

4t
ei x�k

2t dk: (32)

From this formula, we see that, for all .t;x/,

tdC2
jrxM1.t;x/j6 C

Z
Rd

jkj3jh.k/j dk: (33)

Next, let 16 j 6 d and notice that

xdC2
j ei x�k

2t D
ddC2

dkdC2
j

.2t/dC2.�i/dC2ei x�k
2t ;

and hence by an integration by parts we obtain

xdC2
j rxM1.t;x/D 1.t > 1/.2�/�d=22ti.�i/dC2

Z
Rd

ddC2

dkdC2
j

�
kh.k/ sin

jkj2

4t

�
ei x�k

2t dk:

When the kj -derivative hits sin.jkj2=4t/ at least once, one gains a factor of (at least) 1=.4t/, canceling
the 2t before the integral; the only term that we have to prove is bounded in t is where all the kj -derivatives
hit the term kh.k/, which is

1.t > 1/.2�/�
d
2 2i t.�i/dC2

Z
Rd

ddC2

dkdC2
j

Œkh.k/� sin
jkj2

4t
ei x�k

2t dk:
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It is also bounded, since jsin.jkj2=4t/j6 jkj2=4t . We deduce that, for all .t;x/,

jxjdC2
jrxM1.t;x/j6 C sup

˛2Nd

j˛j6dC2

Z
Rd

.1CjkjdC2/j@˛h.k/j dk: (34)

For the time derivative we use the form

M1.t;x/D 1.t > 1/.2�/�
d
2

Z
Rd

h.2tk/ sin.t jkj2/ cos.x � k/ dk

to infer that

@tM1.t;x/D 2 1.t > 1/.2�/�
d
2

Z
Rd

k � rkh.2tk/ sin.t jkj2/ cos.x � k/ dk

C1.t > 1/.2�/�
d
2

Z
Rd

jkj2h.2tk/ cos.t jkj2/ cos.x � k/ dk

D
2 1.t > 1/

.2t/dC1
.2�/�

d
2

Z
Rd

k � rkh.k/ sin
jkj2

4t
cos

x � k

2t
dk

C
1.t > 1/

.2t/dC2
.2�/�

d
2

Z
Rd

jkj2h.k/ cos
jkj2

4t
cos

x � k

2t
dk: (35)

By the same method as before, we infer

k.t;x/kdC2
j@tM1.t;x/j6 C sup

˛2Nd

j˛j6dC3

Z
Rd

.1CjkjdC4/j@˛h.k/j dk: (36)

Now let us go back to the multiplier m1. We have

F�1
x m1.t;x/D .2�/

d
2 .w ?M1.t; � //.x/;

and hence

rt;xF�1
x m1.t;x/D .2�/

d
2 .w ?rt;xM1.t; � //.x/:

First we have

jtdC2
rt;xF�1

x m1.t;x/j6 CkwkL1
x
ktdC2

rt;xM1.t;x/kL1t;x
;

which is finite thanks to (33), (34) and (36). Next,

jxjdC2
jrt;xF�1

x m1.t;x/j6C


j � jdC2w




L1

x
krt;xM1.t;x/kL1t;x

CCkwkL1
x



jxjdC2
rt;xM1.t;x/




L1t;x

:

The second term is finite also from (33) and (34), while the first term is finite by the expressions (32)
and (35). As a consequence, we can apply Stein’s theorem to m1 and we deduce that the corresponding
operator is bounded on L

p
t;x for all 1< p <1.

The multiplier m2 is treated differently. We show that

m2 2L1
t .R;B.L

p
x !Lp

x//;

which is enough to show that m2 defines a bounded operator on L
p
t;x . Indeed, for any ' 2L

p
t;x , define
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the Fourier multiplication operator Tm2
by

.Tm2
'/.t;x/D

Z
R

F�1
x

�
m2.t � t 0; � /.Fx'/.t

0; � /
�
.x/ dt 0:

Then, we have

kTm2
'.t/kLp

x
6
Z

R



F�1
x Œm2.t � t 0; � /.Fx'/.t

0; � /�




L
p
x

dt 0 6
Z

R

km2.t � t 0/kB.L
p
x!L

p
x/
k'.t 0/kLp

x
dt 0;

and hence
kTm2

'kLp
t;x
6 km2kL1

t .R;B.L
p
x!L

p
x//
k'kLp

t;x
:

Hence, let us show that km2kLp
x!L

p
x
2 L1

t . We estimate km2kLp
x!L

p
x

by the Marcinkiewicz theorem
[Grafakos 2008, Corollary 5.2.5]. Namely, we have to show that for indices 16 i1; : : : ; i` 6 d all different,
we have

ki1
� � � ki`

@ki1
� � � @ki`

m2.t; k/ 2L1k ;

and if so the Marcinkiewicz theorem tells us that

km2.t/kLp
x!L

p
x
6 C sup

i1;:::;i`

kki1
� � � ki`

@ki1
� � � @ki`

m2.t; k/kL1
k
:

A direct computation shows that

jki1
� � � ki`

@ki1
� � � @ki`

m2.t; k/j6 C 106t61

X
I�fi1;:::;i`g

X
J�I

jki1
j
2
� � � jki`

j
2
j@I yw.k/jj.@J g/.2tk/j;

hence

kki1
� � � ki`

@ki1
� � � @ki`

m2.t; k/kL1
k
6 C 106t61 sup

I;J�fi1;:::;i`g



jki1
j
2
� � � jki`

j
2
j@I yw.k/j




L1

k

k@J gkL1
k
;

which is obviously an L1
t –function. �

4. Higher-order terms

In this section, we explain how to treat the higher-order terms in (14). We recall the decomposition of the
solution for all t > 0:

�Q.t/D �
�
eit�Ww��Q

.t/.
f CQ0/Ww��Q
.t/�e�it�

�
� �
f :

We first estimate the terms involving Q0, in dimension 2.

Lemma 1. Let Q0 2S
4=3.L2.R2// and V 2L2

t;x.RC �R2/. Then, we have the following estimate for
all n;m> 0:

��eit�W

.n/
V
.t/Q0W

.m/
V
.t/�e�it�

�


L2

t;x.RC�R2/
6 CkQ0kS4=3

C nCmkV knCm

L2
t;x

.n!/
1
4 .m!/

1
4

for some C > 0 independent of Q0, n, m and V .
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Proof. Defining W
.0/
V
.t/ WD 1, for n;m> 0 the density of

eit�W
.n/
V
.t/Q0W

.m/
V
.t/�e�it�

is estimated by duality in the following fashion. Let U 2L2
t;x.RC�R2/. The starting point is the formulaZ 1

0

Z
R2

U.t;x/�
�
eit�W

.n/
V
.t/Q0W

.m/
V
.t/�e�it�

�
.t;x/ dx dt

D

Z 1
0

Tr
�
U.t;x/eit�W

.n/
V
.t/Q0W

.m/
V
.t/�e�it�

�
dt:

By cyclicity of the trace, we have

Tr
�
U.t;x/eit�W

.n/
V
.t/Q0W

.m/
V
.t/�e�it�

�
D Tr

�
W
.m/
V
.t/�e�it�U.t;x/eit�W

.n/
V
.t/Q0

�
:

A straightforward generalization of Theorem 2 shows that we have



Z 1
0

W
.m/
V
.t/�e�it�U.t;x/eit�W

.n/
V
.t/ dt






S4

6 kU kL2
t;x

C nkV kn
L2

t;x

.n!/
1
4

C mkV km
L2

t;x

.m!/
1
4

;

and hence using that Q0 2S
4=3 and Hölder’s inequality we infer that



��eit�W
.n/
V
.t/Q0W

.m/
V
.t/�e�it�

�


L2

t;x
6 kQ0kS4=3

C nkV kn
L2

t;x

.n!/
1
4

C mkV km
L2

t;x

.m!/
1
4

:

This concludes the proof of the lemma. �

When d > 2, the corresponding result is:

Lemma 2. Let d > 2, Q0 2 S
dC2
dC1 .L2.Rd //, 1 < q 6 1C 2=d and p such that 2=pC d=q D d . Let

V 2L
p0

t L
q0

x .RC �Rd /. Then, we have the following estimate for any n, m> 0:



��eit�W
.n/
V
.t/Q0W

.m/
V
.t/�e�it�

�


L

p
t L

q
x.RC�Rd /

6 CkQ0k
S

dC2
dC1

C nCmkV knCm

L
p0

t L
q0

x

.n!/
1

2q0 .m!/
1

2q0

for some C > 0 independent of Q0, n, m and V .

The proof follows the same lines as for d D 2, and relies on the following estimate for any n, m:



Z 1
0

W
.m/
V
.t/�e�it�U.t;x/eit�W

.n/
V
.t/ dt






SdC2

6 kU k
L

p0

t L
q0

x

C nkV kn
L

p0

t L
q0

x

.n!/
1

2q0

C mkV km
L

p0

t L
q0

x

.m!/
1

2q0

:

We see that the terms involving Q0 can be treated in any dimension, provided that Q0 is in an adequate
Schatten space. This is not the case for the terms involving 
f , for which we can only deal with the
higher orders.
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Lemma 3. Let d > 1, g WRd!R such that Lg 2L1.Rd /, 1< q6 1C2=d and p such that 2=pCd=qDd .
Let V 2L

p0

t L
q0

x .RC �Rd /. Then, for all n;m such that nCmC 1> 2q0, we have



��eit�W
.n/
V
.t/
f W

.m/
V
.t/�e�it�

�


L

p
t L

q
x
6 Ck LgkL1

C nkV kn
L

p0

t L
q0

x

.n!/
1

2q0

C mkV km
L

p0

t L
q0

x

.m!/
1

2q0

;

where 
f D g.�ir/.

Proof. Again we argue by duality. Let U 2 L
p0

t L
q0

x . Without loss of generality, we can assume that
U , V > 0. Then, we evaluateZ 1

0

Tr
�
U.t;x/eit�W

.n/
V
.t/
f W

.m/
V
.t/�e�it�

�
dt

D .�i/nim

Z 1
0

dt

Z
06s16���6sm6t

ds1 � � � dsm

Z
06t16���6tn6t

dt1 � � � dtn

�Tr
�
V .s1;x�2is1r/ � � �V .sm;x�2ismr/U.t;x�2i tr/V .tn;x�2i tnr/ � � �V .t1;x�2i t1r/
f

�
;

where we used the relation
e�it�W .t;x/eit�

DW .t;x� 2i tr/:

In the spirit of [Frank et al. 2014], we gather the terms using the cyclicity of the trace as

Tr
�
V .s1;x�2is1r/ � � �V .sm;x�2ismr/U.t;x�2i tr/�V .tn;x�2i tnr/ � � �V .t1;x�2i t1r/
f

�
D Tr

�
V .s1;x� 2is1r/

1
2 V .s2;x� 2is2r/

1
2 � � �V .sm;x� 2ismr/

1
2 U.t;x� 2i tr/

1
2

�U.t;x� 2i tr/
1
2 V .tn;x� 2i tnr/

1
2 � � �V .t1;x� 2i t1r/

1
2 
f V .s1;x� 2is1r/

1
2

�
: (37)

The first ingredient to estimate this trace is [Frank et al. 2014, Lemma 1], which states that

k'1.˛x� iˇr/'2.
x� iır/kSr 6
k'1kLr .Rd /k'2kLr .Rd /

.2�/
d
r j˛ı�ˇ
 j

d
r

for all r > 2: (38)

The second ingredient, to treat the term with 
f , is a generalization of this inequality involving 
f .

Lemma 4. There exists a constant C > 0 such that for all t , s 2 R we have

k'1.xC 2i tr/g.�ir/'2.xC 2isr/kSr 6
k LgkL1.Rd /

.2�/
d
2

k'1kLr .Rd /k'2kLr .Rd /

.2�/
d
r jt � sj

d
r

(39)

for all r > 2.

We remark that (39) reduces to (38) when g D 1 and Lg D .2�/
d
2 ı0. We postpone the proof of this

lemma, and use it to estimate (37) in the following way:ˇ̌
Tr
�
V .s1;x� 2is1r/ � � �V .sm;x� 2ismr/U.t;x� 2i tr/V .tn;x� 2i tnr/ � � �V .t1;x� 2i t1r/
f

�ˇ̌
6 C
kV .s1/kLq0 � � � kV .sm/kLq0kU.t/kLq0kV .tn/kLq0kV .t1/kLq0

js1� t1j
d

2q0 � � � jsm� t j
d

2q0 jt � tnj
d

2q0 � � � jt2� t1j
d

2q0

:
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Here, we have used the condition nCmC1> 2q0 to ensure that the operator inside the trace is trace-class
by Hölder’s inequality. From this point the proof is identical to the proof of [Frank et al. 2014, Theorem 3].

�

Proof of Lemma 4. The inequality is immediate if r D1. Hence, by complex interpolation, we only have
to prove it for r D 2. We have

k'1.t;xC2i tr/g.�ir/'2.s;xC2isr/k2
S2D Tr

�
'1.x/

2ei.t�s/�g.�ir/'2.x/
2ei.s�t/�g.�ir/

�
D
.2�/�2d

jt�sjd

“
'1.x/

2
ˇ̌�
Lg�e�i j � j

2

4.t�s/
�
.x�y/

ˇ̌2
'2.y/

2 dx dy

6 .2�/
�2d

jt�sjd
k Lgk2

L1k'1k
2
L2k'2k

2
L2 : �

In dimension d , we want to prove that �Q belongs to L
1C2=d
t;x , hence we consider q D 1C 2=d and

q0D 1Cd=2. The previous result estimates the terms of order nCmC1> dC2, that is, nCm> dC1.
The case nCm D 1 corresponds exactly to the linear response studied in the previous section. In
dimension d D 2, we see that we are still lacking the case nCmD 2, which is what we call the second
order. The next section is devoted to this order. We are not able to treat the terms with 1< nCm6 d in
other dimensions.

5. Second order in 2D

The study of the linear response is not enough to prove dispersion for the Hartree equation in 2D. We
also have to estimate the second-order term, which we first compute explicitly in any dimension, and then
study only in dimension 2.

5.1. Exact computation in any dimension. Define the second-order term in the Duhamel expansion
of Q.t/,

Q2.t/ WD .�i/2
Z t

0

ds

Z s

0

dt1 ei.t�s/�ŒV .s/; ei.s�t1/�ŒV .t1/; 
f �e
i.t1�s/��ei.s�t/�;

where we again used the notation V D w � �Q. We explicitly compute its density. To do so, we let
W 2 D.RC �Rd / and use the relationZ 1

0

Z
Rd

W .t;x/�Q2
.t;x/ dx dt D

Z 1
0

TrŒW .t/Q2.t/� dt:

For any .p; q/ 2 Rd �Rd we have

yQ2.t;p; q/D�
1

.2�/d

Z t

0

ds

Z s

0

dt1

Z
Rd

dq1 ei.t�s/.p2�q2/

�
�bV .s;p� q1/e

i.s�t1/.q
2
1
�q2/bV .t1; q1� q/.g.q/�g.q1//

� bV .s; q1� q/ei.s�t1/.p
2�q2

1
/bV .t1;p� q1/.g.q1/�g.p//

�
:
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Using that

TrŒW .t/Q2.t/�D
1

.2�/
d
2

Z
Rd�Rd

yw.t; q�p/ yQ2.t;p; q/ dp dq;

we arrive at the formulaZ 1
0

Z
Rd

W .t;x/�Q2
.t;x/ dx dt

D

Z 1
0

Z 1
0

Z 1
0

Z
Rd�Rd

dt ds dt1dk d`K.2/.t � s; s� t1I k; `/ yw.t;�k/y�Q.s; k � `/y�Q.t1; `/;

with

K.2/.t; sI k; `/D 1t>01s>0

4 yw.`/ yw.k � `/

.2�/
d
2

sin.tk � .k � `// sin.` � .tkC s`// Lg.2.tkC s`//:

5.2. Estimates in 2D.

Proposition 4. Assume that g 2L1.R2/ is such that jxjaj Lg.x/j 2L1.R2/ for some a> 3. Assume also
that w is such that .1Cjkj1=2/j yw.k/j 2L1.R2/. Then, if �Q 2L2

t;x.R�R2/, we have

k�Q2
kL2

t;x.R�R2/ 6 Ck.1Cj � j2/
a
2 LgkL1k.1Cj � j

1
2 / ywkL1k�Qk

2

L2
t;x.R�R2/

; (40)

for some constant C.g; w/ depending only on g and w.

Proof. First, we have the estimateˇ̌̌̌Z
R3

G.t1� t2; t2� t3/f1.t1/f2.t2/f3.t3/ dt1 dt2 dt3

ˇ̌̌̌
6 CkGkL2L1

3Y
iD1

kfikL2

for any G, and henceˇ̌̌̌Z
R3

K.2/.t1� t2; t2� t3I k; `/ yw.t1;�k/y�Q.t2; k � `/y�Q.t3; `/ dt1 dt2 dt3

ˇ̌̌̌
6


K.2/.t; sI k; `/




L2

t L1
s
k yw. � ;�k/kL2ky�Q. � ; k � `/kL2ky�Q. � ; `/kL2 :

Let us therefore estimate kK.2/.t; sI k; `/kL2
t L1

s
. To do so, we use the bounds jsin.tk � .k � `//j6 1 and

jsin.` � .tkC s`//j6 j`jjtkC s`j to get

kK.2/.t; sI k; `/k2
L2

t L1
s
6 16 yw.`/2 yw.k � `/2

.2�/d
`2

Z
R

dt

ˇ̌̌̌Z
R

ds jtkC s`jj Lg.2.tkC s`//j

ˇ̌̌̌2
:

We let

uD `sC t
k � `

`
and v D

s
k2�

.k � `/2

`2
t

and notice that

jtkC s`j D

�
`2

�
sC t

k � `

`2

�2

C

�
k2
�
.k � `/2

`2

�
t2

�1
2

D

p
u2C v2:
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Since Lg is a radial function, we find that

`2

Z
R

dt

ˇ̌̌̌Z
R

ds jtkCs`jj Lg.2.tkCs`//j

ˇ̌̌̌2
D

j`j

.k2`2� .k � `/2/
1
2

Z
R

dv

ˇ̌̌̌Z
R

du
p

u2Cv2
ˇ̌
Lg.2
p

u2Cv2/
ˇ̌ˇ̌̌̌2
:

The double integral on the right is finite under some mild decay assumptions on Lg; for instance, it is finite
if j Lg.r/j6 C.1C r2/�a=2 for some a> 3. Noticing that .k2`2� .k � `/2/1=2 D j det.k; `/j, we thus have

jhW; �Q2
ij

6Ck.1Cj � j2/
a
2 LgkL1

Z
R2d

dk d`
k yw. � ;�k/kL2 j yw.k � `/jky�Q. � ; k � `/kL2 j`j

1
2 j yw.`/jky�Q. � ; `/kL2

j det.k; `/j
1
2

:

We prove the following inequality of Hardy–Littlewood–Sobolev type:

Lemma 5. For any functions f , g, h we haveˇ̌̌̌Z
R2�R2

f .k/g.k � `/h.`/

j det.k; `/j
1
2

dk d`

ˇ̌̌̌
6 Ckf kL2kgkL2khkL2 : (41)

Proof. Since det.k; `/D k1`2� k2`1, we first fix k1 ¤ 0, `1 ¤ 0, k1 ¤ `1 and estimateˇ̌̌̌Z
R2

f .k1; k2/g.k1� `1; k2� `2/h.`1; `2/

jk1`2� k2`1j
1
2

dk2d`2

ˇ̌̌̌

6
�Z

R2

jf .k1; k2/j
3
2 jg.k1� `1; k2� `2/j

3
2

jk1`2� k2`1j
1
2

dk2d`2

�1
3

�

�Z
R2

jf .k1; k2/j
3
2 jh.`1; `2/j

3
2

jk1`2� k2`1j
1
2

dk2d`2

�1
3

�

�Z
R2

jg.k1� `1; k2� `2/j
3
2 jh.`1; `2/j

3
2

jk1`2� k2`1j
1
2

dk2d`2

�1
3

:

We then haveZ
R2

jf .k1; k2/j
3
2 jg.k1� `1; k2� `2/j

3
2

jk1`2� k2`1j
1
2

dk2d`2

D

Z
R2

jf .k1; k2/j
3
2 jg.k1� `1; `2/j

3
2

jk2.k1� `1/� `2k1j
1
2

dk2d`2

D
1

jk1jjk1� `1j

Z
R2

jf .k1; k2=.k1� `1//j
3
2 jg.k1� `1; `2=k1/j

3
2

jk2� `2j
1
2

dk2d`2

6 C

jk1jjk1� `1j
kf .k1; � =.k1� `1//k

3
2

L2kg.k1� `1; � =k1/k
3
2

L2

6 C

jk1j
1
4 jk1� `1j

1
4

kf .k1; � /k
3
2

L2kg.k1� `1; � /k
3
2

L2 ;
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and, in the same fashion,Z
R2

jf .k1; k2/j
3
2 jh.`1; `2/j

3
2

jk1`2� k2`1j
1
2

dk2d`2 6
C

jk1j
1
4 j`1j

1
4

kf .k1; � /k
3
2

L2kh.`1; � /k
3
2

L2 ;Z
R2

jg.k1� `1; k2� `2/j
3
2 jh.`1; `2/j

3
2

jk1`2� k2`1j
1
2

dk2d`2 6
C

j`1j
1
4 jk1� `1j

1
4

kg.k1� `1; � /k
3
2

L2kh.`1; � /k
3
2

L2 :

As a consequence, we haveˇ̌̌̌Z
R2

f .k1; k2/g.k1� `1; k2� `2/h.`1; `2/

jk1`2� k2`1j
1
2

dk2d`2

ˇ̌̌̌
6C
kf .k1; � /kL2kg.k1� `1; � /kL2kh.`1; � /kL2

jk1j
1
6 j`1j

1
6 jk1� `1j

1
6

:

We now need a multilinear Hardy–Littlewood–Sobolev-type inequality. Integrating over .k1; `1/ we find
thatˇ̌̌̌Z

R2�R2

f .k/g.k � `/h.`/

j det.k; `/j
1
2

dk d`

ˇ̌̌̌
6 C

Z
R2

kf .k1; � /kL2kg.k1� `1; � /kL2kh.`1; � /kL2

jk1j
1
6 j`1j

1
6 jk1� `1j

1
6

dk1d`1

6C

�Z
R2

kg.k1� `1; � /k
3
2

L2kh.`1; � /k
3
2

L2

jk1j
1
2

dk1d`1

�1
3

�

�Z
R2

kf .k1; � /k
3
2

L2kg.k1� `1; � /k
3
2

L2

j`1j
1
2

dk1d`1

�1
3

�

�Z
R2

kf .k1; � /k
3
2

L2kh.`1; � /k
3
2

L2

jk1� `1j
1
2

dk1d`1

�1
3

6 Ckf kL2kgkL2khkL2 ;

where in the last line we have used the 2D Hardy–Littlewood–Sobolev inequality. �

From the lemma, we deduce that

jhW; �Q2
ij6 C



.1Cj � j2/a
2 Lg




L1
k.1Cj � j

1
2 / ywkL1k�Qk

2

L2
t;x

;

which ends the proof of the proposition. �

6. Proof of the main theorem

Proof of Theorem 1. Let T > 0. Assume also that kQ0kS4=3 6 1. We solve the equation

�Q.t/D �
�
eit�Ww��Q

.t/.
f CQ0/Ww��Q
.t/�e�it�

�
� �
f

D �
�
eit�Q0e�it�

�
�L.�Q/CR.�Q/

by a fixed-point argument. Here LD L1CL2, where L1 was studied in Section 3 and

L2.�Q/D��
�
eit�.W

.1/
w��Q

.t/Q0CQ0W
.1/
w��Q

.t/�/e�it�
�
:
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As explained in Proposition 1 and in Corollary 1, under the assumption (9) (or (10) when f is strictly
decreasing), .1CL1/ is invertible with bounded inverse on L2

t;x . The operator 1CLD 1CL1CL2 is
invertible with bounded inverse when

kL2k<
1

k.1CL1/�1k
:

By Lemma 1, we have
kL2k6 CkwkL1kQ0kS4=3

and therefore the condition can be expressed as

kQ0kS4=3 <
1

CkwkL1k.1CL1/�1k
:

Then, we can write
�Q.t/D .1CL/�1

�
�
�
eit�Q0e�it�

�
CR.�Q/

�
:

For any ' 2L2
t;x.Œ0;T ��R2/, define

F.'/.t/D �
�
eit�Q0e�it�

�
CR.'/:

We apply the Banach fixed-point theorem to the map .1CL/�1F . To do so, we expand F as

F.'/.t/D �
�
eit�Q0e�it�

�
C

X
nCm>2

�
�
eit�Ww�'.t/Q0Ww�'.t/

�e�it�
�

C

X
nCmD2

�
�
eit�W

.n/
w�'.t/
f W

.m/
w�'.t/

�e�it�
�
C

X
nCm>3

�
�
eit�W

.n/
w�'.t/
f W

.m/
w�'.t/

�e�it�
�
:

By the Strichartz estimate (19), we have

��eit�Q0e�it�
�



L2
t;x
6 CkQ0kS4=3 :

By Lemma 1, we have



 X
nCm>2

�
�
eit�Ww�'.t/Q0Ww�'.t/

�e�it�
�





L2
t;x

6 CkQ0kS4=3

X
nCm>2

C nCmkw �'knCm

L2
t;x

.n!/
1
4 .m!/

1
4

:

By Proposition 4, we have



 X
nCmD2

�
�
eit�W

.n/
w�'.t/
f W

.m/
w�'.t/

�e�it�
�





L2
t;x

6 Ck.1Cj � j2/
a
2 LgkL1k.1Cj � j

1
2 / ywkL1k'k

2

L2
t;x

:

Finally, by Lemma 3 we have



 X
nCm>3

�
�
eit�W

.n/
w�'.t/
f W

.m/
w�'.t/

�e�it�
�





L2
t;x

6 Ck LgkL1

X
nCm>3

C nCmkw �'knCm

L2
t;x

.n!/
1
4 .m!/

1
4

:

We deduce that, for all ' 2L2
t;x.Œ0;T ��R2/, we have the estimate

k.1CL/�1F.'/kL2
t;x
6 Ck.1CL/�1

k
�
kQ0kS4=3 CA

�
k'kL2

t;x

��
;
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where we used the notation

A.z/D C
X

nCm>2

C nCm.kwkL1z/nCm

.n!/
1
4 .m!/

1
4

CC


.1Cj � j2/a

2 Lg




L1



.1Cj � j 12 / yw


L1

z2

CCk LgkL1

X
nCm>3

C nCm.kwkL1z/nCm

.n!/
1
4 .m!/

1
4

:

We have A.z/DO.z2/ as z! 0. As a consequence, there exist C0, z0 > 0, depending only on kwkL1 ,
k.1Cj � j2/a=2 LgkL1k.1Cj � j

1=2/ ywkL1 and k LgkL1 , such that

jA.z/j6 C0z2

for all jzj6 z0. Choosing

RDmin
�

z0;
1

2C0k.1CL/�1k

�
and

kQ0kS4;3 6min
�

1;
R

2Ck.1CL/�1k

�
leads to the estimate

k.1CL/�1F.'/kL2
t;x
6R

for all k'kL2
t;x
6R, independently of the maximal time T > 0. Similar estimates show that F is also a

contraction on this ball, up to diminishing R if necessary. The Banach fixed-point theorem shows that
there exists a solution for any time T > 0, with a uniform estimate with respect to T . Having built this
solution '0 2L2

t;x.RC �R2/, we define the operator 
 as


 .t/D eit�Ww�'0
.t/.
f CQ0/Ww�'0

.t/�e�it�:

We have '0 D �
 � �
f by definition.
From [Frank et al. 2014, Theorem 3], we know that Ww�'0

� 1 2 C 0
t .RC;S

4/ and that Ww�'0
� 1

admits a strong limit in S4 when t !1, which gives that 
 � 
f 2 C 0.RC;S
4/ and our scattering

result (11). Next, we remark that since w 2 W 1;1.R2/ � L2.R2/, we have w � '0 2 L2
t .L
1
x \L2

x/.
From [Lewin and Sabin 2014, Lemma 7] and the fact that g 2 L2.R2/ (due to (8)), we deduce that
.Ww�'0

.t/ � 1/
f 2 C 0.RC;S
2/. This now shows that 
 � 
f 2 C 0.RC;S

2/. Of course, we can
perform the same procedure for negative times and this finishes the proof of Theorem 1. �
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ON THE EIGENVALUES OF AHARONOV–BOHM OPERATORS
WITH VARYING POLES

VIRGINIE BONNAILLIE-NOËL, BENEDETTA NORIS, MANON NYS AND SUSANNA TERRACINI

We consider a magnetic operator of Aharonov–Bohm type with Dirichlet boundary conditions in a planar
domain. We analyze the behavior of its eigenvalues as the singular pole moves in the domain. For any
value of the circulation we prove that the k-th magnetic eigenvalue converges to the k-th eigenvalue of
the Laplacian as the pole approaches the boundary. We show that the magnetic eigenvalues depend in a
smooth way on the position of the pole, as long as they remain simple. In case of half-integer circulation,
we show that the rate of convergence depends on the number of nodal lines of the corresponding magnetic
eigenfunction. In addition, we provide several numerical simulations both on the circular sector and on
the square, which find a perfect theoretical justification within our main results, together with the ones by
the first author and Helffer in Exp. Math. 20:3 (2011), 304–322.

1. Introduction

Let �⊂ R2 be an open, simply connected, bounded set. For a = (a1, a2) varying in �, we consider the
magnetic Schrödinger operator

(i∇ + Aa)
2
=−1+ i∇ · Aa + 2i Aa · ∇ + |Aa|

2

acting on functions with zero boundary conditions on ∂�, where Aa is a magnetic potential of Aharonov–
Bohm type, singular at the point a. More specifically, the magnetic potential has the form

Aa(x)= α
(
−

x2− a2

(x1− a1)2+ (x2− a2)2
,

x1− a1

(x1− a1)2+ (x2− a2)2

)
+∇χ (1-1)

where x = (x1, x2) ∈�\ {a}, α ∈ (0, 1) is a fixed constant and χ ∈C∞(�). Since the regular part χ does
not play a significant role, throughout the paper we will suppose without loss of generality that χ ≡ 0.

The magnetic field associated to this potential is a 2πα-multiple of the Dirac delta at a, orthogonal to
the plane. A quantum particle moving in � \ {a} will be affected by the magnetic potential, although it
remains in a region where the magnetic field is zero (Aharonov–Bohm effect [1959]). We can think of
the particle as being affected by the nontrivial topology of the set � \ {a}.

We are interested in studying the behavior of the spectrum of the operator (i∇ + Aa)
2 as a moves in

the domain and when it approaches its boundary. By standard spectral theory, the spectrum of such an
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operator consists of a diverging sequence of real positive eigenvalues (see Section 2). We will denote
by λa

j , j ∈ N = {1, 2, . . .}, the eigenvalues counted with their multiplicity (see (2-3)) and by ϕa
j the

corresponding eigenfunctions, normalized in the L2(�)-norm. We shall focus our attention on the
extremal and critical points of the maps a 7→ λa

j .
One motivation for our study is that, in the case of half-integer circulation, critical positions of the

moving pole can be related to optimal partition problems. The link between spectral minimal partitions
and nodal domains of eigenfunctions has been investigated in full detail in [Helffer 2010; Helffer and
Hoffmann-Ostenhof 2010; 2013; Helffer et al. 2009; 2010a; 2010b]. By the results in [Helffer et al. 2009]
in two dimensions, the boundary of a minimal partition is the union of finitely many regular arcs, meeting
at some multiple intersection points dividing the angle in an equal fashion. If the multiplicity of the
clustering domains is even, then the partition is nodal, that is to say it is the nodal set of an eigenfunction.
On the other hand, the results in [Bonnaillie-Noël and Helffer 2011; Bonnaillie-Noël et al. 2009; 2010;
Helffer and Hoffmann-Ostenhof 2013; Noris and Terracini 2010] suggest that the minimal partitions
featuring a clustering point of odd multiplicity should be related to the nodal domains of eigenfunctions
of Aharonov–Bohm Hamiltonians which corresponds to a critical value of the eigenfunction with respect
to the moving pole.

Our first result states the continuity of the magnetic eigenvalues with respect to the position of the
singularity, up to the boundary.

Theorem 1.1. For every j ∈ N, the function a ∈� 7→ λa
j ∈ R admits a continuous extension on �. More

precisely, as a→ ∂�, we have that λa
j converges to λ j , the j-th eigenvalue of −1 in H 1

0 (�).

We remark that this holds for every α ∈ (0, 1), α being the circulation of the magnetic potential
introduced in (1-1). As an immediate consequence of this result, we have that this map, being constant
on ∂�, always admits an interior extremal point.

Corollary 1.2. For every j ∈ N, the function a ∈� 7→ λa
j ∈ R has an extremal point in �.

Heuristically, we can interpret the previous theorem thinking at a magnetic potential Ab, singular at
b ∈ ∂�. The domain � \ {b} coincides with �, so that it has a trivial topology. For this reason, the
magnetic potential is not experienced by a particle moving in � and the operator acting on the particle is
simply the Laplacian.

This result was first conjectured in the case j = 1 in [Noris and Terracini 2010], where it was applied to
show that the function a 7→ λa

1 has a global interior maximum, where it is not differentiable, corresponding
to an eigenfunction of multiplicity exactly two. Numerical simulations in [Bonnaillie-Noël and Helffer
2011] supported the conjecture for every j . During the completion of this work, we became aware that
the continuity of the eigenvalues with respect to multiple moving poles has been obtained independently
in [Léna 2014].

We remark that the continuous extension up to the boundary is a nontrivial issue because the nature of
the operator changes as a approaches ∂�. This fact can be seen in the more specific case when α = 1

2 ,
which is equivalent to the standard Laplacian on the double covering (see [Helffer et al. 1999; 2000;
Noris and Terracini 2010]). We go then from a problem on a fixed domain with a varying operator (which
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depends on the singularity a) to a problem with a fixed operator (the Laplacian) and a varying domain
(for the convergence of the eigenvalues of elliptic operators on varying domains, we refer to [Arendt
and Daners 2007; Daners 2003]). In this second case, the singularity is transferred from the operator
into the domain. Indeed, when a approaches the boundary, the double covering develops a corner at the
origin. In particular, Theorem 7.1 in [Helffer et al. 2010a] cannot be applied in our case since there is no
convergence in capacity of the domains.

In the light of the previous corollary it is natural to study additional properties of the extremal points.
Our aim is to establish a relation between the nodal properties of ϕb

j and the vanishing order of |λa
j − λ

b
j |

as a→ b. First of all we will need some additional regularity, which is guaranteed by the following
theorem in the case of simple eigenvalues and regular domain.

Theorem 1.3. Let b ∈ �. If λb
j is simple then, for every j ∈ N, the map a ∈ � 7→ λa

j is locally of class
C∞ in a neighborhood of b.

In order to examine the link with the nodal set of eigenfunctions, we shall focus on the case α = 1
2 . In

this case, it was proved in [Helffer et al. 1999; 2000; Noris and Terracini 2010] (see also Proposition 2.4
below) that the eigenfunctions have an odd number of nodal lines ending at the pole a and an even number
of nodal lines meeting at zeros different from a. We say that an eigenfunction has a zero of order k/2 at a
point if it has k nodal lines meeting at such point. More precisely, we give the following definition.

Definition 1.4 (zero of order k/2). Let f :�→ C, b ∈� and k ∈ N.

(i) If k is even, we say that f has a zero of order k/2 at b if it is of class at least Ck/2 in a neighborhood
of b and f (b)= · · · = Dk/2−1 f (b)= 0, while Dk/2 f (b) 6= 0.

(ii) If k is odd, we say that f has a zero of order k/2 at b if f (x2) has a zero of order k at b (here x2 is
the complex square).

Theorem 1.5 [Noris and Terracini 2010, Theorem 1.1]. Suppose that α = 1
2 . Fix any j ∈ N. If ϕb

j has a
zero of order 1

2 at b ∈� then either λb
j is not simple, or b is not an extremal point of the map a 7→ λa

j .

Remark 1.6. By joining this result with Corollary 1.2, we find that there is at least one extremal interior
point (for the j-th eigenvalue) enjoying an alternative between degeneracy of the corresponding eigenvalue
and the presence of a triple (or multiple) point nodal configuration for the corresponding eigenfunction.

Under the assumption that λb
j is simple, we prove here that the converse of Theorem 1.5 also holds. In

addition, we show that the number of nodal lines of ϕb
j at b determines the order of vanishing of |λb

j −λ
a
j |

as a→ b.

Theorem 1.7. Suppose that α = 1
2 . Fix any j ∈N. If λb

j is simple and ϕb
j has a zero of order k/2 at b ∈�,

with k ≥ 3 odd, then

|λa
j − λ

b
j | ≤ C |a− b|(k+1)/2 as a→ b, (1-2)

for a constant C > 0 independent of a.
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Figure 1. a 7→ λa
3 , a ∈

{( m
1000 ,

n
1000

)
, 600≤ m ≤ 680, 0≤ n ≤ 30

}
.

In conclusion, in the case of half-integer circulation we have Figure 1, which completes Corollary 1.2.

Corollary 1.8. Suppose that α = 1
2 . Fix any j ∈ N. If b ∈� is an extremal point of a 7→ λa

j then either
λb

j is not simple, or ϕb
j has a zero of order k/2 at b, k ≥ 3 odd. In this second case, the first (k − 1)/2

terms of the Taylor expansion of λa
j at b cancel.

Remark 1.9. When the order of the zero of the eigenfunction is at least 3
2 , the corresponding nodal set

determines a regular partition of the domain, in the sense of [Helffer et al. 2009], where such a notion has
been introduced and linked with the properties of boundaries of spectral minimal partitions. It is interesting
to connect the variational properties of the partition with the characterization of the pole a as a critical point
of the map a 7→ λa

j . To this aim we performed a number of numerical computations. Rather surprisingly,
the configurations of the triple (or multiple) point almost never appear at the maximum or minimum
values of the eigenvalues, which are almost always nondifferentiability points, thus corresponding to
degenerate eigenvalues. In the case of the angular sector, we observe in particular that any triple point
configuration corresponds to a degenerate saddle point as illustrated in Figure 1 (see also Figures 7, top,
and 4).

In [Noris et al. ≥ 2014] we intend to extend Theorem 1.7 to the case b ∈ ∂�. In this case we
know from Theorem 1.1 that λa

j converges to λ j as a → b ∈ ∂� and we aim to estimate the rate of
convergence depending on the number of nodal lines of ϕ j at b, motivated by the numerical simulations
in [Bonnaillie-Noël and Helffer 2011].

We would like to mention that the relation between the presence of a magnetic field and the number of
nodal lines of the eigenfunctions, as well as the consequences on the behavior of the eigenvalues, have
been recently studied in different contexts, giving rise to surprising conclusions. In [Berkolaiko 2013;
Colin de Verdière 2013] the authors consider a magnetic Schrödinger operator on graphs and study the
behavior of its eigenvalues as the circulation of the magnetic field varies. In particular, they consider an
arbitrary number of singular poles, having circulation close to 0. They prove that the simple eigenvalues
of the Laplacian (zero circulation) are critical values of the function α 7→ λ j (α), which associates to the
circulation α the corresponding eigenvalue. In addition, they show that the number of nodal lines of the
Laplacian eigenfunctions depends on the Morse index of λ j (0).
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The paper is organized as follows. In Section 2, we define the functional space D1,2
Aa
(�), which is

the more suitable space to consider our problem. We also recall a Hardy-type inequality and a theorem
about the regularity of the eigenfunctions ϕa

j . Finally, in the case of a half-integer circulation, we recall
the equivalence between the problem we consider and the standard Laplacian equation on the double
covering. The first part of Theorem 1.1, concerning the interior continuity of the eigenvalues λa

j is proved
in Section 3 and the second part concerning the extension to the boundary is studied in Section 4. In
Section 5, we prove Theorem 1.3. Section 6 contains the proof of Theorem 1.7. Finally, Section 7
illustrates these results in the case of the angular sector of aperture π/4 and the square.

2. Preliminaries

We will work in the functional space D1,2
Aa
(�), which is defined as the completion of C∞0 (�\{a}) with

respect to the norm

‖u‖D1,2
Aa (�)
:= ‖(i∇ + Aa)u‖L2(�).

As proved in [Noris and Terracini 2010, Lemma 2.1], for example, we have an equivalent characterization

D1,2
Aa
(�)=

{
u ∈ H 1

0 (�),
u
|x−a|

∈ L2(�)
}
,

and moreover we have that D1,2
Aa
(�) is continuously embedded in H 1

0 (�): there exists a constant C > 0
such that for every u ∈ D1,2

Aa
(�) we have

‖u‖H1
0 (�)
≤ C‖u‖D1,2

Aa (�)
. (2-1)

This is proved by making use of a Hardy-type inequality by Laptev and Weidl [1999]. Such an inequality
also holds for functions with nonzero boundary trace, as shown in [Melgaard et al. 2004, Lemma 7.4] (see
also [Melgaard et al. 2005]). More precisely, given D ⊂� simply connected and with smooth boundary,
there exists a constant C > 0 such that for every u ∈ D1,2

Aa
(�)∥∥∥∥ u

|x−a|

∥∥∥∥
L2(D)

≤ C‖(i∇ + Aa)u‖L2(D). (2-2)

As a reference on Aharonov–Bohm operators we cite [Rozenblum and Melgaard 2005]. As a consequence
of the continuous embedding, we have the following.

Lemma 2.1. Let Im be the compact immersion of D1,2
Aa
(�) into (D1,2

Aa
(�))′. Then, the operator

((i∇ + Aa)
2)−1
◦ Im : D1,2

Aa
(�)→ D1,2

Aa
(�)

is compact.

As ((i∇+ Aa)
2)−1 is also self-adjoint and positive, we deduce that the spectrum of (i∇+ Aa)

2 consists
of a diverging sequence of real positive eigenvalues, having finite multiplicity. They also admit the
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variational characterization

λa
j = inf

W j⊂D1,2
Aa (�)

dim W j= j

sup
8∈W j

‖8‖2
D1,2

Aa (�)

‖8‖2L2(�)

. (2-3)

Recall that Aa has the form (1-1) if and only if it satisfies

∇ × Aa = 0 in � \ {a} and 1
2π

∮
σ

Aa · dx = α (2-4)

for every closed path σ which winds once around a. The value of the circulation strongly affects the
behavior of the eigenfunctions, starting from their regularity, as the following lemma shows.

Lemma 2.2 [Felli et al. 2011, Section 7]. If Aa has the form (1-1) then ϕa
j ∈C0,α(�), where α is precisely

the circulation of Aa .

If the circulations of two magnetic potentials differ by an integer, the corresponding operators are
equivalent under a gauge transformation, so that they have the same spectrum (see [Helffer et al. 1999,
Theorem 1.1] and [Noris and Terracini 2010, Lemma 3.2]). For this reason, we can set χ = 0 in (2-4) and
we can consider α in the interval (0, 1) without losing generality. In the same papers it is shown that,
when the circulations differ by a value 1

2 , one operator is equivalent to the other one composed with the
complex square root. In particular, in case of half-integer circulation the operator is equivalent to the
standard Laplacian in the double covering.

Lemma 2.3 [Helffer et al. 1999, Lemma 3.3]. Suppose that Aa has the form (2-4) with α= 1
2 (and χ = 0).

Then, with θ being the angle of the polar coordinates, the function

e−iθ(y)ϕa
j (y

2
+ a) defined in {y ∈ C : y2

+ a ∈�}

is real-valued and solves the following equation on its domain:

−1(e−iθ(y)ϕa
j (y

2
+ a))= 4λa

j |y|
2e−iθ(y)ϕa

j (y
2
+ a).

As a consequence, we have that, in the case of half-integer circulation, ϕa
j behaves, up to a complex

phase, as an elliptic eigenfunction far from the singular point a. The behavior near a is, up to a complex
phase, that of the square root of an elliptic eigenfunction. We summarize the known properties that we
will need in the following proposition. The proofs can be found in [Felli et al. 2011, Theorem 1.3],
[Helffer et al. 1999, Theorem 2.1] and [Noris and Terracini 2010, Theorem 1.5] (see also [Hartman and
Wintner 1953]).

Proposition 2.4. Let α = 1
2 . There exists an odd integer k ≥ 1 such that ϕa

j has a zero of order k/2 at a.
Moreover, we have near a the asymptotic expansion

ϕa
j (|x − a|, θa)= eiαθa

|x − a|k/2

k

(
ck cos(kαθa)+ dk sin(kαθa)

)
+ g(|x − a|, θa),
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where x − a = |x − a|eiθa , c2
k + d2

k 6= 0 and the remainder g satisfies

lim
r→0

‖g(r, · )‖C1(∂Dr (a))

r k/2 = 0,

where Dr (a) is the disk centered at a of radius r . In addition, there is a positive radius R such that
(ϕa

j )
−1({0})∩ DR(a) consists of k arcs of class C∞. If k ≥ 3 then the tangent lines to the arcs at the point

a divide the disk into k equal sectors.

3. Continuity of the eigenvalues with respect to the pole in the interior of the domain

In this section we prove the first part of Theorem 1.1, that is the continuity of the function a 7→ λa
j when

the pole a belongs to the interior of the domain.

Lemma 3.1. Given a, b ∈ � there exists a radial cut-off function ηa : R
2
→ R such that ηa(x) = 0 for

|x − a|< 2|b− a|, ηa(x)= 1 for |x − a| ≥
√

2|b− a|, and moreover∫
R2

(
|∇ηa|

2
+ (1− η2

a)
)

dx→ 0 as a→ b.

Proof. Given any 0< ε < 1 we set

η(x)=


0, 0≤ |x | ≤ ε,

log ε− log |x |
log ε− log

√
ε
, ε ≤ |x | ≤

√
ε,

1, x ≥
√
ε.

(3-1)

With ε = 2|b−a| and ηa(x)= η(x −a), an explicit calculation shows that the properties are satisfied. �

Lemma 3.2. Given a, b ∈� there exist θa and θb such that θa − θb ∈ C∞(� \ {ta+ (1− t)b, t ∈ [0, 1]})
and moreover in this set we have

α∇(θa − θb)= Aa − Ab.

Proof. Let a = (a1, a2) and b = (b1, b2). Suppose that a1 < b1; the other cases can be treated in a similar
way. We shall provide a suitable branch of the polar angle centered at a, which is discontinuous on the
half-line starting at a and passing through b. To this aim we consider the branch of the arctangent given by

arctan : R→
(
−
π
2 ,

π
2

)
.

We set

θa =



arctan
x2− a2

x1− a1
, x1 > a1, x2 ≥

b2− a2

b1− a1
x1+

a2b1− b2a1

b1− a1
,

π/2, x1 = a1, x2 > a2,

π + arctan
x2− a2

x1− a1
, x1 < a1,

3π/2, x1 = a1, x2 < a2,

2π + arctan
x2− a2

x1− a1
, x1 > a1, x2 <

b2− a2

b1− a1
x1+

a2b1− b2a1

b1− a1
.
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With this definition θa is regular except on the half-line

x2 =
b2− a2

b1− a1
x1+

a2b1− b2a1

b1− a1
, x1 > a1,

and an explicit calculation shows that α∇θa = Aa in the set where it is regular. The definition of θb is
analogous: we keep the same half-line, whereas we replace (a1, a2) with (b1, b2) in the definition of the
function. One can verify that θa − θb is regular except for the segment from a to b. �

Recall that in the following ϕa
j is an eigenfunction associated to λa

j , normalized in the L2-norm.
Moreover, we can assume that the eigenfunctions are orthogonal.

Lemma 3.3. Given a, b ∈�, let ηa be defined as in Lemma 3.1 and let θa, θb be defined as in Lemma 3.2.
Fix an integer k ≥ 1 and set, for j = 1, . . . , k,

ϕ̃ j = eiα(θa−θb)ηaϕ
b
j .

Then ϕ̃ j ∈ D1,2
Aa
(�) and moreover, for every (α1, . . . , αk) ∈ Rk ,

(1− εa)

∥∥∥∥ k∑
j=1

α jϕ
b
j

∥∥∥∥2

L2(�)

≤

∥∥∥∥ k∑
j=1

α j ϕ̃ j

∥∥∥∥2

L2(�)

≤ k
∥∥∥∥ k∑

j=1

α jϕ
b
j

∥∥∥∥2

L2(�)

,

where εa→ 0 as a→ b.

Proof. Let us prove first that ϕ̃ j ∈D1,2
Aa
(�). By Lemmas 3.1 and 3.2 we have that θa−θb ∈C∞(supp{ηa}),

so that ϕ̃ j ∈ H 1
0 (�). Moreover ϕ̃ j (x)= 0 if |x − a|< 2|b− a|, hence ϕ̃ j/|x − a| ∈ L2(�). Concerning

the inequalities, we compute on one hand∥∥∥∥ k∑
j=1

α j ϕ̃ j

∥∥∥∥2

L2(�)

≤ k
k∑

j=1

α2
j

∥∥ηaϕ
b
j

∥∥2
L2(�)
≤ k

k∑
j=1

α2
j = k

∥∥∥∥ k∑
j=1

α jϕ
b
j

∥∥∥∥2

L2(�)

,

where we used the inequality
∑k

i, j=1 αiα j ≤ k
∑k

j=1 α
2
j and the fact that the eigenfunctions are orthogonal

and normalized in the L2(�)-norm. On the other hand we compute∥∥∥∥ k∑
j=1

α jϕ
b
j

∥∥∥∥2

L2(�)

−

∥∥∥∥ k∑
j=1

α j ϕ̃ j

∥∥∥∥2

L2(�)

=

k∑
i, j=1

αiα j

∫
�

(1− η2
a)ϕ

b
i ϕ̄

b
j dx .

Thanks to the regularity result proved by Felli, Ferrero and Terracini (see Lemma 2.2), we have that ϕb
i

are bounded in L∞(�). Therefore the last quantity is bounded by

Ck
k∑

j=1

α2
j

∫
�

(1− η2
a) dx = Ck

∥∥∥∥ k∑
j=1

α jϕ
b
j

∥∥∥∥2

L2(�)

∫
�

(1− η2
a) dx

and the conclusion follows from Lemma 3.1. �

We have all the tools to prove the first part of Theorem 1.1. We will use some ideas from [Helffer et al.
2010a, Theorem 7.1].
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Theorem 3.4. For every k ∈ N the function a ∈� 7→ λa
k ∈ R is continuous.

Proof. Step 1: First we prove that
lim sup

a→b
λa

k ≤ λ
b
k .

To this aim it will be sufficient to exhibit a k-dimensional space Ek ⊂ D1,2
Aa
(�) with the property that

‖8‖2
D1,2

Aa (�)
≤ (λb

k + ε
′

a)‖8‖
2
L2(�)

for every 8 ∈ Ek, (3-2)

with ε′a → 0 as a→ b. Let span{ϕb
1 , . . . , ϕ

b
k } be any spectral space attached to λb

1, . . . , λ
b
k . Then we

define
Ek := span{ϕ̃1, . . . , ϕ̃k} with ϕ̃ j = eiα(θa−θb)ηaϕ

b
j .

We know from Lemma 3.3 that Ek ⊂ D1,2
Aa
(�). Moreover, it is immediate to see that dimEk = k. Let us

now verify (3-2) with 8=
∑k

j=1 α j ϕ̃ j , α j ∈ R. We compute

‖8‖2
D1,2

Aa (�)
=

∫
�

∣∣∣∣ k∑
j=1

α j (i∇ + Ab)(ηaϕ
b
j )

∣∣∣∣2 dx =
∫
�

k∑
i, j=1

αiα j (i∇ + Ab)
2(ηaϕ

b
i )(ηaϕ̄

b
j ) dx, (3-3)

where we have used the equality

(i∇ + Aa)ϕ̃ j = eiα(θa−θb)(i∇ + Ab)(ηaϕ
b
j )

and integration by parts. Next notice that

(i∇ + Ab)(ηaϕ
b
i )= ηa(i∇ + Ab)ϕ

b
i + iϕb

i ∇ηa,

so that
(i∇ + Ab)

2(ηaϕ
b
i )= ηa(i∇ + Ab)

2ϕb
i + 2i(i∇ + Ab)ϕ

b
i · ∇ηa −ϕ

b
i 1ηa.

By replacing in (3-3), we obtain

‖8‖2
D1,2

Aa (�)
=

∫
�

k∑
i, j=1

αiα j
(
λb

i ϕ
b
i ηa + 2i(i∇ + Ab)ϕ

b
i · ∇ηa −ϕ

b
i 1ηa

)
ϕ̄b

jηa dx

≤ λb
k

∥∥∥∥ k∑
j=1

α jϕ
b
j

∥∥∥∥2

L2(�)

+βa, (3-4)

where

βa =

∫
�

k∑
i, j=1

αiα j
{
λb

i (η
2
a − 1)ϕb

i ϕ̄
b
j + 2i ϕ̄b

jηa(i∇ + Ab)ϕ
b
i · ∇ηa −ϕ

b
i ϕ̄

b
jηa1ηa

}
dx . (3-5)

We need to estimate βa . From Lemma 2.2 we deduce the existence of a constant C > 0 such that
‖ϕb

j ‖L∞(�) ≤ C for every j = 1, . . . , k. Hence∣∣∣∣∫
�

k∑
i, j=1

αiα jλ
b
i (η

2
a − 1)ϕb

i ϕ̄
b
j dx

∣∣∣∣≤ C
k∑

j=1

α2
j

∫
�

(1− η2
a) dx .
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Using the fact that ‖ϕb
j ‖

2
H1

0 (�)
≤ C‖ϕb

j ‖
2
D1,2

Ab
(�)
= Cλb

j (see (2-1)), we have

∣∣∣∣∫
�

k∑
i, j=1

αiα j ϕ̄
b
jηa∇ϕ

b
i · ∇ηa dx

∣∣∣∣≤ C
k∑

j=1

α2
j

(∫
�

|∇ηa|
2 dx

)1/2

.

Next we apply the Hardy inequality (2-2) to obtain∣∣∣∣∫
�

k∑
i, j=1

αiα jϕ
b
i ϕ̄

b
jηa Ab · ∇ηa dx

∣∣∣∣≤ C
k∑

j=1

α2
j

∫
�

|ϕb
j Ab · ∇ηa| dx

≤ C
k∑

j=1

α2
j

∥∥∥∥ ϕb
j

x − b

∥∥∥∥
L2(�)

‖(x − b)Ab‖L∞(�)‖∇ηa‖L2(�)

≤ C
k∑

j=1

α2
j‖∇ηa‖L2(�).

Concerning the last term in (3-5), similar estimates give∣∣∣∣∫
�

k∑
i, j=1

αiα jϕ
b
i ϕ̄

b
jηa1ηa dx

∣∣∣∣= ∣∣∣∣∫
�

k∑
i, j=1

αiα j
(
|∇ηa|

2ϕb
i ϕ̄

b
j + ηa∇ηa · ∇(ϕ

b
i ϕ̄

b
j )
)

dx
∣∣∣∣

≤ C
k∑

j=1

α2
j

(∫
�

|∇ηa|
2 dx

)1/2

.

In conclusion, we have obtained

|βa| ≤ C
∥∥∥∥ k∑

j=1

α jϕ
b
j

∥∥∥∥2

L2(�)

{∫
�

(1− η2
a) dx +

(∫
�

|∇ηa|
2 dx

)1/2}
=

∥∥∥∥ k∑
j=1

α jϕ
b
j

∥∥∥∥2

L2(�)

ε′′a ,

with ε′′a→ 0 as a→ b by Lemma 3.1. By inserting the last estimate into (3-4) and then using Lemma 3.3
we obtain (3-2) with ε′a = (ε

′′
a + λ

b
kεa)/(1− εa).

Step 2: We now want to prove the second inequality, lim inf
a→b

λa
k ≥ λ

b
k . From relation (2-1) and Step 1 we

deduce
‖ϕa

j ‖
2
H1

0 (�)
≤ C‖ϕa

j ‖
2
D1,2

Aa (�)
≤ Cλb

j .

Hence there exists ϕ?j ∈ H 1
0 (�) such that (up to subsequences) ϕa

j ⇀ϕ?j weakly in H 1
0 (�) and ϕa

j → ϕ?j
strongly in L2(�), as a→ b. In particular we have∫

�

|ϕ?j |
2 dx = 1 and q

∫
�

ϕ?i ϕ
?
j dx = 0 if i 6= j. (3-6)

Moreover, Fatou’s lemma, relation (2-2) and Step 1 provide∥∥ϕ?j/|x − b|
∥∥

L2(�)
≤ lim inf

a→b

∥∥ϕa
j /|x − a|

∥∥
L2(�)
≤ C lim inf

a→b
‖ϕa

j ‖D1,2
Aa (�)
= C lim inf

a→b

√
λa

j ≤ C
√
λb

j ,
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so we deduce that ϕ?j ∈ D1,2
Ab
(�).

Given a test function φ ∈ C∞0 (�\{b}), consider a sufficiently close to b so that a 6∈ supp{φ}. We have∫
�

λa
jϕ

a
j φ̄ dx =

∫
�

ϕa
j (i∇ + Aa)2φ dx

=

∫
�

{
−1ϕa

j φ̄+ϕ
a
j [i∇ · Aaφ+ 2i Aa · ∇φ+ |Aa|

2φ]
}

dx

=

∫
�

{
(i∇ + Ab)

2ϕa
j φ̄− i∇ · (Aa + Ab)ϕ

a
j φ̄− 2i(Aa · ∇φ̄ϕ

a
j + Ab · ∇ϕ

a
j φ̄)

+ (|Aa|
2
− |Ab|

2)ϕa
j φ̄
}

dx

=

∫
�

{
(i∇+Ab)

2ϕa
j φ̄−i∇·(Aa−Ab)ϕ

a
j φ̄−2iϕa

j (Aa−Ab)·∇φ̄+(|Aa|
2
−|Ab|

2)ϕa
j φ̄
}

dx,

where in the last step we used the identity

−2i
∫
�

Ab · ∇ϕ
a
j φ̄ dx = 2i

∫
�

(∇ · Abϕ
a
j φ̄+ Abϕ

a
j∇φ̄) dx .

Since a, b 6∈ supp{φ} then Aa→ Ab in C∞(supp{φ}). Hence for a suitable subsequence we can pass to
the limit in the previous expression obtaining∫

�

(i∇ + Ab)
2ϕ?j φ̄ dx =

∫
�

λ?jϕ
?
j φ̄ dx for every φ ∈ C∞0 (�\{b}),

where λ∞j := lim infa→b λ
a
j . By density, the same is valid for φ ∈ D1,2

Ab
(�). As a consequence of the last

equation and of (3-6), the functions ϕ?j are orthogonal in D1,2
Ab
(�) and hence

λb
k = inf

Wk⊂D1,2
Ab
(�)

dim Wk=k

sup
8∈Wk

∫
�
|(i∇ + Ab)8|

2 dx∫
�
|8|2 dx

≤ sup
(α1,...,αk) 6=0

∫
�

∣∣(i∇ + Ab)
(∑k

j=1 α jϕ
?
j

)∣∣2 dx∫
�

∣∣∑k
j=1 α jϕ

?
j

∣∣2 dx

= sup
(α1,...,αk) 6=0

∑k
j=1 α

2
jλ
∞

j∑k
j=1 α

2
j

≤ λ∞k = lim inf
a→b

λa
k .

This concludes Step 2 and the proof of the theorem. �

4. Continuity of the eigenvalues with respect to the pole up to the boundary of the domain

In this section we prove the second part of Theorem 1.1, that is the continuous extension up to the
boundary of the domain. We will denote by ϕ j an eigenfunction associated to λ j , the j-th eigenvalue
of the Laplacian in H 1

0 (�). As usual, we suppose that the eigenfunctions are normalized in L2 and
orthogonal. The following two lemmas can be proved exactly as the corresponding ones in Section 3.

Lemma 4.1. Given a∈� and b∈∂� there exist θa and θb such that θa ∈C∞(�\{ta+(1−t)b, t ∈[0, 1]}),
θb ∈ C∞(�), and moreover in the respective sets of regularity the following holds:

α∇θa = Aa, α∇θb = Ab.
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Lemma 4.2. Given a ∈ � and b ∈ ∂�, let ηa be as defined in Lemma 3.1 and let θa be as defined in
Lemma 3.2. Set, for j = 1, . . . , k,

ϕ̃ j = eiαθaηaϕ j .

Then, for every (α1, . . . , αk) ∈ Rk ,

(1− εa)

∥∥∥∥ k∑
j=1

α jϕ j

∥∥∥∥2

L2(�)

≤

∥∥∥∥ k∑
j=1

α j ϕ̃ j

∥∥∥∥2

L2(�)

≤ k
∥∥∥∥ k∑

j=1

α jϕ j

∥∥∥∥2

L2(�)

,

where εa→ 0 as a→ b.

Theorem 4.3. Suppose that a ∈� converges to b ∈ ∂�. Then for every k ∈ N we have that λa
k converges

to λk .

Proof. Following the scheme of the proof of Theorem 3.4 we proceed in two steps.

Step 1: First we show that
lim sup

a→b
λa

k ≤ λk . (4-1)

Since the proof is very similar to the one of Step 1 in Theorem 3.4 we will only point out the main
differences. We define

Ek :=

{
8=

k∑
j=1

α j ϕ̃ j , α j ∈ R

}
with ϕ̃ j = eiαθaηaϕ j .

We can verify the equality
(i∇ + Aa)(eiαθaηaϕ j )= ieiαθa∇(ηaϕ j ),

so that we have

‖8‖2
D1,2

Aa (�)
=

∫
�

∣∣∣∣ k∑
j=1

α j∇(ηaϕ j )

∣∣∣∣2 dx ≤ λk

∥∥∥∥ k∑
j=1

α jϕ j

∥∥∥∥2

L2(�)

+βa,

with

βa =

k∑
i, j=1

αiα j

∫
�

(
|∇ηa|

2ϕiϕ j + 2ηa∇ηa · ∇ϕ jϕi + (η
2
a − 1)∇ϕi · ∇ϕ j

)
dx .

Proceeding similarly to the proof of Theorem 3.4 we can estimate

|βa| ≤ ε
′′

a

∥∥∥∥ k∑
j=1

α jϕ j

∥∥∥∥2

L2(�)

,

with ε′′a → 0 as a→ b. In conclusion, using Lemma 4.2, we have obtained

‖8‖2
D1,2

Aa (�)
≤

(
λk +

ε′′a + λkεa

1− εa

)
‖8‖2L2(�)

for every 8 ∈ Ek,

with εa, ε
′′
a → 0 as a→ b. Therefore (4-1) is proved.
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Step 2: We will now prove the second inequality

lim inf
a→b

λa
k ≥ λk .

Given a test function φ ∈ C∞0 (�), for a sufficiently close to b we have that

{ta+ (1− t)b, t ∈ [0, 1]} ⊂� \ supp{φ}.

Then φ ∈ D1,2
Aa
(�) and Lemma 4.1 implies that eiαθaφ ∈ C∞0 (�). For this reason we can compute:∫

�

∇(e−iαθbϕa
j ) · ∇φ̄ dx =

∫
�

e−iαθbϕa
j (−1(e−iαθaφeiαθa )) dx . (4-2)

Since

−1(e−iαθaφeiαθa )= (i∇ + Aa)
2φ− 2i Aa · ∇φ− i∇ · Aaφ− |Aa|

2φ,

the right-hand side in (4-2) can be rewritten as∫
�

(
(i∇ + Aa)

2(e−iαθbϕa
j )φ̄+ e−iαθbϕa

j (2i Aa · ∇φ̄+ i∇ · Aaφ̄− |Aa|
2φ̄)

)
dx .

At this point notice that

(i∇ + Aa)
2(e−iαθbϕa

j )= e−iαθb
(
(i∇ + Aa)

2ϕa
j + i∇ · Abϕ

a
j + 2i Ab · ∇ϕ

a
j + |Ab|

2ϕa
j + 2Aa · Abϕ

a
j
)
.

By inserting this information in (4-2) we obtain∫
�

∇(e−iαθbϕa
j ) · ∇φ̄ dx = λa

j

∫
�

e−iαθbϕa
j φ̄ dx +βa, (4-3)

with

βa =

∫
�

e−iαθb φ̄
(
i∇ · Abϕ

a
j + 2i Ab · ∇ϕ

a
j + |Ab|

2ϕa
j + 2Aa · Abϕ

a
j
)

dx

+

∫
�

e−iαθbϕa
j
(
2i Aa · ∇φ̄+ i∇ · Aaφ̄− |Aa|

2φ̄
)

dx .

Integration by parts leads to

βa =

∫
�

e−iαθbϕa
j
(
−φ̄|Aa − Ab|

2
+ 2i∇φ̄ · (Aa − Ab)+ i φ̄∇ · (Aa − Ab)

)
dx,

so that |βa| → 0 as a→ b, since Aa→ Ab in C∞(supp{φ}). Therefore we can pass to the limit in (4-3)
to obtain ∫

�

∇ϕ?j · ∇φ̄ dx = λ∞j

∫
�

ϕ?j φ̄ dx for every φ ∈ C∞0 (�),

where ϕ?j is the weak limit of a suitable subsequence of e−iαθbϕa
j (given by Step 1) and λ∞j := lim infa→b λ

a
j .

The conclusion of the proof is as in Theorem 3.4. �
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Remark 4.4. As a consequence of Theorem 4.3 we obtain that e−iαθaϕa
j → ϕ j in H 1

0 (�) as a→ b ∈ ∂�.
Indeed, an inspection of the previous proof provides the weak convergence e−iαθaϕa

j ⇀ϕ j in H 1
0 (�) and

the convergence of the norms

‖e−iαθaϕa
j ‖

2
H1

0 (�)
= ‖ϕa

j ‖
2
D1,2

Aa (�)
= λa

j → λ j = ‖ϕ j‖
2
H1

0 (�)
,

as a→ b ∈ ∂�, for every j ∈ N.

5. Differentiability of the simple eigenvalues with respect to the pole

In this section we prove Theorem 1.3. We omit the subscript in the notation of the eigenvalues and
eigenfunctions; with this notation, λa is any eigenvalue of (i∇+Aa)

2 and ϕa is an associated eigenfunction.

Proof of Theorem 1.3. Let b ∈ � be such that λb is simple, as in the assumptions of the theorem. For
R such that B2R(b) ⊂ �, let ξ be a cut-off function satisfying ξ ∈ C∞(�), 0 ≤ ξ ≤ 1, ξ(x) = 1 for
x ∈ BR(b) and ξ(x)= 0 for x ∈� \ B2R(b). For every a ∈ BR(b) we define the transformation

8a :�→�, 8a(x)= ξ(x)(x − b+ a)+ (1− ξ(x))x .

Then ϕa
◦8a ∈ D1,2

Ab
(�) and satisfies, for every a ∈ BR(b),

(i∇ + Ab)
2(ϕa
◦8a)+L(ϕa

◦8a)= λ
aϕa
◦8a (5-1)

and ∫
�

|ϕa
◦8a|

2
| det(8′a)| dx = 1, (5-2)

where L is a second-order operator of the form

Lv =−

2∑
i, j=1

ai j (x) ∂2v

∂xi∂x j
+

2∑
i=1

bi (x) ∂v
∂xi
+ c(x)v,

with ai j , bi , c ∈ C∞(�,C) vanishing in BR(b) and outside of B2R(b). Notice that

8′a(x)= I +∇ξ(x)⊗ (a− b)

is a small perturbation of the identity whenever |b− a| is sufficiently small, so that the operator in the
left-hand side of (5-1) is elliptic (see for example [Brezis 2011, Lemma 9.8]).

To prove the differentiability, we will use the implicit function theorem in Banach spaces. To this aim,
we define the operator

F : BR(b)×D1,2
Ab
(�)×R→ (D1,2

Ab
(�))′×R,

(a, v, λ) 7→
(
(i∇ + Ab)

2v+Lv− λv,

∫
�

|v|2| det(8′a)| dx − 1
)
.

(5-3)

Notice that F is of class C∞ by the ellipticity of the operator, provided that R is sufficiently small, and that
F(a, ϕa

◦8a, λ
a)=0 for every a∈ BR(b), as we saw in (5-1), (5-2). In particular we have F(b, ϕb, λb)=0,

since 8b is the identity. We now have to verify that d(v,λ)F(b, ϕb, λb), the differential of F with respect
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to the variables (v, λ) evaluated at the point (b, ϕb, λb), belongs to Inv(D1,2
Ab
(�)×R, (D1,2

Ab
(�))′×R).

The differential is given by

d(v,λ)F(b, ϕb, λb)=

(
(i∇ + Ab)

2
− λbIm −ϕb

2
∫
�
ϕ̄b dx 0

)
,

where Im is the compact immersion of D1,2
Ab
(�) in (D1,2

Ab
(�))′, which was introduced in Lemma 2.1.

Let us first prove that it is injective. To this aim we have to show that, if (w, s) ∈ D1,2
Ab
(�)×R is such

that

(i∇ + Ab)
2w− λbw = sϕb, (5-4)

2
∫
�

ϕ̄bw dx = 0, (5-5)

then (w, s)= (0, 0). Relations (5-5) and (5-2) (with a = b and 8b the identity) imply that

w 6= kϕb for all k 6= 0. (5-6)

By testing (5-4) by ϕb we obtain

s =
∫
�

(
(i∇ + Ab)w · (i∇ + Ab)ϕb− λbwϕb

)
dx .

On the other hand, testing by w the equation satisfied by ϕb, we see that s = 0, so that (5-4) becomes

(i∇ + Ab)
2w = λbw.

The assumption that λb is simple, together with (5-6), implies w = 0. This concludes the proof of the
injectivity.

For the surjectivity, we have to show that for all ( f, r)∈ (D1,2
Ab
(�))′×R there exists (w, s)∈D1,2

Ab
(�)×R

which verifies the following equalities

(i∇ + Ab)
2w− λbw = f + sϕb, (5-7)

2
∫
�

ϕ̄bw dx = r. (5-8)

We recall that the operator (i∇ + Ab)
2
− λb Im : D1,2

Ab
(�)→ (D1,2

Ab
(�))′ is Fredholm of index 0. This

is a standard fact, which can be proved for example by noticing that this operator is isomorphic to
Id− λb((i∇ + Ab)

2)−1(Im) through the Riesz isomorphism and because the operator (i∇ + Ab)
2 is

invertible. This is Fredholm of index 0 because it has the form identity minus compact, the compactness
coming from Lemma 2.1. Therefore we have (through Riesz isomorphism)

Range((i∇ + Ab)
2
− λb Im)= (Ker((i∇ + Ab)

2
− λb Im))⊥ = (span{ϕb

})⊥, (5-9)

where we used the assumption that λb is simple in the last equality. As a consequence, we obtain from
(5-7) an expression for s:

s =−
∫
�

f ϕb dx .
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Next we can decompose w in w0+w1 such that w0 ∈Ker((i∇+ Ab)
2
−λb Im) and w1 is in the orthogonal

space. Condition (5-7) becomes

(i∇ + Ab)
2w1− λ

bw1 = f −ϕb
∫
�

f ϕb dx (5-10)

and (5-9) ensures the existence of a solution w1. Given such w1, condition (5-8) determines w0 as follows:

w0 =

(
−

∫
�

ϕ̄bw1 dx + r
2

)
ϕb,

so that the surjectivity is also proved.
We conclude that the implicit function theorem applies, so that the maps a ∈ � 7→ λa

∈ R and
a ∈� 7→ ϕa

◦8a ∈ D1,2
Ab
(�) are of class C∞ locally in a neighborhood of b. �

By combining the previous result with a standard lemma of local inversion we deduce the following
fact, which we will need in the next section.

Corollary 5.1. Let b ∈ �. If λb is simple then the map 9 : �×D1,2
Ab
(�)× R→ R× (D1,2

Ab
(�))′ × R

given by
9(a, v, λ)= (a, F(a, v, λ)),

with F defined in (5-3), is locally invertible in a neighborhood of (b, ϕb, λb), with inverse 9−1 of
class C∞.

Proof. We saw in the proof of Theorem 1.3 that, if λb is simple, then d(v,λ)F(b, ϕb, λb) is invertible. It is
sufficient to apply Lemma 2.1 in Chapter 2 of the book of Ambrosetti and Prodi [1993]. �

6. Vanishing of the derivative at a multiple zero

In this section we prove Theorem 1.7. Recall that here α = 1
2 . We will need the following preliminary

results.

Lemma 6.1. Let λ > 0 and let Dr = Dr (0)⊂R2. Consider the following set of equations for r > 0 small:{
−1u = λu in Dr ,

u = r k/2 f + g(r, · ) on ∂Dr ,
(6-1)

where f, g(r, · ) ∈ H 1(∂Dr ) and g satisfies

lim
r→0

‖g(r, · )‖H1(∂Dr )

r k/2 = 0 (6-2)

for some integer k ≥ 3. Then for r sufficiently small there exists a unique solution to (6-1), which moreover
satisfies

‖u‖L2(Dr ) ≤ Cr (k+2)/2 and
∥∥∥∂u
∂ν

∥∥∥
L2(∂Dr )

≤ Cr (k−1)/2,

where C > 0 is independent of r .
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Proof. Let z1 solve {
−1z1 = 0 in D1,

z1 = f + r−k/2g(r, · ) on ∂D1.

Since the quadratic form ∫
D1

(|∇v|2− λr2v2) dx (6-3)

is coercive for v ∈ H 1
0 (D1) for r sufficiently small, there exists a unique solution z2 to the equation{

−1z2− λr2z2 = λr2z1 in D1,

z2 = 0 on ∂D1.
(6-4)

Then u(x)= r k/2(z1(x/r)+ z2(x/r)) is the unique solution to (6-1). In order to obtain the desired bounds
on u we will estimate separately z1 and z2. Assumption (6-2) implies

‖z1‖H1(D1) = ‖ f + r−k/2g(r, · )‖H1/2(∂D1) ≤ C‖ f ‖H1(∂D1), (6-5)

for r sufficiently small. We compare the function z1 to its limit function when r → 0, which is the
harmonic extension of f in D1, which we will denote w. Then we have{

−1(z1−w)= 0 in D1,

z1−w = r−k/2g(r, · ) on ∂D1,

and hence (6-2) implies∥∥∥ ∂
∂ν
(z1−w)

∥∥∥
L2(∂D1)

≤ C‖z1−w‖H1(∂D1) = C
‖g(r, · )‖H1(∂D1)

r k/2 → 0.

Then we estimate z2 as follows:

‖z2‖
2
L2(D1)

≤ C
∫

D1

|∇z2|
2 dx ≤ C

∫
D1

(|∇z2|
2
− λr2z2

2) dx ≤ C‖λr2z1‖L2(D1)‖z2‖L2(D1),

where we used the Poincaré inequality, the coercivity of the quadratic form (6-3) and the definition of z2

(6-4). Hence estimate (6-5) implies

‖z2‖L2(D1) ≤ Cr2
‖ f ‖H1(∂D1)→ 0 as r→ 0.

This and (6-5) provide, by a change of variables in the integral, the desired estimate on ‖u‖L2(Dr ). Now,
the standard bootstrap argument for elliptic equations applied to (6-4) provides

‖z2‖H2(D1) ≤ C(‖λr2z1‖L2(D1)+‖z2‖L2(D1))→ 0,

and hence the trace embedding implies∥∥∥∥∂z2

∂ν

∥∥∥∥
L2(∂D1)

≤ C‖∇z2‖H1(D1) ≤ C‖z2‖H2(D1)→ 0.

So, we have obtained that there exists C > 0 independent of r such that∥∥∥ ∂
∂ν
(z1+ z2)

∥∥∥
L2(∂D1)

≤ C.
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Finally, going back to the function u, we have∥∥∥∂u
∂ν

∥∥∥
L2(∂Dr )

= r (k−1)/2
∥∥∥ ∂
∂ν
(z1+ z2)

∥∥∥
L2(∂D1)

≤ Cr (k−1)/2

where we used the change of variable x = r y. �

Lemma 6.2. Let φ ∈ D1,2
Aa
(�) (a ∈�). Then

1
|a|1/2

‖φ‖L2(∂D|a|) ≤ C‖φ‖D1,2
Aa (�)

(6-6)

where C only depends on �.

Proof. Set φ̃(y)= φ(|a|y) defined for y ∈ �̃= {x/|a| : x ∈�}. We apply this change of variables to the
left-hand side in (6-6) and then use the trace embedding to obtain

1
|a|1/2

‖φ‖L2(∂D|a|) = ‖φ̃‖L2(∂D1) ≤ C‖φ̃‖H1(D1) ≤ C‖φ̃‖H1(D2).

We have that φ̃ ∈ H 1
Ae
(�̃), where e = a/|a|. Therefore we can apply relation (2-2) as follows:

‖φ̃‖L2(D2) ≤ ‖y− e‖L∞(D2)

∥∥∥∥ φ̃

|y− e|

∥∥∥∥
L2(D2)

≤ C‖(i∇ + Ae)φ̃‖L2(D2),

‖∇φ̃‖L2(D2) ≤ ‖(i∇ + Ae)φ̃‖L2(D2)+‖Aaφ̃‖L2(D2)

≤ ‖(i∇ + Ae)φ̃‖L2(D2)+‖(y− e)Ae‖L∞(D2)

∥∥∥∥ φ̃

|y− e|

∥∥∥∥
L2(D2)

≤ C‖(i∇ + Ae)φ̃‖L2(D2).

We combine the previous inequalities obtaining

1
|a|1/2

‖φ‖L2(∂D|a|) ≤ C‖(i∇ + Ae)φ̃‖L2(D2) ≤ C‖φ‖D1,2
Aa (�)

,

where in the last step we used the fact that the quadratic form is invariant under dilations. �

To simplify the notation we suppose without loss of generality that 0 ∈� and we take b= 0. Moreover,
we omit the subscript in the notation of the eigenvalues as we did in the previous section. As a first step
in the proof of Theorem 1.7, we shall estimate |λa

− λ0
| in the case when the pole a belongs to a nodal

line of ϕ0 ending at 0. We make this restriction because all the constructions in the following proposition
require that ϕ0 vanishes at a.

Proposition 6.3. Suppose that λ0 is simple and that ϕ0 has a zero of order k/2 at the origin, with k ≥ 3
odd. Denote by 0 a nodal line of ϕ0 with endpoint at 0 (which exists by Proposition 2.4) and take a ∈ 0.
Then there exists a constant C > 0 independent of |a| such that

|λa
− λ0
| ≤ C |a|k/2 as |a| → 0, a ∈ 0.
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Proof. The idea of the proof is to construct a function ua ∈ D1,2
Aa
(�) satisfying

(i∇ + Aa)
2ua − λ

0ua = ga, ‖ua‖L2(�) = 1− εa (6-7)

with
‖ga‖(D1,2

Aa (�))
′ ' |a|k/2 and |εa| ' |a|(k+2)/2 (6-8)

and then to apply Corollary 5.1. For the construction of the function ua we will heavily rely on the
assumption a ∈ 0.

Step 1: construction of ua . We define it separately in D|a| = D|a|(0) and in its complement � \ D|a|,
using the notation {

ua = uext
a in �\D|a|,

uint
a in D|a|.

(6-9)

Concerning the exterior function we set

uext
a = eiα(θa−θ0)ϕ0, (6-10)

where θa, θ0 are defined as in Lemma 3.2 in such a way that θa − θ0 is regular in � \ D|a| (here θ0 = θ is
the angle in the usual polar coordinates, but we emphasize the position of the singularity in the notation).
Therefore uext

a solves the magnetic equation
(i∇ + Aa)

2uext
a = λ

0uext
a in �\D|a|,

uext
a = eiα(θa−θ0)ϕ0 on ∂D|a|,

uext
a = 0 on ∂�.

(6-11)

For the definition of uint
a we will first consider a related elliptic problem. Notice that, by our choice

a ∈ 0, we have that e−iαθ0ϕ0 is continuous on ∂D|a|. Indeed, e−iαθ0 restricted to ∂D|a| is discontinuous
only at the point a, where ϕ0 vanishes. Moreover, note that this boundary trace is at least H 1(∂D|a|).
Indeed, the eigenfunction ϕ0 is C∞ far from the singularity and eiαθ0 is also regular except on the point a.
Then, the boundary trace is differentiable almost everywhere.

This allows to apply Lemma 6.1, thus providing the existence of a unique function ψ int
a , a solution of

the equation {
−1ψ int

a = λ
0ψ int

a in D|a|,
ψ int

a = e−iαθ0ϕ0 on ∂D|a|.
(6-12)

Then we complete our construction of ua by setting

uint
a = eiαθaψ int

a , (6-13)

which is well-defined since θa is regular in D|a|. Note that uint
a solves the elliptic equation{

(i∇ + Aa)
2uint

a = λ
0uint

a in D|a|,
uint

a = uext
a on ∂D|a|.

(6-14)

Step 2: estimate of the normal derivative of uint
a along ∂D|a|. By assumption, ϕ0 has a zero of order k/2

at the origin, with k ≥ 3 odd. Hence by Proposition 2.4 the following asymptotic expansion holds on
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∂D|a| as |a| → 0:

e−iαθ0ϕ0(|a|, θ0)=
|a|k/2

k
[ck cos(kαθ0)+ dk sin(kαθ0)] + g(|a|, θ0), (6-15)

with

lim
|a|→0

‖g(|a|, · )‖C1(∂D|a|)

|a|k/2
= 0. (6-16)

Hence Lemma 6.1 applies to ψ int
a given in (6-12), giving a constant C independent of |a| such that

‖ψ int
a ‖L2(D|a|) ≤ C |a|(k+2)/2 and

∥∥∥∥∂ψ int
a

∂ν

∥∥∥∥
L2(∂D|a|)

≤ C |a|(k−1)/2. (6-17)

Finally, differentiating (6-13) we see that

(i∇ + Aa)uint
a = ieiαθa∇ψ int

a ,

so that, integrating, we obtain the L2-estimate for the magnetic normal derivative of uint
a along ∂D|a|

‖(i∇ + Aa)uint
a · ν‖L2(∂D|a|) ≤ C |a|(k−1)/2. (6-18)

Step 3: estimate of the normal derivative of uext
a along ∂D|a|. We differentiate (6-10) to obtain

(i∇ + Aa)uext
a = A0uext

a + ieiα(θa−θ0)∇ϕ0. (6-19)

On the other hand, the following holds a.e.:

∇ϕ0
= i A0ϕ

0
+ eiαθ0∇(e−iαθ0ϕ0),

so that
ieiα(θa−θ0)∇ϕ0

=−A0uext
a + ieiαθa∇(e−iαθ0ϕ0).

Combining the last equality with (6-19) we obtain a.e.

(i∇ + Aa)uext
a = ieiαθa∇(e−iαθ0ϕ0)

and hence |(i∇ + Aa)uext
a | ≤ C |a|k/2−1 on ∂D|a| a.e., for some C not depending on |a|, by (6-15) and

(6-16). Integrating on ∂D|a| we arrive at the same estimate as for uint
a , that is

‖(i∇ + Aa)uext
a · ν‖L2(∂D|a|) ≤ C |a|(k−1)/2. (6-20)

Step 4: proof of (6-8). We test (6-11) with a test function φ ∈D1,2
Aa
(�) and apply the formula of integration

by parts to obtain∫
�\D|a|

{
(i∇ + Aa)uext

a (i∇ + Aa)φ− λ
0uext

a φ̄
}

dx = i
∫
∂D|a|

(i∇ + Aa)uext
a · νφ̄ dσ.

Similarly, (6-14) provides∫
D|a|

{
(i∇ + Aa)uint

a (i∇ + Aa)φ− λ
0uint

a φ̄
}

dx =−i
∫
∂D|a|

(i∇ + Aa)uint
a · νφ̄ dσ.
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Then, we test the equation in (6-7) with φ, we integrate by parts and we replace the previous equalities to
get ∫

�

gaφ̄ dx = i
∫
∂D|a|

(i∇ + Aa)(uext
a − uint

a ) · νφ̄ dσ.

To the previous expression we apply first the Hölder inequality and then the estimates obtained in the
previous steps (6-18) and (6-20) to obtain∣∣∣∣∫

�

gaφ̄ dx
∣∣∣∣≤ ‖(i∇ + Aa)uint

a · ν‖L2(∂D|a|)‖φ‖L2(∂D|a|)+‖(i∇ + Aa)uext
a · ν‖L2(∂D|a|)‖φ‖L2(∂D|a|)

≤ C |a|(k−1)/2
‖φ‖L2(∂D|a|).

Finally, Lemma 6.2 provides the desired estimate on ga . Then we estimate εa as follows. Since
‖uext

a ‖L2(�\D|a|) = ‖ϕ
0
‖L2(�\D|a|) we have∣∣‖ua‖L2(�)− 1

∣∣= ∣∣‖uint
a ‖

2
L2(D|a|)

−‖ϕ0
‖

2
L2(D|a|)

∣∣≤ C |a|k+2, (6-21)

where in the last inequality we used the fact that ‖ϕ0
‖

2
L2(D|a|)

≤ C |a|k+2 by (6-15) and (6-16), and that

‖uint
a ‖

2
L2(D|a|)

= ‖ψ int
a ‖

2
L2(D|a|)

≤ C |a|k+2, by (6-17).

Step 5: local inversion theorem. To conclude the proof we apply Corollary 5.1. Let 9 be the function
defined therein (recall that here b = 0). The construction that we did in the previous steps ensures that

9(a, ϕa
◦8a, λ

a)= (a, 0, 0),

9(a, ua ◦8a, λ
0)= (a, ga ◦8a, εa),

with ga , εa satisfying (6-8). We proved in Theorem 3.4 that

|λa
− λ0
| + ‖ϕa

◦8a −ϕ
0
‖D1,2

A0
(�)
→ 0

as |a| → 0. Moreover, it is not difficult to see that

‖ua ◦8a −ϕ
0
‖D1,2

A0
(�)
→ 0

as |a|→ 0. Hence the points (a, ϕa
◦8a, λ

a) and (a, ua ◦8a, λ
0) are approaching (0, ϕ0, λ0) in the space

�×D1,2
A0
(�)×R as |a| → 0. Since 9 admits an inverse of class C∞ in a neighborhood of (0, ϕ0, λ0)

(recall that λ0 is simple), we deduce that

‖(ϕa
− ua) ◦8a‖D1,2

A0
(�)
+ |λa

− λ0
| ≤ C(‖ga‖(D1,2

Aa (�))
′ + |εa|)≤ C |a|k/2,

for some constant C independent of a, which concludes the proof of the proposition. �

At this point we have proved the desired property only for pole a belonging to the nodal lines of ϕ0.
We would like to extend this result to all a sufficiently close to 0. We will proceed in the following way.
Thanks to Theorem 1.3, we can consider the Taylor expansion of the function a 7→ λa in a neighborhood
of 0. Then Proposition 6.3 provides k vanishing conditions, corresponding to the k nodal lines of ϕ0.
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Finally, we will use these conditions to show that in fact the first terms of the polynomial are identically
zero. Let us begin with a lemma on the existence and the form of the Taylor expansion.

Lemma 6.4. If λ0 is simple then for a ∈� sufficiently close to 0 and for all H ∈ N

λa
− λ0
=

H∑
h=1

|a|h Ph(ϑ(a))+ o(|a|H ), (6-22)

where a = |a|(cosϑ(a), sinϑ(a)) and

Ph(ϑ)=

h∑
j=0

β j,h cos j ϑ sinh− j ϑ (6-23)

for some β j,h ∈ R not depending on |a|.

Proof. Since λ0 is simple, λa is also simple for a sufficiently close to 0. Then we proved in Theorem 1.3
that λa

j is C∞ in the variable a. As a consequence, we can consider the first terms of the Taylor expansion,
with Peano rest, of λa

j

λa
− λ0
=

H∑
h=1

h∑
j=0

1
j !(h− j)!

∂hλa

∂ j a1∂h− j a2

∣∣∣∣
a=0

a j
1 ah− j

2 + o(|a|H ),

where a = (a1, a2). Setting

β j,h =
1

j !(h− j)!
∂hλa

∂ j a1∂h− j a2

∣∣∣∣
a=0

and a1 = |a| cosϑ(a), a2 = |a| sinϑ(a), the thesis follows. �

The following lemma tells us that on the k nodal lines of ϕ0, the first low-order polynomials cancel.

Lemma 6.5. Suppose that λ0 is simple and that ϕ0 has a zero of order k/2 at 0, with k ≥ 3 odd. Then
there exists an angle ϑ̃ ∈ [0, 2π) and non-negative quantities ε0, . . . , εk−1 arbitrarily small such that

Ph

(
ϑ̃ +

2πl
k
+ εl

)
= 0 for all integers l ∈ [0, k− 1], h ∈ [1, (k− 1)/2],

where Ph is defined in (6-23).

Proof. We know from Proposition 2.4 that ϕ0 has k nodal lines with endpoint at 0, which we denote 0l ,
l = 0, . . . , k− 1. Take points al ∈ 0l , l = 0, . . . , k− 1, satisfying |a0| = · · · = |ak−1| and denote

al = |al |(cosϑ(al), sinϑ(al)).

First we claim that Ph(ϑ(al))= 0 for all integers l ∈ [0, k− 1], h ∈ [1, (k− 1)/2].
Indeed, suppose by contradiction that this is not the case for some l, h belonging to the intervals defined

above. Then for such l, h the following holds by Lemma 6.4:

λal − λ0
= C |al |

h
+ o(|al |

h) for some C 6= 0.
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On the other hand we proved in Proposition 6.3 that there exists C > 0 independent of a such that, for
every l = 0, . . . , k− 1, we have

|λal − λ0
| ≤ C |al |

k/2 as |al | → 0.

This contradicts the last estimate because h ≤ (k− 1)/2, so that the claim is proved.
Finally setting ϑ̃ := ϑ(a0), Proposition 2.4 implies

ϑ(al)= ϑ̃ +
2πl

k
+ εl, l = 1, . . . , k− 1, with εl→ 0 as |al | → 0. �

The next lemma extends this previous property to all a close to 0.

Lemma 6.6. Fix k ≥ 3 odd. For any integer h ∈ [1, (k− 1)/2] consider any polynomial of the form

Ph(ϑ)=

h∑
j=0

β j,h cos j ϑ sinh− j ϑ, (6-24)

with β j,h ∈ R. Suppose that there exist ϑ̃ ∈ [0, 2π) and ε0, . . . , εk−1 satisfying 0≤ εl ≤
π

4k
such that

Ph

(
ϑ̃ +

2πl
k
+ εl

)
= 0 for every integer l ∈ [0, k− 1].

Then Ph ≡ 0.

Proof. We prove the result by induction on h.

Step 1: Let h = 1; then
P1(ϑ)= β0 sinϑ +β1 cosϑ

and the following conditions hold for l = 0, . . . , k− 1:

β0 sin
(
ϑ̃ +

2πl
k
+ εl

)
+β1 cos

(
ϑ̃ +

2πl
k
+ εl

)
= 0. (6-25)

In the case that for every l = 0, . . . , k− 1 we have

sin
(
ϑ̃ +

2πl
k
+ εl

)
6= 0 and cos

(
ϑ̃ +

2πl
k
+ εl

)
6= 0,

system (6-25) has two unknowns β0, β1 and k ≥ 3 linearly independent equations. Hence in this case
β0 = β1 = 0 and P1 ≡ 0. In the case that there exists l such that

sin
(
ϑ̃ +

2πl
k
+ εl

)
= 0

then of course cos(ϑ̃ + 2πl/k+ εl) 6= 0, which implies β1 = 0. We claim that in this case

sin
(
ϑ̃ +

2πl ′

k
+ εl ′

)
6= 0 (6-26)

for every integer l ′ ∈ [0, k− 1] different from l. To prove the claim we proceed by contradiction. We can
suppose without loss of generality that

ϑ̃ +
2πl

k
+ εl = 0 and ϑ̃ +

2πl ′

k
+ εl ′ = π.
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Then
l =−

k
2π
(ϑ̃ + εl) and l ′ =

k
2π
(π − ϑ̃ − εl ′)

so that
l ′− l =

k
2
+ k

εl − εl ′

2π
.

The assumption 0≤ εl ≤ π/(4k) implies

k
2
−

1
4
≤ l ′− l ≤

k
2
+

1
4
.

Since k ≥ 3 is an odd integer, the last estimate provides l ′− l 6∈N, which is a contradiction. Therefore we
have proved (6-26). Now consider any of the equations in (6-25) for l ′ 6= l. Inserting the information
β1 = 0 and (6-26) we get β0 = 0 and hence P1 ≡ 0. In the case that one of the cosines vanishes one can
proceed in the same way, so we have proved the basis of the induction.

Step 2: Suppose that the statement is true for some h ≤ (k − 3)/2 and let us prove it for h + 1. The
following conditions hold for l = 0, . . . , k− 1:

h+1∑
j=0

β j cos j
(
ϑ̃ +

2πl
k
+ εl

)
sinh+1− j

(
ϑ̃ +

2πl
k
+ εl

)
= 0. (6-27)

We can proceed similarly to Step 1. If none of the sines, cosines vanish then we have a system with
h+ 2≤ (k+ 1)/2 unknowns and k linearly independent equations, hence Ph+1 ≡ 0. Otherwise suppose
that there exists l such that

sin
(
ϑ̃ +

2πl
k
+ εl

)
= 0.

Then we saw in Step 1 that

cos
(
ϑ̃ +

2πl
k
+ εl

)
6= 0 and sin

(
ϑ̃ +

2πl ′

k
+ εl ′

)
6= 0

for every integer l ′ ∈ [0, k− 1] different from l. By rewriting Ph+1 in the form

Ph+1(ϑ)= sinϑPh(ϑ)+βh+1 cosh+1 ϑ,

with Ph as in (6-24), we deduce both that βh+1 = 0 and that

Ph

(
ϑ̃ +

2πl ′

k
+ εl ′

)
= 0

for every l ′ ∈ [0, k−1] different from l. These are k−1 conditions for a polynomial of order h≤ (k−3)/2,
so the induction hypothesis implies Ph ≡ 0 and in turn Ph+1 ≡ 0. �

End of the proof of Theorem 1.7. Take any a ∈� sufficiently close to 0, then by Lemma 6.4

λa
− λ0
=

H∑
h=1

|a|h Ph(ϑ(a))+ o(|a|H ).

By combining Lemmas 6.5 and 6.6 we obtain that Ph ≡ 0 for every h ∈ [1, (k − 1)/2], therefore
|λa
− λ0
| ≤ C |a|(k+1)/2 for some constant C independent of a. �
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7. Numerical illustration

Let us now illustrate some results of this paper using the Finite Element Library [Martin 2010] with
isoparametric P6 Lagrangian elements. We will restrict our attention to the case of half-integer circulation
α = 1

2 .
The numerical method we used here was presented in detail in [Bonnaillie-Noël and Helffer 2011].

Given a domain � and a point a ∈�, to compute the eigenvalues λa
j of the Aharonov–Bohm operator

(i∇ + Aa)
2 on �, we compute those of the Dirichlet Laplacian on the double covering �R

a of � \ {a},
denoted by µR

j . This spectrum of the Laplacian on �R
a is decomposed in two disjoint parts:

• the spectrum of the Dirichlet Laplacian on �, λ j ,

• the spectrum of the magnetic Schrödinger operator (i∇ + Aa)
2, λa

j .

Thus we have
{µR

j } j≥1 = {λ
a
j } j≥1 t {λ j } j≥1.

Therefore by computing the spectrum of the Dirichlet Laplacian on � and, for every a ∈�, that on the
double covering �R

a , we deduce the spectrum of the Aharonov–Bohm operator (i∇ + Aa)
2 on �. This

method avoids dealing with the singularity of the magnetic potential and furthermore allows us to work
with real-valued functions. We have only to compute the spectrum of the Dirichlet Laplacian, which is
quite standard. The only effort to be done is to mesh a double covering domain.

Let us now present the computations for the angular sector of aperture π/4:

6π/4 =
{
(x1, x2) ∈ R2, x1 > 0, |x2|< x1 tan π

8
, x2

1 + x2
2 < 1

}
.

An analysis of the spectral minimal partitions of angular sectors can be found in [Bonnaillie-Noël and
Léna 2014]. By symmetry, it is enough to compute the spectrum for a in the half-domain. We take a
discretization grid of step 1/N with N = 100 or N = 1000:

a ∈5N :=

{(
m
N
,

n
N

)
, 0< m < N , 0<

|n|
m
< tan π

8
,

m2
+ n2

N 2 < 1
}
.

Figure 2 gives the first nine eigenvalues λa
j for a ∈5100. In these figures, the angular sector is represented

by a dark thick line. Outside the angular sector are represented the eigenvalues λ j of the Dirichlet
Laplacian on 6π/4 (which do not depend on a). We observe the convergence proved in Theorem 1.1:

for all j ≥ 1, λa
j → λ j as a→ ∂6π/4.

In Figure 3, we provide the three-dimensional representation of the first two parts of Figure 2.
Let us now deal more accurately with the singular points on the symmetry axis. Numerically, we take

a discretization step equal to 1
1000 and consider a ∈

{( m
1000 , 0

)
, 1 ≤ m ≤ 1000

}
. Figure 4 gives the first

nine eigenvalues of the Aharonov–Bohm operator (i∇ + Aa)
2 in 6π/4. Here we can identify the points a

belonging to the symmetry axis such that λa
j is not simple. If we look for example at the first and second

eigenvalues, we see that they are not simple respectively for one and three values of a on the symmetry
axis. At such values, the function a 7→ λa

j , j = 1, 2, is not differentiable, as can be seen in Figure 3.



1390 VIRGINIE BONNAILLIE-NOËL, BENEDETTA NORIS, MANON NYS AND SUSANNA TERRACINI

 

 

60

65

70

75

80

85

90

 

 

100

105

110

115

120

125

130

135

140

145

 

 

145

150

155

160

165

170

175

180

185

190

 

 

180

190

200

210

220

230

240

250

 

 

230

235

240

245

250

255

260

265

270

275

 

 

275

280

285

290

295

300

305

310

315

 

 

280

290

300

310

320

330

340

350

360

370

 

 

350

360

370

380

390

400

410

 

 

390

395

400

405

410

415

420

425

430

435

440

Figure 2. First nine eigenvalues of (i∇ + Aa)
2 in 6π/4, a ∈5100. Each graph depicts

the level curves of a 7→ λa
j , for j = 1, 2, 3 (top), j = 4, 5, 6 (middle) and j = 7, 8, 9

(bottom).

Figure 3. Three-dimensional representation of the first two panels of Figure 2: a 7→ λa
1

(left) and a 7→ λa
2 (right), a ∈5100.

Figure 3 illustrates Theorem 1.3 for a domain with a piecewise-C∞ boundary: we see that the function
a 7→ λa

j , j = 1, 2, is regular except at the points where the eigenvalue λa
j is not simple.

Going back to Figure 4, we see that the only critical points of λa
j which correspond to simple eigenvalues

are inflexion points. As an example, we have analyzed the inflexion points for λa
3 , λa

4 , λa
5 when a= (a1, 0)
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Figure 4. a 7→ λa
j , a ∈

{( m
1000 , 0

)
, 0< m < 1000

}
, 1≤ j ≤ 9.

Figure 5. Nodal lines of an eigenfunction associated with λa
3 , a = (a1, 0), a1 = 0.6, 0.63, 0.65.

Figure 6. Nodal lines of an eigenfunction associated with λa( j)
j , j = 3, 4, 5.

with a1 ∈ (0.6, 0.7), a1 ∈ (0.75, 0.85) and a1 ∈ (0.45, 0.55) respectively. We will denote these points by
a( j), j = 3, 4, 5. Figure 5 gives the nodal lines for three different points a = (a1, 0) on the symmetry
axis y = 0 with a1 = 0.6, 0.63 and 0.65. This illustrates the emergence of a triple point when the pole
is moved along the line y = 0. In Figure 6, we have plotted the nodal lines of the eigenfunctions ϕa( j)

j

associated with λa( j)
j , j = 3, 4, 5. We observe that each ϕa( j)

j has a zero of order 3
2 at a( j). Correspondingly,

the derivative of λa
j at a( j) vanishes in Figure 4, thus illustrating Theorem 1.7. In the three examples

proposed here, also the second derivative of λa
j vanishes at a( j).
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Figure 7. λa
j vs. a for a around the inflexion point a( j), j = 3, 4, 5.

Let us now move a little the singular point around a( j). We use a discretization step of 1
1000 . Figure 7

represents the behavior of λa
j for a close to a( j). It indicates that these points are degenerated saddle

points. The behavior of the function a 7→ λa
j , j = 3, 4, 5, around a( j) is quite similar to that of the function

(t, x) 7→ t (t2
− x2) around the origin (0, 0).

We remark that computing the first twelve eigenvalues of (i∇ + Aa)
2 on 6π/4, we have never found

an eigenfunction for which five or more nodal lines end at a singular point a.
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square (1≤ j ≤ 9).
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Figure 9. Eigenvalues of (i∇ + Aa)
2 in [0, 1]× [0, 1], a ∈550.

Figure 10. Nodal lines of an eigenfunction associated with λa
j , j = 3, 4, a =

( 1
2 ,

1
2

)
.

As we have already remarked, all the local maxima and minima of λa
j in Figure 4 correspond to

nonsimple eigenvalues. Plotting the nodal lines of the corresponding eigenfunctions, we have found that
they all have a zero of order 1

2 at a, i.e., one nodal line ending at a. Nonetheless, this is not a general fact:
in performing the same analysis in the case � is a square [0, 1]× [0, 1], we have found that the third and
fourth eigenfunctions have a zero of order 3

2 at the center a =
( 1

2 ,
1
2

)
, see Figure 10, which is in this case

a maximum of a 7→ λa
3 and a minimum of a 7→ λa

4; see Figures 8, 9. We observe in Figure 8 that the first
and second derivatives of λa

3 and of λa
4 seem to vanish at the center a =

(1
2 ,

1
2

)
.
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ON MULTIPLICITY BOUNDS FOR SCHRÖDINGER EIGENVALUES
ON RIEMANNIAN SURFACES

GERASIM KOKAREV

A classical result by Cheng in 1976, improved later by Besson and Nadirashvili, says that the multiplicities
of the eigenvalues of the Schrödinger operator (−1g + ν), where ν is C∞-smooth, on a compact
Riemannian surface M are bounded in terms of the eigenvalue index and the genus of M . We prove that
these multiplicity bounds hold for an L p-potential ν, where p > 1. We also discuss similar multiplicity
bounds for Laplace eigenvalues on singular Riemannian surfaces.

1. Introduction and statements of results

Multiplicity bounds. Let M be a connected compact surface. For a Riemannian metric g and C∞-smooth
function ν on M we denote by

λ0(g, ν) < λ1(g, ν)6 · · ·6 λk(g, ν)6 · · ·

the eigenvalues of the Schrödinger operator (−1g + ν). If M has a nonempty boundary, we assume that
the Dirichlet boundary condition is imposed.

The following theorem is an improved version of the statement originally discovered by Cheng [1976]. It
is due to Besson [1980] for closed orientable surfaces and to Nadirashvili [1987] for general closed surfaces;
multiplicity bounds for general boundary value problems were obtained in [Karpukhin et al. 2013].

Theorem 1.1. Let (M, g) be a smooth compact surface, possibly with boundary. Then, for any C∞-smooth
function ν on M , the multiplicity mk(g, ν) of an eigenvalue λk(g, ν) satisfies the inequality

mk(g, ν)6 2(2−χ − l)+ 2k+ 1, k = 1, 2, . . . ,

where χ stands for the Euler–Poincaré number of M and l is the number of boundary components.

Above, we assume that l = 0 for closed surfaces. Note that even the fact that eigenvalue multiplicities
on Riemannian surfaces are bounded is by no means trivial, and as is known [Colin de Verdière 1986;
1987], fails in higher dimensions, unless some specific hypotheses on a Riemannian metric or a potential
are imposed. The key ingredient in the proof of Theorem 1.1 is the so-called Cheng’s structure theorem
[Cheng 1976]: for any solution u to the Schrödinger equation with a smooth potential and any interior point
p ∈ M there exists a neighbourhood of p and its diffeomorphism onto a ball in R2 centred at the origin
that maps the nodal set of u onto the nodal set of a homogeneous harmonic polynomial. This statement is
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Keywords: Schrödinger equation, eigenvalue multiplicity, nodal set, Riemannian surface.
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based on a local approximation of solutions by harmonic homogeneous polynomials [Bers 1955] and, in
particular, implies that the nodal set of a solution u is locally homeomorphic to its tangent cone. The
latter property of nodal sets does not hold in higher dimensions [Bérard and Meyer 1982]. The structure
theorem holds for sufficiently smooth solutions to the Schrödinger equation — see the Appendix — and
consequently the multiplicity bounds in Theorem 1.1 hold for Hölder continuous potentials. Based on
Cheng’s structure theorem, the multiplicity bounds for various eigenvalues problems have been extensively
studied in the literature. We refer to the papers [Colin de Verdière 1987; Hoffmann-Ostenhof et al. 1999a;
Hoffmann-Ostenhof et al. 1999b; Karpukhin et al. 2013] and references there for the details.

The purpose of this paper is to show that the multiplicity bounds continue to hold for rather weak
potentials when no similar structure theorem for nodal sets is available. For a given real number δ ∈ (0, 2),
we consider the class K 2,δ(M), introduced in [Aizenman and Simon 1982; Simon 1982], which is formed
by absolutely integrable potentials ν such that

sup
x∈M

∫
B(x,r)
|x − y|−δ|ν(y)| d Volg(y)→ 0 as r→ 0, (1-1)

where the absolute value |x − y| above denotes the distance between x and y in the background metric g.
It is a straightforward consequence of the Hölder inequality that any L p-integrable function with p > 1
belongs to K 2,δ for some positive δ. However, unlike the traditional L p-hypothesis, the potentials from
K 2,δ(M) include certain physically important cases [Aizenman and Simon 1982; Simon 1982].

The hypothesis that ν ∈ K 2,δ(M) implies that the measures dµ± = ν±d Volg, where ν+ and ν− are
the positive and negative parts of ν, are δ-uniform:

µ±(B(x, r))6 Cr δ for any r > 0 and x ∈ M

and some constant C . By the results of Maz’ja [1985] (see also [Kokarev 2014]) for such measures µ±

the Sobolev space W 1,2(M,Volg) embeds compactly into L2(M, µ±). By standard perturbation theory
[Kato 1976] (see also [Maz’ja 1985; Simon 1982]) we then conclude that the spectrum of the Schrödinger
operator (−1g + ν) is discrete, bounded from below, and all eigenvalues have finite multiplicities. Our
main result says that they satisfy the same multiplicity bounds.

Theorem 1.2. Let (M, g) be a smooth compact surface, possibly with boundary. Then, for any absolutely
integrable potential ν from K 2,δ(M), where δ ∈ (0, 2), the multiplicity mk(g, ν) of an eigenvalue λk(g, ν)
satisfies the inequality

mk(g, ν)6 2(2−χ − l)+ 2k+ 1, k = 1, 2, . . . ,

where χ stands for the Euler–Poincaré number of M and l is the number of boundary components.

For the first eigenvalue λ1(g, ν) the above multiplicity bound is sharp when M is homeomorphic to
a sphere S2 or a projective plane RP2. When a potential ν is smooth, there is an extensive literature
[Colin de Verdière 1987; Nadirashvili 1987; Sévennec 2002] (and references therein) devoted to sharper
multiplicity bounds for the first eigenvalue. In addition, in [Hoffmann-Ostenhof et al. 1999a; 1999b] the
authors show that when M is a sphere or a disk the multiplicity bounds in Theorem 1.1 can be improved to
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mk(g, ν)6 2k−1 for k > 2. We have made no effort to improve our results in these directions. However,
it is worth mentioning that the main topological result in [Sévennec 2002] does yield a sharper multiplicity
bound for λ1(g, ν) for some closed surfaces when a potential v belongs to the space K 2,δ(M). More
precisely, if M is a closed surface whose Euler–Poincaré number χ is negative, Theorem 5 of [Sévennec
2002] implies that m1(g, ν)6 5−χ for any potential v ∈ K 2,δ(M). By the results in [Colin de Verdière
1987] this bound is sharp for T2 # T2 and #n RP2, where n = 3, 4, 5.

The multiplicity bounds in Theorem 1.1 also hold for eigenvalue problems on singular Riemannian
surfaces; we discuss them in detail in Section 5. The proof of Theorem 1.2 is based on the delicate study
of the nodal sets of Schrödinger eigenfunctions that we describe below.

Nodal sets of eigenfunctions. Let u be a solution to the eigenvalue problem

(−1g + ν)u = λu on M, (1-2)

where ν ∈ K 2,δ(M) and, if ∂M 6=∅, the Dirichlet boundary hypothesis is assumed. Recall that by results
in [Simon 1982] such an eigenfunction u is Hölder continuous. We denote by N(u) its nodal set u−1(0).

By the results in [Hoffmann-Ostenhof and Hoffmann-Ostenhof 1992; Hoffmann-Ostenhof et al. 1995]
combined with the strong unique continuation property [Sawyer 1984; Chanillo and Sawyer 1990], in
appropriate local coordinates around an interior point x0 ∈ M a nontrivial solution u has the form

u(x)= PN (x − x0)+ O(|x − x0|
N+δ) for x ∈U,

where PN is a nontrivial homogeneous harmonic polynomial on the Euclidean plane. We refer to Section 2
for a precise statement. The degree of this approximating homogeneous harmonic polynomial defines the
so-called vanishing order ordx u for any interior point x ∈ M . Each point x ∈N(u) has vanishing order
at least one, and we define N2(u) as the set of points x whose vanishing order ordx u is at least two.

The proof of Theorem 1.2 is based on the following key result.

Theorem 1.3. Let (M, g) be a compact Riemannian surface, possibly with boundary, and let u be a
nontrivial eigenfunction for the Schrödinger eigenvalue problem (1-2) with ν ∈ K 2,δ(M), where δ ∈ (0, 2).
Then the set N2(u) is finite, and the complement N(u) \N2(u) has finitely many connected components.
Moreover, for any x ∈ N2(u), the number of connected components of N(u) \N2(u) incident to x is an
even integer that is at least 2 ordx u.

The theorem says that the nodal set N(u) can be viewed as a graph: the vertices are points from N2(u),
and the edges are connected components of N(u)\N2(u). This graph structure assigns to each x ∈N2(u)
its degree deg x , that is, the number of edges incident to x . If there is an edge that starts and ends at the
same point, then it counts twice. The last statement of Theorem 1.3 says that deg x > 2 ordx u for any
x ∈ N2(u). When the potential ν is smooth, Theorem 1.3 is a direct consequence of Cheng’s structure
theorem and, in this case, the degree deg x is precisely 2 ordx u.

The proof of Theorem 1.3 uses essentially Courant’s nodal domain theorem, and is based on topological
arguments, which are in turn built on the results in [Hoffmann-Ostenhof and Hoffmann-Ostenhof 1992;
Hoffmann-Ostenhof et al. 1995]. More precisely, one of the key ingredients is the study of prime ends
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of nodal domains, which leads to a construction of neighbourhoods of x ∈ N(u) where a solution also
has a finite number of nodal domains. Our method uses the properties of solutions in the interior of M
only; it largely disregards their behaviour at the boundary. Consequently, the main results (Theorems 1.2
and 1.3) hold for rather general boundary value problems as long as Courant’s nodal domain theorem
holds; cf. [Karpukhin et al. 2013, Section 6]. The statement of Theorem 1.3 continues to hold for general
solutions to the Schrödinger equation (−1+V )u= 0 that have a finite number of nodal domains. Without
the latter hypothesis for arbitrary L p-potentials, it is unknown even whether the Hausdorff dimension
of N2(u) equals zero or not.

The paper is organised in the following way. In Section 2 we collect the background material on
the strong unique continuation property, regularity of nodal sets, and recall the approximation results
from [Hoffmann-Ostenhof and Hoffmann-Ostenhof 1992; Hoffmann-Ostenhof et al. 1995]. Here we also
derive a number of consequences of these results that describe qualitative properties of nodal sets; they
are used often in our sequel arguments. In the next section we recall the notion of Carathéodory’s prime
end and show that prime ends of nodal domains have the simplest possible structure: their impression
always consists of a single point. In Section 4 we prove Theorems 1.2 and 1.3. In the last section we
discuss multiplicity bounds for eigenvalue problems on surfaces with measures. We show that Laplace
eigenvalue problems on singular Riemannian surfaces, such as Alexandrov surfaces of bounded integral
curvature, can be viewed as particular instances of such problems. The paper also has an Appendix where
we give details on Cheng’s structure theorem for the reader’s convenience.

2. Preliminaries

Background material. We start by collecting background material on solutions of the Schrödinger
equation, which is used throughout the paper. From now on we assume that a potential V belongs to
the space K 2,δ(M), where δ ∈ (0, 1). The superscript 2 in the notation for this function space refers to
the dimension of M . Note that the space K 2,δ(M) is contained in the so-called Kato space formed by
absolutely integrable functions V such that

sup
x∈M

∫
B(x,r)

ln
( 1
|x−y|

)
|ν(y)| d Volg(y)→ 0 as r→ 0;

see [Simon 1982]. Consider the Schrödinger equation
(−1g + V )u = 0 on M, (2-1)

understood in the distributional sense. As was mentioned above, by the results in [Simon 1982] its
solutions are Hölder continuous. They also enjoy the following strong unique continuation property.

Proposition 2.1. Let (M, g) be a smooth connected compact Riemannian surface, possibly with boundary,
and let x0 ∈ M be an interior point. Let u be a nontrivial solution of the Schrödinger equation (2-1) with
V ∈ K 2,δ(M), where 0< δ < 1, such that

u(x)= O(|x − x0|
`) for any ` > 0.

Then u vanishes identically on M.
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Proposition 2.1 is a consequence of the results in [Sawyer 1984], where the author proves that a
solution u of the Schrödinger equation with the potential V from the Kato space K 2(M) satisfies the
unique continuation property: if u vanishes on a nonempty open subset, then it vanishes identically. As
was pointed out in [Hoffmann-Ostenhof et al. 1995; Chanillo and Sawyer 1990], the argument in [Sawyer
1984] actually yields the strong unique continuation property.

The following fundamental statement is a combination of the main result in [Hoffmann-Ostenhof and
Hoffmann-Ostenhof 1992] with Proposition 2.1.

Proposition 2.2. Let (M, g) be a smooth compact Riemannian surface, possibly with boundary, and let u
be a nontrivial solution of the Schrödinger equation (2-1) with V ∈ K 2,δ(M), where 0< δ < 1. For any
interior point x0 ∈ M , there exist a coordinate chart U around x0 and a nontrivial homogeneous harmonic
polynomial PN of degree N > 0 on the Euclidean plane such that

u(x)= PN (x − x0)+ O(|x − x0|
N+δ′), where x ∈U,

for any 0< δ′ < δ.

The proposition says that for any point x ∈ M there is a well-defined vanishing order ordx u of a
solution u at x , understood as the degree of the harmonic polynomial PN . For a positive integer ` we
define the set

N`(u)= {x ∈ Int M | ordx u > `}.

Clearly, the nodal set N(u)= u−1(0) is precisely the set N1(u). Recall that a connected component of
M \N(u) is called a nodal domain of u. The combination of the Harnack inequality in [Aizenman and
Simon 1982; Simon 1982] and the unique continuation property implies that a nontrivial solution u has
different signs on adjacent nodal domains. Moreover, every point x ∈N(u) belongs to the closure of at
least two nodal domains.

Now suppose that u is an eigenfunction; that is, a solution to the eigenvalue problem (1-2). The
following version of a classical statement is used in the sequel.

Courant’s nodal domain theorem. Let (M, g) be a smooth compact Riemannian surface, possibly with
boundary, and ν ∈ K 2,δ(M), where 0< δ < 1. Then each nontrivial eigenfunction u corresponding to the
eigenvalue λk(g, ν) of eigenvalue problem (1-2) has at most k+1 nodal domains.

The proof follows standard arguments; see [Courant and Hilbert 1953]. It uses variational characteri-
sation of eigenvalues λk(g, ν), the unique continuation property, Proposition 2.1, and the continuity of
eigenfunctions up to the boundary. The latter can be deduced, for example, from the interior regularity
[Simon 1982] by straightening the boundary locally and reflecting across it in an appropriate way.

Qualitative properties of nodal sets. Let u be a solution of the Schrödinger equation (2-1). If u is
C1-smooth, then the implicit function theorem implies that the complement

N1(u) \N2(u) (2-2)
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is a collection of C1-smooth arcs. The following celebrated nodal set regularity theorem due to [Hoffmann-
Ostenhof et al. 1995] says that the latter holds under rather weak assumptions on a potential, when a
solution u is not necessarily C1-smooth.

Proposition 2.3. Let u be a nontrivial solution of the Schrödinger equation (2-1) with V ∈ K 2,δ(M),
where 0< δ < 1. Then any point x in the complement (2-2) has a neighbourhood U ⊂ M such that the
set N1(u)∩U is the graph of a C1,δ-smooth function with nonvanishing gradient. Further, if a potential
V is Ck,α-smooth, then such a point x has a neighbourhood U such that N1(u)∩U is the graph of a
Ck+3,α-smooth function with nonvanishing gradient.

Below by nodal edges we mean the connected components of N1(u) \N2(u). By Proposition 2.3 they
are diffeomorphic to intervals of the real line, and their ends belong to the set N2(u). We say that a nodal
edge is incident to x ∈N2(u) if its closure contains x . A nodal edge is called a nodal loop if it is incident
to one point x ∈ N2(u) only. In other words, such a nodal edge starts and ends at the same point x .

The important consequence of Proposition 2.3 is the statement that nodal edges cannot accumulate to
another nodal edge. We use this fact to describe a nodal set structure around an isolated point x ∈N2(u).

Corollary 2.4. Let (M, g) be a smooth compact Riemannian surface, possibly with boundary, and let u
be a nontrivial solution of the Schrödinger equation (2-1) with V ∈ K 2,δ(M), where 0 < δ < 1. Let
x ∈N2(u) be an isolated point in N2(u). Then the number of nodal edges incident to x that are not nodal
loops is finite. Moreover, any sequence of nodal loops incident to x has to contract to x.

Proof. Let B be a neighbourhood of x whose closure does not contain any points in N2(u). We view B
as a unit ball in R2 centred at the origin x = 0. Suppose that there is an infinite number of nodal edges
incident to x that are not nodal loops. Denote by 0i the connected components of the intersections of
these nodal edges with the ball B whose closures 0i contain x . By Proposition 2.3, each 0i consists
of a piece of a C1-smooth nodal arc and the origin x . They form a sequence of compact subsets of B,
and hence contain a subsequence that converges to a compact subset 00 ⊂ B in the Hausdorff distance.
Clearly, the subset 00 belongs to the nodal set N(u) and contains the origin x = 0. Since the subsets 0i

contain points on the boundary ∂B, then so does 00; in particular, the limit subset 00 does not coincide
with x . Since the origin x is the only higher-order nodal point in B, then 00 \ {x} is the union of pieces
of C1-smooth nodal edges. Without loss of generality, we may assume that the sequence 0i converges to
a subset 00 such that 00 \ {x} is a piece of a nodal edge. Now to get a contradiction we may either appeal
to Proposition 2.3 directly, or argue in the following fashion. Let xi ∈ 0i ∩ ∂B be a sequence of points
that converges to a point x0 ∈ 00 ∩ ∂B. We consider the two cases.

Case 1: the complement 00 \ {x} belongs to a nodal edge that intersects ∂B at x0 transversally. By
Proposition 2.2, it is straightforward to see that the tangent line to 00 at x0 is precisely the kernel of an
approximating linear function P1 at x0. Since 00 intersects ∂B at x0 transversally, we conclude that the
sequence P1((xi − x0)/|xi − x0|) is bounded away from zero for all sufficiently large i . On the other hand,
by Proposition 2.2 we obtain P1(xi − x0)= O(|xi − x0|

1+δ), and arrive at a contradiction.

Case 2: the complement 00 \ {x} belongs to a nodal edge that is tangent to ∂B at x0. Then there exists a
sufficiently small ball B0 centred at x0 such that 00 intersects ∂B0 transversally. Choosing a sequence of
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points x ′i ∈ 0i ∩ ∂B0 that converges to a point x ′0 ∈ 00 ∩ B0, and arguing in a fashion similar to in Case 1,
we again arrive at a contradiction.

Now we demonstrate the last statement of the lemma. Suppose that there is a sequence of nodal loops
incident to x that do not contract to x . Choosing a subsequence and a sufficiently small neighbourhood B
of x , we may assume that each nodal loop intersects with ∂B. Then the argument above shows that this
sequence has to be finite. �

We proceed with another statement on local properties of the nodal set near an isolated point x ∈N2(u).

Corollary 2.5. Let (M, g) be a smooth compact Riemannian surface, possibly with boundary, and let u
be a nontrivial solution of the Schrödinger equation (2-1) with V ∈ K 2,δ(M), where 0 < δ < 1. Let
x ∈ N2(u) be an isolated point in N2(u). Then there exists a neighbourhood B of x , viewed as a ball
in the Euclidean plane, such that the zeroes of u on ∂B are precisely the intersections of the connected
components of N1(u) \N2(u) incident to x with ∂B.

Proof. First, since x is isolated in N2(u), one can choose a neighbourhood B such that it does not contain
other points from N2(u). Thus, for a proof of the lemma it is sufficient to show that the point x is not a
limit point of the nodal edges that are not incident to x . This can be demonstrated following an argument
similar to the one used in the proof of Corollary 2.4. �

Let x ∈N2(u) be a point isolated in N2(u) such that the number of nodal edges incident to x is finite.
The number of these nodal edges, where nodal loops are counted twice, is a characteristic of a point x ,
called the degree and denoted by deg x . It is closely related to the vanishing order ordx u. More precisely,
if a solution u is sufficiently smooth, then by Cheng’s structure theorem [1976], it equals 2 ordx u. The
following lemma describes its relationship to ordx u under rather weak regularity assumptions on u.

Lemma 2.6. Let (M, g) be a smooth compact Riemannian surface, possibly with boundary, and let u be
a nontrivial solution of the Schrödinger equation (2-1) with V ∈ K 2,δ(M), where 0< δ < 1. Let x ∈N2(u)
be an isolated point in N2(u) such that the degree deg x is finite. Then deg x is an even integer that is at
least 2 ordx u.

Proof. Denote by N the vanishing order ordx u, that is, the degree of an approximating homogeneous
harmonic polynomial PN (y− x); see Proposition 2.2. Choose a sufficiently small neighbourhood B of x
such that it does not contain other points from N2(u) and does not contain nodal loops. We identify B
with a unit ball in the Euclidean plane such that the point x corresponds to the origin. By Bλ ⊂ B we
mean a neighbourhood that corresponds to a ball of radius λ, where 0 < λ < 1. Consider the rescaled
function

uλ(y)= λ−N u(λ · y)

defined on the unit circle S = {y : |y| = 1}. Proposition 2.2 implies that uλ(y) converges uniformly to the
homogeneous harmonic polynomial PN (y) as λ→ 0, when y ranges over the unit circle S. As is known,
PN (y) changes sign on S precisely 2N times, and hence the corresponding zeroes are stable under the
perturbation of PN (y). Thus, we conclude that for all sufficiently small λ > 0 the zeroes of uλ lie in
small pairwise nonintersecting neighbourhoods Ui ⊂ S, where i = 1, . . . , 2N , of the zeroes of PN (y),
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and each Ui contains at least one zero of uλ. Choosing a sufficiently small λ > 0, by Corollary 2.5 we
may assume that the zeroes of uλ correspond to the intersections of nodal edges incident to x with ∂Bλ.
Further, the intersections of the nodal edges incident to x with Bλ lie in the cones

Ci (λ)= {t · λUi : 0< t < 1}, where i = 1, . . . , 2N .

Since the cones Ci (λ) are pairwise nonintersecting and each of them contains at least one connected piece
of a nodal edge incident to x , we conclude that deg x is at least 2N .

Now we claim that each cone Ci (λ) contains an odd number of nodal edge pieces incident to x , and
hence the degree deg x is an even integer. Indeed, the solution u has different signs on the connected
components of Bλ \ ∪Ci (λ) adjacent to the same cone; they coincide with the signs of uλ and the
approximating homogeneous harmonic polynomial PN . Since u also has different signs on adjacent nodal
domains, each nodal edge piece incident to x contributes to the change of sign, and the claim follows in a
straightforward fashion. �

Properties of the vanishing order. The proof of Proposition 2.3 is based on the following improvement
of Proposition 2.2 due to [Hoffmann-Ostenhof et al. 1995], which is important for our considerations in
the sequel. Below we denote by B a coordinate chart viewed as a ball in the Euclidean plane, and by B1/2

the ball of half the radius of B.

Proposition 2.7. Let (M, g) be a smooth compact Riemannian surface, possibly with boundary, and let u
be a nontrivial solution of the Schrödinger equation (2-1) with V ∈ K 2,δ(M), where 0< δ < 1. Let B be
a coordinate chart in the interior of M viewed as a ball in the Euclidean plane. Then for a sufficiently
small B and any `> 1 there exists a constant C > 0 such that for any point y ∈ N`(u)∩ B1/2 there exists
a degree ` homogeneous harmonic polynomial P y

` such that

|u(x)− P y
` (x − y)|6 C

(
sup

B
|u|
)
|x − y|`+δ for any x ∈ B,

and the polynomials P y
` satisfy |P y

` (x̄)|6 C∗(supB |u|) for any |x̄ | = 1, where the constants C and C∗ do
not depend on a solution u.

Note that the harmonic polynomials P y
` above either vanish identically or coincide with approximating

harmonic polynomials at y from Proposition 2.2. The main estimate of Proposition 2.7 is stated in
[Hoffmann-Ostenhof et al. 1995, Theorem 1]. The bound for the values of the harmonic polynomials
on the unit circle follows from the proof, and is explained explicitly in [Hoffmann-Ostenhof et al. 1995,
p. 1256].

We proceed with studying the vanishing order ordx u as a function of x ∈ M . The following lemma is
a straightforward consequence of Proposition 2.7. We include a proof for completeness of exposition.

Lemma 2.8. Let (M, g) be a smooth compact Riemannian surface, possibly with boundary, and let u be
a nontrivial solution of the Schrödinger equation (2-1) with V ∈ K 2,δ(M), where 0 < δ < 1. Then the
function ordx u is upper-semicontinuous in the interior of M ; that is, for any sequence xi converging to an
interior point x ∈ M , one has the inequality lim sup ordxi (u)6 ordx u.
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Proof. It is sufficient to show that if xi belong to N`(u), then so does the limit point x . Without loss of
generality, we may assume that the points xi lie in a coordinate chart B that is identified with a unit ball in
R2 centred at the origin x = 0, and xi → 0 as i→+∞. In addition, to simplify the notation, we assume
that sup|u| on B equals 1. Let P i

` be a degree ` homogeneous harmonic polynomial corresponding to xi

from Proposition 2.7. Representing u as the sum of u− P i
` and P i

` , we obtain

|u(x)|6 |u(x)− P i
` (x − xi )| + |P i

` (x − xi )|6 C |x − xi |
`+δ
+C∗|x − xi |

` for any x ∈ B,

where the second inequality for all sufficiently large i follows from Proposition 2.7. Passing to the limit
as i→+∞, we get

|u(x)|6 C ′|x |` for any x ∈ B,

and conclude that the vanishing order at the origin is at least `. �

Our last lemma says that the vanishing order ordx u is strictly upper-semicontinuous on N2(u).

Lemma 2.9. Let (M, g) be a smooth compact Riemannian surface, possibly with boundary, and let u be
a nontrivial solution of the Schrödinger equation (2-1) with V ∈ K 2,δ(M), where 0< δ < 1. Then for any
sequence xi ∈ N2(u) converging to an interior point x ∈ M we have lim sup ordxi (u) < ordx u.

Proof. As in the proof of Lemma 2.8, we assume that the points xi belong to a coordinate chart B, viewed
as a unit ball in R2 centred at the origin x = 0, and xi → 0 as i→+∞. We also suppose that sup|u| on
B equals 1. First, by Lemma 2.8 we conclude that the upper limit lim sup ordxi (u) is finite; we denote it
by N . After a selection of a subsequence, we may assume that the vanishing order ordxi (u) equals N for
each xi . By Lemma 2.8 it remains to show that the vanishing order ordx u at the origin x cannot be equal
to N .

Suppose the contrary: the order of u at the origin equals N > 2. Let PN be an approximating
homogeneous harmonic polynomial for u at the origin. By Proposition 2.7, for a sufficiently large index i
we have

|PN (x)− P i
N (x − xi )|6 |u(x)− PN (x)| + |u(x)− P i

N (x − xi )|

6 C(|x |N+δ + |x − xi |
N+δ) for any x ∈ B, (2-3)

where P i
N is an approximating homogeneous harmonic polynomial at xi . Denote by λi the absolute

value |xi |, and by x̄i the point λ−1
i xi on the unit circle. Setting x = λi x̄ in inequality (2-3) and using the

homogeneity of the left-hand side, we obtain

|PN (x̄)− P i
N (x̄ − x̄i )|6 (1+ 2N+δ)Cλδi for any |x̄ | = 1. (2-4)

Without loss of generality, we may assume that the sequence x̄i converges to a point x̄0, |x̄0| = 1. Setting x̄
to be equal to x̄i in inequality (2-4) and passing to the limit as i→+∞, we see that x̄0 is a zero of PN .
Recall that the nodal set of PN consists of n straight lines passing through the origin; the vanishing
order of the origin equals N , and any other nodal point, such as x̄0, has vanishing order 1. On the other
hand, by Proposition 2.7 the polynomials P i

N are uniformly bounded on the unit circle and, since in polar
coordinates they have the form

air N cos(Nθ)+ bir N sin(Nθ),
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we conclude that, after a selection of a subsequence, they converge either to zero or to a harmonic
homogeneous polynomial P0

N of degree N . If the former case occurs, then after passing to the limit in
inequality (2-4) we see that PN (x) vanishes, and arrive at a contradiction. Now assume that the harmonic
polynomials P i

N converge to a nontrivial harmonic polynomial P0
N . Then the polynomials P i

N (x̄ − x̄i )

converge uniformly to P0
N (x̄ − x̄0) and, passing to the limit in inequality (2-4), we conclude that PN (x̄)

coincides identically with P0
N (x̄ − x̄0). Now, since N > 2, it is straightforward to arrive at a contradiction.

The polynomial PN (x̄) has precisely 2N zeroes as x̄ ranges over the unit circle, while the polynomial
P0

N (x̄ − x̄0) has at most N + 1. �

Corollary 2.10. Let (M, g) be a smooth compact Riemannian surface, possibly with boundary, and let u
be a nontrivial solution of the Schrödinger equation (2-1) with V ∈ K 2,δ(M), where 0 < δ < 1. Then
the set N2(u) is totally disconnected: every nonempty connected subset is a single point. Moreover, the
complement N(u) \N2(u) is open and dense in the nodal set.

Proof. Suppose the contrary to the first statement. Then there exists a nonempty connected subset
C ⊂ N2(u) that is not a single point. Since any point x ∈ C is the limit of a nontrivial sequence in C , by
Lemma 2.9 we conclude that C ⊂N`(u) for any `> 2. Hence, the solution u vanishes to an infinite order
at C and, by the strong unique continuation, Proposition 2.1, vanishes identically. This contradiction
demonstrates the first statement.

By Lemma 2.8 the set N2(u) is closed, and for a proof of the second statement of the corollary it
remains to show that the complement N(u) \N2(u) is dense. Suppose the contrary. Then for some point
p ∈ N(u) there exists a ball Bε(p) such that C = Bε(p)∩N(u) is contained in N2(u). By the Harnack
inequality [Aizenman and Simon 1982; Simon 1982] no point in the nodal set can be isolated, and we
conclude that any x ∈ C is the limit of a nontrivial sequence in C . Now we arrive at a contradiction in a
fashion similar to the one above. �

3. Prime ends of nodal domains

Now we study the nodal set N(u) from the point of view of the topology of nodal domains. More
precisely, we describe the structure of prime ends of nodal domains. The notion of prime end goes back
to Carathéodory [1913], who used it to describe the behaviour of conformal maps on the boundaries of
simply connected domains. Later his theory was extended to general open subsets in manifolds [Epstein
1981]. However, main applications seem to be restricted to 2-dimensional problems [Milnor 2006]. We
start by recalling the necessary definitions, following [Epstein 1981] closely.

Let �⊂ M be a connected open subset, where we view M as the interior of a compact Riemannian
surface. For a subdomain D ⊂�, we denote by ∂D the interior boundary:

∂D =�∩ D ∩ (�\D).

Definition 3.1. A chain in � is a sequence {Di }, i = 1, 2, . . . , of open connected subsets of � such that

• ∂Di is connected and nonempty for each i , and

• Di+1 ∩�⊂ Di for each i .
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Two chains {Di } and {D′i } are called equivalent if for any i there exists j > i such that D′j ⊂ Di and
D j ⊂ D′i .

Definition 3.2. A chain in � is called a topological chain if there exists a point p ∈ M such that

• the diameter of (p∪ ∂Di ) tends to zero as i→+∞, and

• dist(p, ∂Di ) > 0 for each i .

The point p above is called the principal point of {Di }. A prime point of � is the equivalence class of a
topological chain.

Clearly, for a given topological chain the principal point p ∈ � is unique. Note also that the above
definitions do not depend on a metric on M . The set of all prime points of � is denoted by �̂. It is
made into a topological space by taking the sets Û , formed by prime points represented by chains {Di }

such that each Di lies in an open subset U ⊂ �, as a topological basis. There is a natural embedding
ω :�→ �̂, defined by sending a point x ∈� to the equivalence class of a sequence of concentric balls
centred at x whose diameters tend to zero. As is shown in [Epstein 1981, Section 2], the map ω embeds �
homeomorphically onto an open subset in �̂. A prime end of � is a prime point which is not in ω(�). A
principal point of a prime end is any principal point of any representative topological chain.

Although a given topological chain has only one principal point, a prime end may have many. The
simplest example is given by considering a domain whose boundary has an oscillating behaviour similar
to the graph of sin(1/x). The collection of all principal points is a subset of the impression

⋂
Di of a

prime end. The latter does not depend on a representative topological chain, and is a compact connected
subset of the boundary ∂�. Note also that a given point x ∈ ∂� can be a principal point of many different
prime ends. We refer to [Epstein 1981; Milnor 2006] for examples and other details.

The following statement, proved in [Epstein 1981, Section 6], shows that prime ends give a useful
compactification (the so-called Carathéodory compactification) of open subdomains.

Proposition 3.1. Let (M, g) be a Riemannian surface, viewed as the interior of a compact surface, and
let �⊂ M be a connected open subset such that the first homology group H1(�,Q) is finite-dimensional.
Then there is a homeomorphism of �̂ onto a compact surface with boundary that maps the set of prime
ends onto its boundary.

We proceed with studying properties of nodal sets. The following lemma says that all prime ends
of nodal domains have the simplest possible structure: any of them has only one principal point that
coincides with its impression.

Lemma 3.2. Let (M, g) be a smooth compact Riemannian surface, possibly with boundary. Let u be a
nontrivial solution to the Schrödinger equation (2-1) with a potential V ∈ K 2,δ(M), where 0< δ < 1, and
let � be its nodal domain. Then for any prime end [Di ] of � its impression

⋂
Di consists of a single

point. In particular, any prime end has only one principal point.

Proof. First, the statement holds for any prime end that has a principal point x in the complement
N(u)\N2(u). Indeed, then the point x belongs to a nodal edge, which is the image of a C1-smooth regular
path; see Proposition 2.3. By the implicit function theorem we can view a small nodal arc containing x as
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a line segment in R2. Then it is straightforward to see that any chain that has x as a principal point is
equivalent to a chain that consists of concentric semidisks centred at x whose diameters converge to zero.
Its impression consists of the point x only.

Now suppose that a given prime end has a principal point x ∈N2(u). Then we claim that its impression I
does not have any points in N(u) \N2(u). Suppose the contrary. Then, since the impression I of a prime
end is connected, we conclude that I contains a nontrivial arc C that belongs to some nodal edge; that
is, C is a connected subset of N(u) \N2(u) that is not a single point, and dist(x,C) > 0. Let {Di } be a
representative topological chain whose principal point is x , and let Ei be the set ∂Di \ I , where ∂Di is
the boundary of Di viewed as a subset of M . First, it is straightforward to see that for any y ∈ C ⊂ I
the distance dist(y, Ei ) converges to zero as i→+∞. For otherwise there is a neighbourhood U of y
in Di such that U ⊂ Di for any i . More precisely, viewing C around y as a straight segment in R2, we
may choose U to be diffeomorphic to a semidisk B+ε (y), assuming that dist(y, Ei )> 2ε. Then we obtain
the inclusions U ⊂ I ⊂ ∂�, which are impossible. Thus, we see that any point y ∈ C is the limit of a
sequence yi ∈ E i . Indeed, one can take as yi a point at which the distance dist(y, Ei ) is attained. This
implies that there is a sequence Ci ⊂ E i of subsets that converges to a nodal arc C in the Hausdorff
distance. Clearly, the sets Ei \ (∂Di ∩�) lie in the nodal set N(u), and since the interior boundaries
∂Di ∩� converge to the point x , we conclude that for a sufficiently large i the subset Ci lies in the nodal
set. Further, since the set N(u) \N2(u) is open in the nodal set (see Lemma 2.8), we see that each Ci lies
in N(u) \N2(u). Thus, without loss of generality, we may assume that the Ci are arcs of nodal edges.
Combining the latter with Proposition 2.3, or following the argument in the proof of Corollary 2.4, we
arrive at a contradiction.

Thus, the impression I does not have points in the complement N(u) \N2(u), and is contained in
N2(u). By Corollary 2.10 the set N2(u) is totally disconnected, and since the impression I is connected,
it has to coincide with the point x . �

Corollary 3.3. Under the hypotheses of Lemma 3.2, the following statements hold:

(i) Any point x ∈ ∂� is accessible; that is, it can be joined with any interior point in � by a continuous
path γ : [0, 1] → M such that γ (0)= x and the image γ (0, 1] lies in �.

(ii) For any point x ∈ ∂� and any sufficiently small neighbourhood U of x there are only finitely many
connected components U1, . . . ,Uk of�∩U such that x ∈U i , and the union

⋃
U i is a neighbourhood

of x in �.

(iii) The boundary ∂� is locally connected.

Proof. We derive the statements using the results in [Epstein 1981], which apply to open domains �⊂ M
whose first homology group H1(�,Q) is finite-dimensional. Note that all statements are local, and
hold trivially for the boundary points x ∈ N(u) \N2(u). To prove the corollary for the boundary points
x ∈ N2(u) we may assume, after cutting � along smooth simple closed paths, that � has zero genus.
Moreover, after cutting along paths joining points from N(u) \N2(u) on different boundary components
of �, we may assume that � is simply connected, and the results in [Epstein 1981] apply. Specifically, the
first statement is a consequence of our Lemma 3.2 and Theorems 7.4 and 8.2 in that reference. The second
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statement follows from Lemma 3.2 and [Epstein 1981, Theorem 8.2], and the third from Lemma 3.2 and
[Epstein 1981, Theorem 8.3]. �

4. The proofs

Proof of Theorem 1.3. Let (M, g) be a compact Riemannian surface, and u be a solution to the
Schrödinger equation (2-1) with a potential V ∈ K 2,δ(M), where 0 < δ < 1. First, we intend to
generalise Theorem 1.3 to certain subdomains �⊂ M .

Definition 4.1. A connected open subset �⊂M is called a proper subdomain with respect to a solution u
if its boundary consists of finitely many connected components and the solution u has finitely many nodal
domains in �; that is, the number of connected components of � \N(u) is finite.

If u is an eigenfunction, then by Courant’s nodal domain theorem the surface M itself is a proper
subdomain with respect to u. However, for our method it is also important to consider proper subdomains
whose closures are contained in the interior of M . The hypothesis on the finite number of boundary
components guarantees that such a domain� has finite topology and, by Proposition 3.1, is homeomorphic
to the interior of a compact surface with boundary. The second hypothesis in Definition 4.1 mimics an
important property of eigenfunctions, and is essential for our arguments in the sequel. Below we denote
by N�(u) and N`

�(u) the sets N(u)∩� and N`(u)∩� respectively.
Theorem 1.3 is a consequence of the following more general result.

Theorem 4.1. Let (M, g) be a compact Riemannian surface, possibly with boundary, and let u be a
nontrivial solution to the Schrödinger equation (2-1) with a potential V ∈ K 2,δ(M), where 0 < δ < 1.
Then for any proper subdomain � ⊂ M with respect to u the set N2

�(u) is finite, and the complement
N�(u) \N2(u) has finitely many connected components. Moreover, for any x ∈ N2

�(u) the number of
connected components of N�(u) \N2(u) incident to x (if one connected component starts and ends at x ,
then it counts twice) is an even integer that is at least 2 ordx u.

The proof of Theorem 4.1 is based on the two lemmas below. The first lemma shows that proper
neighbourhoods form a topological basis at any point x ∈�. Its proof relies on the topological consequences
of our study of prime ends in Section 3.

Lemma 4.1. Under the hypotheses of Theorem 4.1, for any point x ∈N�(x) and any sufficiently small ball
Bε(x) centred at x there exists a proper subdomain Uε(x) with respect to u such that x ∈Uε(x)⊂ Bε(x).

Proof. Let x ∈N(u) be an interior nodal point in �, and �1, . . . , �m be a collection of all nodal domains
whose closure contains x . By Corollary 3.3 for any sufficiently small open ball Bε(x)⊂� there are only
finitely many connected components � j

i , j = 1, . . . , ri , of the intersection Bε(x)∩�i whose closure
contains x . Moreover, the union Fi =

⋃
j �

j
i is a neighbourhood of x in �i . Thus, we conclude that the

set Uε(x)= Int
(⋃

Fi
)

contains x . Clearly, the connected components of the complement Uε(x) \N(u)
are precisely the domains � j

i , and it remains to show that Uε(x) has finitely many boundary components.
Choosing ε > 0 such that the metric ball Bε(x) is homeomorphic to a ball in R2, it is straightforward to
see that any boundary component of Uε(x) that lies in Bε(x) bounds a union of nodal domains. Since the
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number of nodal domains is finite, then choosing ε > 0 even smaller we conclude that Uε(x) is simply
connected, and hence its boundary is connected. Thus, the neighbourhood Uε(x) is indeed a proper
subdomain with respect to a solution u. �

The second lemma says that if the set N2
�(u) consists of isolated points, then it is necessarily finite,

and the nodal set has the structure of a finite graph with the vertex set N2
�(u).

Lemma 4.2. Under the hypotheses of Theorem 4.1, suppose that the set N2
�(u) consists of isolated points.

Then the set N2
�(u) is finite, and the complement N�(u) \N2(u) has finitely many connected components.

The proof of the last lemma appears at the end of the section. Now we proceed with the proof of
Theorem 4.1.

Proof of Theorem 4.1. By Lemma 4.2 for a proof of the theorem it is sufficient to show that the set
N2
�(u) consists of isolated points in �. The second statement of the theorem is a direct consequence

of Lemma 2.6. First, we consider the case of proper subdomains �⊂ M whose closures are contained
in the interior of M , �⊂ M . Given such a subdomain �, it is straightforward to see that the maximal
vanishing order `=max{ordx u}, where x ∈�, is finite. Indeed, otherwise there exists a point p ∈� that
is the limit of points xi ∈� such that ordxi (u)→+∞ as i→+∞. Then, by Lemma 2.8, the solution u
vanishes to an infinite order at p, and the strong unique continuation, Proposition 2.1, implies that u
vanishes identically.

Let �⊂ M be a proper subdomain whose closure is contained in the interior of M . We prove that the
set N2

�(u) is finite by induction on the maximal vanishing order `. Clearly, the statement holds for all
solutions u and proper subdomains � such that the maximal vanishing order equals 2. Indeed, in this case
by Lemma 2.9 the set N2

�(u) consists of isolated points and, by Lemma 4.2, is finite. Now we perform an
induction step. Suppose that the set N2

�(u) is finite for all solutions u to the Schrödinger equation (2-1)
on M and all proper subdomains � whose closure is contained in the interior of M that satisfy

max{ordx u : x ∈�}6 `− 1.

Now let u be a solution on M and � a proper subdomain such that the maximal vanishing order equals `,

max{ordx u : x ∈�} = `.

By Lemma 2.9 the set N`
�(u) consists of isolated points in �. Pick a point p ∈N2

�(u). By Lemma 4.1, it
has a neighbourhood U that is a proper subdomain such that U ⊂�. Then the neighbourhood U may
contain only finitely many points p1, p2, . . . , pm whose vanishing order equals `. Since the domain
U0=U \{p1, . . . , pm} is proper with respect to u, the induction hypothesis implies that the set N2(u)∩U0

is finite. Hence, so is the set N2(u)∩U . Thus, we conclude that N2
�(u) consists of isolated points in �

and, by Lemma 4.2, is finite.
The statement that the set N2

�(u) consists of isolated points in � for an arbitrary proper subdomain
�⊂ M follows directly from the case considered above together with Lemma 4.1. �
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Proof of Theorem 1.2. Now we show how Theorem 1.3 implies the multiplicity bounds. We give an
argument following the strategy described in [Karpukhin et al. 2013, Section 6]. It relies on two lemmas
that appear below. The first lemma gives a lower bound for the number of nodal domains via the vanishing
order of points x ∈ N2(u).

Lemma 4.3. Under the hypotheses of Theorem 1.2, for any nontrivial eigenfunction u of an eigenvalue
λk(g, ν) the number of its nodal domains is at least

∑
(ordx u − 1)+ χ + l, where the sum is taken

over all points in N2(u) and χ and l stand for the Euler–Poincaré number and the number of boundary
components of M respectively.

Before giving a proof we introduce some notation that is useful in the sequel. First, by Theorem 4.1,
the nodal set N(u) of any eigenfunction u on M can be viewed as a finite graph, called a nodal graph. Its
vertices are points in N2(u) and the edges are connected components of N(u) \N2(u). Below we denote
by M a closed surface, viewed as the image of M under collapsing its boundary components to points,
and by χ̄ its Euler–Poincaré number. Let N(u) be the corresponding image of a nodal graph N(u), called
the reduced nodal graph. Its edges are the same nodal arcs, and there are two types of vertices: vertices
that correspond to the boundary components that contain limit points of nodal lines, called boundary
component vertices, and genuine vertices that correspond to the points in N2(u), called interior vertices.
By faces of the graph N(u) we mean the connected components of the complement M \N(u). Clearly,
they can be identified with the nodal domains of an eigenfunction u.

Proof of Lemma 4.3. Let N(u) be a reduced nodal graph in M . By Theorem 4.1 it is a finite graph, and let
v, e and f be the number of its vertices, edges and faces respectively. We also denote by r the number of
boundary component vertices in N(u). Recall that the number of edges satisfies the relation 2e=

∑
deg x ,

where the sum is taken over all vertices. Since an eigenfunction u has different signs on adjacent nodal
domains, the degree of each boundary component vertex is at least two, and we obtain

e > r + 1
2

∑
deg x > r +

∑
ordx u,

where the sum is taken over all interior vertices x ∈N2(u). The second inequality above follows from the
relation deg x > 2 ordx u; see Theorem 4.1. Viewing the number of vertices v as the sum r +

∑
1, where

the sum is again taken over x ∈ N2(u), by the Euler inequality [Giblin 2010, p. 207] we have

f > e− v+ χ̄ >
∑

(ordx u− 1)+ χ̄ ,

where χ̄ = χ + l is the Euler–Poincaré number of M . Since f is precisely the number of nodal domains,
we are done. �

We proceed with the second lemma. In the case when the potential of a Schrödinger equation is
smooth it is due to [Nadirashvili 1987]; see also [Karpukhin et al. 2013]. The proof relies essentially on
Proposition 2.2.

Lemma 4.4. Let (M, g) be a compact Riemannian surface, possibly with boundary, and let u1, . . . , u2n

be a collection of nontrivial linearly independent solutions to the Schrödinger equation (2-1) with a
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potential V ∈ K 2,δ(M), where 0< δ < 1. Then for a given interior point x ∈ M there exists a nontrivial
linear combination u =

∑
αi ui whose vanishing order ordx u at the point x is at least n.

Proof. Let V be a linear space spanned by the functions u1, . . . , u2n , and Vi its subspace formed by
solutions u ∈ V whose vanishing order at x is at least i , ordx u > i . Clearly, the subspaces Vi form a
nested sequence, Vi+1 ⊂ Vi . The lemma claims that Vn is nontrivial. Suppose the contrary, that the
subspace Vn is trivial. Then, it is straightforward to see that the dimension of V satisfies the inequality

dim V 6 1+
n−1∑
i=1

dim(Vi/Vi+1);

the equality occurs if the space V does not coincide with V1. By Proposition 2.2, the factor space Vi/Vi+1

can be identified with a subspace of homogeneous harmonic polynomials on R2 of degree i . When the
degree i is at least 1, the space of such polynomials has dimension two, and we obtain

dim V 6 1+ 2(n− 1)= 2n− 1.

Thus, we arrive at a contradiction with the hypotheses of the lemma. �

Now we finish the proof of Theorem 1.2. Suppose the contrary to its statement. Then there exist at
least 2(2−χ − l)+ 2k+ 2 linearly independent eigenfunctions corresponding to the eigenvalue λk(µ, g).
Pick an interior point x ∈ M . By Lemma 4.4 there exists a new eigenfunction u whose vanishing order at
the point x is at least 2−χ − l + k+ 1. Now Lemma 4.3 implies that the number of the nodal domains
of u is at least k+ 2. Thus, we arrive at a contradiction with Courant’s nodal domains theorem. �

Proof of Lemma 4.2. Since the set N2
�(u) consists of isolated points, we can view the nodal set N�(u)

as a graph: the vertices are points in N2
�(u), and the edges are connected components of N�(u) \N2

�(u).
Recall that the degree deg x of a vertex x ∈N2

�(u) is defined as the number of edges incident to x ; if one
edge starts and ends at x , then it counts twice. The following lemma says that the degree of each vertex
has to be finite.

Lemma 4.5. Under the hypotheses of Theorem 4.1, suppose that the set N2
�(u) consists of isolated points.

Then the degree deg x of any point x ∈ N2
�(u) is finite.

Proof. By Corollary 2.4 it is sufficient to show that the number of nodal loops that start and end at a given
point x ∈ N2

�(u) is finite. Suppose the contrary, that the number of such nodal loops is infinite. Let � be
a compactification of �, obtained by adding one point for each boundary component. By Proposition 3.1
it is homeomorphic to a closed surface, and we denote by χ̄ its Euler–Poincaré number. Let 0 be a
subgraph in the nodal graph formed by one vertex x and m+ 2− χ̄ nodal loops that start and end at x ,
where m is the number of nodal domains of u in �. Denote by v = 1, e = m+ 2− χ̄ and f the number
of vertices, edges and faces of 0 respectively. Here by the faces of 0 we mean the connected components
of �\0. Clearly, they are unions of nodal domains, and f 6m. On the other hand, viewing 0 as a graph
in �, by Euler’s inequality [Giblin 2010, p. 207], we obtain

f > e− v+ χ̄ = m+ 1.
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This contradiction demonstrates the lemma. �

Now we prove the statement of Lemma 4.2: the set N2
�(u) is finite, and the complement N�(u)\N2(u)

has finitely many connected components. The argument below is based on the results in Section 2, and is
close in the spirit to the one in [Karpukhin et al. 2013, Section 3].

Let � be a closed surface obtained by collapsing boundary components of � to points. By N� we
denote the reduced nodal graph in �, defined in the proof of Theorem 1.2. Recall that its edges are the
same nodal edges, and there are two types of vertices: vertices that correspond to the boundary components
of � that contain limit points of nodal lines, called boundary component vertices, and genuine vertices
that correspond to the points in N2

�(u), called interior vertices. For a proof of the lemma it is sufficient to
show that N�(u) is a finite graph. Our strategy is to show that

(i) each boundary component vertex has a finite degree, and

(ii) the number of interior vertices is finite in �.

We are going to construct new graphs in � by resolving interior vertices in the following fashion. Let
x ∈ N2

�(u) be an interior vertex. By Lemma 4.5 its degree is finite, and by Lemma 2.6 it is an even
integer 2n. Let B be a small disk centred at x that does not contain other vertices. By Corollary 2.5
we may assume that nodal edges nonincident to x lie in the complement � \ B. Moreover, since the
degree is finite, we may also assume that each nodal loop incident to x intersects ∂B in at least two points.
Consider the intersections of nodal edges with B, and let 0i , where i = 0, . . . , 2n− 1, be their connected
components incident to x . Pick points yi ∈ 0i ∩ ∂B, one for each i = 0, . . . , 2n− 1. By the resolution of
a vertex x we mean a new graph obtained by removing sub-arcs between x and yi in each nodal edge
incident to x and rounding them off by nonintersecting arcs in B joining the points y2 j and y2 j+1. If there
was an edge that starts and ends at x , then such a procedure may make it into a loop. We remove all such
loops, if they occur. A new graph, obtained by the resolution of one vertex, has one vertex less and at
most as many faces as the original graph.

Proof of (i). Suppose the contrary. Let us resolve all interior vertices in N�(u) in the way described
above. The result is a graph 0 whose only vertices are boundary component vertices in N�(u); let v
be their number. Moreover, it has at most as many faces as N�(u)— that is, no more than the number
of nodal domains. Since there is a boundary component vertex in N�(u) whose degree is infinite, the
same vertex has an infinite degree in 0. Let us remove all edges in 0 except for at least v+m+ 1− χ̄ of
them, where m is the number of nodal domains and χ̄ is the Euler–Poincaré number of �. The result is
a finite graph; it has precisely v vertices, and we denote by e and f the number of its edges and faces
respectively. By Euler’s inequality, we obtain

f > e− v+ χ̄ = m+ 1.

On the other hand, since removing an edge does not increase the number of faces, we have f 6 m. Thus,
we arrive at a contradiction.

Proof of (ii). Suppose the contrary, and let v be the number of boundary component vertices in N�(u).
Let us resolve all interior vertices except for v +m + 1− χ̄ of them. The result is a finite graph; we
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denote by v′, e′ and f ′ the number of its vertices, edges and faces respectively. Clearly, we have

v′ 6 2v+m+ 1− χ̄ and e′ > 2(v+m+ 1− χ̄),

where in the second inequality we used Lemma 2.6, saying that the degree of each vertex x ∈N2
�(u) is at

least 4. Combining these inequalities with the Euler inequality, we obtain

f ′ > e′− v′+ χ̄ > m+ 1.

On the other hand, we have f ′ 6 m. Thus, we arrive at a contradiction. �

5. Eigenvalue problems on singular Riemannian surfaces

Eigenvalue problems on surfaces with measures. The purpose of this section is to discuss multiplicity
bounds on singular Riemannian surfaces. We start with recalling a useful general setting of eigenvalue
problems on surfaces with measures, following [Kokarev 2014].

Let (M, g) be a compact Riemannian surface, possibly with boundary, and let µ be a finite absolutely
continuous (with respect to d Volg) Radon measure on M that satisfies the decay condition

µ(B(x, r))6 Cr δ, for any r > 0 and x ∈ M, (5-1)

and some constants C and δ > 0. Denote by L1
2(M,Volg) the space formed by distributions whose

derivatives are in L2(M,Volg). Then by the results of Maz’ja [1985] (see also [Kokarev 2014]) the
embedding

L2(M, µ)∩ L1
2(M,Volg)⊂ L2(M, µ)

is compact, the Dirichlet form
∫
|∇u|2 d Volg is closable in L2(M, µ), and its spectrum is discrete. We

denote by
λ0(g, µ) < λ1(g, µ)6 · · ·6 λk(g, µ)6 · · ·

the corresponding eigenvalues, and by mk(g, µ) their multiplicities. As above, we always suppose that
the Dirichlet boundary hypothesis is imposed if the boundary of M is nonempty. The eigenfunctions
corresponding to an eigenvalue λk(g, µ) are distributional solutions to the Schrödinger equation

−1gu = λk(g, µ)µu on M. (5-2)

The latter fact ensures that the analysis in Sections 2–4 carries over to yield the following result.

Theorem 5.1. Let (M, g) be a smooth compact Riemannian surface, possibly with boundary, endowed
with a finite absolutely continuous Radon measure µ that satisfies hypothesis (5-1). Then the multiplicity
mk(g, µ) of a Laplace eigenvalue λk(g, µ) satisfies the inequality

mk(g, µ)6 2(2−χ − l)+ 2k+ 1 for any k = 1, 2, . . . ,

where χ stands for the Euler–Poincaré number of M and l is the number of boundary components.
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Proof. First, we claim that the decay hypothesis (5-1) on the measure µ implies that its density belongs to
the space K 2,δ′(M) for some 0< δ′ < δ. Indeed, by Fubini’s theorem and the change of variable formula,
we obtain ∫

B(x,r)
|x − y|−δ

′

dµ=
∫
+∞

r−δ′
µ{y : |x − y|−δ

′

> t} dt =
∫
+∞

r−δ′
µ(B(x, t−1/δ′)) dt

= δ′
∫ r

0
s−δ

′
−1µ(B(x, s)) ds 6 Cδ′

∫ r

0
sδ−δ

′
−1 ds.

Second, using a variational characterisation of eigenvalues λk(g, µ), it is also straightforward to check
that the standard proof of Courant’s nodal domains theorem carries over for eigenfunctions u which
satisfy (5-2). Hence, Theorem 4.1 applies, and then the argument in the proof of Theorem 1.2 carries
over directly to yield the multiplicity bounds. �

Note that, since the Dirichlet energy is conformally invariant, if the measure µ is the volume measure
of a metric h conformal to g then the quantities λk(g, µ) are precisely the Laplace eigenvalues of a
metric h. More generally, the eigenvalue problems on surfaces with singular metrics can be also often
viewed as particular instances of the setting of eigenvalues on measures. Below we discuss this point of
view in more detail.

Let (M, g) be a Riemannian surface and h be a Riemannian metric of finite volume defined on the
set M \ S, where S is a closed nowhere dense subset of zero measure. Here the set S plays the role of a
singular set of h on M . Denote by µ the volume measure of the metric h. In the literature, e.g., [Cheeger
1983], the Dirichlet spectrum of a singular metric h is normally defined as the spectrum of the Dirichlet
form

u 7→
∫

M\S
|∇u|2 d Volh (5-3)

defined on the space C ⊂ L2(M, µ) of smooth compactly supported functions in M \ S. Suppose that
the set S has zero Dirichlet capacity, the metric h is conformal on M \ S to the metric g, and its volume
measure µ satisfies the decay hypothesis (5-1). Then, it is straightforward to see that the spectrum of h is
discrete and coincides with the set of eigenvalues λk(g, µ) defined above. Moreover, the construction
makes sense even if a metric h is not smooth on M \ S as long as the Dirichlet form (5-3) is well-defined.
Theorem 5.1 gives multiplicity bounds for such eigenvalue problems. We end by discussing two examples:
metrics with conical singularities and, more generally, Alexandrov surfaces of bounded integral curvature.

Example I: metrics with conical singularities. Let M be a closed smooth surface and h be a metric on
M with a number of conical singularities. Recall that a point p ∈ M is called a conical singularity of
order α >−1 (or angle 2π(α+1)) if in an appropriate local complex coordinate the metric h has the form
|z|2αρ(z)|dz|2, where ρ(z) > 0. In other words, near p the metric is conformal to the Euclidean cone
of total angle 2π(α+ 1). As is known, such a metric h is conformal to a genuine Riemannian metric g
on M away from the singularities. If a surface M has a nonempty boundary, we do not exclude an infinite
number of conical singularities accumulating to the boundary, and suppose that the volume measure
Volh satisfies the decay hypothesis (5-1). For a surface with a finite number of conical singularities the
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hypothesis on the volume measure is always satisfied. The Dirichlet integral with respect to the metric h
is defined as an improper integral; by the conformal invariance, it satisfies the relation∫

M
|∇u|2h d Volh =

∫
M
|∇u|2g d Volg

for any smooth function u. Thus, we conclude that the Laplace eigenvalues and their multiplicities of a
metric h coincide with the quantities λk(g,Volh) and mk(g,Volh), defined above, and Theorem 5.1 yields
the multiplicity bounds. Note that if a metric h has only a finite number of conical singularities, then the
multiplicity bounds can also be obtained from arguments in [Karpukhin et al. 2013].

Example II: Alexandrov surfaces of bounded integral curvature. The most significant class of surfaces,
illustrating our approach, is formed by the so-called Alexandrov surfaces of bounded integral curvature.
Below we recall this notion and give a brief outline of its relevance to our setting; more details and
references on the subject can be found in the surveys [Reshetnyak 1993; Troyanov 2009]. Eigenvalue
problems on Alexandrov surfaces of bounded integral curvature are treated in detail in [Kokarev ≥ 2014].

Definition. A metric space (M, d), where M is a compact smooth surface, is called an Alexandrov surface
of bounded integral curvature if:

(i) the topology induced by d coincides with the original surface topology on M ;

(ii) the metric space (M, d) is a geodesic length space; that is, any two points x and y ∈ M can be joined
by a path whose length is d(x, y);

(iii) the metric d is a C0-limit of distances of smooth Riemannian metrics gn on M whose integral
curvatures are bounded; that is,

sup
n

∫
M
|Kgn | d Volgn <+∞,

where Kgn stands for the Gauss curvature of a metric gn .

This is a large class of singular surfaces that contains, for example, all polyhedral surfaces as well as
surfaces with conical singularities and their limits under the integral curvature bound. The hypothesis (iii)
implies that after a selection of a subsequence the signed measures Kgn dVolgn converge weakly to a
measure ω on M . By the result of Alexandrov [Alexandrov and Zalgaller 1967], the measure ω is
an intrinsic characteristic of (M, g); it does not depend on an approximating sequence of Riemannian
metrics gn , and is called the curvature measure of an Alexandrov surface. As an example, consider the
surface of a unit cube in R3. The metric on it is defined as the infimum of Euclidean lengths of all paths
that lie on the surface of the cube and join two given points. As is known [Reshetnyak 1993; Troyanov
2009], its curvature measure is

∑
(π/2)δp, where δp is the Dirac mass and the sum runs over all vertices p

of the cube.
Recall that a point x ∈ M is called a cusp if ω(x)= 2π . By the results of [Reshetnyak 1960; Huber

1960], any Alexandrov surface of bounded integral curvature and without cusps can be regarded as being
“conformally equivalent” to a smooth Riemannian metric on a background compact surface. This means
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that the distance function on such a surface has the form

d(x, y)= inf
γ

{∫ 1

0
eu(γ (t))

|γ̇ (t)|g dt
}

for some function u and a smooth background Riemannian metric g; the infimum above is taken over
smooth paths γ joining x and y. The conformal factor eu here can be very singular, and is an L2p-
function, where p > 1. More precisely, the function u is the difference of weakly subharmonic functions
[Reshetnyak 1960; 1993], and the set

S = {x ∈ M : eu(x)= 0}

has zero capacity in M [Hayman and Kennedy 1976, Theorem 5.9].
Thus, an Alexandrov surface without cusps can be viewed as a surface with a “Riemannian metric”

h = eug on M \ S, whose distance function is precisely the original metric d . This “Riemannian metric”
yields the Alexandrov volume measure dµh = e2udVolg, which is another intrinsic characteristic of
(M, d); it can be also defined via approximations by Riemannian metrics. More precisely, Alexandrov
and Zalgaller [1967] show that if gn is a sequence of Riemannian metrics that satisfy the hypothesis (iii)
in the definition of an Alexandrov surface, then its volume measures Volgn converge weakly to µh .

Since the set S has zero capacity, by conformal invariance it is straightforward to conclude that the
relation ∫

M\S
|∇u|2h dµh =

∫
M
|∇u|2g d Volg

holds for any smooth function u. Thus, the eigenvalues λk(g, µh) of the Dirichlet form
∫
|∇u|2 d Volg in

L2(M, µh) are indeed natural versions of Laplace eigenvalues on an Alexandrov surface without cusps.
Since e2u is an L p-function, where p > 1, we conclude that the Alexandrov volume measure µh satisfies
the decay hypothesis (5-1). In particular, the multiplicities mk(g, µh) are finite and satisfy the inequalities
in Theorem 5.1.

Appendix: Cheng’s structure theorem

The purpose of this section is to give details on Cheng’s structure theorem, discussed in Section 1. It is
based on the following lemma.

Lemma A.1. Let u be a C1,1-smooth function defined in a neighbourhood of the origin in Rn that satisfies
the relation

u(x)= PN (x)+ O(|x |N+δ) as x→ 0, (A-1)

where PN is a homogeneous polynomial of order N such that |∇PN (x)|> C |x |N−1. Then there exists a
neighbourhood U of the origin and a Lipschitz homeomorphism 8 of it that preserves the origin and such
that u(x)= PN (8(x)) for any x ∈U. Moreover, if u is C2-smooth, then 8 is a C1-diffeomorphism.

Proof outline. The second term on the right-hand side can be viewed as the product α(x)|x |N+δ
′
−1, where

0< δ′< δ and α(x) is a function that is C1-smooth away from the origin and behaves like O(|x |1+δ−δ
′

)
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as x → 0. It is then straightforward to see that α is C1-smooth in a neighbourhood of the origin and,
differentiating relation (A-1), we obtain

∇u(x)=∇PN (x)+ O(|x |N+δ
′
−1) as x→ 0.

Given the last relation, if u is C2-smooth, the existence of the C1-diffeomorphism 8 follows from the
argument in the proof of [Cheng 1976, Lemma 2.4]. This argument also works when u is C1,1-smooth,
and in this case it yields a local Lipschitz homeomorphism 8 such that u(x)= PN (8(x)). �

In dimension two any homogeneous harmonic polynomial of degree N > 1 satisfies the hypothesis
|∇PN (x)| > C |x |N−1 and, combining the lemma above with Proposition 2.2, we obtain the following
improved version of Cheng’s result.

Cheng’s structure theorem. Let u be a C1,1-smooth solution of the Schrödinger equation

(−1+ V )u = 0 on �⊂ R2, (A-2)

where V ∈ K 2,δ(�). Then for any nodal point p ∈ N(u) there is a neighbourhood U and a Lipschitz
homeomorphism 8 of U onto a neighbourhood of the origin such that u(x)= PN (8(x)) for any x ∈U ,
where PN is an approximating homogeneous harmonic polynomial at p. Moreover, if u is C2-smooth,
then 8 is a C1-diffeomorphism.

Cheng [1976] also states similar results in arbitrary dimension. However, in dimension n > 2 there
are homogeneous harmonic polynomials for which the hypothesis |∇PN (x)|> C |x |N−1 fails, and thus
Lemma A.1 cannot be used. As is shown in [Bérard and Meyer 1982, Appendix E], the latter hypothesis
is necessary for the conclusion of Lemma A.1 to hold.
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PARABOLIC BOUNDARY HARNACK PRINCIPLES
IN DOMAINS WITH THIN LIPSCHITZ COMPLEMENT

ARSHAK PETROSYAN AND WENHUI SHI

We prove forward and backward parabolic boundary Harnack principles for nonnegative solutions of the
heat equation in the complements of thin parabolic Lipschitz sets given as subgraphs

E = {(x, t) : xn−1 ≤ f (x ′′, t), xn = 0} ⊂ Rn−1
×R

for parabolically Lipschitz functions f on Rn−2
×R.

We are motivated by applications to parabolic free boundary problems with thin (i.e., codimension-two)
free boundaries. In particular, at the end of the paper we show how to prove the spatial C1,α-regularity of
the free boundary in the parabolic Signorini problem.

1. Introduction

The purpose of this paper is to study forward and backward boundary Harnack principles for nonnegative
solutions of the heat equation in certain domains in Rn

×R which are, roughly speaking, complements of
thin parabolically Lipschitz sets E . By the latter, we understand closed sets lying in the vertical hyperplane
{xn = 0} which are locally given as subgraphs of parabolically Lipschitz functions (see Figure 1).

Such sets appear naturally in free boundary problems governed by parabolic equations, where the
free boundary lies in a given hypersurface and thus has codimension two. Such free boundaries are also
known as thin free boundaries. In particular, our study was motivated by the parabolic Signorini problem,
recently studied in [Danielli et al. 2013].

The boundary Harnack principles that we prove in this paper provide important technical tools in
problems with thin free boundaries. For instance, they open up the possibility of proving that the
thin Lipschitz free boundaries have Hölder-continuous spatial normals, following the original idea in
[Athanasopoulos and Caffarelli 1985]. In particular, we show that this argument can indeed be successfully
carried out in the parabolic Signorini problem.

We have to point out that the elliptic counterparts of the results in this paper are very well known; see
e.g. [Athanasopoulos and Caffarelli 1985; Caffarelli et al. 2008; Aikawa et al. 2003]. However, there are
significant differences between the elliptic and parabolic boundary Harnack principles, mostly because of
the time-lag in the parabolic Harnack inequality. This results in two types of boundary Harnack principles
for parabolic equations: the forward one (also known as the Carleson estimate) and the backward one.

The authors were supported in part by NSF grant DMS-1101139.
MSC2010: primary 35K20; secondary 35R35, 35K85.
Keywords: parabolic boundary Harnack principle, backward boundary Harnack principle, heat equation, kernel functions,

parabolic Signorini problem, thin free boundaries, regularity of the free boundary.
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Moreover, those results are known only for a much smaller class of domains than in the elliptic case.
Thus, to put our results in a better perspective, we start with a discussion of the known results both in the
elliptic and parabolic cases.

Elliptic boundary Harnack principle. The by-now classical boundary Harnack principle for harmonic
functions [Kemper 1972a; Dahlberg 1977; Wu 1978] says that if D is a bounded Lipschitz domain in
Rn , x0 ∈ ∂D, and u and v are positive harmonic functions on D vanishing on Br (x0)∩ ∂D for a small
r > 0, then there exist positive constants M and C , depending only on the dimension n and the Lipschitz
constant of D, such that

u(x)
v(x)
≤ C

u(y)
v(y)

for x, y ∈ Br/M(x0)∩ D.

Note that this result is scale-invariant, and hence, by a standard iterative argument, one then immediately
obtains that the ratio u/v extends to D ∩ Br/M(x0) as a Hölder-continuous function. Roughly speaking,
this theorem says that two positive harmonic functions vanishing continuously on a certain part of the
boundary will decay at the same rate near that part of the boundary.

This boundary Harnack principle depends heavily on the geometric structure of the domains. The
scale-invariant boundary Harnack principle (among other classical theorems of real analysis) was extended
in [Jerison and Kenig 1982] from Lipschitz domains to the so-called NTA (nontangentially accessible)
domains. Moreover, if the Euclidean metric is replaced by the internal metric, then similar results hold
for so-called uniform John domains [Aikawa et al. 2003; Aikawa 2005].

In particular, the boundary Harnack principle is known for domains of the type

D = B1 \ E f , E f = {x ∈ Rn
: xn−1 ≤ f (x ′′), xn = 0},

where f is a Lipschitz function on Rn−2 with f (0) = 0; it is used, for instance, in the thin obstacle
problem [Athanasopoulos and Caffarelli 1985; Athanasopoulos et al. 2008; Caffarelli et al. 2008]. In
fact, there is a relatively simple proof of the boundary Harnack principle for domains as above already
indicated in [Athanasopoulos and Caffarelli 1985]: there exists a bi-Lipschitz transformation from D to
a half-ball B+1 , which is a Lipschitz domain. The harmonic functions in D transform to solutions of a
uniformly elliptic equation in divergence form with bounded measurable coefficients in B+1 , for which
the boundary Harnack principle is known [Caffarelli et al. 1981].

Parabolic boundary Harnack principle. The parabolic version of the boundary Harnack principle is
much more challenging than the elliptic one, mainly because of the time-lag issue in the parabolic Harnack
inequality. The latter is called sometimes the forward Harnack inequality, to emphasize the way it works:
for nonnegative caloric functions (solutions of the heat equation), if the earlier value is positive at some
spatial point, after a necessary waiting time, one can expect that the value will become positive everywhere
in a compact set containing that point. Under the condition that the caloric function vanishes on the
lateral boundary of the domain, one may overcome the time-lag issue and get a backward-type Harnack
principle (so, combining the two together, one gets an elliptic-type Harnack inequality).
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E f

u = 0

u > 0

1u− ut = 0

Figure 1. Domain with a thin Lipschitz complement.

The forward and backward boundary Harnack principle are known for parabolic Lipschitz domains, not
necessarily cylindrical; see [Kemper 1972b; Fabes et al. 1984; Salsa 1981]. Moreover, they were shown
more recently in [Hofmann et al. 2004] to hold for unbounded parabolically Reifenberg-flat domains.
In this paper, we will generalize the parabolic boundary Harnack principle to the domains of the type
(see Figure 1)

D =91 \ E f ,

where

91 = {(x, t) : |xi |< 1, i = 1, . . . , n− 2, |xn−1|< 4nL , |xn|< 1, |t |< 1},

E f = {(x, t) : xn−1 ≤ f (x ′′, t), xn = 0},

and f (x ′′, t) is a parabolically Lipschitz function satisfying

| f (x ′′, t)− f (y′′, s)| ≤ L(|x ′′− y′′|2+ |t − s|)1/2, f (0, 0)= 0.

Note that D is not cylindrical (E f is not time-invariant), and it does not fall into any category of domains
on which the forward or backward Harnack principle is known. Inspired by the elliptic inner NTA domains
(see e.g. [Athanasopoulos et al. 2008]), it seems natural to equip the domain D with the intrinsic geodesic
distance ρD((x, t), (y, s)), where ρD((x, t), (y, s)) is defined as the infimum of the Euclidean length of
rectifiable curves γ joining (x, t) and (y, s) in D, and consider the abstract completion D∗ of D with
respect to this inner metric ρD. We will not work directly with the inner metric in this paper since it
seems easier to work with the Euclidean parabolic cylinders due to the time-lag issues and different scales
in space and time variables. However, we do use the fact that the interior points of E f (in the relative
topology) correspond to two different boundary points in the completion D∗.

Even though we assume in this paper that E f lies on the hyperplane {xn = 0} in Rn
×R, our proofs

(except those on the doubling of the caloric measure and the backward boundary Harnack principle) are
easily generalized to the case when E f is a hypersurface which is Lipschitz in the space variable and
independent of the time variable.
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Structure of the paper. The paper is organized as follows.
In Section 2 we give basic definitions and introduce the notation used in this paper.
In Section 3 we consider the Perron–Wiener–Brelot (PWB) solution to the Dirichlet problem of the

heat equation for D. We show that D is regular and has a Hölder-continuous barrier function at each
parabolic boundary point.

In Section 4 we establish a forward boundary Harnack inequality for nonnegative caloric functions
vanishing continuously on a part of the lateral boundary, following the lines of [Kemper 1972b].

In Section 5 we study the kernel functions for the heat operator. We show that each boundary point
(y, s) in the interior of E f (as a subset of the hyperplane {xn = 0}) corresponds to two independent
kernel functions. Hence, the parabolic Euclidean boundary for D is not homeomorphic to the parabolic
Martin boundary.

In Section 6 we show the doubling property of the caloric measure with respect to D, which will imply
a backward Harnack inequality for caloric functions vanishing on the whole lateral boundary.

Section 7 is dedicated to various forms of the boundary Harnack principle from Sections 4 and 6,
including a version for solutions of the heat equation with a nonzero right-hand side. We conclude the
section and the paper with an application to the parabolic Signorini problem.

2. Notation and preliminaries

2A. Basic notation.

Rn n-dimensional Euclidean space

x ′ = (x1, . . . , xn−1) ∈ Rn−1 for x = (x1, . . . , xn) ∈ Rn

x ′′ = (x1, . . . , xn−2) ∈ Rn−2 for x = (x1, . . . , xn) ∈ Rn

Sometimes it will be convenient to identify x ′, x ′′ with (x ′, 0) and (x ′′, 0, 0), respectively.

x · y =
n∑

i=1

xi yi the inner product for x, y ∈ Rn

|x | = (x · x)1/2 the Euclidean norm of x ∈ Rn

‖(x, t)‖ = (|x |2+ |t |)1/2 the parabolic norm of (x, t) ∈ Rn
×R

E, E◦, ∂E the closure, the interior, the boundary of E

∂p E the parabolic boundary of E in Rn
×R

Br (x) := {y ∈ Rn
: |x − y|< r} open ball in Rn

B ′r (x
′), B ′′r (x

′′) (thin) open balls in Rn−1, Rn−2

Qr (x, t) := Br (x)× (t − r2, t) lower parabolic cylinders in Rn
×R

distp(E, F)= inf
(x,t)∈E
(y,s)∈F

‖(x − y, t − s)‖ the parabolic distance between sets E , F

We will also need the notion of a parabolic Harnack chain in a domain D ⊂ Rn
×R. For two points
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(z1, h1) and (z2, h2) in D with h2− h1 ≥ µ
2
|z2− z1|

2, 0< µ< 1, we say that a sequence of parabolic
cylinders Qri (xi , ti )⊂ D, i = 1, . . . , N , is a Harnack chain from (z1, h1) to (z2, h2) with constant µ if:

(z1, h1) ∈ Qr1(x1, t1), (z2, h2) ∈ QrN (xN , tN ),

µri ≤ distp(Qri (xi , ti ), ∂p D)≤ 1
µ

ri , i = 1, . . . , N ,

Qri+1(xi+1, ti+1)∩ Qri (xi , ti ) 6=∅, i = 1, . . . , N − 1,

ti+1− ti ≥ µ2r2
i , i = 1, . . . , N − 1.

The number N is called the length of the Harnack chain. By the parabolic Harnack inequality, if u is a
nonnegative caloric function in D and there is a Harnack chain of length N and constant µ from (z1, h1)

to (z2, h2), then
u(z1, h1)≤ C(µ, n, N ) u(z2, h2).

Further, for given L ≥ 1 and r > 0 we also introduce the (elongated) parabolic boxes, specifically adjusted
to our purposes:

9 ′′r = {(x
′′, t) ∈ Rn−2

×R : |xi |< r, i = 1, . . . , n− 2, |t |< r2
},

9 ′r = {(x
′, t) ∈ Rn−1

×R : (x ′′, t) ∈9 ′′r , |xn−1|< 4nLr},

9r = {(x, t) ∈ Rn
×R : (x ′, t) ∈9 ′r , |xn|< r},

9r (y, s)= (y, s)+9r .

We also define the neighborhoods

Nr (E) :=
⋃

(y,s)∈E

9r (y, s) for any set E ⊂ Rn
×R.

2B. Domains with thin Lipschitz complement. Let f : Rn−2
× R→ R be a parabolically Lipschitz

function with a Lipschitz constant L ≥ 1 in the sense that

| f (x ′′, t)− f (y′′, s)| ≤ L(|x ′′− y′′|2+ |t − s|)1/2, (x ′′, t), (y′′, s) ∈ Rn−2
×R

Then consider the following two sets:

G f = {(x, t) : xn−1 = f (x ′′, t), xn = 0},

E f = {(x, t) : xn−1 ≤ f (x ′′, t), xn = 0}.

We will call them the thin Lipschitz graph and subgraph respectively (with “thin” indicating their lower
dimension). We are interested in the behavior of caloric functions in domains of the type � \ E f , where
� is open in Rn

×R. We will say that � \ E f is a domain with a thin Lipschitz complement.
We are interested mostly in local behavior of caloric functions near the points on G f and therefore we

concentrate our study on the case
D = D f :=91 \ E f
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with a normalization condition

f (0, 0)= 0⇐⇒ (0, 0) ∈ G f .

We will state most of our results for D defined as above; however, the results will still hold if we
replace 91 in the construction above with a rectangular box

9̃ =

( n∏
i=1

(ai , bi )

)
× (α, β)

such that, for some constants c0,C0 > 0 depending on L and n, we have

9̃ ⊂9C0, 9c0(y, s)⊂ 9̃ for all (y, s) ∈ G f , s ∈ [α+ c2
0, β − c2

0],

and consider the complement

D̃ = D̃ f := 9̃ \ E f .

Even more generally, one may take 9̃ to be a cylindrical domain of the type 9̃ = O×(α, β) where O⊂Rn

has the property that O±= O∩{±xn > 0} are Lipschitz domains. For instance, we can take O= B1. Again,
most of the results that we state will be valid also in this case, with a possible change in constants that
appear in estimates.

2C. Corkscrew points. Since we will be working in D = 91 \ E f as above, it will be convenient to
redefine the sets E f and G f as follows:

G f = {(x, t) ∈91 : xn−1 = f (x ′′, t), xn = 0},

E f = {(x, t) ∈91 : xn−1 ≤ f (x ′′, t), xn = 0},

so that they are subsets of 91. It is easy to see from the definition of D that it is connected and that its
parabolic boundary is given by

∂p D = ∂p91 ∪ E f .

As we will see, the domain D has a parabolic NTA-like structure, with the catch that at points on E f (and
close to it) we need to define two pairs of future and past corkscrew points, pointing into D+ and D−,
respectively, where

D+ = D ∩ {xn > 0} = (91)+, D− = D ∩ {xn < 0} = (91)−.

More specifically, fix 0< r < 1
4 and (y, s) ∈ Nr (E f )∩ ∂p D, and define

A±r (y, s)= (y′′, yn−1+ r/2,±r/2, s+ 2r2) if s ∈ [−1, 1− 4r2),

A±r (y, s)= (y′′, yn−1+ r/2,±r/2, s− 2r2) if s ∈ (−1+ 4r2, 1].
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Note that, by definition, we always have A+r (y, s), A+r (y, s) ∈ D+ and A−r (y, s), A−r (y, s) ∈ D−. We
also have that

A±r (y, s), A±r (y, s) ∈92r (y, s),

9r/2(A±r (y, s))∩ ∂D =9r/2(A±r (y, s))∩ ∂D =∅.

Moreover, the corkscrew points have the following property.

Lemma 2.1 (Harnack chain property I). Let 0< r < 1
4 , (y, s)∈ ∂p D∩Nr (E f ) and (x, t)∈ D be such that

(x, t) ∈9r (y, s) and 9γ r (x, t)∩ ∂p D =∅.

Then there exists a Harnack chain in D with constant µ and length N , depending only on γ , L , and n,
from (x, t) to either A+r (y, s) or A−r (y, s), provided s ≤ 1− 4r2, and from either A+r (y, s) or A−r (y, s) to
(x, t), provided s ≥−1+ 4r2.

In particular, there exists a constant C = C(γ, L , n) > 0 such that, for any nonnegative caloric
function u in D,

u(x, t)≤ C max{u(A+r (y, s)), u(A−r (y, s))} if s ≤ 1− 4r2,

u(x, t)≥ C−1 min{u(A+r (y, s)), (A−r (y, s))} if s ≥−1+ 4r2.

Proof. This is easily seen when (y, s) 6∈ Nr (G f ) (in this case the chain length N does not depend on L).
When (y, s) ∈ Nr (G f ), one needs to use the parabolic Lipschitz continuity of f . �

Next, we want to define the corkscrew points when (y, s) is farther away from E f . Namely, if
(y, s) ∈ ∂p D \Nr (E f ), we define a single pair of future and past corkscrew points by

Ar (y, s)= (y(1− r), s+ 2r2) if s ∈ [−1, 1− 4r2),

Ar (y, s)= (y(1− r), s− 2r2) if s ∈ (−1+ 4r2, 1].

Note that the points Ar (y, s) and Ar (y, s) will have properties similar to those of A±r (y, s) and A±r (y, s).
That is,

Ar (y, s), Ar (y, s) ∈92r (y, s),

9r/2(Ar (y, s))∩ ∂D =9r/2(Ar (y, s))∩ ∂D =∅,

and we have the following version of Lemma 2.1 above.

Lemma 2.2 (Harnack chain property II). Let 0< r < 1
4 , (y, s)∈ ∂p D\Nr (E f ) and (x, t)∈ D be such that

(x, t) ∈9r (y, s) and 9γ r (x, t)∩ ∂p D =∅.

Then there exists a Harnack chain in D with constant µ and length N , depending only on γ , L , and n,
from (x, t) to Ar (y, s), provided s ≤ 1− 4r2, and from Ar (y, s) to (x, t), provided s ≥−1+ 4r2.
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In particular, there exists a constant C =C(γ, L , n)> 0 such that, for any nonnegative caloric function
u in D,

u(x, t)≤ C u(Ar (y, s)) if s ≤ 1− 4r2,

u(x, t)≥ C−1u(Ar (y, s)) if s ≥−1+ 4r2. �

To state our next lemma, we need to use a parabolic scaling operator on Rn
×R. For any (y, s)∈Rn

×R

and r > 0, we define

T r
(y,s) : (x, t) 7→

( x − y
r

,
t − s

r2

)
.

Lemma 2.3 (localization property). For 0 < r < 1
4 and (y, s) ∈ ∂p D, there exists a point (ỹ, s̃) ∈

∂p D ∩92r (y, s) and r̃ ∈ [r, 4r ] such that

9r (y, s)∩ D ⊂9r̃ (ỹ, s̃)∩ D ⊂98r (y, s)∩ D,

and the parabolic scaling T r̃
(ỹ,s̃)(9r̃ (ỹ, s̃)∩ D) is one of the following:

(1) a rectangular box 9̃ such that 9c0 ⊂ 9̃ ⊂ 9C0 for some positive constants c0 and C0 depending
on L and n, or

(2) a union of two rectangular boxes as in (1) with a common vertical side, or

(3) a domain D̃ f̃ = 9̃ \ E f with a thin Lipschitz complement, as defined at the end of Section 2B.

Proof. Consider the following cases:

Case 1: 9r (y, s)∩ E f =∅. In this case, we take (ỹ, s̃)= (y, s) and ρ = r . Then 9r (y, s)∩91 falls into
category (1).

Case 2: 9r (y, s)∩ E f 6= ∅, but 92r (y, s)∩G f = ∅. In this case, we take (ỹ, s̃) = (y, s) and ρ = 2r .
Then 92r (y, s)∩ D splits into the disjoint union of 92r (y, s)∩ (91)±, which falls into category (2).

Case 3: 92r (y, s)∩G f 6=∅. In this case, choose (ỹ, s̃) ∈93r (y, s)∩G f with the additional property
that −1+ r2/4 ≤ s̃ ≤ 1− r2/4, and let ρ = 4r . Then 9ρ(ỹ, s̃)∩ D = (9ρ(ỹ, s̃) \ E f )∩91 falls into
category (3). �

3. Regularity of D for the heat equation

In this section we show that the domains D with thin Lipschitz complement E f are regular for the heat
equation by using the existence of an exterior thin cone at points on E f and applying the Wiener-type
criterion for the heat equation [Evans and Gariepy 1982]. Furthermore, we show the existence of Hölder-
continuous local barriers at the points on E f , which we will use in the next section to prove the Hölder
continuity and regularity of the solutions up to the parabolic boundary.

3A. PWB solutions [Doob 1984; Lieberman 1996]. Given an open subset � ⊂ Rn
×R, let ∂� be its

Euclidean boundary. Define the parabolic boundary ∂p� of � to be the set of all points (x, t) ∈ ∂� such
that for any ε > 0 the lower parabolic cylinder Qε(x, t) contains points not in �.
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We say that a function u : �→ (−∞,+∞] is supercaloric if u is lower semicontinuous, finite on
dense subsets of �, and satisfies the comparison principle in each parabolic cylinder Q b�: if v ∈ C(Q)
solves 1v− ∂tv = 0 in Q and v = u on ∂p Q, then v ≤ u in Q.

A subcaloric function is defined as the negative of a supercaloric function. A function is caloric if it is
supercaloric and subcaloric.

Given any real-valued function g defined on ∂p�, we define the upper solution

H g = inf{u : u is supercaloric or identically +∞ on each component of �,

lim inf
(y,s)→(x,t)

u(y, s)≥ g(x, t) for all (x, t) ∈ ∂p�, u bounded below on �},

and the lower solution

H g = sup{u : u is subcaloric or identically −∞ on each component of �,

lim sup
(y,s)→(x,t)

u(y, s)≤ g(x, t) for all (x, t) ∈ ∂p�, u bounded above on �}.

If H g = H g, then Hg = H g = H g is the Perron–Wiener–Brelot (PWB) solution to the Dirichlet problem
for g. It is shown in §1.VIII.4 and §1.XVIII.1 in [Doob 1984] that if g is a bounded continuous function,
then the PWB solution Hg exists and is unique for any bounded domain � in Rn

×R.
Continuity of the PWB solution at points of ∂p� is not automatically guaranteed. A point (x, t) ∈ ∂p�

is a regular boundary point if lim(y,s)→(x,t) Hg(y, s)= g(x, t) for every bounded continuous function g
on ∂p D. A necessary and sufficient condition for a parabolic boundary point to be regular is the existence
of a local barrier for earlier time at that point (Theorem 3.26 in [Lieberman 1996]). By a local barrier at
(x, t) ∈ ∂p�, we mean here a nonnegative continuous function w in Qr (x, t)∩� for some r > 0 that has
the following properties: (i) w is supercaloric in Qr (x, t)∩�, and (ii) w vanishes only at (x, t).

3B. Regularity of D and barrier functions. For the domain D defined in the introduction, we have
∂p D = ∂p91∪ E f . The regularity of (x, t) ∈ ∂p91 follows immediately from the exterior cone condition
for the Lipschitz domain. For (x, t) ∈ E f , instead of the full exterior cone we only know the existence of
a flat exterior cone centered at (x, t) by the Lipschitz nature of the thin graph. This will still be enough
for the regularity, by the Wiener-type criterion for the heat equation. We give the details below.

For (x, t) ∈ E f , with f parabolically Lipschitz, there exist c1, c2 > 1, depending on n and L , such
that the exterior of D contains a flat parabolic cone C(x, t), defined by

C(x, t)= (x, t)+C,

C= {(y, s) ∈ Rn
×R : s ≤ 0, yn−1 ≤−c1|y′′| − c2

√
−s, yn = 0}.

Then by the Wiener-type criterion for the heat equation [Evans and Gariepy 1982], the regularity of
(x, t) ∈ E f will follow once we show that

∞∑
k=1

2kn/2 cap(A(2−k)∩C)=+∞,
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where
A(c)= {(y, s) : (4πc)−n/2

≤ 0(y,−s)≤ (2πc)−n/2
},

0 is the heat kernel

0(y, s)=
{
(4πs)−n/2e−|y|

2/4s if s > 0,
0 if s ≤ 0,

and cap(K ) is the thermal capacity of a compact set K , defined by

cap(K )= sup{µ(K ) : µ is a nonnegative Radon measure supported in K , with µ ∗0 ≤ 1 on Rn
×R}.

Since C is self-similar, it is enough to verify that

cap(A(1)∩C) > 0.

The latter is easy to see, since we can take as µ the restriction of H n , the Hausdorff measure, to A(1)∩C,
and note that

(µ ∗0)(x, t)=
∫

A(1)∩C
0(x − y, t − s) dy′ ds ≤

∫ 0

−1

1
√

4π(t − s)+
ds ≤

∫ 0

−1

1
√

4π(−s)
ds <∞

for any (x, t) ∈ Rn
×R. Since H n(A(1)∩C) > 0, we therefore conclude that cap(A(1)∩C) > 0. We

have therefore established the following fact:

Proposition 3.1. The domain D = D f is regular for the heat equation. �

We next show that we can use the self-similarity of C to construct a Hölder-continuous barrier function
at every (x, t) ∈ E f .

Lemma 3.2. There exists a nonnegative continuous function U on 91 with the following properties:

(i) U > 0 in 91 \ {(0, 0)} and U (0, 0)= 0;

(ii) 1U − ∂tU = 0 in 91 \C; and

(iii) U (x, t)≤C(|x |2+|t |)α/2 for (x, t) ∈91 and some C > 0 and 0<α < 1 depending only on n and L.

Proof. Let U be a solution of the Dirichlet problem in 91 \C with boundary values U (x, t)= |x |2+ |t |
on ∂p(91 \C). Then U will be continuous on 91 and will satisfy the following properties:

(i) U > 0 in 91 \ {(0, 0)} and U (0, 0)= 0; and

(ii) 1U − ∂tU = 0 in 91 \C.

In particular, there exists c0 > 0 and λ > 0 such that

U ≥ c0 on ∂p91 and U ≤ c0/2 on 9λ.

We then can compare U with its own parabolic scaling. Indeed, let MU (r) = sup9r
U for 0 < r < 1.

Then, by the comparison principle for the heat equation, we have

U (x, t)≤
MU (r)

c0
U (x/r, t/r2) for (x, t) ∈9r .
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(Carefully note that this inequality is satisfied on C by the homogeneity of the boundary data on C.)
Hence, we obtain that

MU (λr)≤
MU (r)

2
for any 0< r < 1,

which implies the Hölder-continuity of U at the origin by the standard iteration. The proof is complete. �

4. Forward boundary Harnack inequalities

In this section, we show the boundary Hölder-regularity of the solutions to the Dirichlet problem and
follow the lines of [Kemper 1972b] to show the forward boundary Harnack inequality (Carleson estimate).

We also need the notion of the caloric measure. Given a domain �⊂Rn
×R and (x, t)∈�, the caloric

measure on ∂p� is denoted by ω(x,t)� . The following facts about caloric measures can be found in [Doob
1984]. For a Borel subset B of ∂p�, we have ω(x,t)� (B)= HχB (x, t), which is the PWB solution to the
Dirichlet problem

1u− ut = 0 in �; u = χB on ∂p�,

where χB is the characteristic function of B. Given a bounded and continuous function g on ∂p�, the
PWB solution to the Dirichlet problem

1u− ut = 0 in �; u = g on ∂p�

is given by u(x, t) =
∫
∂p�

g(y, s) dω(x,t)� (y, s). For a regular domain �, one has the following useful
property of caloric measures:

Proposition 4.1 [Doob 1984]. If E is a fixed Borel subset of ∂p�, then the function (x, t) 7→ ω
(x,t)
� (E)

extends to (y, s) ∈ ∂p� continuously provided χE is continuous at (y, s).

4A. Forward boundary Harnack principle. From now on, we will write the caloric measure with respect
to D =91 \ E f as ω(x,t) for simplicity. Before we prove the forward boundary Harnack inequality, we
first show the Hölder-continuity of the caloric functions up to the boundary, which follows from the
estimates on the barrier function constructed in Section 3.

In what follows, for 0< r < 1
4 and (y, s) ∈ ∂p D, we will denote

1r (y, s)=9r (y, s)∩ ∂p D,

and call it the parabolic surface ball at (y, s) of radius r .

Lemma 4.2. Let 0< r < 1
4 and (y, s) ∈ ∂p D. Then there exist C =C(n, L) > 0 and α= α(n, L) ∈ (0, 1)

such that if u is positive and caloric in 9r (y, s)∩ D and u vanishes continuously on 1r (y, s), then

u(x, t)≤ C
(
|x − y|2+ |t − s|

r2

)α/2
Mu(r) (4-1)

for all (x, t) ∈9r (y, s)∩ D, where Mu(r)= sup9r (y,s)∩D u.
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Proof. Let U be the barrier function at (0, 0) in Lemma 3.2 and c0 = inf∂p91 U > 0. We then use the
parabolic scaling T r

(y,s) to construct a barrier function at (y, s). If (y, s)∈Nr (E f ), then there is an exterior
cone C(y, s) at (y, s) with a universal opening, depending only on n and L , and

U r
(y,s) :=U ◦ T r

(y,s)

will be a local barrier function at (y, s) and will satisfy

0≤U r
(y,s)(x, t)≤ C

(
|x − y|2+ |t − s|

r2

)α/2
for (x, t) ∈9r (y, s). (4-2)

This construction can be made also at (y, s) ∈ ∂p D \Nr (E f ), as these points also have the exterior cone
property, and we may still use the same formula for U r

(y,s), but after a possible rotation of the coordinate
axes in Rn .

Then, by the maximum principle in 9r (y, s)∩ D, we easily obtain that

u(x, t)≤
Mu(r)

c0
U r
(y,s)(x, t) for (x, t) ∈9r (y, s)∩ D. (4-3)

Combining (4-2) and (4-3), we obtain (4-1). �

The main result in this section is the following forward boundary Harnack principle, also known as the
Carleson estimate.

Theorem 4.3 (forward boundary Harnack principle or Carleson estimate). Let 0< r < 1
4 , (y, s) ∈ ∂p D

with s ≤ 1− 4r2, and u be a nonnegative caloric function in D, continuously vanishing on 13r (y, s).
Then there exists C = C(n, L) > 0 such that, for (x, t) ∈9r/2(y, s)∩ D,

u(x, t)≤ C
{

max{u(A+r (y, s)), u(A−r (y, s))} if (y, s) ∈ ∂p D ∩Nr (E f ),

u(Ar (y, s)) if (y, s) ∈ ∂p D \Nr (E f ).
(4-4)

To prove the Carleson estimate above, we need the following two lemmas on the properties of the
caloric measure in D, which correspond to Lemmas 1.1 and 1.2 in [Kemper 1972b], respectively.

Lemma 4.4. For 0< r < 1
4 , (y, s) ∈ ∂p D with s ≤ 1− 4r2, and γ ∈ (0, 1), there exists C = C(γ, L) > 0

such that

ω(x,t)(1r (y, s))≥ C for (x, t) ∈9γ r (y, s)∩ D.

Proof. Suppose first that (y, s) ∈ Nr (E f ). Consider the caloric function

v(x, t) := ω(x,t)9r (y,s)\C(y,s)(C(y, s)),

where C(y, s) is the flat exterior cone defined in Section 3. The domain9r (y, s)\C(y, s) is regular; hence,
by Proposition 4.1, v(x, t) is continuous on 9γ r (y, s). We next claim that there exists C =C(γ, n, L)> 0
such that

v(x, t)≥ C in 9γ r (y, s).
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Indeed, consider the normalized version of v,

v0(x, t) := ω(x,t)91\C
(C),

which is related to v through the identity v = v0 ◦ T r
(y,s). Then, from the continuity of v0 in 9γ , the

equality v0 = 1 on C, and the strong maximum principle we obtain that v0 ≥ C = C(γ, n, L) > 0 on 9γ .
Using the parabolic scaling, we obtain the claimed inequality for v. Moreover, applying the comparison
principle to v(x, t) and ω(x,t)(1r (y, s)) in D ∩9r (y, s), we have

ω(x,t)(1r (y, s))≥ v(x, t)≥ C for (x, t) ∈ D ∩9γ r (y, s).

In the case when (y, s) ∈ ∂p D \Nr (E f ), we may modify the proof by changing the flat cone C(y, s) with
the full cone contained in the complement of D, or directly applying Lemma 1.1 in [Kemper 1972b]. �

Lemma 4.5. For 0< r < 1
4 , (y, s) ∈ ∂p D with s ≤ 1−4r2, there exists a constant C = C(n, L) > 0 such

that, for any r ′ ∈ (0, r) and (x, t) ∈ D \9r (y, s), we have

ω(x,t)(1r ′(y, s))≤ C
{
ωAr (y,s)(1r ′(y, s)) if (y, s) 6∈ Nr (E f ),
max{ωA+r (y,s)(1r ′(y, s)), ωA−r (y,s)(1r ′(y, s))} if (y, s) ∈ Nr (E f ).

(4-5)

Proof. For notational simplicity, we define

1′ :=1r ′(y, s), 1 :=1r (y, s), 9k
:=92k−1r ′(y, s),

A±k := A±2k−1r ′(y, s) if 9k
∩ E f 6=∅,

Ak := A2k−1r ′(y, s) if 9k
∩ E f =∅ for k = 0, 1, . . . , ` with 2`−1r ′ < 3r/4< 2`r ′.

We want to clarify here that for (y, s) 6∈ E f and small r ′ and k, it may happen that9k does not intersect E f .
To be more specific, let `0 be the smallest nonnegative integer such that 9`0∩E f 6=∅. Then we define Ak

for 0≤ k ≤min{`0− 1, `} and the pair A±k for `0 ≤ k ≤ `.
To prove the lemma, we want to show that there exists a universal constant C , in particular independent

of k, such that, for (x, t) ∈ D \9k ,

ω(x,t)(1′)≤ C
{
ωAk (1′) if 1≤ k ≤min{`0− 1, `},
max{ωA+k (1′), ωA−k (1′)} if `0 ≤ k ≤ `.

(Sk)

Once this is established, (4-5) will follow from (Sl) and the Harnack inequality.
The proof of (Sk) is going to be by induction in k. We start with the observation that, by the Harnack

inequality, there is C1 > 0, independent of k and r ′, such that

ωAk (1′)≤ C1ω
Ak+1(1′) for 0≤ k ≤min{`0− 2, `− 1},

ωA`0−1(1′)≤ C1 max{ωA+`0 (1′), ω
A−`0 (1′)} if `0 ≤ `,

ωA±k (1′)≤ C1ω
A±k+1(1′) for `0 ≤ k ≤ `− 1.

(4-6)

Proof of (S1): Without loss of generality, assume (y, s) ∈ ∂p D ∩ D+.
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Case 1: Suppose first that 91
∩E f =∅, i.e., `0 > 1. In this case, A0= Ar ′/2(y, s)∈9(3/4)r ′(y, s), and by

Lemma 4.4 there exists a universal C0>0 such thatωA0(1′)≥C0. By (4-6) we haveωA0(1′)≤C1ω
A1(1′).

Letting C2 = C1/C0, we then have

ω(x,t)(1′)≤ 1≤ C2ω
A1(1′). (4-7)

Case 2: Suppose now that 91
∩ E f 6=∅, but 90

∩ E f =∅, i.e., `0 = 1. In this case, we start as in Case 1,
and finish by applying the second inequality in (4-6), which yields

ω(x,t)(1′)≤ 1≤ C2 max{ωA+1 (1′), ωA−1 (1′)}. (4-8)

Case 3: Finally, assume that 90
∩ E f 6= ∅, i.e., `0 = 0. Without loss of generality, assume also that

(y, s) ∈ ∂p D ∩ D+. In this case, A+0 ∈9(3/4)r ′(y, s), and therefore ωA+0 (1′)≥ C0. Besides, by (4-6), we
have that ωA+0 (1′)≤ C1ω

A+1 (1′), which yields

ω(x,t)(1′)≤ 1≤ C2ω
A+1 (1′). (4-9)

This proves (S1) with the constant C = C2.

We now turn to the proof of the induction step.

Proof of (Sk)=⇒ (Sk+1): More precisely, we will show that if (Sk) holds with some universal constant C
(to be specified) then (Sk+1) also holds with the same constant.

By the maximum principle, we need to verify (Sk+1) for (x, t) ∈ ∂p(D \9k+1). Since ω(x,t)(1′)
vanishes on (∂p D) \9k+1, we may assume that (x, t) ∈ (∂9k+1)∩ D. We will need to consider three
cases, as in the proof of (S1):

1. 9k+1
∩ E f =∅, i.e., `0 > k+ 1;

2. 9k+1
∩ E f 6=∅, but 9k

∩ E f =∅, i.e., `0 = k+ 1;

3. 9k
∩ E f 6=∅, i.e., `0 ≤ k.

Since the proof is similar in all three cases, we will treat only Case 2 in detail.

Case 2: Suppose that 9k+1
∩ E f 6= ∅ but 9k

∩ E f = ∅. We consider two subcases, depending on
whether (x, t) ∈ ∂9k+1 is close to ∂p D or not.

Case 2a: First, assume that (x, t)∈Nµ2kr ′(∂p D) for some small positive µ=µ(L , n)< 1
2 (to be specified).

Take (z, h) ∈9µ2kr ′(x, t)∩ ∂p D, and observe that ω(x,t)(1′) is caloric in 92k−1r ′(z, h)∩ D and vanishes
continuously on 12k−1r ′(z, h) (by Proposition 4.1). Besides, by the induction assumption that (Sk) holds,
we have

ω(x,t)(1′)≤ CωAk (1′) for (x, t) ∈92k−1r ′(z, h)∩ D ⊂ D \9k .

Hence, by Lemma 4.2, if µ= µ(n, L) > 0 is small enough, we obtain that

ω(x,t)(1′)≤
1

C1
CωAk (1′) for (x, t) ∈9µ2kr ′(z, h).
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Here C1 is the constant in (4-6). This, combined with (4-6), gives

ω(x,t)(1′)≤
C
C1
ωAk (1′)≤

C
C1
·C1 max{ωA+k+1(1′), ωA−k+1(1′)} = C max{ωA+k+1(1′), ωA−k+1(1′)}.

This proves (Sk+1) for (x, t) ∈ Nµ2kr ′(∂p D)∩ ∂9k+1.

Case 2b: Assume now that 9µ2kr ′(x, t)∩ ∂p D =∅. In this case, it is easy to see that we can construct a
parabolic Harnack chain in D of universal length from (x, t) to either A+k+1 or A−k+1, which implies that,
for some universal constant C3 > 0,

ω(x,t)(1′)≤ C3 max{ωA+k+1(1′), ωA−k+1(1′)}.

Thus, combining Cases 2a and 2b, we obtain that (Sk+1) holds provided C =max{C2,C3}. This completes
the proof of our induction step in Case 2. As we mentioned earlier, Cases 1 and 3 are obtained by a small
modification from the respective cases in the proof of (S1). This completes the proof of the lemma. �

Now we prove the Carleson estimate. With Lemma 4.4 and Lemma 4.5 at hand, we use ideas similar
to those in [Salsa 1981].

Proof of Theorem 4.3. We start with the remark that if (y, s) 6∈ Nr/4(E f ) then we can restrict u to D+
or D− and obtain the second estimate in (4-4) from the known result for parabolic Lipschitz domains. We
thus consider only the case (y, s) ∈ Nr/4(E f ). Besides, replacing (y, s) with (y′, s ′) ∈9r/4(y, s)∩ E f ,
we may further assume that (y, s) ∈ E f , but then we will need to change the assumption that u vanishes
on 12r (y, s) and prove the estimate (4-4) for (x, t) ∈9r (y, s)∩ D.

With these assumptions in mind, let 0< r < 1
4 and R = 8r . Let D̃R(y, s) :=9R̃(ỹ, s̃)∩ D be given

by the localization property Lemma 2.3. Note that we will be either in Case (2) or (3) of that lemma;
moreover, we can choose (ỹ, s̃)= (y, s).

For notational brevity, let

ω
(x,t)
R := ω

(x,t)
D̃R(y,s)

be the caloric measure with respect to D̃R(y, s). We will also omit the center (y, s) from the notations
D̃R(y, s), 9ρ(y, s) and 1ρ(y, s).

Since u is caloric in D̃R and continuously vanishes up to 12r , we have

u(x, t)=
∫
(∂p D̃R)\12r

u(z, h) dω(x,t)R (z, h), (x, t) ∈ D̃R. (4-10)

Note that for (x, t) ∈9r ∩D, we have (x, t) 6∈9r/2(z, h) for any (z, h) ∈ (∂p D̃R)\12r . Hence, applying
Lemma 4.51 to ω(x,t)R in D̃R , we will have that, for (x, t) ∈9r ∩ D and sufficiently small r ′,

ω
(x,t)
R (1r ′(z, h))≤ C max

{
ω

A+r/2,R(z,h)
R (1r ′(z, h)), ω

A−r/2,R(z,h)
R (1r ′(z, h))

}
1We have to scale the domain D̃R with T R̃

(ỹ,s̃) first and apply Lemma 4.5 to r/2R̃ < 1
8 if we are in case (3) of the localization

property Lemma 2.3; in the case (2) we apply the known results for parabolic Lipschitz domains.
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for (z, h) ∈ Nr/2(E f )∩ (∂p D̃R) \12r , and

ω
(x,t)
R (1r ′(z, h))≤ C ωAr/2,R(z,h)

R (1r ′(z, h))

for (z, h) ∈ ∂p D̃R \ (Nr/2(E f ) ∪12r ), where C = C(L , n) and by A±r/2,R and Ar/2,R we denote the
corkscrew points with respect to the domain D̃R . To proceed, we note that, for (z, h) ∈ ∂p D̃R with
h > s+ r2, by the maximum principle we have

ω
(x,t)
R (1r ′(z, h))= 0

for any (x, t) ∈ 9r ∩ D, provided r ′ is small enough. For (z, h) ∈ (∂p D̃R) \12r with h ≤ s + r2, we
note that with the help of Lemmas 2.1 and 2.2 we can construct a Harnack chain of controllable length
in D from A±r/2,R(z, h) or Ar/2,R(z, h) to A+r (y, s) or A−r (y, s) (corkscrew points with respect to the
original D). This implies that, for (x, t) ∈9r ∩ D and (z, h) ∈ ∂p D̃R \12r ,

ω
(x,t)
R (1r ′(z, h))≤ C max{ωA+r (y,s)

R (1r ′(z, h)), ωA−r (y,s)
R (1r ′(z, h))}. (4-11)

We now want to apply Besicovitch’s theorem on the differentiation of Radon measures. However, since
∂p D̃R locally is not topologically equivalent to a Euclidean space, we make the following symmetrization
argument. For x ∈Rn , let x̂ be its mirror image with respect to the hyperplane {xn = 0}. We then can write

u(x, t)+ u(x̂, t)=
∫
∂p D̃R\12r

[u(z, h)+ u(ẑ, h)] dω(x,t)R (z, h)

=
1
2

∫
∂p D̃R\12r

[u(z, h)+ u(ẑ, h)]
(
dω(x,t)R (z, h)+ dω(x̂,t)R (z, h)

)
=

∫
∂p((D̃R)+)\12r

[u(z, h)+ u(ẑ, h)]χ
(
dω(x,t)R (z, h)+ dω(x̂,t)R (z, h)

)
,

where χ = 1
2 on ∂p((D̃R)+)∩ {xn = 0} and χ = 1 on the remaining part of ∂p((D̃R)+) and the measures

dω(x,t)R and dω(x̂,t)R are extended as zero on the thin space outside E f , i.e., on ∂p((D̃R)+) \ ∂p D̃R . We
then use the estimate (4-11) for (x, t) and (x̂, t) in 9r ∩ D. Note that in this situation we can apply
Besicovitch’s theorem on differentiation, since we can locally project ∂p((D̃R)+) to hyperplanes, similarly
to [Hunt and Wheeden 1970]. This will yield

dω(x,t)R (z, h)+ dω(x̂,t)R (z, h)

dωA+r (y,s)
R (z, h)+ dωA−r (y,s)

R (z, h)
≤ C

dω(x,t)R (z, h)

dωAr (y,s)
R (z, h)

≤ C (4-12)

for (z, h) ∈ ∂p((D̃R)+) \12r and (x, t) ∈9r ∩ D. Hence, we obtain

u(x, t)+ u(x̂, t)≤ C
∫
∂p((D̃R)+)\12r

[u(z, h)+ u(ẑ, h)]
(
dωA+r (y,s)

R (z, h)+ dωA−r (y,s)
R (z, h)

)
≤ C

(
u(A+r (y, s))+ u(A−r (y, s))

)
≤ C max{u(A+r (y, s)), u(A−r (y, s))}, (x, t) ∈9r ∩ D.



PARABOLIC DOMAINS WITH THIN LIPSCHITZ COMPLEMENT 1437

This completes the proof of the theorem. �

The following theorem is a useful consequence of Theorem 4.3; with that in hand, its proof is similar to
that of Theorem 1.1 in [Fabes et al. 1986]. Hence, we only state the theorem here without giving a proof.

Theorem 4.6. For 0 < r < 1
4 , (y, s) ∈ ∂p D with s ≤ 1− 4r2, let u be caloric in D and continuously

vanishing on ∂p D\1r/2(y, s). Then there exists C =C(n, L) such that, for (x, t)∈ D\9r (y, s), we have

u(x, t)≤ C
{

max{u(A+r (y, s)), u(A−r (y, s))} if (y, s) ∈ Nr (E f ),

u(Ar (y, s)) if (y, s) 6∈ Nr (E f ).
(4-13)

Moreover, applying Lemma 4.4 and the maximum principle, for (x, t) ∈ D \9r (y, s), we have

u(x, t)≤ Cω(x,t)(12r (y, s))×
{

max{u(A+r (y, s)), u(A−r (y, s))} if (y, s) ∈ Nr (E f ),

u(Ar (y, s)) if (y, s) 6∈ Nr (E f ).

5. Kernel functions

Before proceeding to the backward boundary Harnack principle, we need the notion of kernel functions
associated to the heat operator and the domain D. In [Fabes et al. 1986], the backward Harnack principle is
a consequence of the global comparison principle (Theorem 6.4) by a simple time-shifting argument. In our
case, since D is not cylindrical, this simple argument does not work. So we will first prove some properties
of the kernel functions which can be used to show the doubling property of the caloric measures, as in
[Wu 1979]. Then, using arguments as in [Fabes et al. 1986], we obtain the backward Harnack principle.

5A. Existence of kernel functions. Let (X, T ) ∈ D be fixed. Given (y, s) ∈ ∂p D with s < T , a function
K (x, t; y, s) defined in D is called a kernel function at (y, s) for the heat equation with respect to
(X, T ) if:

(i) K ( · , · ; y, s)≥ 0 in D,

(ii) (1− ∂t)K ( · , · ; y, s)= 0 in D,

(iii) lim
(x,t)→(z,h)
(x,t)∈D

K (x, t; y, s)= 0 for (z, h) ∈ ∂p D \ {(y, s)}, and

(iv) K (X, T ; y, s)= 1.

If s ≥ T , K (x, t; y, s) will be taken identically equal to zero. We note that, by the maximum principle,
K (x, t; y, s)= 0 when t < s.

The existence of the kernel functions (for the heat operator on domain D) follows directly from
Theorem 4.3. Let (y, s) ∈ ∂p D with s < T − δ2 for some δ > 0, and consider

vn(x, t)=
ω(x,t)(11/n(y, s))
ω(X,T )(11/n(y, s))

, (x, t) ∈ D, 1
n
< δ. (5-1)

We clearly have vn(x, t) ≥ 0, (1− ∂t)vn(x, t) = 0 in D and vn(X, T ) = 1. Given ε ∈
(
0, 1

4

)
small, by

Theorem 4.6 and the Harnack inequality, {vn} is uniformly bounded on D \9ε(y, s) if n≥ 2/ε. Moreover,
by the up-to-the-boundary regularity (see Proposition 4.1 and Lemma 4.2), the family {vn} is uniformly
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Hölder in D \9ε(y, s). Hence, up to a subsequence, {vn} converges uniformly on D \9ε(y, s) to some
nonnegative caloric function v satisfying v(X, T )= 1. Since ε can be taken arbitrarily small, v vanishes
on ∂p D \ {(y, s)}. Therefore, v(x, t) is a kernel function at (y, s).

Convention 5.1. From now on, to avoid cumbersome details we will make a time extension of the
domain D for 1≤ t < 2 by looking at

D̃ = 9̃ \ E f , 9̃ = (−1, 1)n × (−1, 2),

as in Section 2B. We then fix (X, T ) with T = 3
2 and X ∈ {xn = 0}, Xn−1 > 3nL , and normalize all

kernels K ( · , · ; · , · ) at this point (X, T ). In this way, we will be able to state the results in this section
for our original domain D. Alternatively, we could fix (X, T ) ∈ D, and then state the results in the part of
the domain D ∩ {(x, t) : −1< t < T − δ2

} with some δ > 0, with the additional dependence of constants
on δ.

5B. Nonuniqueness of kernel functions at E f \ G f . The idea is this: if we consider the completion D∗

of the domain D with respect to the inner metric ρD and let ∂∗D = D∗ \ D, then it is clear that each
Euclidean boundary point (y, s) ∈ G f and (y, s) ∈ ∂p91 will correspond to only one (y, s)∗ ∈ ∂∗D, and
each (y, s) ∈ E f \ G f will correspond to exactly two points (y, s)∗

+
, (y, s)∗

−
∈ ∂∗D. It is not hard to

imagine that the kernel functions corresponding to (y, s)∗
+

and (y, s)∗
−

are linearly independent, and they
are the two linearly independent kernel functions at (y, s). In this section we will make this idea precise
by considering the two-sided caloric measures ϑ+ and ϑ−. We will study the properties of ϑ+ and ϑ−
and their relationship with the caloric measure ωD .

First we introduce some more notation. Given (y, s) ∈ ∂p D \G f , let

r0 = sup
{
r ∈

(
0, 1

4

)
:12r (y, s)∩G f =∅

}
. (5-2)

Note that r0 is a constant depending on (y, s), and is such that, for any 0 < r < r0, 92r (y, s) ∩ D is
either separated by E f into two disjoint sets 9+2r and 9−2r , or 92r (y, s)∩ D ⊂ D+ (or D−). We define,
for 0< r < r0, the shifting operators F+r and F−r :

F+r (x, t)= (x ′′, xn−1+ 4nLr, xn + r, t + 4r2), (5-3)

F−r (x, t)= (x ′′, xn−1+ 4nLr, xn − r, t + 4r2). (5-4)

For any 0< r < r0, define

D+r = D \ (E+r,1 ∪ E+r,2 ∪ E+r,3 ∪ E+r,4), (5-5)

where
E+r,1 := {(x, t) ∈ Rn

×R : xn−1 ≤ f (x ′′, t),−r ≤ xn ≤ 0},

E+r,2 := {(x, t) : 1− r ≤ xn ≤ 1},

E+r,3 := {(x, t) : 4nL(1− r)≤ xn−1 ≤ 4nL},

E+r,4 := {(x, t) : 1− 4r2
≤ t ≤ 1}.
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It is easy to see that D+r ⊂D and F+r (D
+
r )⊂D. Similarly, we can define D−r ⊂D satisfying F−r (D

−
r )⊂D.

Notice that D+r ↗ D, D−r ↗ D as r ↘ 0. Moreover, it is clear that, for each r ∈
(
0, 1

4

)
,

N1/4(E f )∩ ∂p D ⊂ (∂p D+r ∪ ∂p D−r )∩ ∂p D, (5-6)

E f ⊂ ∂p D+r ∩ ∂p D−r . (5-7)

Let ω+r and ω−r denote the caloric measures with respect to D+r and D−r , respectively. Given (x, t)∈ D
and r > 0 small enough such that (x, t) ∈ D+r ∩ D−r , ω±

(x,t)

r are Radon measures on ∂p(D±r )∩ ∂p(D±)
(recall D± = D ∩ {xn ≷ 0}. Moreover, if K is a relatively compact Borel subset of ∂p(D±r )∩ ∂p(D±),
then, by the comparison principle, ω±

(x,t)

r (K ) ≤ ω±
(x,t)

r ′ (K ) for 0 < r ′ < r . Hence, there exist Radon
measures ϑ (x,t)± on ∂p(D±r )∩ ∂p(D±) such that

ω±
(x,t)

r |∂p(D±r )∩∂p(D±)
∗

⇀ϑ
(x,t)
± , r→ 0.

For (y, s) ∈ (N1/4(E f )∩ ∂p D) \G f and 0< r < r0, denote

1±r (y, s) :=1r (y, s)∩ ∂p D± if 1r (y, s)∩ ∂p(D±) 6=∅.

Note that if 1r (y, s)⊂ E f then 1±r (y, s)=1r (y, s). It is easy to see that (x, t) 7→ ϑ
(x,t)
± (1±r (y, s)) are

caloric in D.
To simplify the notation we will write 1r , 1±r instead of 1r (y, s), 1±r (y, s). If 1r (y, s)∩ ∂p(D+)

(or 1r (y, s)∩ ∂p(D−)) is empty, we set ϑ (x,t)+ (1+r (y, s))= 0 (or ϑ (x,t)− (1−r (y, s))= 0).
We also note that, with Convention 5.1 in mind, the future corkscrew points A±r (y, s) or Ar (y, s),

0< r < r0, are defined for all s ∈ [−1, 1].

Proposition 5.2. Given (y, s) ∈ (N1/4(E f )∩ ∂p D) \G f , for 0< r < r0, we have:

(i) sup
(x,t)∈∂p D+r ′∩D

ϑ
(x,t)
+ (1+r )→ 0 and sup

(x,t)∈∂p D−r ′∩D
ϑ
(x,t)
− (1−r )→ 0 as r ′→ 0.

(ii) ϑ (x,t)+ (1+r )+ϑ
(x,t)
− (1−r )= ω

(x,t)(1r ) for (x, t) ∈ D.

(iii) There exists a constant C = C(n, L) such that, for any 0< r ′ < r ,

ϑ
(x,t)
+ (1+r ′ )≤ Cϑ A+r (y,s)

+ (1+r ′ )ϑ
(x,t)
+ (1+2r ) for (x, t) ∈ D \9+r (y, s),

ϑ
(x,t)
− (1−r ′ )≤ Cϑ A−r (y,s)

− (1−r ′ )ϑ
(x,t)
− (1−2r ) for (x, t) ∈ D \9−r (y, s).

(iv) For (X, T ) as defined above and (y, s) ∈ E f \G f , there exists a positive constant C = C(n, L , r0)

such that
C−1ϑ

(X,T )
+ (1+r )≤ ϑ

(X,T )
− (1−r )≤ Cϑ (X,T )+ (1+r ).

Proof of (i). We assume that 1±r 6=∅. If either of them is empty, the conclusion obviously holds.
For 0< r < r0, we have

∂p D+r ∩ D = {(x, t) ∈ D : xn−1 = 4nL(1− r) or xn = 1− r}

∪ {(x, t) ∈ D : xn−1 ≤ f (x ′′, t), xn =−r or xn−1 = f (x ′′, t),−r ≤ xn < 0}.
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Given (y, s) ∈ (N1/4(E f )∩ ∂p D)\G f , let 0< r ′′ < r ′ < r0; then ω+
(x,t)

r ′′ (1+r (y, s)) is caloric in D+r ′′ , and
from the way r0 is chosen, vanishes continuously on 1r0(z, h) for each (z, h) ∈ ∂p D+r ′′ ∩ D. Notice that

∂p D+r ′ ∩ D ⊂
⋃

(z,h)∈∂p D+r ′′∩D

9r0(z, h),

hence, applying Lemma 4.2 in each 9r0(z, h)∩ D+r ′′ , we obtain constants C = C(n, L) and γ = γ (n, L),
γ ∈ (0, 1), such that

ω+
(x,t)

r ′′ (1+r )≤ C
(
|x − z| + |t − h|1/2

r0

)γ
≤ C

(
r ′

r0

)γ
for all (x, t) ∈ ∂p D+r ′ ∩ D. (5-8)

The constants C and γ above do not depend on (z, h)∈ ∂p D+r ′′ ∩D, r or r ′′ because of the existence of the
exterior flat parabolic cones centered at each (z, h) with an uniform opening depending only on n and L .

Let r ′′→ 0 in (5-8), we then get

ϑ
(x,t)
+ (1+r )≤ C

( r ′

r0

)γ
uniformly for (x, t) ∈ ∂p D+r ′ ∩ D.

Therefore

lim
r ′→0

sup
(x,t)∈∂p D+r ′∩D

ϑ
(x,t)
+ (1+r )= 0,

which finishes the proof.

Proof of (ii): Let χ1r be the characteristic function of 1r on ∂p D. Let gn be a sequence of nonnegative
continuous functions on ∂p D such that gn ↗ χ1r . Let un be the solution to the heat equation in D with
boundary values gn . Then, by the maximum principle, un(x, t)↗ ω(x,t)(1r ) for (x, t) ∈ D.

Now we estimate ϑ (x,t)+ (1+r )+ϑ
(x,t)
− (1−r ). Let u+n,r ′(x, t) be the solution to the heat equation in D+r ′

with boundary value equal to gn on ∂p D+r ′ ∩ ∂p D and equal to ϑ (x,t)+ (1+r ) otherwise. Since ϑ (x,t)+ (1+r )=

limr ′′→0 ω
+
(x,t)

r ′′ (1+r ) takes the boundary value χ1+r on ∂p D+r ′ ∩ ∂p D, then, by the maximum principle,
we have u+n,r ′(x, t) ≤ ϑ (x,t)+ (1+r ) for (x, t) ∈ D+r ′ . Similarly, u−n,r ′(x, t) ≤ ϑ (x,t)− (1−r ) for (x, t) ∈ D−r ′ .
Therefore, for (x, t) ∈ D+r ′ ∩ D−r ′ and 0< r ′ < r sufficiently small, we have

u+n,r ′(x, t)+ u−n,r ′(x, t)≤ ϑ (x,t)+ (1+r )+ϑ
(x,t)
− (1−r ). (5-9)

Let r ′↘ 0; then D+r ′ ∩ D−r ′ ↗ D. By the comparison principle, there is a nonnegative function ũn in 91,
caloric in D, such that

u+n,r ′(x, t)+ u−n,r ′(x, t)↗ ũn(x, t) as r ′↘ 0, (x, t) ∈ D. (5-10)

By (i) just shown above and (5-9),

sup
∂p D+r ′∩D

u+n,r ′(x, t)+ sup
∂p D−r ′∩D

u−n,r ′(x, t)≤ sup
∂p D+r ′∩D

ϑ
(x,t)
+ (1+r )+ sup

∂p D−r ′∩D
ϑ
(x,t)
− (1−r )→ 0 as r ′→ 0,
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hence it is not hard to see that ũn takes the boundary value gn continuously on ∂p D. Hence, by the
maximum principle, ũn = un in D. This, combined with (5-9) and (5-10), gives

un(x, t)≤ ϑ (x,t)+ (1+r )+ϑ
(x,t)
− (1−r ). (5-11)

Letting n→∞ in (5-11), we obtain

ω(x,t)(1r )≤ ϑ
(x,t)
+ (1+r )+ϑ

(x,t)
− (1+r ).

By taking the approximation gn ↘ χ1r , 0 ≤ gn ≤ 2 and supp gn ⊂ N2r (E f ) ∩ ∂p D, we obtain the
reverse inequality, and hence the equality.

Proof of (iii): We only show it for ϑ+, and assume additionally that 1±r ′ 6=∅.
First, for 0< r ′′ < r ′ < r0, by Lemma 1.1 in [Kemper 1972b], there exists C = C(n)≥ 0 such that

ω
A+r ′ (y,s)
92r ′ (y,s)∩D+(1

+

r ′ )≥ C.

Applying the comparison principle in 92r ′(y, s)∩ D+, we have

ϑ
A+r ′ (y,s)
+ (1+r ′ )≥ C. (5-12)

Next, for 0< r ′′ < r ′ < r0, applying the same induction arguments as in Lemma 4.5, we have

ω+
(x,t)

r ′′ (1+r ′ )≤ Cω+
A+r (y,s)

r ′′ (1+r ′ ) for (x, t) ∈ D+r ′′ \ (9r (y, s))+, (5-13)

where C = C(n, L) is independent of r ′ and r ′′. The reason that C is uniform in r ′′ is as follows. By
the maximum principle, it is enough to show (5-13) for (x, t) ∈ ∂(9r (y, s))+ ∩ D+r ′′ , which is contained
in D+. Hence, the same iteration procedure as in Lemma 4.5, but only on the D+ side, gives (5-13), and
the proof is uniform in r ′′. Therefore, letting r ′′→ 0 in (5-13), we obtain

ϑ
(x,t)
+ (1+r ′ )≤ Cϑ A+r (y,s)

+ (1+r ′ ).

Applying Lemma 4.4 and the maximum principle, we deduce (iii).

Proof of (iv): Applying (iii), (ii), the Harnack inequality and Lemma 4.4, we have that, for given
(y, s) ∈ E f \G f and 0< r < r0,

ϑ
(X,T )
− (1−r )≤ Cϑ

A−r0
(y,s)

− (1−r )≤ CωA−r0
(y,s)

(1r )≤ CωA+2r0
(y,s)

(1r )≤ Cϑ
A+2r0

(y,s)
+ (1+r )≤ Cϑ (X,T )+ (1+r )

for C = C(n, L , r0). The second-last inequality holds because

ϑ
A+2r0

(y,s)
+ (1+r )≥ ϑ

A+2r0
(y,s)

− (1−r ), (5-14)

which follows from the xn-symmetry of D and the comparison principle. Equation (5-14), together
with (ii) just shown above, yields the result. �

Now we use ϑ+ and ϑ− to construct two linearly independent kernel functions at (y, s) ∈ E f \G f .

Theorem 5.3. For (y, s)∈ E f \G f , there exist at least two linearly independent kernel functions at (y, s).
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Proof. Given (y, s) ∈ E f \G f , let r0 be as in (5-2). For m > 1/r0, we consider the sequence

v+m (x, t)=
ϑ
(x,t)
+ (1+1/m(y, s))

ϑ
(X,T )
+ (1+1/m(y, s))

, (x, t) ∈ D. (5-15)

By Proposition 5.2(iii) and the same arguments as in Section 5A, we have, up to a subsequence, that
vm(x, t) converges to a kernel function at (y, s) normalized at (X, T ). We denote it by K+(x, t; y, s).

If we consider instead

v−m (x, t)=
ϑ
(x,t)
− (1−1/m(y, s))

ϑ
(X,T )
− (1−1/m(y, s))

, (x, t) ∈ D, (5-16)

we will obtain another kernel function at (y, s), which we will denote K−(x, t; y, s).
We now show that, for fixed (y, s), K+( · , · ; y, s) and K−( · , · ; y, s) are linearly independent. In

fact, by Proposition 5.2(i), (5-15) and (5-16), we have K+(x, t; y, s)→ 0 as (x, t)→ (y, s) from D−
and K−(x, t; y, s) → 0 as (x, t) → (y, s) from D+. If K+(·, ·; y, s) = K−(·, ·; y, s), then we also
have K+(x, t; y, s)→ 0 as (x, t)→ (y, s) from D+, which will mean that K+(x, t; y, s) is a caloric
function continuously vanishing on the whole of ∂p D. By the maximum principle, K+ will vanish in
the entire domain D, which contradicts the normalization condition K+(X, T ; y, s) = 1. Moreover,
since K+(X, T ; y, s)= K−(X, T ; y, s)= 1, it is impossible that K+( · , · ; y, s)= λK−( · , · ; y, s) for a
constant λ 6= 1. Hence K+ and K− are linearly independent. �

Remark 5.4. The nonuniqueness of the kernel functions at (y, s) shows that the parabolic Martin boundary
of D is not homeomorphic to the Euclidean parabolic boundary ∂p D.

Next we show that K+ and K− in fact span the space of all the kernel functions at (y, s). We use an
argument similar to the one in [Kemper 1972b].

Lemma 5.5. Let (y, s) ∈ E f \G f . There exists a positive constant C = C(n, L , r0) such that, if u is a
kernel function at (y, s) in D, we have either

u ≥ C K+ (5-17)

or
u ≥ C K−. (5-18)

Here K+, K− are the kernel functions at (y, s) constructed from (5-15) and (5-16).

Proof. For 0< r < r0, we consider u±r : D
±
r → R, where u±r (x, t)= u(F±r (x, t)). The functions u±r are

caloric in D±r and continuous up to the boundary. Then, for (x, t) ∈ D±r ,

u±r (x, t)=
∫
∂p D±r

u±r (z, h) dω±
(x,t)

r (z, h)

≥

∫
1±r (y,s)

u±r (z, h) dω±
(x,t)

r (z, h)

≥ inf
(z,h)∈1±r (y,s)

u±r (z, h)ω±
(x,t)

r (1±r (y, s)).
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Note that the parabolic distance between F±r (1
±
r (y, s)) and ∂p D is equivalent to r , and the time lag

between it and A±r (y, s) is equivalent to r2; hence, by the Harnack inequality, there exists C = C(n, L)
such that

inf
(z,h)∈1±r (y,s)

u±r (z, h)≥ Cu(A±r (y, s)).

Hence,
u±r (x, t)≥ Cu(A±r (y, s))ω±

(x,t)

r (1±r (y, s)) for (x, t) ∈ D±r . (5-19)

On the other hand, u is a kernel function at (y, s), and u vanishes on ∂p D \1r/4(y, s) for any 0< r < 1.
Applying Theorem 4.6, we obtain

u(x, t)≤ C max{u(A+r/2(y, s)), u(A−r/2(y, s))}ω(x,t)(1r (y, s)) for (x, t) ∈ D \9r/2(y, s). (5-20)

Case 1: u(A+r/2(y, s))≥ u(A−r/2(y, s)) in (5-20).
By Proposition 5.2(ii) and the Harnack inequality,

u(x, t)≤ Cu(A+r (y, s))(ϑ (x,t)+ (1+r )+ϑ
(x,t)
− (1−r )), (x, t) ∈ D \9r/2(y, s).

In particular,
1= u(X, T )≤ Cu(A+r (y, s))(ϑ (X,T )+ (1+r )+ϑ

(X,T )
− (1−r )). (5-21)

Now (5-19) for u+r , (5-21) and Proposition 5.2(iv) yield the existence of C1 = C1(n, L , r0) such that, for
any 0< r < r0,

u+r (x, t)≥ C
ω+

(x,t)

r (1+r )

ϑ
(X,T )
+ (1+r )+ϑ

(X,T )
− (1−r )

≥ C1
ω+

(x,t)

r (1+r )

ϑ
(X,T )
+ (1+r )

, (x, t) ∈ D+r . (5-22)

Since, by the maximum principle in D+r ,

ω+
(x,t)

r (1+r )≥ ϑ
(x,t)
+ (1+r )− sup

(z,h)∈∂p D+r ∩D
ϑ
(z,h)
+ (1+r ), (5-23)

then (5-22) can be written as

u+r (x, t)≥ C1

(
ϑ
(x,t)
+ (1+r )

ϑ
(X,T )
+ (1+r )

− sup
(z,h)∈∂p D+r ∩D

ϑ
(z,h)
+ (1+r )

ϑ
(X,T )
+ (1+r )

)
, (x, t) ∈ D+r . (5-24)

By Proposition 5.2(iii) and the Harnack inequality, there exists C2 = C2(n, L , r0) such that, for (z, h) ∈
∂p D+r ∩ D,

ϑ
(z,h)
+ (1+r )

ϑ
(X,T )
+ (1+r )

≤ C
ϑ

A+r0
+ (1+r )

ϑ
(X,T )
+ (1+r )

·ϑ
(z,h)
+ (1+r0

)≤ C2ϑ
(z,h)
+ (1+r0

). (5-25)

Hence, (5-24) and (5-25) imply

u+r (x, t)≥ C1

(
ϑ
(x,t)
+ (1+r )

ϑ
(X,T )
+ (1+r )

−C2 sup
(z,h)∈∂p D+r ∩D

ϑ
(z,h)
+ (1+r0

)

)
, (x, t) ∈ D+r .
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Case 2: u(A+r/2(y, s))≤ u(A−r/2(y, s)) in (5-20). Similarly,

u−r (x, t)≥ C1

(
ϑ
(x,t)
− (1−r )

ϑ
(X,T )
− (1−r )

−C2 sup
(z,h)∈∂p D−r ∩D

ϑ
(z,h)
− (1−r0

)

)
, (x, t) ∈ D−r .

Note that as r ↘ 0, D±r ↗ D and u±r → u. Let r j → 0 be such that either Case 1 applies for all r j , or
Case 2 applies. Hence, over a subsequence, it follows by Proposition 5.2(i) and (5-15) that either

u(x, t)≥ C1 lim
r j→0

(
ϑ
(x,t)
+ (1+r j

)

ϑ
(X,T )
+ (1+r j )

−C2 sup
(z,h)∈∂p D+r j∩D

ϑ
(z,h)
+ (1+r0

)

)
= C1K+(x, t) for all (x, t) ∈ D,

or

u(x, t)≥ C1K−(x, t) for all (x, t) ∈ D. �

The next theorem says that K+( · , · ; y, s) and K−( · , · ; y, s) span the space of kernel functions at (y, s).

Theorem 5.6. If u is a kernel function at (y, s)∈E f \G f normalized at (X, T ), then there exists a constant
λ ∈ [0, 1], which may depend on (y, s), such that u( · , · )= λK+( · , · ; y, s)+ (1−λ)K−( · , · ; y, s) in D,
where K+ and K− are kernel functions obtained from (5-15) and (5-16).

Proof. By Lemma 5.5, if u is a kernel function at (y, s), then either (i) u ≥ C K+ or (ii) u ≥ C K− with
C = C(r0, n, L).

If (i) holds, let

λ= sup{C : u(x, t)≥ C K+(x, t) for all (x, t) ∈ D};

then we must have λ ≤ 1, because u(X, T )= K+(X, T )= 1. If λ= 1, then u(x, t)= K+(x, t) for all
(x, t) ∈ D, by the strong maximum principle, and we are done. If λ < 1, consider

u1(x, t) :=
u(x, t)− λK+(x, t)

1− λ
,

which is another kernel function at (y, s) satisfying either (i) or (ii). If (i) holds for u1 for some C > 0,
then u(x, t)≥ (C(1−λ)+λ)K+(x, t), with C(1−λ)+λ > λ, which contradicts the definition of λ as a
supremum. Hence (ii) must be true for u1. Let

λ̃= sup{C : u1(x, t)≥ C K−(x, t) ∀(x, t) ∈ D}.

The same reason as above gives λ̃≤ 1. We claim λ̃= 1.

Proof of the claim: If not, then λ̃ < 1. We get that

u2(x, t) :=
u1(x, t)− λ̃K−(x, t)

1− λ̃

is again a kernel function at (y, s). If u2 satisfies (i) for some C > 0, then

u1(x, t)≥ u1(x, t)− λ̃K−(x, t)≥ C(1− λ̃)K+(x, t),
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which implies
u(x, t)≥ (λ+C(1− λ̃))K+(x, t),

again a contradiction to the definition of λ. Hence, u2 has to satisfy (ii) for some C > 0, and then we have

u2(x, t)≥ (C(1− λ̃)+ λ̃)K−(x, t),

but this contradicts the definition of λ̃. This completes the proof of the claim.
The fact that λ̃= 1 implies that u1(x, t)= K−(x, t) in D, by the strong maximum principle. Hence,

if (i) applies to u, we have u(x, t)= λK+(x, t)+ (1−λ)K−(x, t) with λ ∈ (0, 1]. If (ii) applies to u, we
get the equality with λ ∈ [0, 1). �

5C. Radon–Nikodym derivative as a kernel function. We first show that the kernel function at (y, s) ∈
G f or (y, s)∈ ∂p D\E f is unique. The proof for the uniqueness is similar to Lemma 1.6 and Theorem 1.7
in [Kemper 1972b]. More precisely, we will need the direction-shift operator F0

r :

F0
r (x, t)= (x ′′, xn−1+ 4nLr, xn, t + 8r2), 0< r < 1

4 , (5-26)

D0
r = {(x, t) ∈ D : F0

r (x, t) ∈ D}.

Let ω0
r denote the caloric measure for D0

r . Note that D0
r is also a cylindrical domain with a thin

Lipschitz complement.

Theorem 5.7. For all (y, s) ∈ ∂p D, the limit of (5-1) exists. If we denote the limit by K0( · , · ; y, s), i.e.,

K0(x, t; y, s)= lim
n→∞

ω(x,t)(11/n(y, s))
ω(X,T )(11/n(y, s))

,

then:

(i) For (y, s) ∈ G f or (y, s) ∈ ∂p D \ E f , K0 is the unique kernel function at (y, s).

(ii) If (y, s) ∈ E f \G f , then K0 is a kernel function at (y, s), and

K0(x, t; y, s)= 1
2 K+(x, t; y, s)+ 1

2 K−(x, t; y, s), (5-27)

where K+ and K− are kernel functions at (y, s) given by the limits of (5-15) and (5-16), respectively.

Proof. For (y, s) ∈ G f and r small enough, we denote Ar (y, s)= (y′′, yn−1+ 4nr L , 0, s+ 4r2), which
is on {xn = 0} and has a time-lag 2r2 above A±r . Then, by the Harnack inequality,

ωA±r (y,s)(1r ′(y, s))≤ C(n, L)ωAr (y,s)(1r ′(y, s)) for all 0< r ′ < r.

Then one can proceed as in Lemma 1.6 of [ibid.] by using F0
r , D0

r , ω0 to show that any kernel function
u (at (y, s)) satisfies u ≥ C K0 for some C > 0. Then the uniqueness follows from Theorem 1.7 and
Remark 1.8 of [ibid.].

For (y, s)∈ ∂p D\E f , for r sufficiently small one has either 9r (y, s)∩D⊂ D+ or 9r (y, s)∩D⊂ D−.
In either case, one can proceed as in Lemma 1.6, Theorem 1.7 and Remark 1.8 of [ibid.].



1446 ARSHAK PETROSYAN AND WENHUI SHI

For (y, s) ∈ E f \G f , by Theorem 5.6, K0(x, t; y, s) = λK+(x, t; y, s)+ (1− λ)K−(x, t; y, s) for
some λ∈ [0, 1]. By Proposition 5.2(ii), the symmetry of the domain about xn−1 and the definitions of K±,
one has λ= 1

2 . �

Remark 5.8. From Theorem 5.7, we can conclude that the Radon–Nikodym derivative dω(x,t)/dω(X,T )

exists at every (y, s) ∈ ∂p D and it is the kernel function K0(x, t; y, s) with respect to (X, T ).

The following corollary is an easy consequence of Theorems 5.6 and 5.7.

Corollary 5.9. For fixed (x, t) ∈ D, the function (y, s) 7→ K0(x, t; y, s) is continuous on ∂p D, where K0

is given by the limit of (5-1).

Proof. Given (y, s) ∈ ∂p D, let (ym, sm) ∈ ∂p D with (ym, sm)→ (y, s) as m→∞.
If (y, s) ∈ G f or ∂p D \ E f , continuity follows from the uniqueness of the kernel function.
If (y, s) ∈ E f \G f , by Theorem 5.7(ii), for each m we have

K0(x, t; ym, sm)=
1
2 K+(x, t; ym, sm)+

1
2 K−(x, t; ym, sm). (5-28)

Given ε > 0, K+( · , · ; ym, sm) is uniformly bounded and equicontinuous on D \9ε(y, s) for m large
enough. Hence, by a similar argument as in Section 5A, up to a subsequence, K+( · , · ; ym, sm)→

v+( · , · ; y, s) uniformly on compact subsets, where v+( · , · ; y, s) is some kernel function at (y, s).
Moreover, by Theorem 5.6, we have

v+( · , · ; y, s)= λK+( · , · ; y, s)+ (1− λ)K−( · , · ; y, s) for some λ ∈ [0, 1]. (5-29)

By Proposition 5.2(i),

sup
(x,t)∈∂p D+r ∩D

K+(x, t; ym, sm)→ 0 as r→ 0,

which is uniform in m from the proof of the proposition. Hence, after m→∞, v+ satisfies

sup
(x,t)∈∂p D+r ∩D

v+(x, t)→ 0 as r→ 0,

which, combined with

K−(x, t; y, s) 6→ 0 as (x, t)→ (y, s), for (x, t) ∈ D−,

gives λ= 1 in (5-29).
Similarly, up to a subsequence, K−(x, t; ym, sm)→ K−(x, t; y, s).
Thus, along a subsequence, K ( · , · ; ym, sm)→ K0( · , · ; y, s) by (5-27). Since this holds for all the

convergent subsequences, then K0(x, t; y, s) is continuous on ∂p D for fixed (x, t). �

By using Corollary 5.9, Remark 5.8 and Theorem 4.6, we can prove some uniform behavior of K0 on
∂p D, as in Lemmas 2.2 and 2.3 of [Kemper 1972b]. We state the results in the following two lemmas
and omit the proof of the first.
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Lemma 5.10. Let (y, s) ∈ ∂p D. Then, for 0< r < 1
4 ,

sup
(y′,s′)∈∂p D\1r (y,s)

K0(x, t; y′, s ′)→ 0 as (x, t)→ (y, s) in D.

The following lemma says that if D′ is a domain obtained by a perturbation of a portion of ∂p D where
ω(x,t) vanishes, then the caloric measure ωD′ is equivalent to ωD on the common boundary of D′ and D.
We recall here that ω0

r is the caloric measure with respect to the domain D0
r defined in (5-26), and ω±r is

the caloric measure with respect to D±r defined in (5-5).

Lemma 5.11. (i) Let 0 < r < 1
4 and (y, s) ∈ G f ∪ (∂p D \ E f ) with s > −1+ 4r2. Then there exist

ρ0 = ρ0(n, L) > 0 and C = C(n, L) > 0 such that, for 0< ρ < ρ0, we have

ω0(X
′,T ′)

ρ (1r (y, s))≥ Cω(X
′,T ′)(1r (y, s)), (X ′, T ′) ∈91/4(X, T ), (5-30)

provided also r < |yn| for (y, s) ∈ ∂p D \ E f .

(ii) Let (y, s) ∈ (Nr (E f )∩ ∂p D) \G f . Then there exists δ0 = δ0(n, L) > 0, such that, for 0 < r ′ < δ0,
we have

ω+
(X ′,T ′)

r ′ (1+r (y, s))+ω−
(X ′,T ′)

r ′ (1−r (y, s))≥ 1
2ω

(X ′,T ′)(1r (y, s)) (5-31)

for (X ′, T ′) ∈91/4(X, T ) and 0< r < r0, where r0 is the constant defined in (5-2).

Proof. To show (5-31) we first argue similarly as in [Kemper 1972b] to show there exists δ0= δ0(n, L)> 0
such that, for any 0< r ′ < δ0,

ω±
(X ′,T ′)

r ′ (1±r (y, s))≥ 1
2ϑ

(X ′,T ′)
± (1±r (y, s)) (5-32)

for each 1±r (y, s) with 0< r < r0. Then using Proposition 5.2(ii) we get the conclusion. �

6. Backward boundary Harnack principle

In this section, we follow the lines of [Fabes et al. 1984] to build up a backward Harnack inequality for
nonnegative caloric functions in D. To prove this kind of inequality, we have to ask that these functions
vanish on the lateral boundary

S := ∂p D ∩ {s >−1},

or at least a portion of it. This will allow to control the time-lag issue in the parabolic Harnack inequality.
Some of the proofs in this section follow the lines of the corresponding proofs in [ibid.]. For that

reason, we will omit the parts that don’t require modifications or additional arguments.
For (x, t) and (y, s) ∈ D, denote by G(x, t; y, s) the Green’s function for the heat equation in the

domain D. Since D is a regular domain, the Green’s function can be written in the form

G(x, t; y, s)= 0(x, t; y, s)− V (x, t; y, s),

where 0( · , · ; y, s) is the fundamental solution of the heat equation with pole at (y, s), and V ( · , · ; y, s)
is a caloric function in D that equals 0( · , · ; y, s) on ∂p D. We note that, by the maximum principle, we
have G(x, t; y, s)= 0 whenever (x, t) ∈ D with t ≤ s.
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In this section, similarly to Section 5, we will work under Convention 5.1. In particular, in Green’s func-
tion we will allow the pole (y, s) to be in D̃ with s ≥ 1. But in that case we simply have G(x, t; y, s)= 0
for all (x, t) ∈ D.

Lemma 6.1. Let 0< r < 1
4 and (y, s)∈ S with s≥−1+8r2. Then there exists a constant C =C(n, L)> 0

such that, for (x, t) ∈ D ∩ {t ≥ s+ 4r2
}, we have

C−1rn max{G(x, t; A±r (y, s))} ≤ ω(x,t)(1r (y, s))≤ Crn max{G(x, t; A±r (y, s))}

if (y, s) ∈ Nr (E f ), (6-1)

and

C−1rnG(x, t; Ar (y, s))≤ ω(x,t)(1r (y, s))≤ CrnG(x, t; Ar (y, s)) if (y, s) 6∈ Nr (E f ). (6-2)

Proof. The proof uses Lemma 4.4 and Theorem 4.3, and is similar to that of Lemma 1 in [ibid.]. �

Theorem 6.2 (interior backward Harnack inequality). Let u be a positive caloric function in D vanishing
continuously on S. Then, for any compact K b D, there exists a constant C = C(n, L , distp(K , ∂p D))
such that

max
K

u ≤ C min
K

u.

Proof. The proof is similar to that of Theorem 1 in [ibid.], and uses Theorem 4.3 and the Harnack inequality.
�

Theorem 6.3 (local comparison theorem). Let 0 < r < 1
4 , (y, s) ∈ S with s ≥ −1+ 18r2, and u, v be

two positive caloric functions in 93r (y, s)∩ D vanishing continuously on 13r (y, s). Then there exists
C = C(n, L) > 0 such that, for (x, t) ∈9r/8(y, s)∩ D, we have

u(x, t)
v(x, t)

≤ C
max{u(A+r (y, s)), u(A−r (y, s))}
min{v(A+r (y, s)), v(A−r (y, s))}

if (y, s) ∈ Nr (E f ), (6-3)

and
u(x, t)
v(x, t)

≤ C
u(Ar (y, s))
v(Ar (y, s))

if (y, s) 6∈ N(E f ). (6-4)

Proof. The proof is similar to that of Theorem 3 in [ibid.]. First, note that if 9r/8(y, s)∩ E f =∅, we can
consider the restrictions of u and v to D+ or D− (which are Lipschitz cylinders) and apply the arguments
from [ibid.] directly there. Thus, we may assume that 9r/8(y, s)∩ E f 6=∅. If we now argue as in the
proof of the localization property (Lemma 2.3) by replacing (y, s) and r with (ỹ, s̃) ∈9(3/8)r (y, s)∩ E f ,
we may further assume that (y, s) ∈ E f , and that 9r (y, s)∩ D falls either into category (2) or (3) in
the localization property. For definiteness, we will assume category (3). To account for the possible
change in (y, s), we then change the hypothesis to assume that u = 0 on 12r (y, s), and prove (6-3) for
(x, t) ∈9r/2(y, s)∩ D.

With this simplification in mind, we proceed as in the proof of Theorem 3 in [ibid.]. By using Lemma 6.1
and Theorem 4.6, we first show

ω(x,t)r (αr )≤ Cω(x,t)r (βr ), (x, t) ∈9r/2(y, s)∩ D, (6-5)
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where αr = ∂p(9r (y, s) ∩ D) \ S, βr = ∂p(9r (y, s) ∩ D) \Nµr (S) with a small fixed µ ∈ (0, 1), and
where ωr denotes the caloric measure with respect to 9r (y, s)∩ D. Then by Theorem 4.3, the Harnack
inequality and the maximum principle, we obtain

u(x, t)≤ C max{u(A+r (y, s)), u(A−r (y, s))}ω(x,t)r (αr ),

v(x, t)≥ C min{v(A+r (y, s)), v(A−r (y, s))}ω(x,t)r (βr ),

which, combined with (6-5), completes the proof. �

Theorem 6.4 (global comparison theorem). Let u, v be two positive caloric functions in D, vanishing
continuously on S, and let (x0, t0) be a fixed point in D. If δ > 0, then there exists C = C(n, L , δ) > 0
such that

u(x, t)
v(x, t)

≤ C
u(x0, t0)
v(x0, t0)

for all (x, t) ∈ D ∩ {t >−1+ δ2
}. (6-6)

Proof. This is an easy consequence of Theorems 6.2 and 6.3. �

Now we show the doubling properties of the caloric measure at the lateral boundary points by using
the properties of the kernel functions we showed in Section 5. The idea of the proof is similar to that of
Lemma 2.2 in [Wu 1979], but with a more careful inspection of the different types of boundary points.

To proceed, we will need to define the time-invariant corkscrew points at (y, s) on the lateral boundary,
in addition to future and past corkscrew points. Namely, for (y, s) ∈ S, we let

Ar (y, s)= (y(1− r), s) if 9r (y, s)∩ E f =∅,

A±r (y, s)= (y′′, yn−1+ r/2,±r/2, s) if 9r (y, s)∩ E f 6=∅.

Theorem 6.5 (doubling at the lateral boundary points). For 0< r < 1
4 and (y, s) ∈ S with s ≥−1+ 8r2,

there exist ε0 = ε0(n, L) > 0 small and C = C(n, L) > 0 such that, for any r < ε0, we have:

(i) If (y, s) ∈ E f and 92r (y, s)∩G f 6=∅, then

C−1rnG(X, T ; A±r (y, s))≤ ω(X,T )(1r (y, s))≤ CrnG(X, T ; A±r (y, s)). (6-7)

(ii) If (y, s) ∈ Nr (E f )∩ ∂p D and 92r (y, s)∩G f =∅, then

C−1rnG(X, T ; A+r (y, s))≤ ϑ (X,T )+ (1+r (y, s))≤ CrnG(X, T ; A+r (y, s)), (6-8)

C−1rnG(X, T ; A−r (y, s))≤ ϑ (X,T )− (1−r (y, s))≤ CrnG(X, T ; A−r (y, s)). (6-9)

(iii) If (y, s) ∈ ∂p D \Nr (E f ), then

C−1rnG(X, T ; Ar (y, s))≤ ω(X,T )(1r (y, s))≤ CrnG(X, T ; Ar (y, s)). (6-10)

Moreover, there is a constant C = C(n, L) > 0 such that:

• For (y, s) ∈ S ∩ {s ≥−1+ 8r2
},

ω(X,T )(12r (y, s))≤ Cω(X,T )(1r (y, s))u(x, t). (6-11)
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• For (y, s) ∈ Nr (E f )∩ S ∩ {s ≥−1+ 8r2
},

ϑ
(X,T )
+ (1+2r (y, s))≤ Cϑ (X,T )+ (1+r (y, s)),

ϑ
(X,T )
− (1−2r (y, s))≤ Cϑ (X,T )− (1−r (y, s)). (6-12)

Proof. We start by showing the estimates from above in (6-7) and (6-8).

Case 1: (y, s) ∈ E f and 92r (y, s)∩G f 6=∅. By Lemma 2.3, there is (ỹ, s̃) ∈ G f such that

9r (y, s)∩ D ⊂94r (ỹ, s̃)∩ D ⊂98r (y, s)∩ D.

It is not hard to check, by (5-26), that F0
r (14r (ỹ, s̃)) ⊂ D. Moreover, the parabolic distance between

F0
r (14r (ỹ, s̃)) and ∂p D, and the t-coordinate distance from F0

r (14r (ỹ, s̃)) down to A±r , are greater
than cr for some universal c which only depends on n and L . Therefore, by the estimate of Green’s
function as in [Wu 1979], we have

G(x, t; A±r (y, s))≥ C(n, L)r−n, (x, t) ∈ F0
r (14r (ỹ, s̃)).

Applying the maximum principle to F0
r (D

0
r ), we have

G(x, t; A±r (y, s))≥ C(n, L)r−nω0F0−1
r (x,t)

r (14r (ỹ, s̃)).

In particular,

G(X, T ; A±r (y, s))≥ C(n, L)r−nω0F0−1
r (X,T )

r (14r (ỹ, s̃)).

Let (Xr , Tr ) := F0−1

r (X, T ) and take (X ′, T ′) ∈ D with T ′ = T − 1
4 , X ′ = X , so that T ′ > 1

4 + Tr . Then
we obtain, by the Harnack inequality, that

G(X, T ; A±r (y, s))≥ C(n, L)r−nω0(X
′,T ′)

r (14r (ỹ, s̃)). (6-13)

By Lemma 5.11(i), for 0< r <min
{1

4 , ρ0
}
, there exists C = C(n, L), independent of r , such that

ω0(X
′,T ′)

r (14r (ỹ, s̃))≥ Cω(X
′,T ′)(14r (ỹ, s̃)). (6-14)

By Theorem 5.7, for each (ỹ, s̃) ∈ G f ,

K0(X ′, T ′; ỹ, s̃)= lim
r→0

ω(X
′,T ′)(14r (ỹ, s̃))

ω(X,T )(14r (ỹ, s̃))
> 0,

and by Corollary 5.9, for (X ′, T ′) fixed, K0(X ′, T ′; · , · ) is continuous on ∂p D. Therefore, in the compact
set G f , there exists c> 0, only depending on n, L , such that K0(X ′, T ′; ỹ, s̃)≥ c> 0 for any (ỹ, s̃)∈G f .
Hence, by the Radon–Nikodym theorem for 0< r <min{ 14 , ρ0}, we have

ω(X
′,T ′)(14r (ỹ, s̃))≥ c

2
ω(X,T )(14r (ỹ, s̃))≥ c

2
ω(X,T )(1r (y, s)). (6-15)

Combining (6-13), (6-14) and (6-15), we obtain the estimate from above in (6-7) for Case 1.
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Case 2: (y, s) ∈ Nr (E f )∩ ∂p D and 92r (y, s)∩G f =∅.
In this case, 92r (y, s)∩D splits into the disjoint union of 92r (y, s)∩D±. We use F+r and F−r , defined

in (5-3) and (5-4), and apply the same arguments as in Case 1 in D+r and D−r . Then

ω±
(X,T )

r (1±r (y, s))≤ CrnG(X, T ; A±r (y, s)).

Taking 0< r < δ0, where δ0 = δ0(n, L) is the constant in Lemma 5.11(ii), we have

ϑ
(X,T )
± (1r (y, s))≤ 2ω±(X,T )r (1r (y, s))≤ CrnG(X, T ; A±r (y, s)).

Case 3: (y, s) ∈ ∂p D \Nr (E f ). We argue similarly to Cases 1 and 2.

Taking ε0 =min
{
ρ0, δ0,

1
4

}
, we complete the proof of the estimates from above in (6-7)–(6-10).

The proof of the estimate from below in (6-7)–(6-10) is the same as in [Wu 1979]. For (6-7) it is
a consequence of Lemma 4.4 and the maximum principle. (6-8) and (6-9) follow from (5-12) and the
maximum principle. The doubling properties of caloric measure ω(x,t) and θ (x,t)± are easy consequences
of (6-7)–(6-10) and Proposition 5.2(ii) for 0< r < ε0/2. For r > ε0/2 we use Lemma 4.4 and (5-12). �

Theorem 6.5 implies the following backward Harnack principle.

Theorem 6.6 (backward boundary Harnack principle). Let u be a positive caloric function in D vanishing
continuously on S, and let δ > 0. Then there exists a positive constant C = C(n, L , δ) such that, for
(y, s) ∈ ∂p D ∩ {s >−1+ δ2

} and for 0< r < r(n, L , δ) sufficiently small, we have

C−1u(A+r (y, s))≤ u(A+r (y, s))≤ Cu(A+r (y, s))

C−1u(A−r (y, s))≤ u(A−r (y, s))≤ Cu(A−r (y, s))

}
if (y, s) ∈ Nr (E f )

and

C−1u(Ar (y, s))≤ u(Ar (y, s))≤ Cu(Ar (y, s)) if (y, s) 6∈ Nr (E f ). (6-16)

Proof. Once we have Theorem 6.5, which is an analogue of Lemma 2.2 in [Wu 1979], we can proceed as
in Theorem 4 in [Fabes et al. 1984] to show the backward Harnack principle. �

Remark 6.7. From (6-7), and using the same proof as in Theorem 6.6, we can conclude that, for any
positive caloric function u vanishing continuously on S and (y, s) ∈ G f , there exists C = C(n, L , δ) > 0
such that

C−1u(A−r (y, s))≤ u(A+r (y, s))≤ Cu(A−r (y, s)),

C−1u(A−r (y, s))≤ u(A+r (y, s))≤ Cu(A−r (y, s)).

7. Various versions of boundary Harnack

In the applications, it is very useful to have a local version of the backward Harnack for solutions vanishing
only on a portion of the lateral boundary S. For the parabolically Lipschitz domains this was proved in
[Athanasopoulos et al. 1996] as a consequence of the (global) backward Harnack principle.
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To state the results, we use the following corkscrew points associated with (y, s)∈G f : for 0< r < 1
4 , let

Ar (y, s)= (y′′, yn−1+ 4nLr, 0, s+ 2r2),

Ar (y, s)= (y′′, yn−1+ 4nLr, 0, s− 2r2),

Ar (y, s)= (y′′, yn−1+ 4nLr, 0, s).

When (y, s)= (0, 0), we simply write Ar , Ar and Ar , in addition to 9r , 1r , A±r , A±r .

Theorem 7.1. Let u be a nonnegative caloric function in D, vanishing continuously on E f . Let m =
u(A3/4), M = supD u. Then there exists a constant C = C(n, L ,M/m) such that, for any 0 < r < 1

4 ,
we have

u(Ar )≤ Cu(Ar ). (7-1)

Proof. Using Theorems 6.6 and 6.5 and following the lines of Theorem 13.7 in [Caffarelli and Salsa
2005], we have

u(A±2r )≤ Cu(A±2r ), 0< r < 1
4 ,

for C =C(n, L ,M/m). Then (7-1) follows from Theorem 6.6 and the observation that there is a Harnack
chain with constant µ= µ(n, L) and length N = N (n, L) joining Ar to A±2r and A±2r to Ar . �

Theorem 7.1 implies the boundary Hölder-regularity of the quotient of two negative caloric functions
vanishing on E f . The proof of the following corollary is the same as for Corollary 13.8 in [Caffarelli and
Salsa 2005], and is therefore omitted.

Theorem 7.2. Let u1, u2 be nonnegative caloric functions in D continuously vanishing on E f . Let
Mi = supD ui and mi = ui (A3/4) with i = 1, 2. Then we have

C−1 u1(A1/4)

u2(A1/4)
≤

u1(x, t)
u2(x, t)

≤ C
u1(A1/4)

u2(A1/4)
for (x, t)∩91/8 ∩ D, (7-2)

where C = C(n, L ,M1/m1,M2/m2). Moreover, if u1 and u2 are symmetric in xn , then u1/u2 extends
to a function in Cα(91/8) for some 0 < α < 1, where the exponent α and the Cα-norm depend only on
n, L ,M1/m1,M2/m2. �

Remark 7.3. The symmetry condition in the latter part of the theorem is important to guarantee the
continuous extension of u1/u2 to the Euclidean closure 91/8 \ E f =91/8, since the limits at E f \G f as
we approach from different sides may be different. Without the symmetry condition, one may still prove
that u1/u2 extends to a Cα function on the completion (91/8 \ E f )

∗ with respect to the inner metric.

For a more general application, we need to have a boundary Harnack inequality for u satisfying a
nonhomogeneous equation with bounded right-hand side, but additionally with a nondegeneracy condition.
The method we use here is similar to the one used in the elliptic case [Caffarelli et al. 2008].

Theorem 7.4. Let u be a nonnegative function in D, continuously vanishing on E f , and satisfying

|1u− ∂t u| ≤ C0 in D, (7-3)

u(x, t)≥ c0 distp((x, t), E f )
γ in D, (7-4)
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where 0< γ < 2, c0 > 0, C0 ≥ 0. Then there exists C = C(n, L , γ,C0, c0) > 0 such that, for 0< r < 1
4 ,

we have

u(x, t)≤ Cu(Ar ), (x, t) ∈9r . (7-5)

Moreover, if M = supD u, then there exists a constant C = C(n, L , γ,C0, c0,M) such that, for any
0< r < 1

4 , we have

u(Ar )≤ Cu(Ar ). (7-6)

Proof. Let u∗ be a solution to the heat equation in 92r ∩ D that is equal to u on ∂p(92r ∩ D). Then, by
the Carleson estimate, we have u∗(x, t)≤ C(n, L)u∗(Ar ) for (x, t) ∈9r .

On the other hand, we have

u∗(x, t)+C(|x |2− t − 8r2)≤ u(x, t) on ∂p(92r ∩ D),

(1− ∂t)(u∗(x, t)+C(|x |2− t − 8r2))≥ C(2n− 1)≥ (1− ∂t)u(x, t) in 92r ∩ D

for C ≥ C0/(2n − 1). Hence, by the comparison principle, we have u∗ − u ≤ Cr2 in 92r ∩ D for
C = C(C0, n). Similarly, u− u∗ ≤ Cr2, and hence |u− u∗| ≤ Cr2 in 92r ∩ D. Consequently,

u(x, t)≤ C(n, L)(u(Ar )+C(C0, n)r2), (x, t) ∈9r . (7-7)

Next, note that, by the nondegeneracy condition (7-4),

u(Ar )≥ c0rγ ≥ c0r2, r ∈ (0, 1). (7-8)

Thus, combining (7-7) and (7-8), we obtain (7-5).
The proof of (7-6) follows in a similar manner from Theorem 7.1 for u∗. �

Remark 7.5. In fact, the nondegeneracy condition (7-4) is necessary. An easy counterexample is
u(x, t) = x2

n−1x2
n in 91 and E f = {(x, t) : xn−1 ≤ 0, xn = 0} ∩91. Then u(Ar ) = 0 for r ∈ (0, 1), but

obviously u does not vanish in 9r ∩ D.

We next state a generalization of the local comparison theorem.

Theorem 7.6. Let u1, u2 be nonnegative functions in D, continuously vanishing on E f , and satisfying

|1ui − ∂t ui | ≤ C0 in D,

ui (x, t)≥ c0 distp((x, t), E f )
γ in D

for i = 1, 2, where 0 < γ < 2, c0 > 0, C0 ≥ 0. Let M = max{supD u1, supD u2}. Then there exists a
constant C = C(n, L , γ,C0, c0,M) > 0 such that

C−1 u1(A1/4)

u2(A1/4)
≤

u1(x, t)
u2(x, t)

≤ C
u1(A1/4)

u2(A1/4)
, (x, t) ∈91/8 ∩ D. (7-9)

Moreover, if u1 and u2 are symmetric in xn , then u1/u2 extends to a function in Cα(91/8) for some
0< α < 1, with α and the Cα-norm depending only on n, L , γ,C0, c0,M.
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To prove this theorem, we will also need the following two lemmas, which are essentially Lemmas 11.5
and 11.8 in [Danielli et al. 2013]. The proofs are therefore omitted.

Lemma 7.7. Let 3 be a subset of Rn−1
× (−∞, 0], and h(x, t) a continuous function in 91. Then, for

any δ0 > 0, there exists ε0 > 0 depending only on δ0 and n such that, if :

(i) h ≥ 0 on 91 ∩3,

(ii) (1− ∂t)h ≤ ε0 in 91 \3,

(iii) h ≥−ε0 in 91,

(iv) h ≥ δ0 in 91 ∩ {|xn| ≥ βn}, βn = 1/(32
√

n− 1),

then h ≥ 0 in 91/2. �

Lemma 7.8. For any δ0 > 0, there exists ε0 > 0 and c0 > 0, depending only on δ0 and n, such that, if h is
a continuous function on 91 ∩ {0≤ xn ≤ βn}, βn = 1/(32

√
n− 1), satisfying:

(i) (1− ∂t)h ≤ ε0 in 91 ∩ {0< xn < βn},

(ii) h ≥ 0 in 91 ∩ {0< xn < βn},

(iii) h ≥ δ0 on 91 ∩ {xn = βn},

then

h(x, t)≥ c0xn in 91/2 ∩ {0< xn < βn}. �

Proof of Theorem 7.6. We first note that, arguing as in the proof of Theorem 7.4 and using Theorem 7.1,
we will have that

ui (x, t)≤ Cui (A1/4), (x, t) ∈91/8, (7-10)

for C = C(n, L , γ,C0, c0,M). Next, dividing ui by ui (A1/4), we can assume ui (A1/4) = 1. Then
consider the rescalings

uiρ(x, t)=
ui (ρx, ρ2t)

ργ
, ρ ∈ (0, 1), i = 1, 2.

It is immediate to verify that, for (x, t) ∈91/(8ρ) ∩ D, the functions uiρ satisfy

|(1− ∂t)uiρ(x, t)| ≤ C0ρ
2−γ , (7-11)

uiρ(x, t)≥ c0 distp((x, t), E fρ )
γ , (7-12)

uiρ(x, t)≤
C
ργ
, where C is the constant in (7-10), (7-13)

where fρ(x ′′, t)= (1/ρ) f (ρx ′′, ρ2t) is the scaling of f . By (7-12), there exists cn > 0 such that

uiρ(x, t)≥ c0cn, (x, t) ∈91/(8ρ) ∩ {|xn| ≥ βn}. (7-14)

Consider now the difference
h = u2ρ − su1ρ
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for a small positive s, specified below. By (7-11), (7-14) and (7-13), one can choose a positive ρ =
ρ(n, L , γ,C0, c0,M) < 1

16 and s = s(ρ, n, c0,C) > 0 such that

h(x, t)≥ c0cn − s ·
C
ργ
≥

c0cn

2
, (x, t) ∈91/(8ρ) ∩ {|xn| ≥ βn},

h(x, t)≥−s ·
C
ργ
≥−ε0, (x, t) ∈91/(8ρ),

|(1− ∂t)h(x, t)| ≤ C0ρ
2−γ
≤ ε0, (x, t) ∈91/(8ρ) ∩ D,

where ε0 = ε0(c0, cn, n) is the constant in Lemma 11.5 of [Danielli et al. 2013]. Thus, by that result,
h > 0 in 91/2 ∩ D, which implies

u1(x, t)
u2(x, t)

≤
1
s
, (x, t) ∈9ρ/2 ∩ D. (7-15)

By moving the origin to any (z, h) ∈91/8 ∩ E f , we will therefore obtain the bound

u1(x, t)
u2(x, t)

≤ C(n, L , γ,C0, c0,M) (7-16)

for any (x, t)∈91/8∩Nρ/2(E f )∩D. On the other hand, for (x, t)∈91/8 \Nρ/2(E f ), the estimate (7-16)
will follow from (7-4) and (7-10). Hence, (7-16) holds for any (x, t) ∈91/8 ∩ D, which gives the bound
from above in (7-9). Changing the roles of u1 and u2, we get the bound from below.

The proof of Cα-regularity follows by iteration from (7-9), similarly to the proof of Corollary 13.8 in
[Caffarelli and Salsa 2005]; however, we need to make sure that at every step the nondegeneracy condition
is satisfied. We will only verify the Hölder-continuity of u1/u2 at the origin, the rest being standard.

For k ∈ N and λ > 0 to be specified below, let

lk = inf
9
λk∩D

u1

u2
, Lk = sup

9
λk∩D

u1

u2
.

Then we know that 1/C ≤ lk ≤ Lk ≤ C for λ≤ 1
8 . Let also

µk =
u1(Aλk/4)

u2(Aλk/4)
∈ [lk, Lk].

Then there are two possibilities:

either Lk −µk ≥
1
2(Lk − lk) or µk − lk ≥

1
2(Lk − lk).

For definiteness, assume that we are in the latter case, the former case being treated similarly. Then
consider the two functions

v1(x, t)=
u1(λ

k x, λ2k t)− lku2(λ
k x, λ2k t)

u1(Aλk/4)− lku2(Aλk/4)
, v2(x, t)=

u2(λ
k x, λ2k t)

u2(Aλk/4)
.
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In 91 \ E f
λk , we will have

|(1− ∂t)v1(x, t)| ≤
λ2k(1+ lk)C0

u1(Aλk/4)− lku2(Aλk/4)
,

|(1− ∂t)v2(x, t)| ≤
λ2kC0

u2(Aλk/4)
.

To proceed, fix a small η0> 0, to be specified below. From the nondegeneracy of u2, we immediately have

|(1− ∂t)v2(x, t)| ≤ Cλ(2−γ )k < η0

if we take λ small enough. For v1, we have a dichotomy:

either |(1− ∂t)v1(x, t)| ≤ η0 or µk − lk ≤ Cλ(2−γ )k .

In the latter case, we obtain

Lk − lk ≤ 2(µk − lk)≤ Cλ(2−γ )k . (7-17)

In the former case, we notice that both functions v = v1, v2 satisfy

v ≥ 0, v(A1/4)= 1 and |(1− ∂t)v(x, t)| ≤ η0 in 91 \ E f
λk ,

and that v vanishes continuously on 91 ∩ E f
λk . We next establish a nondegeneracy property for such v.

Indeed, first note that, by the parabolic Harnack inequality (see Theorems 6.17 and 6.18 in [Lieberman
1996]), for small enough η0, we will have that

v ≥ cn on 91/8 ∩ {|xn| ≥ βn/8}.

Then, by invoking Lemma 7.8, we will obtain that

v(x, t)≥ cn|xn| in 91/16 \ E f
λk . (7-18)

We further claim that

v(x, t)≥ c distp((x, t), E f
λk ) in 91/32 \ E f

λk . (7-19)

To this end, for (x, t) ∈91/32 \ E f
λk , let d = sup{r :9r (x, t)∩ E f

λk =∅}, and consider the box 9d(x, t).
Without loss of generality, assume xn ≥ 0. Then let (x∗, t∗) = (x ′, xn + d, t − d2) ∈ ∂p9d(x, t). From
(7-18), we have that

v(x∗, t∗)≥ cn(xn + d)≥ cnd,

and, applying the parabolic Harnack inequality, we obtain

v(x, t)≥ cnv(x∗, t∗)−Cnη0d2
≥ cnd

provided η0 is sufficiently small. Hence, (7-19) follows.
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Having the nondegeneracy, we also have the bound from above for the functions v1 and v2. Indeed, by
Theorem 7.4 for v1 and v2, we have

sup
91

v1 ≤ Cv1(A1/4)= C
u1(Aλk/4)− lku2(Aλk/4)

u1(Aλk/4)− lku2(Aλk/4)
≤ C

u2(Aλk/4)

u2(Aλk/4)

Lk − lk

µk − lk
≤ C (7-20)

and

sup
91

v2 ≤ Cv2(A1/4)= C
u2(Aλk/4)

u2(Aλk/4)
≤ C, (7-21)

where we have also invoked the second part of Theorem 7.4 for u2.
We have thus verified all conditions necessary for applying the estimate (7-9) to the functions v1 and v2.

Particularly, the inequality from below, applied in 98λ \ E f
λk , will give

inf
9λ\E f

λk

v1

v2
≥ c

v1(A2λ)

v2(A2λ)
≥ cλ

for a small c > 0, or equivalently

lk+1− lk ≥ cλ(µk − lk)≥
cλ
2
(Lk − lk).

Hence, we will have

Lk+1− lk+1 ≤ Lk − lk − (lk+1− lk)≤
(

1− cλ
2

)
(Lk − lk). (7-22)

Summarizing, (7-17) and (7-22) give a dichotomy: for any k ∈ N,

either Lk − lk ≤ Cλ(2−γ )k or Lk+1− lk+1 ≤ (1− cλ/2)(Lk − lk).

This clearly implies that

Lk − lk ≤ Cβk for some β ∈ (0, 1),

for any k ∈ N, which is nothing but the Hölder-continuity of u1/u2 at the origin. �

We next want to prove a variant of Theorem 7.6, but with the 9r replaced with their lower halves

2r =9r ∩ {t ≤ 0}.

Theorem 7.9. Let u1, u2 be nonnegative functions in 21 \ E f , continuously vanishing on 21 ∩ E f ,
and satisfying

|1ui − ∂t ui | ≤ C0 in 21 \ E f ,

ui (x, t)≥ c0 distp((x, t), E f ) in 21 \ E f

for i = 1, 2, for some c0 > 0, C0 ≥ 0. Let also M =max{supD u1, supD u2}. If u1 and u2 are symmetric
in xn , then u1/u2 extends to a function in Cα(21/8) for some 0< α < 1, with α and Cα-norm depending
only on n, L , γ,C0, c0,M.
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The idea is that the functions ui can be extended to 9δ, for some δ > 0, while still keeping the same
inequalities, including the nondegeneracy condition.

Lemma 7.10. Let u be a nonnegative continuous function on 21 such that

u = 0 in 21 ∩ E f ,

|(1− ∂t)u| ≤ C0 in 21 \ E f ,

u(x, t)≥ c0 distp((x, t), E f ) in 21 \ E f ,

for some C0 ≥ 0, c0 > 0. Then there exist positive δ and c̃0, depending only on n, L , c0 and C0, and a
nonnegative extension ũ of u to 9δ, such that

ũ = 0 in 9δ ∩ E f ,

|(1− ∂t)ũ| ≤ C0 in 9δ \ E f ,

ũ(x, t)≥ c̃0 distp((x, t), E f ) in 9δ \ E f .

Moreover, we will also have that sup9δ ũ ≤ sup21
u.

Proof. We first continuously extend the function u from the parabolic boundary ∂p21/2 to ∂p91/2 by
keeping it nonnegative and bounded above by the same constant. Further, put u = 0 on E f ∩(91/2 \21/2).
Then extend u to 91/2 by solving the Dirichlet problem for the heat equation in (91/2 \21/2) \ E f , with
already defined boundary values. We still denote the extended function by u.

Then it is easy to see that u is nonnegative in 91/2, sup91/2
u ≤ sup21

u, u vanishes on 91/2 ∩ E f

and |(1 − ∂t)u| ≤ C0 in 91/2 \ E f . Note that we still have the nondegeneracy property u(x, t) ≥
c0 distp((x, t), E f ) for in 21/2 \ E f , so it remains to prove the nondegeneracy for t ≥ 0. We will be able
to do it in a small box 9δ as a consequence of Lemma 7.8.

For 0< δ < 1
2 , consider the rescalings

uδ(x, t)=
u(δx, δ2t)

δ
, (x, t) ∈91/(2δ).

Then we have

|(1− ∂t)uδ| ≤ C0δ in 91 \ E fδ ,

uδ(x, t)≥ c0|xn| in 21,

where fδ(x ′′, t)= (1/δ) f (δx ′′, δ2t) is the rescaling of f . Then, by using the parabolic Harnack inequality
(see Theorems 6.17 and 6.18 in [Lieberman 1996]) in 2±1 , we obtain that

uδ(x, t)≥ cnc0−CnC0δ > c1 on {|xn| = βn/2} ∩91/2.

Further, choosing δ small and applying Lemma 7.8, we deduce that

uδ(x, t)≥ c2|xn| in 91/4.
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Then, repeating the arguments based on the parabolic Harnack inequality, as for the inequality (7-19),
we obtain

u(x, t)≥ C distp((x, t), E fδ ) in 91/8.

Scaling back, this gives
u(x, t)≥ C distp((x, t), E f ) in 9δ/8. �

Proof of Theorem 7.9. Extend the functions ui as in Lemma 7.10 and apply Theorem 7.6. If we repeat this
at every (y, s) ∈21/8 ∩G f , we will obtain the Hölder-regularity of u1/u2 in Nδ/8(21/8 ∩G f )∩ {t ≤ 0}.
For the remaining part of 21/8, we argue as in the proof of localization property Lemma 2.3, cases (1)
and (2), and use the corresponding results for parabolically Lipschitz domains. �

7A. Parabolic Signorini problem. In this subsection, we discuss an application of the boundary Harnack
principle to the parabolic Signorini problem. The idea of such applications goes back to [Athanasopoulos
and Caffarelli 1985]. The particular result that we will discuss here can be found also in [Danielli et al.
2013], with the same proof based on our Theorem 7.9.

In what follows, we will use H `,`/2, ` > 0, to denote the parabolic Hölder classes, as defined for
instance in [Ladyženskaja et al. 1968].

For a given function ϕ ∈ H `,`/2(Q′1), `≥ 2, known as the thin obstacle, we say that a function v solves
the parabolic Signorini problem if v ∈W 2,1

2 (Q+1 )∩ H 1+α,(1+α)/2(Q+1 ), α > 0, and

(1− ∂t)v = 0 in Q+1 , (7-23)

v ≥ ϕ, −∂xnv ≥ 0, (v−ϕ)∂xnv = 0 on Q′1. (7-24)

This kind of problem appears in many applications, such as thermics (boundary heat control), biochemistry
(semipermeable membranes and osmosis), and elastostatics (the original Signorini problem). We refer to
the book [Duvaut and Lions 1976] for the derivation of such models as well as for some basic existence
and uniqueness results.

The regularity that we impose on the solutions of (7-23)–(7-24) is also well known in the literature; see,
e.g., [Athanasopoulous 1982; Ural′tseva 1985; Arkhipova and Uraltseva 1996]. It was proved recently in
[Danielli et al. 2013] that one can actually take α = 1

2 in the regularity assumptions on v, which is the
optimal regularity, as can be seen from the explicit example

v(x, t)= Re(xn−1+ i xn)
3/2,

which solves the Signorini problem with ϕ = 0. One of the main objects of study in the Signorini problem
is the free boundary

G(v)= ∂Q′1({v > ϕ} ∩ Q′1),

where ∂Q′1 is the boundary in the relative topology of Q′1.
As the initial step in the study, we make the following reduction. We observe that the difference

u(x, t)= v(x, t)−ϕ(x ′, t)
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will satisfy

(1− ∂t)u = g in Q+1 , (7-25)

u ≥ 0, −∂xn u ≥ 0, u∂xn u = 0 on Q′1, (7-26)

where g =−(1x ′−∂t)ϕ ∈ H `−2,(`−2)/2. That is, one can make the thin obstacle equal to 0 at the expense
of getting a nonzero right-hand side in the equation for u. For our purposes, this simple reduction will
be sufficient, however, to take the full advantage of the regularity of ϕ. When ` > 2, one may need to
subtract an additional polynomial from u to guarantee the decay rate

|g(x, t)| ≤ M(|x |2+ |t |)(`−2)/2

near the origin; see Proposition 4.4 in [Danielli et al. 2013]. With the reduction above, the free boundary
G(v) becomes

G(u)= ∂Q′1({u > 0} ∩ Q′1).

Further, it will be convenient to consider the even extension of u in the xn−1 variable to the entire Q1,
i.e., by putting u(x ′, xn, t)= u(x ′,−xn, t). Then, such an extended function will satisfy

(1− ∂t)u = g in Q1 \3(u),

where g has also been extended by even symmetry in xn , and where

3(u)= {u = 0} ∩ Q′1,

the so-called coincidence set.
As shown in [ibid.], a successful study of the properties of the free boundary near (x0, t0)∈G(u)∩Q′1/2

can be made by considering the rescalings

ur (x, t)= u(x0,t0)
r (x, t)=

u(x0+ r x, t0+ r2t)

H (x0,t0)
u (r)1/2

for r > 0 and then studying the limits of ur as r = r j → 0+ (so-called blowups). Here

H (x0,t0)
u (r) :=

1
r2

∫ t0

t0−r2

∫
Rn

u(x, t)2ψ2(x)0(x0− x, t0− t) dx dt,

where ψ(x)= ψ(|x |) is a cutoff function that equals 1 on B3/4. Then a point (x0, t0) ∈ G(u)∩ B1/2 is
called regular if ur converges in the appropriate sense to

u0(x, t)= cn Re(xn−1+ i xn)
3/2

as r = r j→ 0+, after a possible rotation of coordinate axes in Rn−1. See [ibid.] for more details. Let R(u)
be the set of regular points of u.
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Proposition 7.11 [Danielli et al. 2013]. Let u be a solution of the parabolic Signorini problem (7-25)–
(7-26) in Q+1 with g ∈ H 1,1/2(Q+1 ). Then the regular set R(u) is a relatively open subset of G(u).
Moreover, if (0, 0) ∈R(u), then there exists ρ = ρu > 0 and a parabolically Lipschitz function f such that

G(u)∩ Q′ρ =R(u)∩ Q′ρ = G f ∩ Q′ρ
3(u)∩ Q′ρ = E f ∩ Q′ρ .

Furthermore, for any 0< η < 1, we can find ρ > 0 such that

∂eu ≥ 0 in Qρ

for any unit direction e ∈ Rn−1 such that e · en−1 > η, and moreover

∂eu(x, t)≥ c distp((x, t), E f ) in Qρ

for some c > 0. �

We next show that an application of Theorem 7.9 implies the following result.

Theorem 7.12. Let u be as in Proposition 7.11 and (0, 0) ∈ R(u). Then there exists δ < ρ such that
∇
′′ f ∈ Hα,α/2(Q′δ) for some α > 0, i.e., R(u) has Hölder-continuous spatial normals in Q′δ.

Proof. We will work in parabolic boxes 2δ =9δ ∩ {t ≤ 0} instead of cylinders Qδ . For a small ε > 0, let
e = (cos ε)en−1+ (sin ε)e j for some j = 1, . . . , n− 2, and consider the two functions

u1 = ∂eu and u2 = ∂en−1u.

Then, by Proposition 7.11, the conditions of Theorem 7.9 are satisfied (after a rescaling), provided
cos ε > η. Thus, if we fix such ε > 0, we will have that for some δ > 0 and 0< α < 1,

∂eu
∂en−1u

∈ Hα,α/2(2δ).

This gives that
∂e j u
∂en−1u

∈ Hα,α/2(2δ), j = 1, . . . , n− 2.

Hence the level surfaces {u = σ } ∩2′δ are given as graphs

xn−1 = fσ (x ′′, t), x ′′ ∈2′′δ ,

with estimate on ‖∇ ′′ fσ‖Hα,α/2(2′′δ )
that is uniform in σ > 0. Consequently, this implies that

∇
′′ f ∈ Hα,α/2(2′′δ ),

and completes the proof of the theorem. �



1462 ARSHAK PETROSYAN AND WENHUI SHI

References

[Aikawa 2005] H. Aikawa, “Martin boundary and boundary Harnack principle for non-smooth domains”, pp. 33–55 in Selected
papers on differential equations and analysis, Amer. Math. Soc. Transl. Ser. 2 215, Amer. Math. Soc., Providence, RI, 2005.
MR 2186550 Zbl 1083.31010

[Aikawa et al. 2003] H. Aikawa, T. Lundh, and T. Mizutani, “Martin boundary of a fractal domain”, Potential Anal. 18:4 (2003),
311–357. MR 2004a:31002 Zbl 1021.31002

[Arkhipova and Uraltseva 1996] A. Arkhipova and N. Uraltseva, “Sharp estimates for solutions of a parabolic Signorini problem”,
Math. Nachr. 177 (1996), 11–29. MR 97a:35084 Zbl 0857.35073

[Athanasopoulos and Caffarelli 1985] I. Athanasopoulos and L. A. Caffarelli, “A theorem of real analysis and its application to
free boundary problems”, Comm. Pure Appl. Math. 38:5 (1985), 499–502. MR 86j:49062 Zbl 0593.35084

[Athanasopoulos et al. 1996] I. Athanasopoulos, L. Caffarelli, and S. Salsa, “Caloric functions in Lipschitz domains and the
regularity of solutions to phase transition problems”, Ann. of Math. (2) 143:3 (1996), 413–434. MR 97e:35074 Zbl 0853.35049

[Athanasopoulos et al. 2008] I. Athanasopoulos, L. A. Caffarelli, and S. Salsa, “The structure of the free boundary for lower
dimensional obstacle problems”, Amer. J. Math. 130:2 (2008), 485–498. MR 2009g:35345 Zbl 1185.35339

[Athanasopoulous 1982] I. Athanasopoulous, “Regularity of the solution of an evolution problem with inequalities on the
boundary”, Comm. Partial Differential Equations 7:12 (1982), 1453–1465. MR 84m:35052 Zbl 0537.35043

[Caffarelli and Salsa 2005] L. Caffarelli and S. Salsa, A geometric approach to free boundary problems, Graduate Studies in
Mathematics 68, Amer. Math. Soc., Providence, RI, 2005. MR 2006k:35310 Zbl 1083.35001

[Caffarelli et al. 1981] L. Caffarelli, E. Fabes, S. Mortola, and S. Salsa, “Boundary behavior of nonnegative solutions of elliptic
operators in divergence form”, Indiana Univ. Math. J. 30:4 (1981), 621–640. MR 83c:35040 Zbl 0512.35038

[Caffarelli et al. 2008] L. A. Caffarelli, S. Salsa, and L. Silvestre, “Regularity estimates for the solution and the free boundary of
the obstacle problem for the fractional Laplacian”, Invent. Math. 171:2 (2008), 425–461. MR 2009g:35347 Zbl 1148.35097

[Dahlberg 1977] B. E. J. Dahlberg, “Estimates of harmonic measure”, Arch. Rational Mech. Anal. 65:3 (1977), 275–288. MR 57
#6470 Zbl 0406.28009

[Danielli et al. 2013] D. Danielli, N. Garofalo, A. Petrosyan, and T. To, “Optimal regularity and the free boundary in the
parabolic signorini problem”, preprint, 2013. arXiv 1306.5213

[Doob 1984] J. L. Doob, Classical potential theory and its probabilistic counterpart, Grundlehren der Mathematischen
Wissenschaften 262, Springer, New York, 1984. MR 85k:31001 Zbl 0549.31001

[Duvaut and Lions 1976] G. Duvaut and J.-L. Lions, Inequalities in mechanics and physics, Grundlehren der Mathematischen
Wissenschaften 219, Springer, Berlin-New York, 1976. MR 58 #25191 Zbl 0331.35002

[Evans and Gariepy 1982] L. C. Evans and R. F. Gariepy, “Wiener’s criterion for the heat equation”, Arch. Rational Mech. Anal.
78:4 (1982), 293–314. MR 83g:35047 Zbl 0508.35038

[Fabes et al. 1984] E. B. Fabes, N. Garofalo, and S. Salsa, “Comparison theorems for temperatures in noncylindrical domains”,
Atti Accad. Naz. Lincei Rend. Cl. Sci. Fis. Mat. Natur. (8) 77:1-2 (1984), 1–12. MR 88i:35069 Zbl 0625.35007

[Fabes et al. 1986] E. B. Fabes, N. Garofalo, and S. Salsa, “A backward Harnack inequality and Fatou theorem for nonnegative
solutions of parabolic equations”, Illinois J. Math. 30:4 (1986), 536–565. MR 88d:35089 Zbl 0625.35006

[Hofmann et al. 2004] S. Hofmann, J. L. Lewis, and K. Nyström, “Caloric measure in parabolic flat domains”, Duke Math. J.
122:2 (2004), 281–346. MR 2005e:35092 Zbl 1074.35041

[Hunt and Wheeden 1970] R. A. Hunt and R. L. Wheeden, “Positive harmonic functions on Lipschitz domains”, Trans. Amer.
Math. Soc. 147 (1970), 507–527. MR 43 #547 Zbl 0193.39601

[Jerison and Kenig 1982] D. S. Jerison and C. E. Kenig, “Boundary behavior of harmonic functions in nontangentially accessible
domains”, Adv. in Math. 46:1 (1982), 80–147. MR 84d:31005b Zbl 0514.31003

[Kemper 1972a] J. T. Kemper, “A boundary Harnack principle for Lipschitz domains and the principle of positive singularities”,
Comm. Pure Appl. Math. 25 (1972), 247–255. MR 45 #2193 Zbl 0226.31007

[Kemper 1972b] J. T. Kemper, “Temperatures in several variables: Kernel functions, representations, and parabolic boundary
values”, Trans. Amer. Math. Soc. 167 (1972), 243–262. MR 45 #3971 Zbl 0238.35039

http://msp.org/idx/mr/2186550
http://msp.org/idx/zbl/1083.31010
http://dx.doi.org/10.1023/A:1021823023212
http://msp.org/idx/mr/2004a:31002
http://msp.org/idx/zbl/1021.31002
http://dx.doi.org/10.1002/mana.19961770103
http://msp.org/idx/mr/97a:35084
http://msp.org/idx/zbl/0857.35073
http://dx.doi.org/10.1002/cpa.3160380503
http://dx.doi.org/10.1002/cpa.3160380503
http://msp.org/idx/mr/86j:49062
http://msp.org/idx/zbl/0593.35084
http://dx.doi.org/10.2307/2118531
http://dx.doi.org/10.2307/2118531
http://msp.org/idx/mr/97e:35074
http://msp.org/idx/zbl/0853.35049
http://dx.doi.org/10.1353/ajm.2008.0016
http://dx.doi.org/10.1353/ajm.2008.0016
http://msp.org/idx/mr/2009g:35345
http://msp.org/idx/zbl/1185.35339
http://dx.doi.org/10.1080/03605308208820258
http://dx.doi.org/10.1080/03605308208820258
http://msp.org/idx/mr/84m:35052
http://msp.org/idx/zbl/0537.35043
http://msp.org/idx/mr/2006k:35310
http://msp.org/idx/zbl/1083.35001
http://dx.doi.org/10.1512/iumj.1981.30.30049
http://dx.doi.org/10.1512/iumj.1981.30.30049
http://msp.org/idx/mr/83c:35040
http://msp.org/idx/zbl/0512.35038
http://dx.doi.org/10.1007/s00222-007-0086-6
http://dx.doi.org/10.1007/s00222-007-0086-6
http://msp.org/idx/mr/2009g:35347
http://msp.org/idx/zbl/1148.35097
http://dx.doi.org/10.1007/BF00280445
http://msp.org/idx/mr/57:6470
http://msp.org/idx/mr/57:6470
http://msp.org/idx/zbl/0406.28009
http://msp.org/idx/arx/1306.5213
http://dx.doi.org/10.1007/978-1-4612-5208-5
http://msp.org/idx/mr/85k:31001
http://msp.org/idx/zbl/0549.31001
http://dx.doi.org/10.1007/978-3-642-66165-5
http://msp.org/idx/mr/58:25191
http://msp.org/idx/zbl/0331.35002
http://dx.doi.org/10.1007/BF00249583
http://msp.org/idx/mr/83g:35047
http://msp.org/idx/zbl/0508.35038
http://msp.org/idx/mr/88i:35069
http://msp.org/idx/zbl/0625.35007
http://projecteuclid.org/euclid.ijm/1256064230
http://projecteuclid.org/euclid.ijm/1256064230
http://msp.org/idx/mr/88d:35089
http://msp.org/idx/zbl/0625.35006
http://dx.doi.org/10.1215/S0012-7094-04-12222-5
http://msp.org/idx/mr/2005e:35092
http://msp.org/idx/zbl/1074.35041
http://dx.doi.org/10.2307/1995208
http://msp.org/idx/mr/43:547
http://msp.org/idx/zbl/0193.39601
http://dx.doi.org/10.1016/0001-8708(82)90055-X
http://dx.doi.org/10.1016/0001-8708(82)90055-X
http://msp.org/idx/mr/84d:31005b
http://msp.org/idx/zbl/0514.31003
http://dx.doi.org/10.1002/cpa.3160250303
http://msp.org/idx/mr/45:2193
http://msp.org/idx/zbl/0226.31007
http://dx.doi.org/10.2307/1996137
http://dx.doi.org/10.2307/1996137
http://msp.org/idx/mr/45:3971
http://msp.org/idx/zbl/0238.35039


PARABOLIC DOMAINS WITH THIN LIPSCHITZ COMPLEMENT 1463

[Ladyženskaja et al. 1968] O. A. Ladyženskaja, V. A. Solonnikov, and N. N. Ural′ceva, Linear and quasilinear equations of
parabolic type, Translations of Mathematical Monographs 23, Amer. Math. Soc., Providence, R.I., 1968. MR 39 #3159b
Zbl 0174.15403

[Lieberman 1996] G. M. Lieberman, Second order parabolic differential equations, World Scientific, River Edge, NJ, 1996.
MR 98k:35003 Zbl 0884.35001

[Salsa 1981] S. Salsa, “Some properties of nonnegative solutions of parabolic differential operators”, Ann. Mat. Pura Appl. (4)
128 (1981), 193–206. MR 83j:35078 Zbl 0477.35049

[Ural′tseva 1985] N. N. Ural′tseva, “Hölder continuity of gradients of solutions of parabolic equations with boundary conditions
of Signorini type”, Dokl. Akad. Nauk SSSR 280:3 (1985), 563–565. In Russian; translated in Sov. Math. Dokl. 31 (1985),
135–138. MR 87b:35025 Zbl 0629.35047

[Wu 1978] J. M. G. Wu, “Comparisons of kernel functions, boundary Harnack principle and relative Fatou theorem on Lipschitz
domains”, Ann. Inst. Fourier (Grenoble) 28:4 (1978), 147–167. MR 80g:31005 Zbl 0368.31006

[Wu 1979] J. M. G. Wu, “On parabolic measures and subparabolic functions”, Trans. Amer. Math. Soc. 251 (1979), 171–185.
MR 82b:31019a Zbl 0426.35044

Received 8 Dec 2013. Accepted 27 Aug 2014.

ARSHAK PETROSYAN: arshak@math.purdue.edu
Department of Mathematics, Purdue University, West Lafayette, IN 47907, United States

WENHUI SHI: wenhui.shi@hcm.uni-bonn.de
Mathematisches Institut, Universität Bonn, Endenicher Allee 64, D-53115 Bonn, Germany

mathematical sciences publishers msp

http://msp.org/idx/mr/39:3159b
http://msp.org/idx/zbl/0174.15403
http://dx.doi.org/10.1142/3302
http://msp.org/idx/mr/98k:35003
http://msp.org/idx/zbl/0884.35001
http://dx.doi.org/10.1007/BF01789473
http://msp.org/idx/mr/83j:35078
http://msp.org/idx/zbl/0477.35049
http://msp.org/idx/mr/87b:35025
http://msp.org/idx/zbl/0629.35047
http://dx.doi.org/10.5802/aif.719
http://dx.doi.org/10.5802/aif.719
http://msp.org/idx/mr/80g:31005
http://msp.org/idx/zbl/0368.31006
http://dx.doi.org/10.2307/1998688
http://msp.org/idx/mr/82b:31019a
http://msp.org/idx/zbl/0426.35044
mailto:arshak@math.purdue.edu
mailto:wenhui.shi@hcm.uni-bonn.de
http://msp.org




Guidelines for Authors

Authors may submit manuscripts in PDF format on-line at the Submission
page at msp.org/apde.

Originality. Submission of a manuscript acknowledges that the manu-
script is original and and is not, in whole or in part, published or under
consideration for publication elsewhere. It is understood also that the
manuscript will not be submitted elsewhere while under consideration
for publication in this journal.

Language. Articles in APDE are usually in English, but articles written
in other languages are welcome.

Required items. A brief abstract of about 150 words or less must be
included. It should be self-contained and not make any reference to the
bibliography. If the article is not in English, two versions of the abstract
must be included, one in the language of the article and one in English.
Also required are keywords and subject classifications for the article,
and, for each author, postal address, affiliation (if appropriate), and email
address.

Format. Authors are encouraged to use LATEX but submissions in other
varieties of TEX, and exceptionally in other formats, are acceptable. Ini-
tial uploads should be in PDF format; after the refereeing process we will
ask you to submit all source material.

References. Bibliographical references should be complete, including
article titles and page ranges. All references in the bibliography should
be cited in the text. The use of BibTEX is preferred but not required. Tags
will be converted to the house format, however, for submission you may
use the format of your choice. Links will be provided to all literature
with known web locations and authors are encouraged to provide their
own links in addition to those supplied in the editorial process.

Figures. Figures must be of publication quality. After acceptance, you
will need to submit the original source files in vector graphics format for
all diagrams in your manuscript: vector EPS or vector PDF files are the
most useful.

Most drawing and graphing packages (Mathematica, Adobe Illustrator,
Corel Draw, MATLAB, etc.) allow the user to save files in one of these
formats. Make sure that what you are saving is vector graphics and not a
bitmap. If you need help, please write to graphics@msp.org with details
about how your graphics were generated.

White space. Forced line breaks or page breaks should not be inserted in
the document. There is no point in your trying to optimize line and page
breaks in the original manuscript. The manuscript will be reformatted to
use the journal’s preferred fonts and layout.

Proofs. Page proofs will be made available to authors (or to the des-
ignated corresponding author) at a Web site in PDF format. Failure to
acknowledge the receipt of proofs or to return corrections within the re-
quested deadline may cause publication to be postponed.

http://msp.org/apde
mailto:graphics@msp.org


ANALYSIS & PDE
Volume 7 No. 6 2014

1237Sharp constant for a k-plane transform inequality
ALEXIS DROUOT

1253Well-posedness of the Stokes–Coriolis system in the half-space over a rough surface
ANNE-LAURE DALIBARD and CHRISTOPHE PRANGE

1317Optimal control of singular Fourier multipliers by maximal operators
JONATHAN BENNETT

1339The Hartree equation for infinitely many particles, II: Dispersion and scattering in 2D
MATHIEU LEWIN and JULIEN SABIN

1365On the eigenvalues of Aharonov–Bohm operators with varying poles
V. BONNAILLIE-NOËL, B. NORIS, M. NYS and S. TERRACINI

1397On multiplicity bounds for Schrödinger eigenvalues on Riemannian surfaces
GERASIM KOKAREV

1421Parabolic boundary Harnack principles in domains with thin Lipschitz complement
ARSHAK PETROSYAN and WENHUI SHI

2157-5045(2014)7:6;1-A

A
N

A
LY

SIS
&

PD
E

Vol.7,
N

o.6
2014


	 vol. 7, no. 6, 2014
	Masthead and Copyright
	Alexis Drouot
	1. Introduction
	2. Preliminaries
	3. Best constant and value of extremizers for the k-plane inequality
	4. The question of uniqueness
	Appendix
	Acknowledgements
	References

	Anne-Laure Dalibard and Christophe Prange
	1. Introduction
	2. Presentation of a reduced system and main tools
	2A. The Stokes–Coriolis system in a half-space
	2B. The Dirichlet to Neumann operator for the Stokes–Coriolis system
	2C. Presentation of the new system
	2D. Strategy of the proof

	3. Estimates in the rough channel
	3A. Induction
	3B. Saint-Venant estimate
	3C. Proof of the key lemmas

	4. Uniqueness
	Appendix A. Proof of Lemmas 2.3 and 2.4
	A.1. Expansion of the eigenvalues k
	A.2. Expansion of A1, A2, and A3
	A.2.1. High frequency expansion
	A.2.2. Low frequency expansion

	A.3. Low frequency expansion for L1, L2, and L3
	A.4. The Dirichlet to Neumann operator
	A.4.1. High frequency expansion
	A.4.2. Low frequency expansion


	Appendix B. Lemmas for the remainder terms
	Appendix C. Fourier multipliers supported in low frequencies
	Acknowledgements
	References

	Jonathan Bennett
	1. Introduction and statements of results
	2. Applications and interpretations
	2.1. Lp–Lq multipliers
	2.2. Oscillatory convolution kernels on the line
	2.3. Spatial regularity of solutions of dispersive equations

	3. Weighted inequalities for a lattice square function
	4. The proof of 0=theorem.291=Theorem 2X
	5. Extensions to higher dimensions
	6. Proof of 0=theorem.451=4X
	Acknowledgments
	References

	Mathieu Lewin and Julien Sabin
	1. Introduction
	2. Main result
	3. Linear response theory
	3.1. Computation of the linear response operator
	3.2. Boundedness of the linear response in Lpt,x

	4. Higher-order terms
	5. Second order in 2D
	5.1. Exact computation in any dimension
	5.2. Estimates in 2D

	6. Proof of the main theorem
	Acknowledgements
	References

	Virginie Bonnaillie-Noël and Benedetta Noris and Manon Nys and Susanna Terracini
	1. Introduction
	2. Preliminaries
	3. Continuity of the eigenvalues with respect to the pole in the interior of the domain
	4. Continuity of the eigenvalues with respect to the pole up to the boundary of the domain
	5. Differentiability of the simple eigenvalues with respect to the pole
	6. Vanishing of the derivative at a multiple zero
	7. Numerical illustration
	References

	Gerasim Kokarev
	1. Introduction and statements of results
	2. Preliminaries
	3. Prime ends of nodal domains
	4. The proofs
	5. Eigenvalue problems on singular Riemannian surfaces
	Appendix: Cheng's structure theorem
	Acknowledgements
	References

	Arshak Petrosyan and Wenhui Shi
	1. Introduction
	2. Notation and preliminaries
	2A. Basic notation
	2B. Domains with thin Lipschitz complement
	2C. Corkscrew points

	3. Regularity of D for the heat equation
	3A. PWB solutions
	3B. Regularity of D and barrier functions

	4. Forward boundary Harnack inequalities
	4A. Forward boundary Harnack principle

	5. Kernel functions
	5A. Existence of kernel functions
	5B. Nonuniqueness of kernel functions at EfGf
	5C. Radon–Nikodym derivative as a kernel function

	6. Backward boundary Harnack principle
	7. Various versions of boundary Harnack
	7A. Parabolic Signorini problem

	References

	Guidelines for Authors
	Table of Contents

