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#### Abstract

We prove global existence of smooth solutions for a slightly supercritical hyperdissipative Navier-Stokes under the optimal condition on the correction to the dissipation. This proves a conjecture formulated by Tao.


## 1. Introduction

Let $d \geq 3$ and consider the generalized Navier-Stokes system

$$
\left\{\begin{array}{l}
\partial u / \partial t+(u \cdot \nabla) u+\nabla p+D_{0}^{2} u=0,  \tag{1-1}\\
\nabla \cdot u=0, \\
\int_{[0,2 \pi]^{d}} u(t, x) d x=0,
\end{array}\right.
$$

on $[0,2 \pi]^{d}$ with periodic boundary conditions, where $D_{0}$ is a Fourier multiplier with nonnegative symbol $m$. The Navier-Stokes system is recovered when $m(k)=|k|$. If

$$
\begin{equation*}
m(k) \geq c \frac{|k|^{(d+2) / 4}}{G(|k|)} \tag{1-2}
\end{equation*}
$$

where $G:[0, \infty) \rightarrow[0, \infty)$ is a nondecreasing function such that

$$
\begin{equation*}
\int_{1}^{\infty} \frac{d s}{s G(s)^{4}}=\infty \tag{1-3}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{G(x)}{|x|^{(d+2) / 4}} \text { is eventually nonincreasing, } \tag{1-4}
\end{equation*}
$$

then in [Tao 2009] it is proved ${ }^{1}$ that (1-1) has a global smooth solution for every smooth initial condition. The result has been extended to the two-dimensional case in [Katz and Tapay 2012].

A heuristic argument developed in [Tao 2009] and based on the comparison between the speed of propagation of a (possible) blow-up and the rate of dissipation suggests that regularity should still hold under the weaker condition

$$
\begin{equation*}
\int_{1}^{\infty} \frac{d s}{s G(s)^{2}}=\infty \tag{1-5}
\end{equation*}
$$

[^0]The main result of this paper, contained in the following theorem, is a complete proof of this conjecture.
Theorem 1.1. Let $d \geq 2$ and assume conditions (1-2), (1-4) and (1-5) hold for a nondecreasing function $G:[0, \infty) \rightarrow[0, \infty)$. Then (1-1) has a global smooth solution for every smooth initial condition.

A simple version of this conjecture, when reformulated on a toy model, has been proved for the dyadic model in [Barbato et al. 2014]. Actually, for that model one could prove regularity in the full supercritical regime, with $m(k)=|k|$, as was done in [Barbato et al. 2011], but it was natural to develop there some of the main ideas on which also this paper is based. In fact, here we prove that the equations for the velocity can be reduced to a suitable dyadic-like model, but with infinitely many interactions. A more sophisticated version of the arguments of [Barbato et al. 2014] ensures regularity of this dyadic model and, in turn, of the solution of problem (1-1).

Our technique for proving Theorem 1.1 is flexible enough to include an additional critical parameter. Consider the generalized Leray $\alpha$-model,

$$
\left\{\begin{array}{l}
\partial v / \partial t+(u \cdot \nabla) v+\nabla p+D_{1} v=0  \tag{1-6}\\
v=D_{2} u \\
\nabla \cdot v=0, \\
\int_{[0,2 \pi]^{d}} v(t, x) d x=\int_{[0,2 \pi]^{d}} u(t, x) d x=0
\end{array}\right.
$$

where $D_{1}$ and $D_{2}$ are Fourier multipliers with nonnegative symbols $m_{1}$ and $m_{2}$.
Theorem 1.2. Let $d \geq 2$ and $\alpha, \beta \geq 0$, and assume

$$
m_{1}(k) \geq c \frac{|k|^{\alpha}}{g(|k|)}, \quad m_{2}(k) \geq c|k|^{\beta}, \quad \alpha+\beta \geq \frac{d+2}{2}
$$

where $g:[0, \infty) \rightarrow[0, \infty)$ is a nondecreasing function such that $x^{-\alpha} g(x)$ is eventually nonincreasing and

$$
\begin{equation*}
\int_{1}^{\infty} \frac{d s}{s g(s)}=\infty \tag{1-7}
\end{equation*}
$$

Then (1-6) has a global smooth solution for every smooth initial condition.
Under the assumptions of Theorem 1.1, if $\beta=0, \alpha=(d+2) / 2, g(x)=G(x)^{2}, m_{2}(k)=1$, and $m_{1}(k)=m(k)^{2}$, then the assumptions of Theorem 1.2 are met. Therefore Theorem 1.1 follows immediately from Theorem 1.2, and it is sufficient to prove only the second result.

Our results hold as well when the problems are considered in $\mathbb{R}^{d}$, since in our method large scales play no significant role (see Remark 2.9).

The model (1-6) with $g \equiv 1$ was introduced by Olson and Titi [2007]. They proposed the idea that a weaker nonlinearity and a stronger viscous dissipation could work together to yield regularity. Their statement uses the stronger hypothesis $\alpha+\beta / 2 \geq(d+2) / 2$ though, and this result was later logarithmically improved in [Yamazaki 2012] with condition (1-3).

Our results are also relevant in view of the analysis in [Tao 2014, Remark 5.2], since they confirm that the condition (1-7) is optimal when general nonlinear terms with the same scaling are considered.

The proof of the above theorem is based on two crucial ideas. The first idea is that smoothness of (1-6) can be reduced to the smoothness of a suitable shell model, obtained by averaging the energy of a solution of (1-6) over dyadic shells in Fourier space. We believe that this reduction may be interesting beyond the scope of this paper. The second idea is that the overall contribution of energy and dissipation over large shells satisfies a recursive inequality. Under condition (1-7), dissipation significantly dumps the flow of energy towards small scales and ensures smoothness. This is a more sophisticated version of the result obtained in [Barbato et al. 2014], due to the larger number of interactions between shells.

The paper is organized as follows. In Section 2 we derive the shell approximation of a solution of (1-6). The recursive formula is obtained in Section 3. In Section 4 we deduce exponential decays of shell modes by the recursive formula. The Appendix contains a standard existence and uniqueness result for the sake of completeness.

## 2. From the generalized Fourier Navier-Stokes to the dyadic equation

This section contains one of the crucial steps in our approach. We show that the proof of Theorem 1.2 can be reduced to a proof of the decay of solutions of a suitable shell model. For simplicity and without loss of generality, from now on we assume that

$$
m_{1}(k)=\frac{|k|^{\alpha}}{g(|k|)}, \quad m_{2}(k) \geq|k|^{\beta} .
$$

The shell approximation. The dynamics of our generalized version of the Navier-Stokes equation in Fourier decomposition are

$$
\left\{\begin{array}{l}
v_{k}^{\prime}=-\frac{|k|^{\alpha}}{g(|k|)} v_{k}-i \sum_{h \in \mathbb{Z}^{d} \backslash\{0\}} \frac{\left\langle v_{h}, k\right\rangle}{|h|^{\beta}} P_{k}\left(v_{k-h}\right),  \tag{2-1}\\
\left\langle v_{k}, k\right\rangle=0, \\
v_{-k}=\overline{v_{k}}
\end{array}\right.
$$

for $k \in \mathbb{Z}^{d} \backslash\{0\}$, where $P_{k}(w):=w-\left(\langle w, k\rangle /|k|^{2}\right) k$ and $v_{0}=0$. A solution is a family $\left(v_{k}\right)_{k \in \mathbb{Z}^{d} \backslash\{0\}}$ where each $v_{k}=v_{k}(t)$ is a differentiable map from $[0, \infty)$ to $\mathbb{C}^{d}$ satisfying (2-1) for all times.

As is common in Littlewood-Paley theory, let $\Phi:[0, \infty) \rightarrow[0,1]$ be a smooth function such that $\Phi \equiv 1$ on $[0,1], \Phi \equiv 0$ on $[2, \infty)$, and $\Phi$ is strictly decreasing on [1, 2]. For $x \geq 0$, let $\psi(x):=\Phi(x)-\Phi(2 x)$, so that $\psi$ is a smooth bump function supported on $\left(\frac{1}{2}, 2\right)$ satisfying

$$
\sum_{n=0}^{\infty} \psi\left(\frac{x}{2^{n}}\right)=1-\Phi(2 x) \equiv 1, \quad x \geq 1
$$

Notice that it is elementary to show that $\sqrt{\psi}$ is Lipschitz continuous.
Let $\mathbb{N}_{0}$ denote the set of nonnegative integers. For all $n \in \mathbb{N}_{0}$, we introduce the radial maps $\psi_{n}: \mathbb{R}^{d} \rightarrow[0,1]$ defined by $\psi_{n}(x)=\psi\left(2^{-n}|x|\right)$. Notice that

$$
\sum_{n \in \mathbb{N}_{0}} \psi_{n}(x) \equiv 1, \quad x \in \mathbb{Z}^{d} \backslash\{0\}
$$

In Littlewood-Paley theory, one typically defines $\psi_{n}$ for all $n \in \mathbb{Z}$, introduces objects like

$$
P_{n}(x):=\sum_{k \in \mathbb{Z}^{d}} \psi_{n}(k) v_{k} e^{i\langle k, x\rangle},
$$

and then proves that $u=\sum_{n} P_{n}$. Since these $P_{n}$ are not orthogonal ${ }^{2}$ this does not give a nice decomposition of energy, as

$$
\sum_{n \in \mathbb{Z}}\left\|P_{n}\right\|_{L^{2}}^{2} \neq \sum_{k \in \mathbb{Z}^{d}}\left|v_{k}\right|^{2}=\|u\|_{L^{2}}^{2} .
$$

Thus, instead of $P_{n}(x)$, we introduce a sort of square-averaged Littlewood-Paley decomposition. Let

$$
\begin{equation*}
X_{n}(t):=\left(\sum_{k \in \mathbb{Z}^{d}} \psi_{n}(k)\left|v_{k}(t)\right|^{2}\right)^{\frac{1}{2}}, \quad n \in \mathbb{N}_{0}, t \geq 0 . \tag{2-2}
\end{equation*}
$$

Then clearly

$$
\sum_{n \in \mathbb{N}_{0}} X_{n}^{2}=\sum_{k \in \mathbb{Z}^{d}}\left|v_{k}\right|^{2}=\|u\|_{L^{2}}^{2} .
$$

Remark 2.1. One major difference with respect to the usual Littlewood-Paley theory is that it is impossible to recover $v$ from these $X_{n}$ (as it was with the components $P_{n}(x)$ ), since they are averaged both in the physical space and over one shell of the frequency space.

We will denote by $H^{\gamma}$ the Hilbert-Sobolev space of periodic functions with differentiation index $\gamma$, namely

$$
\begin{equation*}
H^{\gamma}=\left\{v=\left(v_{k}\right)_{k \in \mathbb{Z}^{d}}: \sum\left(1+|k|^{2}\right)^{\gamma}\left|v_{k}\right|^{2}<\infty\right\} . \tag{2-3}
\end{equation*}
$$

Definition 2.2. If (2-2) holds, we say that $X=\left(X_{n}(t)\right)_{n \in \mathbb{N}_{0}, t \geq 0}$ is the shell approximation of $v$.
If $v \in H^{\gamma}$ and $X$ is its shell approximation, then

$$
\begin{equation*}
\sum_{n} 2^{2 \gamma n} X_{n}^{2}=\sum_{k}\left(\sum_{n} 2^{2 \gamma n} \psi_{n}(k)\right)\left|v_{k}\right|^{2} \approx \sum_{k}|k|^{2 \gamma}\left|v_{k}\right|^{2}=\|v\|_{H^{\gamma}}^{2} \tag{2-4}
\end{equation*}
$$

Hence, $v(t) \in C^{\infty}$ if and only if $\sup _{n} 2^{\gamma n} X_{n}<\infty$ for every $\gamma>0$. In view of Theorem A.1, Theorem 1.2 follows if we can prove:

Theorem 2.3. Under the assumptions of Theorem 1.2, let $v(0)$ be smooth and periodic and let $m \geq 2+d / 2$. If $v$ is a solution of (1-6) in $H^{m}$ on its maximal interval of existence $\left[0, T_{\star}\right), X$ is its shell approximation and

$$
\sup _{\left[0, T_{\star}\right)} \sum 2^{2 m n} X_{n}^{2}<\infty
$$

then $T_{\star}=\infty$.

[^1]The shell solution. We want to write a system of equations for the shell approximation of a solution of (1-6). We give a more formal connection between (1-6) and its shell equation because we believe the notion will turn out to be useful beyond the scopes of the present work.

Define the set $I$ to be those $(l, m, n) \in \mathbb{N}_{0}^{3}$ for which the difference between the two largest integers among $l, m$ and $n$ is at most 2 .

We are now ready to introduce the shell model ODE for the energy of each shell (Equation (2-5)).
Definition 2.4 (shell solution). Let $X=\left(X_{n}\right)_{n \in \mathbb{N}_{0}}$ be a sequence of real-valued maps $X_{n}:[0, \infty) \rightarrow \mathbb{R}$. We say that $X$ is a shell solution if there are two families of real-valued maps $\chi=\left(\chi_{n}\right)_{n \in \mathbb{N}_{0}}$ and $\phi=\left(\phi_{(l, m, n)}\right)_{(l, m, n) \in I}$ such that

$$
\begin{equation*}
\frac{d}{d t} X_{n}^{2}(t)=-\chi_{n}(t) X_{n}^{2}(t)+\sum_{\substack{l, m \in \mathbb{N}_{0} \\(l, m, n) \in I}} \phi_{(l, m, n)}(t) X_{l}(t) X_{m}(t) X_{n}(t) \tag{2-5}
\end{equation*}
$$

for all $n \in \mathbb{N}_{0}$ and $t>0$, where the sum above is understood as absolutely convergent, and $\chi, \phi$ satisfy the following:
(1) The family $\phi$ is antisymmetric, in the sense that

$$
\phi_{(l, m, n)}(t)=-\phi_{(l, n, m)}(t), \quad(l, m, n) \in I, t \geq 0
$$

(2) There exist two positive constants $c_{1}$ and $c_{2}$ for which

$$
\begin{equation*}
\chi_{n}(t) \geq c_{1} \frac{2^{\alpha n}}{g\left(2^{n+1}\right)} \quad \text { and } \quad\left|\phi_{(l, m, n)}(t)\right| \leq c_{2} 2^{(d / 2+1-\beta) \min \{l, m, n\}} \tag{2-6}
\end{equation*}
$$

for all $(l, m, n) \in I$ and $t \geq 0$.
Remark 2.5. We will prove below that the shell approximation of a solution of (1-6) is a shell solution. It is easy to check that the dissipation term is local, as expected, due to the way the shell components of a solution interact in the model's dynamics. As for the nonlinear term, it turns out that the set $I$ of the triples of indices $(l, m, n)$ for which there may be interaction between the shell components $l, m$ and $n$ is quite small. This is basically because, in the Fourier space, three components may interact only if they are the sides of a triangle, and by the triangle inequality their lengths cannot be in three shells far away from each other.

Remark 2.6. To ensure that the sum in (2-5) is absolutely convergent, it is sufficient to assume that the sequence $\left(X_{n}(t)\right)_{n \in \mathbb{N}_{0}}$ is square-summable (this will be a consequence of the energy inequality; see Definition 3.1). Indeed, if $n$ is not the smallest index, then the sum is extended to a finite number of indices. Otherwise, $\phi_{(l, m, n)}$ is constant with respect to $l, m$.

Remark 2.7. The antisymmetric property is what makes the nonlinearity of (2-5) formally conservative. In fact, using antisymmetry, a change of variable ( $m^{\prime}=n$ and $n^{\prime}=m$ ) and the fact that $\left(l, m^{\prime}, n^{\prime}\right) \in I$ if and only if $\left(l, n^{\prime}, m^{\prime}\right) \in I$, one could formally write

$$
\begin{aligned}
-\sum_{\substack{l, m, n \in \mathbb{N}_{0} \\
(l, m, n) \in I}} \phi_{(l, m, n)} X_{l} X_{m} X_{n}=\sum_{\substack{l, m, n \in \mathbb{N}_{0} \\
(l, m, n) \in I}} \phi_{(l, n, m)} X_{l} X_{m} X_{n} & =\sum_{\substack{l, m^{\prime}, n^{\prime} \in \mathbb{N}_{0} \\
\left(l, n^{\prime}, m^{\prime}\right) \in I}} \phi_{\left(l, m^{\prime}, n^{\prime}\right)} X_{l} X_{m^{\prime}} X_{n^{\prime}} \\
& =\sum_{\substack{l, m^{\prime}, n^{\prime} \in \mathbb{N}_{0} \\
\left(l, m^{\prime}, n^{\prime}\right) \in I}} \phi_{\left(l, m^{\prime}, n^{\prime}\right)} X_{l} X_{m^{\prime}} X_{n^{\prime}} .
\end{aligned}
$$

If these sums are absolutely convergent, this would prove indeed that the expression itself is equal to zero.
Since these are infinite sums, these computations are not rigorous unless we know, for instance, that $\sum_{n} 2^{2 \gamma n} X_{n}^{2}<\infty$ with $\gamma \geq \frac{1}{3}\left(\frac{1}{2} d+1-\beta\right)$, as can be verified by an elementary computation.

The shell model as a shell approximation. The bounds on the coefficients given in Definition 2.4 are in the correct direction to prove regularity results (and hence Theorem 2.3). The following theorem, which is the main result of this section, shows that they capture the natural scaling of the shell interactions for the physical solutions.

Theorem 2.8. If $v$ is a solution of (1-6) on $[0, T]$ and $X$ is its shell approximation, then $X$ is a shell solution.

Remark 2.9. At this stage it is easy to realize that our main results hold also in $\mathbb{R}^{d}$ with minimal changes. Indeed when passing to the shell approximation, all large frequencies are considered together in the first element of the shell model.

The proof of Theorem 2.8 can be found at the end of this section. It is based on Propositions 2.10-2.11 below, which give the actual definitions of $\chi$ and $\phi$ and prove their properties.
Proposition 2.10. Let $X$ be the shell approximation of a solution $v$. Define $\chi_{n}(t)$ for $n \in \mathbb{N}_{0}$ and $t \geq 0$ by

$$
\chi_{n}(t):= \begin{cases}\frac{2}{X_{n}^{2}(t)} \sum_{k \in \mathbb{Z}^{d} \backslash\{0\}} \psi_{n}(k) \frac{|k|^{\alpha}}{g(|k|)}\left|v_{k}(t)\right|^{2} & \text { if } X_{n}(t) \neq 0,  \tag{2-7}\\ \frac{2^{\alpha n-\alpha+1}}{g\left(2^{n+1}\right)} & \text { if } X_{n}(t)=0\end{cases}
$$

Then

$$
\chi_{n}(t) \geq \frac{2^{\alpha n-\alpha+1}}{g\left(2^{n+1}\right)}, \quad n \in \mathbb{N}_{0}, t \geq 0
$$

Proof. Fix $n \in \mathbb{N}_{0}$ and $t \geq 0$. The map $\psi_{n}$ is supported on $\left\{x \in \mathbb{Z}^{d}: 2^{n-1}<|x|<2^{n+1}\right\}$ and $g$ is nondecreasing, so

$$
\sum_{k \in \mathbb{Z}^{d} \backslash\{0\}} \psi_{n}(k) \frac{|k|^{\alpha}}{g(|k|)}\left|v_{k}(t)\right|^{2} \geq \sum_{k \in \mathbb{Z}^{d} \backslash\{0\}} \psi_{n}(k) \frac{2^{(n-1) \alpha}}{g\left(2^{n+1}\right)}\left|v_{k}(t)\right|^{2}=\frac{2^{(n-1) \alpha}}{g\left(2^{n+1}\right)} X_{n}^{2}(t),
$$

where we used (2-2). By (2-7) we get the result.

We finally turn our attention to the antisymmetry property and an upper bound for $\phi_{(l, m, n)}(t)$ :
Proposition 2.11. Let $X$ be the shell approximation of a solution $v$. Define $\phi_{(l, m, n)}(t)$ for all $l, m, n \in \mathbb{N}_{0}$ and $t \geq 0$ as

$$
\begin{equation*}
\phi_{(l, m, n)}(t):=\frac{2}{X_{l}(t) X_{m}(t) X_{n}(t)} \sum_{\substack{h, k \in \mathbb{Z}^{d} \\ h \neq 0}} \psi_{l}(h) \psi_{m}(k-h) \psi_{n}(k) \frac{\operatorname{Im}\left\{\left\langle v_{h}(t), k\right\rangle\left\langle v_{k-h}(t), v_{k}(t)\right\rangle\right\}}{|h|^{\beta}} \tag{2-8}
\end{equation*}
$$

(unless $X_{l}(t) X_{m}(t) X_{n}(t)=0$, in which case $\left.\phi_{(l, m, n)}(t):=0\right)$. Then:
(1) $\phi_{(l, m, n)}(t)=0$ for all $(l, m, n) \notin I$ and all $t \geq 0$.
(2) $\phi_{(l, m, n)}(t)=-\phi_{(l, n, m)}(t)$ for all $l, m, n \in \mathbb{N}_{0}$ and all $t \geq 0$.
(3) For any $\beta \geq 0$ there exists a constant $c_{3}>0$ depending only on $d, \beta$ and $\psi$ such that

$$
\begin{equation*}
\left|\phi_{(l, m, n)}(t)\right| \leq c_{3} 2^{(d / 2+1-\beta) \min \{l, m, n\}}, \quad(l, m, n) \in I, t \geq 0 . \tag{2-9}
\end{equation*}
$$

For the proof we need a couple of lemmas:
Lemma 2.12. Suppose $v=\left(v_{k}\right)_{k \in \mathbb{Z}^{d}}$ is a complex field over $\mathbb{Z}^{d}$ such that, for all $k \in \mathbb{Z}^{d},\left\langle k, v_{k}\right\rangle=0$ and $\overline{v_{k}}=v_{-k}$. Then, for all $h \in \mathbb{Z}^{d}$,

$$
\sum_{k \in \mathbb{Z}^{d}} \psi_{m}(k-h) \psi_{n}(k) \operatorname{Im}\left\{\left\langle v_{h}, k\right\rangle\left\langle v_{k-h}, v_{k}\right\rangle\right\}=-\sum_{k \in \mathbb{Z}^{d}} \psi_{m}(k) \psi_{n}(k-h) \operatorname{Im}\left\{\left\langle v_{h}, k\right\rangle\left\langle v_{k-h}, v_{k}\right\rangle\right\} .
$$

Proof. Consider the left-hand side. By performing the change of variable $k^{\prime}=h-k$, we obtain

$$
\begin{gathered}
\psi_{m}(k-h)=\psi_{m}\left(-k^{\prime}\right)=\psi_{m}\left(k^{\prime}\right) \\
\psi_{n}(k)=\psi_{n}\left(h-k^{\prime}\right)=\psi_{n}\left(k^{\prime}-h\right), \\
\left\langle v_{h}, k\right\rangle=\left\langle v_{h}, h-k^{\prime}\right\rangle=-\left\langle v_{h}, k^{\prime}\right\rangle \\
\left\langle v_{k-h}, v_{k}\right\rangle=\left\langle v_{-k^{\prime}}, v_{h-k^{\prime}}\right\rangle=\left\langle\overline{v_{k^{\prime}}}, \overline{v_{k^{\prime}-h}}\right\rangle=\left\langle v_{k^{\prime}-h}, v_{k^{\prime}}\right\rangle .
\end{gathered}
$$

The sum for $k \in \mathbb{Z}^{d}$ is equivalent to the sum for $k^{\prime} \in \mathbb{Z}^{d}$, and this concludes the proof.
Lemma 2.13. Let $v$ be a solution and $X$ its shell approximation. Then, for all $a, b, c \in \mathbb{N}_{0}$ and all $t \geq 0$,

$$
\sum_{h \in \mathbb{Z}^{d}} \psi_{a}(h)\left|v_{h}(t)\right| \sum_{k \in \mathbb{Z}^{d}} \sqrt{\psi_{b}(k) \psi_{c}(k-h)}\left|v_{k}(t)\right|\left|v_{k-h}(t)\right| \leq 2^{d(a+3) / 2} X_{a}(t) X_{b}(t) X_{c}(t) .
$$

Proof. By the Cauchy-Schwarz inequality and formula (2-2), we have that, for all $h \in \mathbb{Z}^{d}$,

$$
\sum_{k \in \mathbb{Z}^{d}} \sqrt{\psi_{b}(k) \psi_{c}(k-h)}\left|v_{k}(t)\right|\left|v_{k-h}(t)\right| \leq X_{b}(t) X_{c}(t)
$$

Then, let $S_{a}$ denote the intersection of $\mathbb{Z}^{d}$ and the support of $\psi_{a}$. By inscribing $S_{a}$ in a cube, we can bound its cardinality by $\left|S_{a}\right| \leq\left(2^{a+2}+1\right)^{d} \leq 2^{(a+3) d}$, so

$$
\sum_{k \in \mathbb{Z}^{d}} \psi_{a}(k)\left|v_{k}(t)\right| \leq\left(\left|S_{a}\right| \sum_{k \in S_{a}} \psi_{a}^{2}(k) v_{k}^{2}(t)\right)^{\frac{1}{2}} \leq\left(2^{(a+3) d}\right)^{1 / 2} X_{a}(t)
$$

where we used the fact that $\psi_{a}(k) \leq 1$.
Proof of Proposition 2.11. Consider Equation (2-8), the definition of $\phi_{(l, m, n)}$. By applying Lemma 2.12, for fixed $t$ we immediately conclude that

$$
\phi_{(l, n, m)}=-\phi_{(l, m, n)}, \quad l, m, n \in \mathbb{N}_{0}
$$

and in particular that $\phi_{(l, m, m)}=0$.
Moreover, for all choices of $h$ and $k$, the arguments of $\psi_{l}, \psi_{m}$ and $\psi_{n}$ are the sides of a triangle in $\mathbb{R}^{d}$, so by the triangle inequality the size of the largest (without loss of generality $k$ ) is at most twice the size of the second largest (without loss of generality $h$ ). On the other hand, for all $j \in \mathbb{N}_{0}$ the support of $\psi_{j}$ is $\left\{x \in \mathbb{R}^{d}: 2^{j-1}<|x|<2^{j+1}\right\}$. Thus, whenever $\psi_{l}(h) \psi_{n}(k) \neq 0$, necessarily $n \leq l+2$, since

$$
2^{n-1}<|k| \leq 2|h|<2^{l+2} .
$$

This proves that $\phi_{(l, m, n)}=0$ outside the set $I$ defined before Definition 2.4.
Finally, we prove inequality (2-9) for $(l, m, n) \in I$ with $m<n$. We will consider separately the two cases $n-m>2$ and $n-m \in\{1,2\}$, starting with the former.

Case 1. Since $m<n-2$ and $(l, m, n) \in I$, we have $m=\min \{l, m, n\}$ and $|l-n| \leq 2$. This means in particular that typically $|k-h|<|k|$ for all the nonzero terms of the sum in (2-8), so it is convenient to substitute $\left\langle v_{h}, k\right\rangle=\left\langle v_{h}, k-h\right\rangle$ in the equation to obtain the bound

$$
\left|\phi_{(l, m, n)}\right| \leq \frac{2}{X_{l} X_{m} X_{n}} \sum_{\substack{h, k \in \mathbb{Z}^{d} \\ h \neq 0}} \psi_{l}(h) \psi_{m}(k-h) \psi_{n}(k) \frac{\left|v_{h}\right||k-h|\left|v_{k-h}\right|\left|v_{k}\right|}{|h|^{\beta}}
$$

By the definition of $\psi_{l}$, either $\psi_{l}(h)=0$ or $|h| \geq 2^{l-1} \geq 2^{m}$. Applying this and the change of variable $k^{\prime}=k-h$, one gets

$$
\left|\phi_{(l, m, n)}\right| \leq \frac{2^{1-\beta m}}{X_{l} X_{m} X_{n}} \sum_{k^{\prime} \in \mathbb{Z}^{d}} \psi_{m}\left(k^{\prime}\right)\left|k^{\prime}\right|\left|v_{k^{\prime}}\right| \sum_{h \in \mathbb{Z}^{d}} \psi_{l}(h) \psi_{n}\left(k^{\prime}+h\right)\left|v_{h}\right|\left|v_{k^{\prime}+h}\right| .
$$

In the same way, we can substitute $\left|k^{\prime}\right| \leq 2^{m+1}$ and apply Lemma 2.13 (recall that $\psi \leq 1$, so $\psi \leq \sqrt{\psi}$ ) to get

$$
\left|\phi_{(l, m, n)}\right| \leq 2^{1-\beta m+m+1+d(m+3) / 2} .
$$

Since in the present case $\min \{l, m, n\}=m$, this proves inequality (2-9) with $c_{3}=2^{2+3 d / 2}$.
Case 2. Suppose now that $n-m \in\{1,2\}$ and $(l, m, n) \in I$; then $l \leq n+2$ and $\min \{l, m, n\} \geq l-4$. In this case it is $l$ that can be small with respect to $m$ and $n$, so we take the terms in $l$ and $h$ outside the internal sum:

$$
\left|\phi_{(l, m, n)}\right| \leq \frac{2}{X_{l} X_{m} X_{n}} \sum_{h \in \mathbb{Z}^{d} \backslash\{0\}} \frac{\psi_{l}(h)}{|h|^{\beta}}\left|\sum_{k \in \mathbb{Z}^{d}} \psi_{m}(k-h) \psi_{n}(k) \operatorname{Im}\left\{\left\langle v_{h}, k\right\rangle\left\langle v_{k-h}, v_{k}\right\rangle\right\}\right| .
$$

The idea is to exploit the cancellations in the sum over $k$ that happen when $k-h$ and $k$ are switched. By Lemma 2.12 and the bound $|k| \leq 2^{n+1}$ for $k$ in the support of $\psi_{m}$ or $\psi_{n}$,

$$
\begin{aligned}
\left|\phi_{(l, m, n)}\right| & \leq \frac{2}{X_{l} X_{m} X_{n}} \sum_{h \in \mathbb{Z}^{d} \backslash\{0\}} \frac{\psi_{l}(h)}{|h|^{\beta}} \frac{1}{2}\left|\sum_{k \in \mathbb{Z}^{d}}\left(\psi_{m}(k-h) \psi_{n}(k)-\psi_{m}(k) \psi_{n}(k-h)\right) \operatorname{Im}\left\{\left\langle v_{h}, k\right\rangle\left\langle v_{k-h}, v_{k}\right\rangle\right\}\right| \\
& \leq \frac{2^{n+1}}{X_{l} X_{m} X_{n}} \sum_{h \in \mathbb{Z}^{d} \backslash\{0\}} \frac{\psi_{l}(h)\left|v_{h}\right|}{|h|^{\beta}} \sum_{k \in \mathbb{Z}^{d}}\left|\psi_{m}(k-h) \psi_{n}(k)-\psi_{m}(k) \psi_{n}(k-h)\right|\left|v_{k-h}\right|\left|v_{k}\right| .
\end{aligned}
$$

We turn our attention to the term $\psi_{m}(k-h) \psi_{n}(k)-\psi_{m}(k) \psi_{n}(k-h)$ and show that it is small. Let $L$ denote the Lipschitz constant of the function $\psi^{1 / 2}$. Then, for all $h, k \in \mathbb{Z}^{d}$ and all $m, n \in \mathbb{N}_{0}$ such that $m \geq n-2$,

$$
\begin{aligned}
&\left|\sqrt{\psi_{m}(k-h) \psi_{n}(k)}-\sqrt{\psi_{m}(k) \psi_{n}(k-h)}\right| \\
&=\left|\sqrt{\psi_{m}(k-h) \psi_{n}(k)}-\sqrt{\psi_{m}(k) \psi_{n}(k)}+\sqrt{\psi_{m}(k) \psi_{n}(k)}-\sqrt{\psi_{m}(k) \psi_{n}(k-h)}\right| \\
& \leq L \frac{|h|}{2^{m}} \sqrt{\psi_{n}(k)}+L \frac{|h|}{2^{n}} \sqrt{\psi_{m}(k)} \leq L \frac{|h|}{2^{n-3}} .
\end{aligned}
$$

Moreover, by symmetry with respect to $m$ and $n$,

$$
\sum_{k \in \mathbb{Z}^{d}}\left(\sqrt{\psi_{m}(k-h) \psi_{n}(k)}+\sqrt{\psi_{m}(k) \psi_{n}(k-h)}\right)\left|v_{k-h}\right|\left|v_{k}\right|=2 \sum_{k \in \mathbb{Z}^{d}} \sqrt{\psi_{m}(k-h) \psi_{n}(k)}\left|v_{k-h}\right|\left|v_{k}\right|,
$$

so that

$$
\left|\phi_{(l, m, n)}\right| \leq \frac{2^{5} L}{X_{l} X_{m} X_{n}} \sum_{h \in \mathbb{Z}^{d} \backslash\{0\}}|h|^{1-\beta} \psi_{l}(h)\left|v_{h}\right| \sum_{k \in \mathbb{Z}^{d}} \sqrt{\psi_{m}(k-h) \psi_{n}(k)}\left|v_{k-h}\right|\left|v_{k}\right| .
$$

By the usual bound $2^{l-1} \leq|h| \leq 2^{l+1}$ and since $\beta \geq 0$, we see that $|h|^{1-\beta} \leq 2^{l(1-\beta)+1+\beta}$ so, by Lemma 2.13,

$$
\left|\phi_{(l, m, n)}\right| \leq 2^{5} 2^{(1-\beta) l+1+\beta} 2^{(l+3) d / 2} L \leq 2^{(d / 2+1-\beta)(l-4)+9-3 \beta+11 d / 2} L .
$$

Since in the present case $\min \{l, m, n\} \geq l-4$, this proves inequality (2-9) with $c_{3}=2^{9+11 d / 2-3 \beta} L$.
Finally we have all the ingredients to prove the main theorem of this section:
Proof of Theorem 2.8. A direct computation using (2-2) and (2-1) shows that

$$
\begin{aligned}
\frac{1}{2} \frac{d}{d t} X_{n}^{2} & =\operatorname{Re} \sum_{k \in \mathbb{Z}^{d}} \psi_{n}(k)\left\langle v_{k}^{\prime}, v_{k}\right\rangle \\
& =-\sum_{k \in \mathbb{Z}^{d} \backslash\{0\}} \psi_{n}(k) \frac{|k|^{\alpha}}{g(|k|)}\left|v_{k}\right|^{2}+\operatorname{Im} \sum_{k \in \mathbb{Z}^{d}} \sum_{h \in \mathbb{Z}^{d} \backslash\{0\}} \psi_{n}(k) \frac{\left\langle v_{h}, k\right\rangle}{|h|^{\beta}}\left\langle P_{k}\left(v_{k-h}\right), v_{k}\right\rangle \\
& =-\sum_{k \in \mathbb{Z}^{d} \backslash\{0\}} \psi_{n}(k) \frac{|k|^{\alpha}}{g(|k|)}\left|v_{k}\right|^{2}+\sum_{\substack{h, k \in \mathbb{Z}^{d} \\
h \neq 0}} \psi_{n}(k) \frac{\operatorname{Im}\left\{\left\langle v_{h}, k\right\rangle\left\langle v_{k-h}, v_{k}\right\rangle\right\}}{|h|^{\beta}} .
\end{aligned}
$$

To deal with the first sum, define $\chi$ as in Proposition 2.10. By applying (2-7) for $X_{n}(t) \neq 0$ and (2-2) for $X_{n}(t)=0$, we see that in both cases

$$
2 \sum_{k \in \mathbb{Z}^{d} \backslash\{0\}} \psi_{n}(k) \frac{|k|^{\alpha}}{g(|k|)}\left|v_{k}\right|^{2}=\chi_{n}(t) X_{n}^{2}(t) .
$$

Now consider the second sum. Since the terms with $h=k$ give no contribution, we can apply

$$
\sum_{l \in \mathbb{N}_{0}} \psi_{l}(h)=\sum_{m \in \mathbb{N}_{0}} \psi_{m}(k-h)=1, \quad h, k \in \mathbb{Z}^{d}, 0 \neq h \neq k
$$

to get

$$
\begin{aligned}
\sum_{\substack{h, k \in \mathbb{Z}^{d} \\
h \neq 0}} \psi_{n}(k) \frac{\operatorname{Im}\left\{\left\langle v_{h}, k\right\rangle\left\langle v_{k-h}, v_{k}\right\rangle\right\}}{|h|^{\beta}} & =\sum_{\substack{h, k \in \mathbb{Z}^{d} \\
h \neq 0}} \sum_{l, m \in \mathbb{N}_{0}} \psi_{l}(h) \psi_{m}(k-h) \psi_{n}(k) \frac{\operatorname{Im}\left\{\left\langle v_{h}, k\right\rangle\left\langle v_{k-h}, v_{k}\right\rangle\right\}}{|h|^{\beta}} \\
& =\sum_{l, m \in \mathbb{N}_{0}} \sum_{\substack{h, k \in \mathbb{Z}^{d} \\
h \neq 0}} \psi_{l}(h) \psi_{m}(k-h) \psi_{n}(k) \frac{\operatorname{Im}\left\{\left\langle v_{h}, k\right\rangle\left\langle v_{k-h}, v_{k}\right\rangle\right\}}{|h|^{\beta}},
\end{aligned}
$$

where it was possible to exchange the order of summation because the middle expression is clearly absolutely convergent.

Now define $\phi$ as in Proposition 2.11. By applying (2-8) or (2-2), depending on $X_{l}(t) X_{m}(t) X_{n}(t)$ being positive or zero, we see that, for all $l, m, n \in \mathbb{N}_{0}$ and $t \geq 0$,

$$
2 \sum_{\substack{h, k \in \mathbb{Z}^{d} \\ h \neq 0}} \psi_{l}(h) \psi_{m}(k-h) \psi_{n}(k) \frac{\operatorname{Im}\left\{\left\langle v_{h}, k\right\rangle\left\langle v_{k-h}, v_{k}\right\rangle\right\}}{|h|^{\beta}}=\phi_{(l, m, n)}(t) X_{l}(t) X_{m}(t) X_{n}(t) .
$$

Putting it all together we get

$$
\frac{d}{d t} X_{n}^{2}(t)=-\chi_{n}(t) X_{n}^{2}(t)+\sum_{l, m \in \mathbb{N}_{0}} \phi_{(l, m, n)}(t) X_{l}(t) X_{m}(t) X_{n}(t), \quad n \in \mathbb{N}_{0}, t \geq 0
$$

Finally, recalling by Proposition 2.11 that $\phi \equiv 0$ outside $I$, we may restrict the scope of the sum and obtain (2-5). The required properties of the coefficients $\chi$ and $\psi$ follow again from Propositions 2.10-2.11.

## 3. From the dyadic equation to the recursive inequality

In view of the results of the previous section, we can now concentrate on shell solutions and forget (1-6). In this section we proceed as in [Barbato et al. 2014] and deduce a recursive inequality between the tails of energy and dissipation. Clearly here, due to the more complex nonlinear interaction, the relation is less trivial than in [Barbato et al. 2014].

Definition 3.1. A shell solution $X$ satisfies the energy inequality on $[0, T]$ if $\sum_{n} X_{n}^{2}(0)$ is finite and

$$
\begin{equation*}
\sum_{n \in \mathbb{N}_{0}} X_{n}^{2}(t)+\int_{0}^{t} \sum_{n \in \mathbb{N}_{0}} \chi_{n}(s) X_{n}^{2}(s) d s \leq \sum_{n \in \mathbb{N}_{0}} X_{n}^{2}(0), \quad t \in[0, T] \tag{3-1}
\end{equation*}
$$

Definition 3.2. Let $X$ be a shell solution and define the sequences of real-valued maps $\left(F_{n}\right)_{n \in \mathbb{N}_{0}}$ and $\left(d_{n}\right)_{n \in \mathbb{N}_{0}}$ for $t \geq 0$ by

$$
F_{n}(t):=\sum_{k \geq n} X_{k}^{2}(t), \quad d_{n}(t):=\left(F_{n}(t)+\sum_{h \geq n} \int_{0}^{t} \chi_{h}(s) X_{h}^{2}(s) d s\right)^{\frac{1}{2}} .
$$

We will call $\left(F_{n}\right)_{n \in \mathbb{N}_{0}}$ the tail of $X$ and $\left(d_{n}\right)_{n \in \mathbb{N}_{0}}$ the energy bound of $X$.
The recursive inequality between the tails and the energy bound is given in the next result.
Proposition 3.3. Let $X$ be a shell solution that satisfies the energy inequality on a time interval $[0, t]$, let $\left(d_{n}\right)_{n \in \mathbb{N}_{0}}$ be its sequence of energy bounds, and set $\lambda=2^{\alpha}$.

Then there is a positive constant $c_{4}>0$, not depending on $t$, such that, for all $n \in \mathbb{N}_{0}$,

$$
\begin{equation*}
d_{n}^{2}(t) \leq F_{n}(0)+c_{4} \sum_{l=0}^{n-1} \frac{\bar{d}_{l}}{\lambda^{n-l}} \sum_{m \geq n-2} \frac{g\left(2^{m+1}\right)}{\lambda^{m-n}}\left(d_{m}^{2}(t)-d_{m+1}^{2}(t)\right), \tag{3-2}
\end{equation*}
$$

where $\bar{d}_{l}:=\max _{s \in[0, t]} d_{l}(s)$.
Proof. Fix $n \in \mathbb{N}_{0}$. Differentiate $\sum_{h=0}^{n-1} X_{h}^{2}$ using (2-5):

$$
\frac{d}{d t} \sum_{h=0}^{n-1} X_{h}^{2}=-\sum_{h=0}^{n-1} \chi_{h} X_{h}^{2}+\sum_{\substack{l, m, h \in \mathbb{N}_{0} \\(l, m, h \in I \\ h \leq n-1}} \phi_{(l, m, h)} X_{l} X_{m} X_{h}
$$

Apply Lemma 3.4 below to the second sum and integrate on $[0, t]$ to obtain

$$
\sum_{h=0}^{n-1} X_{h}^{2}(t)-\sum_{h=0}^{n-1} X_{h}^{2}(0)=-\int_{0}^{t} \sum_{h=0}^{n-1} \chi_{h} X_{h}^{2} d s-\int_{0}^{t} \sum_{\substack{(l, m, h) \in I \\ m<n \leq h}} \phi_{(l, m, h)} X_{l} X_{m} X_{h} d s
$$

so that, by the energy inequality (3-1),

$$
F_{n}(t)+\int_{0}^{t} \sum_{h \geq n} \chi_{h}(s) X_{h}^{2}(s) d s \leq F_{n}(0)+\int_{0}^{t} \sum_{\substack{(l, m, h) \in I \\ m<n \leq h}} \phi_{(l, m, h)} X_{l}(s) X_{m}(s) X_{h}(s) d s
$$

where the $F_{n}$ are the tails of $X$ and $F_{n}(0)<\infty$ by hypothesis. Thus, by the definition of $d_{n}$ (Definition 3.2),

$$
d_{n}^{2}(t) \leq F_{n}(0)+\int_{0}^{t} \sum_{\substack{(l, m, h) \in I \\ m<n \leq h}} \phi_{(l, m, h)} X_{l}(s) X_{m}(s) X_{h}(s) d s
$$

Recall that $\alpha+\beta \geq \frac{1}{2} d+1$, hence the bound (2-6) for $\phi$ yields $\phi_{(l, m, h)} \leq c_{2} \lambda^{\min \{l, m, h\}}$. Therefore

$$
d_{n}^{2}(t) \leq F_{n}(0)+\int_{0}^{t} \sum_{\substack{(l, m, h) \in I \\ m<n \leq h}} c_{2} \lambda^{\min \{l, m\}}\left|X_{l}(s) X_{m}(s) X_{h}(s)\right| d s
$$

It is convenient to split the set over which the sum is taken into the sets $\{l<m\}$ and $\{m \leq l\}$ :

$$
\begin{aligned}
\sum_{\substack{(l, m, h) \in I \\
m<n \leq h}} \lambda^{\min \{l, m\}}\left|X_{l} X_{m} X_{h}\right| & \leq \sum_{\substack{(l, m, h) \in I \\
l<m<n \leq h}} \lambda^{l}\left|X_{l} X_{m} X_{h}\right|+\sum_{\substack{(l, m, h) \in I \\
m<n \leq h \\
m \leq l}} \lambda^{m}\left|X_{l} X_{m} X_{h}\right| \\
& \leq \sum_{\substack{(l, m, h) \in I \\
l<m<n \leq h}} \lambda^{l}\left|X_{l} X_{m} X_{h}\right|+\sum_{\substack{(l, m, h) \in I \\
l<n \leq h \\
l \leq m}} \lambda^{l}\left|X_{l} X_{m} X_{h}\right| \\
& \leq 2 \sum_{\substack{(l, m, h) \in I \\
l n \leq h \\
l \leq m}} \lambda^{l}\left|X_{l} X_{m} X_{h}\right| \leq 2 \sum_{l=0}^{n-1} \lambda^{l} \bar{d}_{l} \sum_{h \geq n} \sum_{m=h-2}^{h+2}\left|X_{m} X_{h}\right| .
\end{aligned}
$$

Apply the Cauchy-Schwarz inequality to get

$$
2 \sum_{h \geq n} \sum_{m=h-2}^{h+2}\left|X_{h} X_{m}\right| \leq \sum_{h \geq n} \sum_{m=h-2}^{h+2}\left(X_{h}^{2}+X_{m}^{2}\right) \leq 10 \sum_{m \geq n-2} X_{m}^{2} .
$$

Then by the bound on $\chi$ in (2-6), on all $[0, t]$,

$$
\sum_{m \geq n-2} X_{m}^{2} \leq c_{1}^{-1} \sum_{m \geq n-2} \frac{g\left(2^{m+1}\right)}{\lambda^{m}} \chi_{m} X_{m}^{2}
$$

Finally the integral of $\chi_{m} X_{m}^{2}$ can be bounded as follows, since $F_{m}(t)$ is nonincreasing with respect to $m$ :

$$
d_{m}^{2}(t)-d_{m+1}^{2}(t)=F_{m}(t)-F_{m+1}(t)+\int_{0}^{t} \chi_{m}(s) X_{m}^{2}(s) d s \geq \int_{0}^{t} \chi_{m}(s) X_{m}^{2}(s) d s
$$

Putting it all together we obtain

$$
d_{n}^{2}(t) \leq F_{n}(0)+10 \frac{c_{2}}{c_{1}} \sum_{l=0}^{n-1} \frac{\bar{d}_{l}}{\lambda^{-l}} \sum_{m \geq n-2} \frac{g\left(2^{m+1}\right)}{\lambda^{m}}\left(d_{m}^{2}(t)-d_{m+1}^{2}(t)\right),
$$

thus proving (3-2) with $c_{4}=10 c_{2} / c_{1}$.
Lemma 3.4. Let $X$ be a shell solution; then, for all $n \in \mathbb{N}_{0} \backslash\{0\}$ and $s \in[0, t]$,

$$
\begin{equation*}
\sum_{\substack{(l, m, h) \in I \\ h \leq n-1}} \phi_{(l, m, h)} X_{l} X_{m} X_{h}=-\sum_{\substack{(l, m, h) \in I \\ m \leq n-1<h}} \phi_{(l, m, h)} X_{l} X_{m} X_{h} \tag{3-3}
\end{equation*}
$$

Proof. By using (2-6) and noticing that $\min (l, m, h) \leq n-1$, we see that by the definition of shell solutions (Definition 2.4) the left-hand side of (3-3) is an absolutely convergent sum. Therefore we can exploit the cancellations due to the antisymmetry of $\phi$, as in Remark 2.7. Indeed

$$
\begin{equation*}
\sum_{\substack{(l, m, h) \in I \\ h \leq n-1}} \phi_{(l, m, h)} X_{l} X_{m} X_{h}=\sum_{\substack{(l, m, h) \in I \\ m<h \leq n-1}} \phi_{(l, m, h)} X_{l} X_{m} X_{h}+\sum_{\substack{(l, m, h) \in I \\ h \leq n-1 \\ m>h}} \phi_{(l, m, h)} X_{l} X_{m} X_{h} \tag{3-4}
\end{equation*}
$$

and

$$
\sum_{\substack{(l, m, h) \in I \\ h \leq n-1 \\ m>h}} \phi_{(l, m, h)} X_{l} X_{m} X_{h}=-\sum_{\substack{(l, m, h) \in I \\ h \leq n-1 \\ m>h}} \phi_{(l, h, m)} X_{l} X_{m} X_{h}=-\sum_{\substack{\left(l, h^{\prime}, m^{\prime}\right) \in I \\ m^{\prime} \leq n-1 \\ h^{\prime}>m^{\prime}}} \phi_{\left(l, m^{\prime}, h^{\prime}\right)} X_{l} X_{m^{\prime}} X_{h^{\prime}} .
$$

By substituting (3-5) into (3-4) the conclusion follows.

## 4. Solving the recursion

In this section we complete the proof of our main result. In the previous section we have shown a recursive inequality involving the energy bounds of a shell solution. The following theorem shows that shell solutions are smooth. By Theorem 2.8, the shell approximation of a solution of (1-6) is a shell solution; hence Theorem 2.3 holds, and in turn Theorem 1.2 holds as well.

Theorem 4.1. Let $X$ be a shell solution satisfying the energy inequality on $[0, t)$. If $\sup _{n} 2^{m n}\left|X_{n}(0)\right|<\infty$ for every $m \geq 1$, then

$$
\sup _{s \in[0, t]} \sup _{n} 2^{m n}\left|X_{n}(s)\right|<\infty \quad \text { for every } m \geq 1
$$

Let $b_{n}=g\left(2^{n+1}\right)^{-1}, n \geq 0$; then the assumptions of Theorem 1.2 for $g$, in terms of the sequence $b$, are

- $\left(b_{n}\right)_{n \in \mathbb{N}_{0}}$ is nonincreasing,
- $\left(\lambda^{n} b_{n}\right)_{n \in \mathbb{N}_{0}}$ is nondecreasing, and
- $\sum_{n} b_{n}=\infty$.

Let $X$ be a shell solution as in the statement of Theorem 4.1, denote by $\left(d_{n}\right)_{n \in \mathbb{N}_{0}}$ and $\left(F_{n}\right)_{n \in \mathbb{N}_{0}}$ the energy bound and the tail of $X$ (see Definition 3.2), and set $\bar{d}_{n}=\sup _{[0, t]} d_{n}(t)$ for every $n$. Set

$$
Q_{n}=\sum_{j=0}^{n-1} \frac{\bar{d}_{j}}{\lambda^{n-j}} \quad \text { and } \quad R_{n}(t)=\sum_{j \geq n} \frac{d_{j}(t)^{2}-d_{j+1}(t)^{2}}{\lambda^{j-n} b_{j}}
$$

where $\lambda=2^{\alpha}$ as in the previous section. We recall that, by Proposition 3.3,

$$
\begin{equation*}
d_{n}(t)^{2} \leq F_{n}(0)+c_{4} Q_{n} R_{n-2}(t) \tag{4-1}
\end{equation*}
$$

We now collect some properties of the quantities $R_{n}, Q_{n}, \bar{d}_{n}$ that will be crucial in the proof of Theorem 4.1.
Lemma 4.2. (1) For every $1 \leq m_{1} \leq m_{2}$ and $t>0$,

$$
\begin{equation*}
\min \left\{R_{m_{1}}(t), R_{m_{1}+1}(t), \ldots, R_{m_{2}}(t)\right\} \leq \frac{\lambda}{\lambda-1} \frac{d_{m_{1}}(t)^{2}}{\sum_{n=m_{1}}^{m_{2}} b_{n}} \tag{4-2}
\end{equation*}
$$

(2) For every $t>0, \liminf _{n} R_{n}(t)=0$.
(3) $\bar{d}_{n} \downarrow 0$ as $n \rightarrow \infty$.
(4) $Q_{n} \rightarrow 0$ as $n \rightarrow \infty$.
(5) $\left(Q_{n}\right)_{n \geq 1}$ is eventually nonincreasing.

Proof. Since $\lambda^{n} b_{n}$ is nondecreasing, we know that $b_{n}-\lambda^{-1} b_{n-1} \geq 0$. Hence, by exchanging the sums,

$$
\begin{aligned}
\sum_{n=m_{1}}^{\infty}\left(b_{n}-\lambda^{-1} b_{n-1}\right) R_{n}(t)=\sum_{k=m_{1}}^{\infty} \frac{d_{k}(t)^{2}-d_{k+1}(t)^{2}}{\lambda^{k} b_{k}} \sum_{n=m_{1}}^{k}\left(\lambda^{n} b_{n}-\lambda^{n-1} b_{n-1}\right) & \leq \sum_{k=m_{1}}^{\infty}\left(d_{k}(t)^{2}-d_{k+1}(t)^{2}\right) \\
& \leq d_{m_{1}}(t)^{2}
\end{aligned}
$$

If $m_{2} \geq m_{1}$, since $\left(b_{n}\right)_{n \geq 1}$ is nonincreasing,

$$
\begin{aligned}
\sum_{n=m_{1}}^{m_{2}}\left(b_{n}-\lambda^{-1} b_{n-1}\right) R_{n}(t) & \geq \min \left\{R_{m_{1}}(t), \ldots, R_{m_{2}}(t)\right\} \sum_{n=m_{1}}^{m_{2}}\left(b_{n}-\lambda^{-1} b_{n-1}\right) \\
& \geq \frac{\lambda-1}{\lambda}\left(\sum_{n=m_{1}}^{m_{2}} b_{n}\right) \min \left\{R_{m_{1}}(t), \ldots, R_{m_{2}}(t)\right\}
\end{aligned}
$$

The claim $\liminf _{n} R_{n}(t)=0$ follows from (4-2), since $d_{n}(t) \leq d_{1}(t)$ for every $n$, and since, by the assumptions on $\left(b_{n}\right)_{n \geq 1}$, we can find a sequence $\left(m_{k}\right)_{k \geq 1}$ such that $\sum_{n=m_{k}}^{m_{k+1}-1} b_{n} \uparrow \infty$.

To prove that $\bar{d}_{n} \downarrow 0$, we notice that the sequence $\left(m_{k}\right)_{k \geq 1}$ mentioned above does not depend on $t$; hence, using the monotonicity of $\left(d_{n}(t)\right)_{n \geq 1}$ and formula (4-2), we can prove that $\lim \inf _{n} \bar{d}_{n}=0$, and hence $\bar{d}_{n} \downarrow 0$ by monotonicity. Once we know that $\bar{d}_{n} \downarrow 0$, an easy and standard argument proves that $Q_{n} \rightarrow 0$.

To prove that $\left(Q_{n}\right)_{n \geq 1}$ is eventually nonincreasing, we notice that, since $\left(\bar{d}_{n}\right)_{n \geq 1}$ is nonincreasing,

$$
\left(Q_{n+1}-Q_{n}\right)=\frac{1}{\lambda}\left(Q_{n}-Q_{n-1}\right)+\frac{1}{\lambda}\left(\bar{d}_{n}-\bar{d}_{n-1}\right) \leq \frac{1}{\lambda}\left(Q_{n}-Q_{n-1}\right) .
$$

In view of the above inequality, it is sufficient to show that for some $m$ the difference $Q_{m}-Q_{m-1}$ is nonpositive. This is true because otherwise the sequence $\left(Q_{n}\right)_{n \geq 1}$ would be nondecreasing, in contradiction with $Q_{n} \rightarrow 0$ and $Q_{n} \geq 0$.

Given $\theta>0$ and $n_{0} \geq 1$, define by recursion the sequence

$$
\begin{equation*}
n_{k+1}=2+\min \left\{n \geq n_{k}-1: \sum_{j=n_{k}-1}^{n} b_{j} \geq \theta \lambda^{-k / 4}\right\} . \tag{4-3}
\end{equation*}
$$

The definition of $Q_{n}$ and the fact that the sequence $\left(\bar{d}_{n}\right)_{n \geq 1}$ is nonincreasing yield the following recursive formula for $Q_{n_{k}}$ :

$$
\begin{equation*}
Q_{n_{k+1}}=\frac{1}{\lambda^{n_{k+1}-n_{k}}} Q_{n_{k}}+\sum_{j=n_{k}}^{n_{k+1}-1} \frac{\bar{d}_{j}}{\lambda^{n_{k+1}-j}} \leq \frac{1}{\lambda} Q_{n_{k}}+c \bar{d}_{n_{k}} \tag{4-4}
\end{equation*}
$$

for a constant $c>0$ depending only on $\lambda$. Moreover, if we choose $n_{0}$ large enough that $\left(Q_{n}\right)_{n \geq 0}$ is nonincreasing,

$$
d_{n_{k+1}}(t)^{2} \leq d_{n}(t)^{2} \leq F_{n}(0)+c_{4} Q_{n} R_{n-2}(t) \leq F_{n_{k}}(0)+c_{4} Q_{n_{k}} R_{n-2}(t)
$$

for each $n \in\left\{n_{k}+1, \ldots, n_{k+1}\right\}$; hence, by formula (4-2) and the definition of the sequence $\left(n_{k}\right)_{k \geq 1}$,

$$
\begin{aligned}
d_{n_{k+1}}(t)^{2} & \leq F_{n_{k}}(0)+c_{4} Q_{n_{k}} \min \left\{R_{n_{k}-1}, \ldots, R_{n_{k+1}-2}\right\} \\
& \leq F_{n_{k}}(0)+c Q_{n_{k}} \frac{d_{n_{k}-1}(t)^{2}}{\sum_{n_{k}-1}^{n_{k+1}-2} b_{j}} \leq F_{n_{k}}(0)+c \frac{\lambda^{k / 4}}{\theta} Q_{n_{k}} d_{n_{k}-1}(t)^{2}
\end{aligned}
$$

and, in conclusion,

$$
\begin{equation*}
\bar{d}_{n_{k+1}}^{2} \leq F_{n_{k}}(0)+c \frac{\lambda^{k / 4}}{\theta} Q_{n_{k}} \bar{d}_{n_{k}-1}^{2} \tag{4-5}
\end{equation*}
$$

Lemma 4.3 (initial step of the cascade). Given $M>0$, there are $n_{0} \geq 1$ and $\theta>0$ such that

$$
Q_{n_{k}} \leq \lambda^{-k / 2} \quad \text { and } \quad \bar{d}_{n_{k}}^{2} \leq \lambda^{-M k}
$$

for all $k \geq 0$.
Proof. Without loss of generality we can choose $M$ large (depending only on the value of $\lambda$; see the end of the proof). Choose $n_{0}$ large enough that $\left(Q_{n}\right)_{n \geq n_{0}}$ is nonincreasing and

$$
Q_{n_{0}-i} \leq \epsilon, \quad \bar{d}_{n_{0}-i} \leq \epsilon, \quad i=0,1, \quad \text { and } \quad \lambda^{M n} F_{n}(0) \leq \epsilon, \quad n \geq n_{0}
$$

for a number $\epsilon \in(0,1)$ suitably chosen below. We will prove by induction that

$$
\begin{equation*}
Q_{n_{k}-i} \leq \lambda^{-(k-i) / 2}, \quad \bar{d}_{n_{k-i}}^{2} \leq \lambda^{-M(k-i)}, \quad i=0,1, k \geq 1 \tag{4-6}
\end{equation*}
$$

For the initial step of the induction $(k=1)$, we notice that, by (4-4) and (4-5),

$$
\begin{aligned}
Q_{n_{1}} & \leq \frac{1}{\lambda} Q_{n_{0}}+c \bar{d}_{n_{0}} \leq \frac{\epsilon}{\lambda}+c \epsilon \leq \frac{1}{\lambda^{1 / 2}}, \\
\bar{d}_{n_{1}}^{2} & \leq F_{n_{0}}(0)+\frac{c}{\theta} Q_{n_{0}} \bar{d}_{n_{0}-1}^{2} \leq \epsilon+\frac{c}{\theta} \epsilon^{3} \leq \lambda^{-M},
\end{aligned}
$$

if we choose $\epsilon$ small enough, depending on the values of $\lambda, M$ and $\theta$.
Assume now that (4-6) holds for some $k \geq 1$, and let us prove that the same holds for $k+1$. To this end it is sufficient to give the estimate for $Q_{n_{k+1}}$ and $\bar{d}_{n_{k+1}}^{2}$. Again by (4-4), (4-5) and the induction hypothesis, and since $\left(n_{k}\right)_{k \geq 0}$ is increasing by definition,

$$
\begin{aligned}
Q_{n_{k+1}} & \leq \frac{1}{\lambda} Q_{n_{k}}+c \bar{d}_{n_{k}} \leq \lambda^{-k / 2-1}+c \lambda^{-M k / 2} \leq \lambda^{-(k+1) / 2}, \\
\bar{d}_{n_{k+1}}^{2} & \leq F_{n_{k}}(0)+c \frac{\lambda^{k / 4}}{\theta} Q_{n_{k}} \bar{d}_{n_{k}-1}^{2} \leq \epsilon \lambda^{-M k}+\frac{c}{\theta} \lambda^{-k / 4} \lambda^{-M(k-1)} \leq \lambda^{-M(k+1)},
\end{aligned}
$$

if $M$ is large (depending on $\lambda$ ), and $\epsilon$ is small and $\theta$ is large (depending only on $M, \lambda$ ).
Before giving the last step of the proof of Theorem 4.1, we show a property of the sequence $\left(n_{k}\right)_{k \geq 0}$. The proof is the same as [Barbato et al. 2014, Lemma 11]; we give the details for completeness.

Lemma 4.4. Given $n_{0} \geq 1$ and $\theta>0$, consider the sequence defined in (4-3). For infinitely many $k$, $n_{k+1}=n_{k}+1$. In particular, $b_{n_{k}-1} \geq \theta \lambda^{-k / 4}$ for all such $k$.
Proof. Assume by contradiction that there is $r$ such that $n_{k+1} \geq n_{k}+2$ for $k \geq r$. On the one hand

$$
\sum_{j=n_{k}-1}^{n_{k+1}-3} b_{j} \leq \theta \lambda^{-k / 4}
$$

and summing up over $k \geq r$ yields

$$
\sum_{k \geq r} \sum_{j=n_{k}-1}^{n_{k+1}-3} b_{j}<\infty \Rightarrow \sum_{k} b_{n_{k}-2}=\infty
$$

On the other hand, $b_{n_{k}-2} \leq b_{n_{k}-3} \leq \theta \lambda^{-(k-1) / 4}$ and the series $\sum_{k} b_{n_{k}-2}$ converges.
Lemma 4.5 (cascade recursion). For every $M>0$ there is $c_{M}>0$ such that

$$
\bar{d}_{n}^{2} \leq c_{M} \lambda^{-M n}, \quad Q_{n} \leq c_{M} \lambda^{-n}
$$

Proof. There is no loss of generality if we assume $M$ is large. Let $n_{0}, \theta$ be the values provided by Lemma 4.3. By Lemma 4.3 and Lemma 4.4 there are infinitely many $k \geq 1$ such that

$$
\begin{equation*}
b_{n_{k}-1} \geq \theta \lambda^{-k / 4}, \quad Q_{n_{k}} \leq \lambda^{-k / 2}, \quad \bar{d}_{n_{k}}^{2} \leq \lambda^{-M k} \tag{4-7}
\end{equation*}
$$

Let $k_{0}$ be one such index, taken sufficiently large (the size of $k_{0}$ will be chosen at the end of the proof). We will prove by induction that

$$
\begin{equation*}
\bar{d}_{n_{k_{0}}+m}^{2} \leq c \lambda^{-M m}, \quad Q_{n_{k_{0}}+m} \leq c^{\prime} \lambda^{-m}, \quad b_{n_{k_{0}}-1+m} \geq \theta \lambda^{-k_{0} / 4-m}, \tag{4-8}
\end{equation*}
$$

for a suitable choice of the constants $c>0, c^{\prime}>0$. We first notice that there is nothing to prove concerning $b_{n_{k_{0}}-1+m}$, since this is a straightforward consequence of the choice of $k_{0}$ and the monotonicity of $\left(\lambda^{n} b_{n}\right)_{n \geq 1}$.

The initial step $m=0$ holds, since the inequalities in (4-7) hold for the index $k_{0}$. For $m=1$,

$$
\begin{aligned}
\bar{d}_{n_{k_{0}}+1}^{2} & \leq \bar{d}_{n_{k_{0}}}^{2} \leq c \lambda^{-M} \\
Q_{n_{k_{0}}+1} & =\frac{1}{\lambda} Q_{n_{k_{0}}}+\frac{1}{\lambda} \bar{d}_{n_{k_{0}}} \leq \frac{1}{\lambda}\left(\lambda^{-k_{0} / 2}+\lambda^{-M k_{0} / 2}\right) \leq \frac{c^{\prime}}{\lambda},
\end{aligned}
$$

if $c=\lambda^{-M\left(k_{0}-1\right)}$ and $c^{\prime} \geq \lambda^{-k_{0} / 2}+\lambda^{-M k_{0} / 2}$.
Assume that (4-8) holds for $1, \ldots, m$, for some $m \geq 1$. By definition,

$$
\begin{aligned}
Q_{n_{k_{0}}+m+1}=Q_{n_{k_{0}}} \lambda^{-(m+1)}+\sum_{j=n_{k_{0}}}^{n_{k_{0}}+m} \frac{\bar{d}_{j}}{\lambda^{n_{k_{0}}+m+1-j}} & \leq \lambda^{-k_{0} / 2-(m+1)}+\sqrt{c} \lambda^{-(m+1)} \sum_{j=0}^{m} \lambda^{-(M / 2-1) j} \\
& \leq\left(\lambda^{-k_{0} / 2}+\frac{\lambda}{\lambda-1} \sqrt{c}\right) \lambda^{-(m+1)} \\
& \leq c^{\prime} \lambda^{-(m+1)}
\end{aligned}
$$

if $c^{\prime}=\lambda^{-k_{0} / 2}+\lambda(\lambda-1)^{-1} \sqrt{c}$ (the previous constraint on $c^{\prime}$ is satisfied by this choice).

By (4-1) and (4-2) we have that, for every $n \geq 2$,

$$
d_{n+1}(t)^{2} \leq F_{n+1}(0)+c_{4} Q_{n+1} R_{n-1}(t) \leq F_{n+1}(0)+c_{4} Q_{n+1} \frac{\bar{d}_{n-1}^{2}}{b_{n-1}}
$$

hence, using the inequality for $Q_{n_{k_{0}}+m+1}$ already proved and the induction hypothesis,

$$
\begin{aligned}
\bar{d}_{n_{k_{0}}+m+1}^{2} & \leq F_{n_{k_{0}}+m+1}(0)+c_{4} Q_{n_{k_{0}+m+1}} \frac{\bar{d}_{n_{k_{0}}+m-1}^{2}}{b_{n_{k_{0}}+m-1}} \\
& \leq c \lambda^{-M(m+1)}\left(\lambda^{M\left(n_{k_{0}}+m+1\right)} F_{n_{k_{0}}+m+1}(0)+\frac{c_{4}}{\theta} c^{\prime} \lambda^{2 M+k_{0} / 4}\right) \\
& \leq c 2^{-M(m+1)},
\end{aligned}
$$

where the last inequality follows if $k_{0}$ is large enough since $\lambda^{n} F_{n}(0) \rightarrow 0$ by assumption, and by our choice of $c, c^{\prime}$ we have that $\lambda^{k_{0} / 4} c^{\prime} \rightarrow 0$ as $k_{0} \rightarrow \infty$.

## Appendix A: Local existence and uniqueness

Consider the generalized system (1-6), under the same assumptions of Theorem 1.2. Assume ${ }^{3}$ for simplicity that $m_{1}(k)=|k|^{\alpha} / g(|k|)$. Denote by $V_{m}$ the subspace of $H^{m}$ (see (2-3)) of divergence-free vector fields with mean zero. Our main theorem on local existence and uniqueness for (1-6) is as follows:

Theorem A.1. Let $m \geq 2+\frac{1}{2} d$ and $v_{0} \in V_{m}$. Then there are $T>0$ and a unique solution $v$ of (1-6) on $[0, T]$ with initial condition $v_{0}$ such that

$$
\begin{equation*}
v \in L^{\infty}\left([0, T] ; V_{m}\right) \cap \operatorname{Lip}\left([0, T] ; V_{m-\alpha}\right) \cap C\left([0, T] ; V_{m}^{\text {weak }}\right), \quad \int_{0}^{T}\left\|D_{1}^{1 / 2} v\right\|_{m}^{2} d t<\infty \tag{A-1}
\end{equation*}
$$

where $V_{m}^{\text {weak }}$ is the space $V_{m}$ with the weak topology. Moreover, $v$ is right-continuous with values in $V_{m}$ for the strong topology.

If $T_{\star}$ is the maximal time of existence of the solution starting from $v_{0}$, then either $T_{\star}=\infty$ or

$$
\underset{t \uparrow T_{\star}}{\lim \sup }\|v(t)\|_{m}=\infty
$$

The proof of the theorem is based on a proof of existence of a local unique solution for the Euler equation taken from [Majda and Bertozzi 2002, Section 3.2]. The idea is that we cannot use the $D_{1}$ operator as a replacement for the Laplacian, since in general $D_{1}$ may not have smoothing properties (indeed, it is easy to adapt the counterexample in [Barbato et al. 2014, Remark 15] to $D_{1}$ on $\mathbb{R}^{d}$ or on the $d$-dimensional torus). Likewise we do not use any smoothing properties of $D_{2}$, so that our proof includes the case $\beta=0$. The result is by no means optimal, but fits the needs of our paper.

[^2]We work on the torus $[0,2 \pi]^{d}$, although the proof, essentially unchanged, works in $\mathbb{R}^{d}$. Denote by $H$ the projection of $L^{2}\left([0,2 \pi]^{d}\right)$ onto divergence-free vector fields, and, for every $s>0$, denote by $V_{s}$ the projection of the Sobolev space $H^{s}\left([0,2 \pi]^{d}\right)$ onto divergence-free vector fields. We will denote by $\|\cdot\|_{H}$ and $\langle\cdot, \cdot\rangle_{H}$ the norm and the scalar product in $H$, and by $\|\cdot\|_{s}$ and $\langle\cdot, \cdot\rangle_{s}$ the norm and the scalar product in $V_{s}$.

We denote by $\widehat{B}\left(v_{1}, v_{2}\right)$ the (Leray) projection of the nonlinearity, namely

$$
\widehat{B}\left(v_{1}, v_{2}\right)=\Pi_{\text {Leray }}\left[\left(D_{2}^{-1} v_{1} \cdot \nabla\right) v_{2}\right] .
$$

Since $\beta \geq 0,\left\|D_{2}^{-1} v\right\|_{s} \leq\|v\|_{s}$ for every $s \in \mathbb{R}$. Hence (see for instance [Kato 1972] or [Constantin and Foiaş 1988]), for every $m \geq 1+[d / 2]$, there exists $c_{m}>0$ such that

$$
\begin{aligned}
\left\|\widehat{B}\left(v_{1}, v_{2}\right)\right\|_{m} & \leq c_{m}\left\|v_{1}\right\|_{m}\left\|v_{2}\right\|_{m+1}, \\
\left\langle\widehat{B}\left(v_{1}, v_{2}\right), v_{2}\right\rangle_{m} & \leq c_{m}\left\|v_{1}\right\|_{m}\left\|v_{2}\right\|_{m}^{2} .
\end{aligned}
$$

In the rest of the section we briefly outline the proof of Theorem A.1, following [Majda and Bertozzi 2002, Section 3.2]. The proof of the following result is a slight modification of the arguments to prove [Majda and Bertozzi 2002, Theorem 3.4].

Proposition A.2. Given an integer $m \geq 2+d / 2$, there exists a number $c_{\star}>0$ such that for every $v_{0} \in V_{m}$, if $T<c_{\star} /\left\|v_{0}\right\|_{m}$, there is a unique solution of (1-6) with initial condition $v_{0}$. Moreover, $v_{\epsilon} \rightarrow v$ in $C\left([0, T] ; V_{m^{\prime}}\right)$ for $m^{\prime}<m$ and in $C\left([0, T] ; V_{m}^{\text {weak }}\right)$, the inequalities in $(\mathrm{A}-1)$ hold for $v$, and for any $\epsilon>0$,

$$
\begin{equation*}
\sup _{[0, T]}\left\|v_{\epsilon}\right\|_{m} \leq \frac{\left\|v_{0}\right\|_{m}}{1-c_{\star} T\left\|v_{0}\right\|_{m}} \tag{A-2}
\end{equation*}
$$

Unfortunately, at this stage, we cannot prove the analog of [Majda and Bertozzi 2002, Theorem 3.5] for our $v$, namely that $v$ is continuous in time for the strong topology of $V_{m}$. The reason is that their proof uses either the reversibility of the Euler equation (which we do not have due to the presence of $D_{1}$ ), or the smoothing of the Laplace operator, which we do not have here either (as already mentioned). On the other hand, we can prove right-continuity:

Lemma A.3. The solution $v$ from Proposition A. 2 is right-continuous with values in $V_{m}$ for the strong topology, and $d v / d t$ is right-continuous with values in $V_{m-\alpha}$.

Proof. Given $t \in[0, T]$, the same computations leading to (A-2) yield

$$
\sup _{[0, t]}\|v(s)\|_{m} \leq\left\|v_{0}\right\|_{m}+\frac{c_{\star} t\left\|v_{0}\right\|_{m}^{2}}{1-c_{\star} t\left\|v_{0}\right\|_{m}}
$$

therefore $\lim \sup _{t \downarrow 0}\|v(t)\|_{m} \leq\left\|v_{0}\right\|_{m}$. On the other hand, by weak continuity, $\left\|v_{0}\right\|_{m} \leq \liminf _{t \downarrow 0}\|v(t)\|_{m}$ and $v$ is right-continuous at 0 . Uniqueness for (1-6) and the same argument applied to $t \in(0, T]$ yield right-continuity in $t$.

Nevertheless, we can still define a maximal solution and a maximal time of existence. Given $v_{0} \in V_{m}$, let $T_{\star}$ be the maximal time of existence of the solution starting from $v_{0}$, that is the supremum over all $T>0$ such that there exists a solution $v$ of (1-6) on $[0, T]$ with $v(0)=u_{0}, v$ right-continuous with values
in $V_{m}$, continuous with values in $V_{m}^{\text {weak }}$ and with $d v / d t$ right-continuous with values in $V_{m-\alpha}$. Due to uniqueness, any two such solutions coincide on the common interval of definition.
Proposition A.4. Given $v_{0} \in V_{m}$, if $T_{\star}$ is the maximal time of existence of the solution starting from $v_{0}$, then either $T_{\star}=\infty$ or

$$
\underset{t \uparrow T_{\star}}{\lim \sup }\|v(t)\|_{m}=\infty
$$

Proof. Assume by contradiction that $T_{\star}<\infty$ and that $M:=\sup _{t<T_{\star}}\|v(t)\|_{m}<\infty$. Let $T_{0}=T_{\star}-c_{\star} /(4 M)$, and start a solution with initial condition $v\left(T_{0}\right)$ at time $T_{0}$. By Proposition A. 2 there is a solution of (1-6) on a time span of length at least $c_{\star} /\left(2\left\|v\left(T_{0}\right)\right\|_{m}\right) \geq c_{\star} /(2 M)$, hence at least up to time $T_{0}+c_{\star} /(2 M)>T_{\star}$. By uniqueness, this solution is equal to $v$ up to time $T_{\star}$.

## References

[Barbato et al. 2011] D. Barbato, F. Morandin, and M. Romito, "Smooth solutions for the dyadic model", Nonlinearity 24:11 (2011), 3083-3097. MR 2012j:35322 Zbl 1228.76035
[Barbato et al. 2014] D. Barbato, F. Morandin, and M. Romito, "Global regularity for a logarithmically supercritical hyperdissipative dyadic equation", Dyn. PDE 11:1 (2014), 39-52. MR 3194049 Zbl 06323741
[Constantin and Foiaş 1988] P. Constantin and C. Foiaş, Navier-Stokes equations, University of Chicago Press, 1988. MR 90b:35190 Zbl 0687.35071
[Kato 1972] T. Kato, "Nonstationary flows of viscous and ideal fluids in $\mathbb{R}^{3 "}$, J. Funct. Anal. 9 (1972), 296-305. MR 58 \#1753 Zbl 0229.76018
[Katz and Tapay 2012] N. H. Katz and A. Tapay, "A note on the slightly supercritical Navier Stokes equations in the plane", preprint, 2012. arXiv 1206.3778
[Majda and Bertozzi 2002] A. J. Majda and A. L. Bertozzi, Vorticity and incompressible flow, Cambridge Texts in Applied Mathematics 27, Cambridge University Press, 2002. MR 2003a:76002 Zbl 0983.76001
[Olson and Titi 2007] E. Olson and E. S. Titi, "Viscosity versus vorticity stretching: global well-posedness for a family of Navier-Stokes-alpha-like models", Nonlinear Anal. 66:11 (2007), 2427-2458. MR 2008d:35173 Zbl 1110.76011
[Tao 2009] T. Tao, "Global regularity for a logarithmically supercritical hyperdissipative Navier-Stokes equation", Anal. PDE 2:3 (2009), 361-366. MR 2011b:35382 Zbl 1190.35177
[Tao 2014] T. Tao, "Finite time blowup for an averaged three-dimensional Navier-Stokes equation", preprint, 2014. arXiv 1402. 0290
[Yamazaki 2012] K. Yamazaki, "On the global regularity of generalized Leray-alpha type models", Nonlinear Anal. 75:2 (2012), 503-515. MR 2012i:35320 Zbl 1233.35064

Received 24 Jul 2014. Accepted 14 Dec 2014.
David Barbato: barbato@math.unipd.it
Dipartimento di Matematica, Università di Padova, Via Trieste 63, I-35121 Padova, Italy
Francesco Morandin: francesco.morandin@unipr.it
Dipartimento di Matematica e Informatica, Università di Parma, Parco Area delle Scienze, 53/A, I-43121 Parma, Italy
Marco Romito: romito@dm.unipi.it
Dipartimento di Matematica, Università di Pisa, Largo Bruno Pontecorvo 5, I-56127 Pisa, Italy

## Analysis \& PDE

msp.org/apde

## EDITORS

Editor-IN-Chief
Maciej Zworski
zworski@math.berkeley.edu
University of California
Berkeley, USA
BOARD OF EDITORS

| Nicolas Burq | Université Paris-Sud 11, France nicolas.burq@math.u-psud.fr | Yuval Peres | University of California, Berkeley, USA peres@stat.berkeley.edu |
| :---: | :---: | :---: | :---: |
| Sun-Yung Alice Chang | Princeton University, USA chang@math.princeton.edu | Gilles Pisier | Texas A\&M University, and Paris 6 pisier@math.tamu.edu |
| Michael Christ | University of California, Berkeley, USA mchrist@math.berkeley.edu | Tristan Rivière | ETH, Switzerland riviere@math.ethz.ch |
| Charles Fefferman | Princeton University, USA cf@math.princeton.edu | Igor Rodnianski | Princeton University, USA irod@math.princeton.edu |
| Ursula Hamenstaedt | Universität Bonn, Germany ursula@math.uni-bonn.de | Wilhelm Schlag | University of Chicago, USA schlag@math.uchicago.edu |
| Vaughan Jones | U.C. Berkeley \& Vanderbilt University vaughan.f.jones@vanderbilt.edu | Sylvia Serfaty | New York University, USA serfaty@cims.nyu.edu |
| Herbert Koch | Universität Bonn, Germany koch@math.uni-bonn.de | Yum-Tong Siu | Harvard University, USA siu@math.harvard.edu |
| Izabella Laba | University of British Columbia, Canada ilaba@math.ubc.ca | Terence Tao | University of California, Los Angeles, USA tao@math.ucla.edu |
| Gilles Lebeau | Université de Nice Sophia Antipolis, France lebeau@unice.fr | Michael E. Taylor | Univ. of North Carolina, Chapel Hill, USA met@math.unc.edu |
| László Lempert | Purdue University, USA lempert@math.purdue.edu | Gunther Uhlmann | University of Washington, USA gunther@math.washington.edu |
| Richard B. Melrose | Massachussets Institute of Technology, USA rbm@math.mit.edu | András Vasy | Stanford University, USA andras@math.stanford.edu |
| Frank Merle | Université de Cergy-Pontoise, France Dan Frank.Merle@u-cergy.fr | an Virgil Voiculescu | University of California, Berkeley, USA dvv@math.berkeley.edu |
| William Minicozzi II | Johns Hopkins University, USA minicozz@math.jhu.edu | Steven Zelditch | Northwestern University, USA zelditch@math.northwestern.edu |
| Werner Müller | Universität Bonn, Germany mueller@math.uni-bonn.de |  |  |

PRODUCTION
production@msp.org
Silvio Levy, Scientific Editor

See inside back cover or msp.org/apde for submission instructions.
The subscription price for 2014 is US $\$ 180 /$ year for the electronic version, and $\$ 355 /$ year ( $+\$ 50$, if shipping outside the US) for print and electronic. Subscriptions, requests for back issues from the last three years and changes of subscribers address should be sent to MSP.

Analysis \& PDE (ISSN 1948-206X electronic, 2157-5045 printed) at Mathematical Sciences Publishers, 798 Evans Hall \#3840, c/o University of California, Berkeley, CA 94720-3840, is published continuously online. Periodical rate postage paid at Berkeley, CA 94704, and additional mailing offices.

APDE peer review and production are managed by EditFLOW ${ }^{\circledR}$ from MSP.
PUBLISHED BY
mathematical sciences publishers nonprofit scientific publishing
http://msp.org/
© 2014 Mathematical Sciences Publishers

## ANAlySis \& PDE

## Volume $7 \quad$ No. $8 \quad 2014$

Quantized slow blow-up dynamics for the corotational energy-critical harmonic heat flow ..... 1713Pierre Raphaël and Remi Schweyer
Existence and orbital stability of the ground states with prescribed mass for the $L^{2}$-critical and 1807 supercritical NLS on bounded domains
Benedetta Noris, Hugo Tavares and Gianmaria Verzini
Boundary blow-up under Sobolev mappings ..... 1839
Aapo Kauranen and Pekka Koskela
Global gauges and global extensions in optimal spaces ..... 1851Mircea Petrache and Tristan Rivière
Concentration of small Willmore spheres in Riemannian 3-manifolds ..... 1901
Paul Laurain and Andrea Mondino
Hole probabilities of $\mathrm{SU}(m+1)$ Gaussian random polynomials ..... 1923
JUNYAN ZHU
Stochastic homogenization of viscous Hamilton-Jacobi equations and applications ..... 1969
Scott N. Armstrong and Hung V. Tran
Global regularity for a slightly supercritical hyperdissipative Navier-Stokes system ..... 2009
David Barbato, Francesco Morandin and Marco Romito


[^0]:    D. Barbato acknowledges the financial support of the research project "Stochastic Processes and Applications to Complex Systems" (CPDA123182) of the University of Padua.
    MSC2010: primary 76D03, 76D05; secondary 35Q30, 35Q35.
    Keywords: Navier-Stokes, dyadic model, global existence, slightly supercritical Navier-Stokes equations.
    ${ }^{1}$ The proof of that result is given in $\mathbb{R}^{d}$, but it can be easily extended to the periodic setting; see [Tao 2009, Remark 2.1].

[^1]:    ${ }^{2}$ They are in fact almost orthogonal, in the sense that $\left\langle P_{n}, P_{m}\right\rangle_{L^{2}}=0$ whenever $|m-n| \geq 2$.

[^2]:    ${ }^{3}$ Existence and uniqueness can be proved also in the general case $m_{1}(k) \geq|k|^{\alpha} g(|k|)^{-1}$. A simple assumption that keeps our proof almost unchanged is a control from above, say $m(k) \leq|k|^{\beta}$ for some $\beta \geq \alpha$.

