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# HÖLDER CONTINUITY AND BOUNDS FOR FUNDAMENTAL SOLUTIONS TO NONDIVERGENCE FORM PARABOLIC EQUATIONS 

Seilchiro Kusuoka


#### Abstract

We consider nondegenerate second-order parabolic partial differential equations in nondivergence form with bounded measurable coefficients (not necessary continuous). Under certain assumptions weaker than the Hölder continuity of the coefficients, we obtain Gaussian bounds and Hölder continuity of the fundamental solution with respect to the initial point. Our proofs employ pinned diffusion processes for the probabilistic representation of fundamental solutions and the coupling method.


## 1. Introduction and main result

Let $a(t, x)=\left(a_{i j}(t, x)\right)$ be a symmetric $d \times d$-matrix-valued bounded measurable function on $[0, \infty) \times \mathbb{R}^{d}$ which is uniformly positive-definite, i.e.,

$$
\begin{equation*}
\Lambda^{-1} I \leq a(t, x) \leq \Lambda I \tag{1-1}
\end{equation*}
$$

where $\Lambda$ is a positive constant and $I$ is the unit matrix. Let $b(t, x)=\left(b_{i}(t, x)\right)$ be an $\mathbb{R}^{d}$-valued bounded measurable function on $[0, \infty) \times \mathbb{R}^{d}$ and $c(t, x)$ a bounded measurable function on $[0, \infty) \times \mathbb{R}^{d}$. Consider the parabolic partial differential equation

$$
\left\{\begin{align*}
\frac{\partial}{\partial t} u(t, x) & =\frac{1}{2} \sum_{i, j=1}^{d} a_{i j}(t, x) \frac{\partial^{2}}{\partial x_{i} \partial x_{j}} u(t, x)+\sum_{i=1}^{d} b_{i}(t, x) \frac{\partial}{\partial x_{i}} u(t, x)+c(t, x) u(t, x)  \tag{1-2}\\
u(0, x) & =f(x)
\end{align*}\right.
$$

Generally, (1-2) does not have a unique solution. We will assume the continuity of $a$ in spatial components uniformly in $t$, and this implies the uniqueness of the weak solution; see [Stroock and Varadhan 1979]. In the present paper, we always consider cases where the uniqueness of the weak solution holds. Set

$$
L_{t} f(x):=\frac{1}{2} \sum_{i, j=1}^{d} a_{i j}(t, x) \frac{\partial^{2}}{\partial x_{i} \partial x_{j}} f(x)+\sum_{i=1}^{d} b_{i}(t, x) \frac{\partial}{\partial x_{i}} f(x)+c(t, x) f(x), \quad f \in C_{b}^{2}\left(\mathbb{R}^{d}\right)
$$

and denote the fundamental solution to (1-2) by $p(s, x ; t, y)$, i.e., $p(s, x ; t, y)$ is a measurable function defined for $s, t \in[0, \infty)$ such that $s<t$ and $x, y \in \mathbb{R}^{d}$ which satisfies
$\frac{\partial}{\partial t} \int_{\mathbb{R}^{d}} f(y) p(s, \cdot ; t, y) d y=L_{t}\left(\int_{\mathbb{R}^{d}} f(y) p(s, \cdot ; t, y) d y\right) \quad$ and $\quad \lim _{r \downarrow s} \int_{\mathbb{R}^{d}} f(y) p(s, \cdot ; r, y) d y=f$

[^0]Keywords: parabolic partial differential equation, diffusion, fundamental solution, Hölder continuity, Gaussian estimate, stochastic differential equation, coupling method.
for $s, t \in[0, \infty)$ such that $s<t$ and a continuous function $f$ with a compact support. In the present paper, we consider the existence and the regularity of $p(0, x ; t, y)$.

The problem of regularity of the fundamental solutions to parabolic partial differential equations with bounded measurable coefficients has a long history. Parabolic equations in divergence form has been investigated more thoroughly than that those in nondivergence form, because the variational method is applicable to them. The Hölder continuity of the fundamental solution to $\partial_{t} u=\nabla \cdot a \nabla u$ for a matrix-valued bounded measurable function $a$ with ellipticity condition $\Lambda^{-1} I \leq a \leq \Lambda I$ was originally obtained by De Giorgi [1957] and Nash [1958] independently. Precisely speaking, in their results the $\alpha$-Hölder continuity of the fundamental solution, with some positive number $\alpha \in(0,1]$, is obtained. The index $\alpha$ depends on many constants appearing in the Harnack inequality and so on. These results have been extended to the case of the more general equations $\partial_{t} u=\nabla \cdot a \nabla u+b \cdot \nabla u-c u$, where $b, c$ are bounded measurable; see [Aronson 1967; Stroock 1988]. The case for unbounded coefficients is also studied; see, for example, [Metafune et al. 2009; Porper and Eidelman 1984; 1992]. An analogy to the case of a type of nonlocal generators (the associated stochastic processes are called stable-like processes) is given by Chen and Kumagai [2003]. In the results above, the index of the Hölder continuity of the fundamental solution depends on many constants appearing in the estimates, and it is difficult to calculate its exact value. Moreover, it is difficult to obtain even a lower bound for the index.

The fundamental solutions to parabolic equations in nondivergence form with low-regular coefficients have been studied mainly in the case of Hölder-continuous coefficients. One of the most powerful tools for the problem is the parametrix method, and it yields the existence, uniqueness and Hölder continuity of the fundamental solution; see [Friedman 1964; Ladyženskaja et al. 1967; Porper and Eidelman 1984, Chapter I]. Furthermore, an a priori estimate (the so-called Schauder estimate) is known for the solutions, and twice-continuous differentiability in $x$ of the fundamental solution $p(s, x ; t, y)$ to (1-2) is obtained; see, for example, [Ladyženskaja et al. 1967; Krylov 1996; Bogachev et al. 2009; Bogachev et al. 2005]. We remark that all the coefficients $a, b, c$ need to be Hölder-continuous to apply the Schauder estimate. Even in the case that $a$ is the unit matrix and $b$ is not continuous, we cannot expect the continuous differentiability of the fundamental solution; see [Karatzas and Shreve 1991, Remark 5.2, Chapter 6].

In the present paper, we consider the Gaussian estimate and the lower bound of the index for the Hölder continuity in $x$ of the fundamental solution $p(s, x ; t, y)$ to (1-2) by a probabilistic approach.

Now we fix some assumptions. Let $B(x, R)$ be the open ball in $\mathbb{R}^{d}$ centered at $x$ with radius $R$ for $x \in \mathbb{R}^{d}$ and $R>0$. We assume that

$$
\begin{equation*}
\sum_{i, j=1}^{d} \sup _{t \in[0, \infty)} \int_{\mathbb{R}^{d}}\left|\frac{\partial}{\partial x_{j}} a_{i j}(s, x)\right|^{\theta} e^{-m|x|} d x \leq M \tag{1-3}
\end{equation*}
$$

where the derivatives are in the weak sense, $\theta$ is a constant in $[d, \infty) \cap(2, \infty)$, and $m$ and $M$ are nonnegative constants. We also assume the continuity of $a$ in spatial component uniformly in $t$, i.e., for any $R>0$ there exists a continuous and nondecreasing function $\rho_{R}$ on $[0, \infty)$ such that $\rho_{R}(0)=0$ and

$$
\begin{equation*}
\sup \sup _{i j}\left|a_{i j}(t, x)-a_{i j}(t, y)\right| \leq \rho_{R}(|x-y|), \quad x, y \in B(0 ; R) \tag{1-4}
\end{equation*}
$$

We remark that under the assumptions (1-1) and (1-4), the equation (1-2) under consideration is wellposed (see [Stroock and Varadhan 1979, Chapter 7]), and for fixed $s \in[0, \infty$ ) the fundamental solution $p(s, \cdot ; t, \cdot)$ exists for almost all $t \in(s, \infty)$ (see [Stroock and Varadhan 1979, Theorem 9.1.9]). However, the fundamental solution does not always exist for all $t \in(s, \infty)$ under assumptions (1-1) and (1-4); see [Fabes and Kenig 1981]. We remark that under assumptions (1-1), (1-3) and (1-4), neither existence of the fundamental solutions nor examples where the fundamental solution does not exist are known. In the case that $a$ does not depend on the time $t$, the fundamental solution exists for all $t$; see [Stroock and Varadhan 1979, Theorem 9.2.6]. We also remark that (1-3) and (1-4) do not imply the local Hölder continuity of $a$ in the spatial component.

Let $p^{X}(s, x ; t, y)$ be the fundamental solution to the parabolic equation

$$
\frac{\partial}{\partial t} u(t, x)=\frac{1}{2} \sum_{i, j=1}^{d} a_{i j}(t, x) \frac{\partial^{2}}{\partial x_{i} \partial x_{j}} u(t, x)
$$

and let

$$
\begin{equation*}
L_{t}^{X}=\frac{1}{2} \sum_{i, j=1}^{d} a_{i j}(t, x) \frac{\partial^{2}}{\partial x_{i} \partial x_{j}} \tag{1-5}
\end{equation*}
$$

Suppose that $\left\{a^{(n)}(t, x)\right\}$ is a sequence of symmetric $d \times d$-matrix-valued functions with components in $C_{b}^{\infty}\left([0, \infty) \times \mathbb{R}^{d}\right)$ such that $a^{(n)}(t, x)$ converges to $a(t, x)$ for each $(t, x) \in[0, \infty) \times \mathbb{R}^{d}$. We also assume that (1-1), (1-3) and (1-4) hold for $a^{(n)}$ instead of $a$, with the same constants $m, M, \theta, R$ and $\Lambda$, and the same function $\rho_{R}$. Denote the fundamental solution to the parabolic equation associated with the generator

$$
\frac{1}{2} \sum_{i, j=1}^{d} a_{i j}^{(n)}(t, x) \frac{\partial^{2}}{\partial x_{i} \partial x_{j}}
$$

by $p^{X,(n)}$. We assume the uniform Gaussian estimates for the fundamental solutions to $p^{X,(n)}$, i.e., there exist positive constants $\gamma_{\mathrm{G}}^{-}, \gamma_{\mathrm{G}}^{+}, C_{\mathrm{G}}^{-}$and $C_{\mathrm{G}}^{+}$such that

$$
\begin{equation*}
\frac{C_{\mathrm{G}}^{-}}{(t-s)^{d / 2}} \exp \left(-\frac{\gamma_{\mathrm{G}}^{-}|x-y|^{2}}{t-s}\right) \leq p^{X,(n)}(s, x ; t, y) \leq \frac{C_{\mathrm{G}}^{+}}{(t-s)^{d / 2}} \exp \left(-\frac{\gamma_{\mathrm{G}}^{+}|x-y|^{2}}{t-s}\right) \tag{1-6}
\end{equation*}
$$

for $s, t \in[0, \infty)$ such that $s<t, x, y \in \mathbb{R}^{d}$, and $n \in \mathbb{N}$. The Gaussian estimates for the fundamental solutions to parabolic equations in divergence form have been well investigated; see [Aronson 1967; Karrmann 2001; Porper and Eidelman 1984; 1992]. However, there are not many known results in the case of nondivergence form. A sufficient condition for the Gaussian estimate is obtained in [Porper and Eidelman 1992, Theorem 19] by means of Dini's continuity condition. The result includes the case of Hölder-continuous coefficients. We remark that two-sided estimates similar to the Gaussian estimates for the equations with general coefficients are obtained in [Escauriaza 2000].

Now we state the main theorem of this paper:

Theorem 1.1. Assume (1-1), (1-3), (1-4) and (1-6). Then, there exist constants $C_{1}, C_{2}, \gamma_{1}$ and $\gamma_{2}$ depending on $d, \gamma_{\mathrm{G}}^{-}, \gamma_{\mathrm{G}}^{+}, C_{\mathrm{G}}^{-}, C_{\mathrm{G}}^{+}, m, M, \theta, \Lambda,\|b\|_{\infty}$ and $\|c\|_{\infty}$ such that

$$
\frac{C_{1} e^{-C_{1}(t-s)}}{(t-s)^{d / 2}} \exp \left(-\frac{\gamma_{1}|x-y|^{2}}{t-s}\right) \leq p(s, x ; t, y) \leq \frac{C_{2} e^{C_{2}(t-s)}}{(t-s)^{d / 2}} \exp \left(-\frac{\gamma_{2}|x-y|^{2}}{t-s}\right)
$$

for $s, t \in[0, \infty)$ such that $s<t$ and $x, y \in \mathbb{R}^{d}$. Moreover, for any $R>0$ and sufficiently small $\varepsilon>0$, there exists a constant $C$ depending on $d, \varepsilon, \gamma_{\mathrm{G}}^{-}, \gamma_{\mathrm{G}}^{+}, C_{\mathrm{G}}^{-}, C_{\mathrm{G}}^{+}, m, M, \theta, R, \rho_{R}, \Lambda,\|b\|_{\infty}$ and $\|c\|_{\infty}$ such that

$$
|p(0, x ; t, y)-p(0, z ; t, y)| \leq C t^{-d / 2-1} e^{C t}|x-z|^{1-\varepsilon}
$$

for $t \in(0, \infty), x, z \in B(0 ; R / 2)$ and $y \in \mathbb{R}^{d}$.
The first assertion of Theorem 1.1 is the Gaussian estimate for $p$. The advantage of the result is obtaining the Gaussian estimate of the fundamental solution to the parabolic equation in nondivergence form without the continuity of $b$ and $c$. Such a result seems difficult to obtain via the parametrix method. The second assertion of Theorem 1.1 implies that $p(0, x ; t, y)$ is $(1-\varepsilon)$-Hölder continuous in $x$, and this is a clear lower bound for the continuity. The approach in this paper is mainly probabilistic. The key method to prove Theorem 1.1 is the coupling method introduced by Lindvall and Rogers [1986]. This method enables us to discuss the Hölder continuity of $p(0, x ; t, y)$ in $x$ from the oscillation of the diffusion processes without regularity of the coefficients.

If $a$ is uniformly continuous in the spatial component, our proof below follows without restriction on $x, z$, and the following corollary holds:

Corollary 1.2. Assume (1-1), (1-3), (1-6) and that there exists a continuous and nondecreasing function $\rho$ on $[0, \infty)$ such that $\rho(0)=0$ and

$$
\sup _{t \in[0, \infty)} \sup _{i, j}\left|a_{i j}(t, x)-a_{i j}(t, y)\right| \leq \rho(|x-y|), \quad x, y \in \mathbb{R}^{d} .
$$

Then, for sufficiently small $\varepsilon>0$, there exists a constant $C$ such that

$$
|p(0, x ; t, y)-p(0, z ; s, y)| \leq C t^{-d / 2-1} e^{C t}|x-z|^{1-\varepsilon}
$$

for $t \in(0, \infty)$ and $x, y, z \in \mathbb{R}^{d}$.
The assumption (1-6) may seem strict. However, as mentioned above, Theorem 19 of [Porper and Eidelman 1992] gives a Gaussian estimate for the parabolic equations with coefficients which satisfy a version of Dini's continuity condition. From this sufficient condition and Theorem 1.1, we have the following corollary:

Corollary 1.3. Assume (1-1), (1-3), and that there exists a continuous and nondecreasing function $\rho$ on $[0, \infty)$ such that $\rho(0)=0$,

$$
\begin{equation*}
\int_{0}^{1} \frac{1}{r_{2}}\left(\int_{0}^{r_{2}} \frac{\rho\left(r_{1}\right)}{r_{1}} d r_{1}\right) d r_{2}<\infty \text { and } \sup _{t \in[0, \infty)} \sup _{i, j}\left|a_{i j}(t, x)-a_{i j}(t, y)\right| \leq \rho(|x-y|), \quad x, y \in \mathbb{R}^{d} \tag{1-7}
\end{equation*}
$$

Then, for sufficiently small $\varepsilon>0$, there exists a constant $C$ such that

$$
|p(0, x ; t, y)-p(0, z ; s, y)| \leq C t^{-d / 2-1} e^{C t}|x-z|^{1-\varepsilon}
$$

for $t \in(0, \infty)$ and $x, y, z \in \mathbb{R}^{d}$.
We remark that, for $\alpha \in(0,1]$ and a positive constant $C, \rho(r)=C r^{\alpha}$ satisfies (1-7). Furthermore, $\rho(r)=C \min \left\{1,(-\log r)^{-\alpha}\right\}$ satisfies (1-7) for $\alpha \in(2, \infty)$. We also remark that continuity of $b$ and $c$ are not assumed in Corollary 1.3.

The organization of the paper is as follows:
In Section 2, we prepare the probabilistic representation of the fundamental solution to (1-2). It should be remarked that we consider the case where $a$ is smooth in Sections 2-4, and the general case is considered only in Section 5. The representation enable us to consider the Hölder continuity of the fundamental solution by a probabilistic way, and actually in Section 4 we prove the constant appearing in the Hölder continuity of $p(0, x ; t, y)$ in $x$ depends only on the suitable constants. The representation is obtained by the Feynman-Kac formula and the Girsanov transformation, and in the end of this section $p(s, x ; t, y)$ is represented by the functional of the pinned diffusion process.

In Section 3, we prepare some estimates. The goal of this section is Lemma 3.5, which concerns the integrability of a functional of the pinned diffusion process. Generally speaking, it is much harder to see the integrability with respect to conditional probability measures than with respect to the original probability measure. In our case, conditioning generates a singularity, and this fact makes the estimate difficult. To overcome the difficulty, we begin with Lemma 3.1, which is an estimate of the derivative of $p(s, x ; t, y)$. The proof of this lemma is analytic, and (1-3) is assumed for the lemma. In this section, we also have the Gaussian estimate for $p(s, x ; t, y)$.

In Section 4, we prove that the constant appearing in the $(1-\varepsilon)$-Hölder continuity of $p(0, x ; t, y)$ in $x$ depends only on the suitable constants. This section is the main part of our argument. To show this, we apply the coupling method to diffusion processes. By virtue of the coupling method, the continuity problem of the fundamental solution is reduced to the problem of the local behavior of the pinned diffusion processes. To see the local behavior, (1-4) is needed. Finally, by showing an estimate of the coupling time, we obtain the $(1-\varepsilon)$-Hölder continuity of $p(0, x ; t, y)$ in $x$ and the suitable dependence of the constant appearing in the Hölder continuity.

In Section 5, we consider the case of general $a$ and prove Theorem 1.1. Our approach is just smoothly approximating $a$ and using the result obtained in Section 4.

Throughout this paper, we denote the inner product in the Euclidean space $\mathbb{R}^{d}$ by $\langle\cdot, \cdot\rangle$, and all random variables are considered on a probability space $(\Omega, \mathscr{F}, P)$. We denote the expectation of random variables by $E[\cdot]$ and the expectation on the event $A \in \mathscr{F}$ (i.e., $\int_{A} \cdot d P$ ) by $E[\cdot ; A]$. We denote the smooth functions with bounded derivatives on $S$ by $C_{b}^{\infty}(S)$ and the smooth functions on $S$ with compact support by $C_{0}^{\infty}(S)$.

## 2. Probabilistic representation of the fundamental solution

In this section, we assume that $a_{i j}(t, x) \in C_{b}^{0, \infty}\left([0, \infty) \times \mathbb{R}^{d}\right)$. Define a $d \times d$-matrix-valued function $\sigma(t, x)$ as the square root of $a(t, x)$. Then, (1-1) implies that $\sigma_{i j}(t, x) \in C_{b}^{0, \infty}\left([0, \infty) \times \mathbb{R}^{d}\right), a(t, x)=$
$\sigma(t, x) \sigma(t, x)^{T}$ and

$$
\begin{equation*}
\sup _{t \in[0, \infty)} \sup _{i, j}\left|\sigma_{i j}(t, x)-\sigma_{i j}(t, y)\right| \leq C \rho_{R}(|x-y|), \quad x, y \in B(0 ; R) \tag{2-1}
\end{equation*}
$$

where $C$ is a constant depending on $\Lambda$. Note that (1-1) implies that

$$
\begin{equation*}
\Lambda^{-1 / 2} I \leq \sigma(t, x) \leq \Lambda^{1 / 2} I \tag{2-2}
\end{equation*}
$$

Consider the stochastic differential equation:

$$
\left\{\begin{align*}
d X_{t}^{x} & =\sigma\left(t, X_{t}^{x}\right) d B_{t}  \tag{2-3}\\
X_{0}^{x} & =x
\end{align*}\right.
$$

Lipschitz continuity of $\sigma$ implies the existence of a solution and its pathwise uniqueness. Let $\left(\mathscr{F}_{t}\right)$ be the $\sigma$-field generated by ( $B_{s}: s \in[0, t]$ ). Then, pathwise uniqueness implies that the solution $X_{t}^{x}$ is $\mathscr{F}_{t}$-measurable. All stopping times appearing in this paper are associated with $\left(\mathscr{F}_{t}\right)$. We remark that the generator of $\left(X_{t}^{x}\right)$ is given by (1-5), and therefore the transition probability density of ( $X_{t}^{x}$ ) coincides with the fundamental solution $p^{X}$ of the parabolic equation generated by $\left(L_{t}^{X}\right)$. The smoothness of $\sigma$ implies the smoothness of $p^{X}(s, x ; t, y)$ on $(0, \infty) \times \mathbb{R}^{d} \times(0, \infty) \times \mathbb{R}^{d}$; see, for example, [Kusuoka and Stroock 1985] for the probabilistic proof and [Lax and Milgram 1954] for the analytic proof.

There is a relation between the fundamental solution and the generator, as follows. Since $p^{X}$ is smooth, by the definition of $p^{X}$ we have

$$
\begin{equation*}
\frac{\partial}{\partial t} p^{X}(s, x ; t, y)=\left[L_{t}^{X} p^{X}(s, \cdot ; t, y)\right](x) \tag{2-4}
\end{equation*}
$$

for $s, t \in[0, \infty)$ such that $s<t$ and $x, y \in \mathbb{R}^{d}$. Let $\left(L_{t}^{X}\right)^{*}$ be the dual operator of $L_{t}^{X}$ on $L^{2}\left(\mathbb{R}^{d}\right)$. Define $T_{s, t}^{X}$ and $\left(T_{s, t}^{X}\right)^{*}$ as the semigroups generated by $L_{t}^{X}$ and $\left(L_{t}^{X}\right)^{*}$, respectively. Since

$$
\int_{\mathbb{R}^{d}} \phi(x)\left(T_{s, t}^{X} \psi\right)(x) d x=\int_{\mathbb{R}^{d}} \psi(x)\left[\left(T_{s, t}^{X}\right)^{*} \phi\right](x) d x
$$

we have

$$
\int_{\mathbb{R}^{d}} \phi(x)\left(\int_{\mathbb{R}^{d}} \psi(y) p^{X}(s, x ; t, y) d y\right) d x=\int_{\mathbb{R}^{d}} \psi(x)\left(\int_{\mathbb{R}^{d}} \phi(y)\left(p^{X}\right)^{*}(s, x ; t, y) d y\right) d x
$$

where $\left(p^{X}\right)^{*}(s, x ; t, y)$ is the fundamental solution associated with $\left(L_{t}^{X}\right)^{*}$. Hence, it holds that

$$
p^{X}(s, x ; t, y)=\left(p^{X}\right)^{*}(s, y ; t, x)
$$

for $s, t \in(0, \infty)$ such that $s<t$ and $x, y \in \mathbb{R}^{d}$. Differentiating both sides of this equation with respect to $t$, we obtain

$$
\begin{equation*}
\left[L_{t}^{X} p^{X}(s, \cdot ; t, y)\right](x)=\left[\left(L_{t}^{X}\right)^{*}\left(p^{X}\right)^{*}(s, \cdot ; t, x)\right](y)=\left[\left(L_{t}^{X}\right)^{*} p^{X}(s, x ; t, \cdot)\right](y) \tag{2-5}
\end{equation*}
$$

for $s, t \in[0, \infty)$ such that $s<t$, and $x, y \in \mathbb{R}^{d}$. By the Chapman-Kolmogorov equation, we have, for $s, t, u \in[0, \infty)$ such that $u<s<t$ and $x, y \in \mathbb{R}^{d}$, that

$$
p^{X}(u, x ; t, y)=\int_{\mathbb{R}^{d}} p^{X}(u, x ; s, \xi) p^{X}(s, \xi ; t, y) d \xi
$$

Differentiating both sides of this equation with respect to $s$, we have

$$
0=\int_{\mathbb{R}^{d}}\left(\frac{\partial}{\partial s} p^{X}(u, x ; s, \xi)\right) p^{X}(s, \xi ; t, y) d \xi+\int_{\mathbb{R}^{d}} p^{X}(u, x ; s, \xi)\left(\frac{\partial}{\partial s} p^{X}(s, \xi ; t, y)\right) d \xi
$$

for $s, u \in[0, \infty)$ such that $u<s$ and $x, y \in \mathbb{R}^{d}$. Since (2-4) and (2-5) imply that

$$
\frac{\partial}{\partial s} p^{X}(u, x ; s, \xi)=\left[L_{s}^{X} p^{X}(u, \cdot ; s, \xi)\right](x)=\left[\left(L_{s}^{X}\right)^{*} p^{X}(u, x ; s, \cdot)\right](\xi)
$$

we have, for $s, t, u \in[0, \infty)$ such that $u<s<t$ and $x, y \in \mathbb{R}^{d}$, that

$$
\begin{aligned}
\int_{\mathbb{R}^{d}} p^{X}(u, x ; s, \xi)\left(\frac{\partial}{\partial s} p^{X}(s, \xi ; t, y)\right) d \xi & =-\int_{\mathbb{R}^{d}}\left[\left(L_{s}^{X}\right)^{*} p^{X}(u, x ; s, \cdot)\right](\xi) p^{X}(s, \xi ; t, y) d \xi \\
& =-\int_{\mathbb{R}^{d}} p^{X}(u, x ; s, \xi)\left[L_{s}^{X} p^{X}(s, \cdot ; t, y)\right](\xi) d \xi
\end{aligned}
$$

Noting that $p^{X}(u, x ; s, \xi)$ converges to $\delta_{x}(\xi)$ as $u \uparrow s$ in the sense of Schwartz distributions, we obtain

$$
\begin{equation*}
\frac{\partial}{\partial s} p^{X}(s, x ; t, y)=-\left[L_{s}^{X} p^{X}(s, \cdot ; t, y)\right](x) \tag{2-6}
\end{equation*}
$$

for $s, t \in(0, \infty)$ such that $s<t$ and $x, y \in \mathbb{R}^{d}$.
Next we study the probabilistic representation of $p(s, x ; t, y)$ by $p^{X}(s, x ; t, y)$. By the Feynman-Kac formula (see, for example, [Revuz and Yor 1999, Proposition 3.10, Chapter VIII]) and the Girsanov transformation (see, for example, [Ikeda and Watanabe 1989, Theorem 4.2, Chapter IV]), we have the following representation of $u(t, x)$ by $X_{t}^{x}$ :

$$
\begin{equation*}
u(t, x)=E\left[f\left(X_{t}^{x}\right) \exp \left(\int_{0}^{t}\left\langle b_{\sigma}\left(s, X_{s}^{x}\right), d B_{s}\right\rangle-\frac{1}{2} \int_{0}^{t}\left|b_{\sigma}\left(s, X_{s}^{x}\right)\right|^{2} d s+\int_{0}^{t} c\left(s, X_{s}^{x}\right) d s\right)\right] \tag{2-7}
\end{equation*}
$$

where $b_{\sigma}(t, x):=\sigma(t, x)^{-1} b(t, x)$. For $s \leq t$ and $x \in \mathbb{R}^{d}$, let

$$
\mathscr{E}\left(s, t ; X^{x}\right):=\exp \left(\int_{s}^{t}\left\langle b_{\sigma}\left(u, X_{u}^{x}\right), d B_{u}\right\rangle-\frac{1}{2} \int_{s}^{t}\left|b_{\sigma}\left(u, X_{u}^{x}\right)\right|^{2} d u+\int_{s}^{t} c\left(u, X_{u}^{x}\right) d u\right)
$$

Then, by the definition of the fundamental solution and (2-7), we obtain the probabilistic representation of the fundamental solution:

$$
\begin{equation*}
p(0, x ; t, y)=p^{X}(0, x ; t, y) E^{X_{t}^{x}=y}\left[\mathscr{C}\left(0, t ; X^{x}\right)\right] \tag{2-8}
\end{equation*}
$$

where $P^{X_{t}^{x}=y}$ is the conditional probability measure of $P$ on $X_{t}^{x}=y$ and $E^{X_{t}^{x}=y}[\cdot]$ is the expectation with respect to $P^{X_{t}^{x}=y}$. Hence, to see the regularity of $p(0, x ; t, y)$ in $x$, it is sufficient to see the regularity of the function $x \mapsto p^{X}(0, x ; t, y) E^{X_{t}^{x}=y}\left[\mathscr{E}\left(0, t ; X^{x}\right)\right]$. We prove Theorem 1.1 by studying the regularity of this function. The definition of $\mathscr{E}$ implies that

$$
\begin{equation*}
\mathscr{E}\left(0, t ; X^{x}\right)-\mathscr{E}\left(\tau \wedge t, t ; X^{x}\right)=\mathscr{E}\left(\tau \wedge t, t ; X^{x}\right)\left(\mathscr{C}\left(0, \tau \wedge t ; X^{x}\right)-1\right) \tag{2-9}
\end{equation*}
$$

for any stopping time $\tau$ and $t \in[0, \infty)$, and by Itō's formula we have

$$
\begin{equation*}
\mathscr{E}\left(s, t ; X^{x}\right)-1=\int_{s}^{t} \mathscr{E}\left(s, u ; X^{x}\right)\left\langle b_{\sigma}\left(u, X_{u}^{x}\right), d B_{u}\right\rangle+\int_{s}^{t} \mathscr{E}\left(s, u ; X^{x}\right) c\left(u, X_{u}^{x}\right) d u \tag{2-10}
\end{equation*}
$$

for $s, t \in[0, \infty)$ such that $s \leq t$. We use these equations in the proof.
Now we consider the diffusion process $X^{x}$ pinned at $y$ at time $t$. Let $s, t \in[0, \infty)$ such that $s<t$, $x, y \in \mathbb{R}^{d}$ and $\varepsilon>0$. By the Markov property of $X$, we have for $A \in \mathscr{F}_{s}$ that

$$
P\left(A \cap\left\{X_{t}^{x} \in B(y ; \varepsilon)\right\}_{B(y ; \varepsilon)}\left(\int_{\mathbb{R}^{d}} p^{X}\left(s, \xi ; t, \xi^{\prime}\right) P\left(A \cap\left\{X_{s}^{x} \in d \xi\right\}\right)\right) d \xi^{\prime}\right.
$$

Hence, we obtain

$$
\begin{equation*}
P^{X_{t}^{x}=y}(A)=\frac{1}{p^{X}(0, x ; t, y)} \int_{\mathbb{R}^{d}} p^{X}(s, \xi ; t, y) P\left(A \cap\left\{X_{s}^{x} \in d \xi\right\}\right) \tag{2-11}
\end{equation*}
$$

for $s, t \in(0, \infty)$ such that $s<t, A \in \mathscr{F}_{s}$ and $x, y \in \mathbb{R}^{d}$. This formula enables us to see the generator of the pinned diffusion process. By Itō's formula, (2-6) and (2-11) we have, for $f \in C_{b}^{2}\left(\mathbb{R}^{d}\right), s, t \in[0, \infty)$ such that $s<t$ and $x, y \in \mathbb{R}^{d}$,

$$
\begin{aligned}
& p^{X}(0, x ; t, y) E^{X_{t}^{x}=y}\left[f\left(X_{s}^{x}\right)\right]-p^{X}(0, x ; t, y) f(x) \\
& =E\left[f\left(X_{s}^{x}\right) p^{X}\left(s, X_{s}^{x} ; t, y\right)\right]-E\left[f\left(X_{0}^{x}\right) p^{X}\left(0, X_{0}^{x} ; t, y\right)\right] \\
& =E\left[\int_{0}^{s}\left(L_{u}^{X} f\right)\left(X_{u}^{x}\right) p^{X}\left(u, X_{u}^{x} ; t, y\right) u\right]+E\left[\left.\int_{0}^{s} f\left(X_{u}^{x}\right)\left(\frac{\partial}{\partial u} p^{X}(u, \xi ; t, y)\right)\right|_{\xi=X_{u}^{x}} d u\right] \\
& +E\left[\int_{0}^{s} f\left(X_{u}^{x}\right)\left(L_{u}^{X} p^{X}(u, \cdot ; t, y)\right)\left(X_{u}^{x}\right) d u\right] \\
& +\frac{1}{2} E\left[\int_{0}^{s}\left\langle\sigma\left(u, X_{u}^{x}\right)^{T} \nabla f\left(X_{u}^{x}\right), \sigma\left(u, X_{u}^{x}\right)^{T}\left(\nabla p^{X}(u, \cdot ; t, y)\right)\left(X_{u}^{x}\right)\right\rangle d u\right] \\
& =p^{X}(0, x ; t, y) \int_{0}^{s} E^{X_{t}^{x}=y}\left[\left(L_{u}^{X} f\right)\left(X_{u}^{x}\right)\right] d u \\
& +\frac{1}{2} p^{X}(0, x ; t, y) \int_{0}^{s} E^{X_{t}^{x}=y}\left[\left\langle\nabla f\left(X_{u}^{x}\right), a\left(u, X_{u}^{x}\right) \frac{\left(\nabla p^{X}(u, \cdot ; t, y)\right)\left(X_{u}^{x}\right)}{p^{X}\left(u, X_{u}^{x} ; t, y\right)}\right\rangle\right] d u .
\end{aligned}
$$

Hence, the generator of $X$ pinned at $y$ at time $t$ is

$$
\frac{1}{2} \sum_{i, j=1}^{d} a_{i j}(s, x) \frac{\partial^{2}}{\partial x_{i} \partial x_{j}}+\left\langle\frac{1}{2} a(s, x) \frac{\nabla p^{X}(s, \cdot ; t, y)(x)}{p^{X}(s, x ; t, y)}, \nabla\right\rangle
$$

for $s \in[0, t)$ and $x \in \mathbb{R}^{d}$. Of course, pinned Brownian motion is an example of pinned diffusion processes; see [Ikeda and Watanabe 1989, Example 8.5, Chapter IV].

## 3. Estimates

In this section we prepare some estimates for the proof of the main theorem. Assume that $a$ is smooth and fix notation as in Section 2.

Lemma 3.1. Let $t \in(0, \infty)$ and $\phi$ be a nonnegative continuous function on $(0, t) \times \mathbb{R}^{d}$ such that $\phi(\cdot, x) \in W_{\mathrm{loc}}^{1,1}((0, t), d s)$ for $x \in \mathbb{R}^{d}$ and $\phi(s, \cdot) \in W_{\mathrm{loc}}^{1,2}\left(\mathbb{R}^{d}, d x\right)$ for $s \in(0, t)$. Then, for $s_{1}, s_{2} \in(0, t)$ such that $s_{1} \leq s_{2}$,

$$
\begin{aligned}
& \int_{s_{1}}^{s_{2}} \int_{\mathbb{R}^{d}} \frac{\left\langle a(u, \xi) \nabla_{\xi} p^{X}(u, \xi ; t, y), \nabla_{\xi} p^{X}(u, \xi ; t, y)\right\rangle}{p^{X}(u, \xi ; t, y)^{2}} \phi(u, \xi) d \xi d u \\
& \leq C\left(1+\left|\log \left(t-s_{1}\right)\right|\right) \int_{\mathbb{R}^{d}} \phi\left(s_{1}, \xi\right) d \xi+C\left(t-s_{1}\right)^{-1} \int_{\mathbb{R}^{d}}|y-\xi|^{2} \phi\left(s_{1}, \xi\right) d \xi \\
& \quad+C\left(1+\left|\log \left(t-s_{2}\right)\right|\right) \int_{\mathbb{R}^{d}} \phi\left(s_{2}, \xi\right) d \xi+C\left(t-s_{2}\right)^{-1} \int_{\mathbb{R}^{d}}|y-\xi|^{2} \phi\left(s_{2}, \xi\right) d \xi+C \int_{s_{1}}^{s_{2}} \int_{\mathbb{R}^{d}} \phi(u, \xi) d \xi d u \\
& \quad+C \int_{s_{1}}^{s_{2}} \int_{\operatorname{supp} \phi} \frac{\left|\nabla_{\xi} \phi(u, \xi)\right|^{2}}{\phi(u, \xi)} d \xi d u+C \int_{s_{1}}^{s_{2}}(1+|\log (t-u)|) \int_{\mathbb{R}^{d}}\left|\frac{\partial}{\partial u} \phi(u, \xi)\right| d \xi d u \\
& \quad+C \int_{s_{1}}^{s_{2}}(t-u)^{-1} \int_{\mathbb{R}^{d}}|y-\xi|^{2}\left|\frac{\partial}{\partial u} \phi(u, \xi)\right| d \xi d u+C \sum_{i, j=1}^{d} \int_{0}^{t} \int_{\mathbb{R}^{d}}\left|\frac{\partial}{\partial \xi_{j}} a_{i j}(u, \xi)\right|^{2} \phi(u, \xi) d \xi d u,
\end{aligned}
$$

where $C$ is a constant depending on $d, \gamma_{\mathrm{G}}^{-}, \gamma_{\mathrm{G}}^{+}, C_{\mathrm{G}}^{-}, C_{\mathrm{G}}^{+}$, and $\Lambda$, and $\operatorname{supp} \phi$ is the support of $\phi$.
Remark 3.2. If $\phi$ is a continuous function on $\mathbb{R}^{d}$, the Lebesgue measure of $\operatorname{supp} \phi \backslash\left\{x \in \mathbb{R}^{d}: \phi(x)>0\right\}$ is zero.

Proof of Lemma 3.1. It is sufficient to show the theorem for $\phi \in C_{0}^{\infty}\left([0, t] \times \mathbb{R}^{d}\right)$, because the general case is obtained by approximation. Let $u \in(0, t)$. Recall that the components of the coefficient $\sigma$ of (2-3) are in $C_{b}^{0, \infty}\left([0, \infty) \times \mathbb{R}^{d}\right)$ and $\sigma$ is uniformly positive-definite. Hence, the associated transition probability density $p^{X}(\cdot, \cdot ; t, \cdot)$ is smooth on $(0, t) \times \mathbb{R}^{d} \times \mathbb{R}^{d}$, and $p^{X}(s, x ; t, y)>0$ for $s \in(0, t)$ and $x, y \in \mathbb{R}^{d}$; see, for example, [Aronson 1967]. By the Leibniz rule, we have

$$
\begin{align*}
& \frac{\partial}{\partial u} \int_{\mathbb{R}^{d}}\left(\log p^{X}(u, \xi ; t, y)\right) \phi(u, \xi) d \xi \\
&=\int_{\mathbb{R}^{d}} \frac{(\partial / \partial u) p^{X}(u, \xi ; t, y)}{p^{X}(u, \xi ; t, y)} \phi(u, \xi) d \xi+\int_{\mathbb{R}^{d}}\left(\log p^{X}(u, \xi ; t, y)\right) \frac{\partial}{\partial u} \phi(u, \xi) d \xi \tag{3-1}
\end{align*}
$$

The equality (2-6) and integration by parts imply

$$
\begin{aligned}
& \int_{\mathbb{R}^{d}} \frac{(\partial / \partial u) p^{X}(u, \xi ; t, y)}{p^{X}(u, \xi ; t, y)} \phi(u, \xi) d \xi \\
&=-\frac{1}{2} \sum_{i, j=1}^{d} \int_{\mathbb{R}^{d}} \frac{a_{i j}(u, \xi)\left(\partial^{2} / \partial \xi_{i} \partial \xi_{j}\right) p^{X}(u, \xi ; t, y)}{p^{X}(u, \xi ; t, y)} \phi(u, \xi) d \xi \\
&=- \frac{1}{2} \sum_{i, j=1}^{d} \int_{\mathbb{R}^{d}} \frac{\left(\partial / \partial \xi_{i}\right)\left(a_{i j}(u, \xi)\left(\partial / \partial \xi_{j}\right) p^{X}(u, \xi ; t, y)\right)}{p^{X}(u, \xi ; t, y)} \phi(u, \xi) d \xi \\
&+\frac{1}{2} \sum_{i, j=1}^{d} \int_{\mathbb{R}^{d}} \frac{\left(\left(\partial / \partial \xi_{i}\right) a_{i j}(u, \xi)\right)\left(\partial / \partial \xi_{j}\right) p^{X}(u, \xi ; t, y)}{p^{X}(u, \xi ; t, y)} \phi(u, \xi) d \xi \\
&=-\frac{1}{2} \int_{\mathbb{R}^{d}} \frac{\left\langle a(u, \xi) \nabla_{\xi} p^{X}(u, \xi ; t, y), \nabla_{\xi} p^{X}(u, \xi ; t, y)\right\rangle}{p^{X}(u, \xi ; t, y)^{2}} \phi(u, \xi) d \xi \\
&+\frac{1}{2} \int_{\mathbb{R}^{d}}\left\langle\frac{a(u, \xi) \nabla_{\xi} p^{X}(u, \xi ; t, y)}{p^{X}(u, \xi ; t, y)}, \nabla_{\xi} \phi(u, \xi)\right) d \xi \\
&+\frac{1}{2} \sum_{i, j=1}^{d} \int_{\mathbb{R}^{d}} \frac{\left(\left(\partial / \partial \xi_{i}\right) a_{i j}(u, \xi)\right)\left(\partial / \partial \xi \xi_{j}\right) p^{X}(u, \xi ; t, y)}{p^{X}(u, \xi ; t, y)} \phi(u, \xi) d \xi
\end{aligned}
$$

Hence, by (3-1) we have

$$
\begin{aligned}
\frac{\partial}{\partial u} \int_{\mathbb{R}^{d}}\left(\log p^{X}(u, \xi ; t, y)\right) \phi(u, \xi) d \xi=- & \frac{1}{2} \int_{\mathbb{R}^{d}} \frac{\left\langle a(u, \xi) \nabla_{\xi} p^{X}(u, \xi ; t, y), \nabla_{\xi} p^{X}(u, \xi ; t, y)\right\rangle}{p^{X}(u, \xi ; t, y)^{2}} \phi(u, \xi) d \xi \\
& +\frac{1}{2} \int_{\mathbb{R}^{d}}\left\langle\frac{a(u, \xi) \nabla_{\xi} p^{X}(u, \xi ; t, y)}{p^{X}(u, \xi ; t, y)}, \nabla_{\xi} \phi(u, \xi)\right\rangle d \xi \\
& +\frac{1}{2} \sum_{i, j=1}^{d} \int_{\mathbb{R}^{d}} \frac{\left(\left(\partial / \partial \xi_{i}\right) a_{i j}(u, \xi)\right)\left(\partial / \partial \xi_{j}\right) p^{X}(u, \xi ; t, y)}{p^{X}(u, \xi ; t, y)} \phi(u, \xi) d \xi \\
& +\int_{\mathbb{R}^{d}}\left(\log p^{X}(u, \xi ; t, y)\right) \frac{\partial}{\partial u} \phi(u, \xi) d \xi
\end{aligned}
$$

Integrating both sides from $s_{1}$ to $s_{2}$ with respect to $u$, we obtain

$$
\begin{align*}
& \frac{1}{2} \int_{s_{1}}^{s_{2}} \int_{\mathbb{R}^{d}} \frac{\left\langle a(u, \xi) \nabla_{\xi} p^{X}(u, \xi ; t, y), \nabla_{\xi} p^{X}(u, \xi ; t, y)\right\rangle}{p^{X}(u, \xi ; t, y)^{2}} \phi(u, \xi) d \xi d u \\
&= \int_{\mathbb{R}^{d}}\left(\log p^{X}\left(s_{1}, \xi ; t, y\right)\right) \phi\left(s_{1}, \xi\right) d \xi-\int_{\mathbb{R}^{d}}\left(\log p^{X}\left(s_{2}, \xi ; t, y\right)\right) \phi\left(s_{2}, \xi\right) d \xi \\
&+\frac{1}{2} \int_{s_{1}}^{s_{2}} \int_{\mathbb{R}^{d}}\left\langle\frac{a(u, \xi) \nabla_{\xi} p^{X}(u, \xi ; t, y)}{p^{X}(u, \xi ; t, y)}, \nabla_{\xi} \phi(u, \xi)\right\rangle d \xi d u \\
&+\frac{1}{2} \sum_{i, j=1}^{d} \int_{s_{1}}^{s_{2}} \int_{\mathbb{R}^{d}} \frac{\left(\left(\partial / \partial \xi_{i}\right) a_{i j}(u, \xi)\right)\left(\partial / \partial \xi_{j}\right) p^{X}(u, \xi ; t, y)}{p^{X}(u, \xi ; t, y)} \phi(u, \xi) d \xi d u \\
&+\int_{s_{1}}^{s_{2}} \int_{\mathbb{R}^{d}}\left(\log p^{X}(u, \xi ; t, y)\right) \frac{\partial}{\partial u} \phi(u, \xi) d \xi d u \tag{3-2}
\end{align*}
$$

Now we consider the estimates for the terms on the right-hand side of this equation. By (1-6), we have for $s \in(0, t)$ that

$$
\left|\int_{\mathbb{R}^{d}}\left(\log p^{X}(s, \xi ; t, y)\right) \phi(s, \xi) d \xi\right| \leq \int_{\mathbb{R}^{d}}\left(\left|\log C_{\mathrm{G}}^{+}\right|+\left|\log C_{\mathrm{G}}^{-}\right|+\frac{d}{2}|\log (t-s)|+\frac{\gamma_{\mathrm{G}}^{-}|y-\xi|^{2}}{t-s}\right) \phi(s, \xi) d \xi
$$

Hence, there exists a constant $C$ depending on $d, \gamma_{\mathrm{G}}^{-}, \gamma_{\mathrm{G}}^{+}, C_{\mathrm{G}}^{-}, C_{\mathrm{G}}^{+}$, and $\Lambda$ such that, for $s \in(0, t)$,

$$
\begin{align*}
& \left|\int_{\mathbb{R}^{d}}\left(\log p^{X}(s, \xi ; t, y)\right) \phi(s, \xi) d \xi\right| \\
& \leq C(1+|\log (t-s)|) \int_{\mathbb{R}^{d}} \phi(s, \xi) d \xi+C(t-s)^{-1} \int_{\mathbb{R}^{d}}|y-\xi|^{2} \phi(s, \xi) d \xi \tag{3-3}
\end{align*}
$$

The third term of the right-hand side of (3-2) can be estimated as follows:

$$
\begin{align*}
& \frac{1}{2}\left|\int_{s_{1}}^{s_{2}} \int_{\mathbb{R}^{d}}\left\langle\frac{a(u, \xi) \nabla_{z} p^{X}(u, \xi ; t, y)}{p^{X}(u, \xi ; t, y)}, \nabla_{\xi} \phi(u, \xi)\right\rangle d \xi d u\right| \\
& \leq \frac{1}{8} \int_{s_{1}}^{s_{2}} \int_{\mathbb{R}^{d}} \frac{\left\langle a(u, \xi) \nabla_{\xi} p^{X}(u, \xi ; t, y), \nabla_{\xi} p^{X}(u, \xi ; t, y)\right\rangle}{p^{X}(u, \xi ; t, y)^{2}} \phi(u, \xi) d \xi d u \\
&+8 \int_{s_{1}}^{s_{2}} \int_{\operatorname{supp} \phi} \frac{\left\langle a(u, \xi) \nabla_{\xi} \phi(u, \xi), \nabla_{\xi} \phi(u, \xi)\right\rangle}{\phi(u, \xi)} d \xi d u . \tag{3-4}
\end{align*}
$$

To estimate the fourth term of the right-hand side of (3-2), we observe that

$$
\begin{array}{r}
\frac{1}{2}\left|\sum_{i, j=1}^{d} \int_{s_{1}}^{s_{2}} \int_{\mathbb{R}^{d}} \frac{\left(\left(\partial / \partial \xi_{i}\right) a_{i j}(u, \xi)\right)\left(\partial / \partial \xi_{j}\right) p^{X}(u, \xi ; t, y)}{p^{X}(u, \xi ; t, y)} \phi(u, \xi) d \xi d u\right| \\
\leq \frac{1}{8 \Lambda} \sum_{j=1}^{d} \int_{s_{1}}^{s_{2}} \int_{\mathbb{R}^{d}} \frac{\left|\left(\partial / \partial \xi_{j}\right) p^{X}(u, \xi ; t, y)\right|^{2}}{p^{X}(u, \xi ; t, y)^{2}} \phi(u, \xi) d \xi d u \\
+8 d \Lambda \sum_{i, j=1}^{d} \int_{s_{1}}^{s_{2}} \int_{\mathbb{R}^{d}}\left|\frac{\partial}{\partial \xi_{j}} a_{i j}(u, \xi)\right|^{2} \phi(u, \xi) d \xi d u
\end{array}
$$

Hence, by (1-1) we have

$$
\begin{align*}
& \frac{1}{2}\left|\sum_{i, j=1}^{d} \int_{s_{1}}^{s_{2}} \int_{\mathbb{R}^{d}} \frac{\left(\frac{\partial}{\partial \xi_{i}} a_{i j}(t, \xi)\right) \frac{\partial}{\partial \xi_{j}} p^{X}(u, \xi ; t, y)}{p^{X}(u, \xi ; t, y)} \phi(u, \xi) d \xi d u\right| \\
& \leq \frac{1}{8} \int_{s_{1}}^{s_{2}} \int_{\mathbb{R}^{d}} \frac{\left\langle a(u, \xi) \nabla_{\xi} p^{X}(u, \xi ; t, y), \nabla_{\xi} p^{X}(u, \xi ; t, y)\right\rangle}{p^{X}(u, \xi ; t, y)^{2}} \phi(u, \xi) d \xi d u \\
&+C \sum_{i, j=1}^{d} \int_{s_{1}}^{s_{2}} \int_{\mathbb{R}^{d}}\left|\frac{\partial}{\partial \xi_{j}} a_{i j}(u, \xi)\right|^{2} \phi(u, \xi) d \xi d u \tag{3-5}
\end{align*}
$$

where $C$ depends on $d, \gamma_{\mathrm{G}}^{-}, \gamma_{\mathrm{G}}^{+}, C_{\mathrm{G}}^{-}, C_{\mathrm{G}}^{+}$and $\Lambda$. By using (1-6), we estimate the final term of the right-hand side of (3-2) as follows:

$$
\begin{aligned}
& \left|\int_{s_{1}}^{s_{2}} \int_{\mathbb{R}^{d}}\left(\log p^{X}(u, \xi ; t, y)\right) \frac{\partial}{\partial u} \phi(u, \xi) d \xi d u\right| \\
& \quad \leq \int_{s_{1}}^{s_{2}} \int_{\mathbb{R}^{d}}\left(\left|\log C_{\mathrm{G}}^{+}\right|+\left|\log C_{\mathrm{G}}^{-}\right|+\frac{d}{2}|\log (t-u)|+\frac{\gamma_{\mathrm{G}}^{-}|y-\xi|^{2}}{t-u}\right)\left|\frac{\partial}{\partial u} \phi(u, \xi)\right| d \xi d u .
\end{aligned}
$$

Hence, there exists a constant $C$ depending on $d, \gamma_{\mathrm{G}}^{-}, \gamma_{\mathrm{G}}^{+}, C_{\mathrm{G}}^{-}, C_{\mathrm{G}}^{+}$and $\Lambda$ such that

$$
\begin{align*}
& \left|\int_{\mathbb{R}^{d}}\left(\log p^{X}(s, \xi ; t, y)\right) \phi\left(s_{1}, \xi\right) d \xi\right| \\
& \quad \leq C \int_{s_{1}}^{s_{2}}(1+|\log (t-u)|) \int_{\mathbb{R}^{d}}\left|\frac{\partial}{\partial u} \phi(u, \xi)\right| d \xi d u+C \int_{s_{1}}^{s_{2}}(t-u)^{-1} \int_{\mathbb{R}^{d}}|y-\xi|^{2}\left|\frac{\partial}{\partial u} \phi(u, \xi)\right| d \xi d u \tag{3-6}
\end{align*}
$$

Therefore, by (3-2), (3-3), (3-4), (3-5) and (3-6) we obtain the lemma.

Next, we state the fact on the integrability of $\mathscr{E}$ as a lemma. The proof is obtained by the standard argument; see, for example, [Stroock and Varadhan 1979, Theorem 4.2.1]. So, we omit it.

Lemma 3.3. Let $\tau_{1}, \tau_{2}$ be stopping times such that $0 \leq \tau_{1} \leq \tau_{2}$ almost surely. It holds that, for any $q \in \mathbb{R}$,

$$
E\left[\mathscr{C}\left(t \wedge \tau_{1}, t \wedge \tau_{2} ; X^{x}\right)^{q}\right] \leq e^{C\left(1+q^{2}\right) t}, \quad t>0, x, y \in \mathbb{R}^{d}
$$

where $C$ is a constant depending on $d, \Lambda,\|b\|_{\infty}$ and $\|c\|_{\infty}$.

Lemma 3.4. Let $\tau_{1}$, $\tau_{2}$ be stopping times such that $0 \leq \tau_{1} \leq \tau_{2} \leq t$ almost surely. It holds that

$$
p^{X}(0, x ; t, y) E^{X_{t}^{x}=y}\left[\int_{0}^{t} \mathscr{E}\left(u \wedge \tau_{1}, u \wedge \tau_{2} ; X^{x}\right)^{q} d u\right] \leq C t^{-d / 2+1-\varepsilon} e^{C\left(1+q^{2}\right) t} \exp \left(-\frac{\gamma|x-y|^{2}}{t}\right)
$$

for $t \in(0, \infty), x, y \in \mathbb{R}^{d}, q \in \mathbb{R}$ and sufficiently small $\varepsilon>0$, where $C$ and $\gamma$ are positive constants depending on $d, \varepsilon, \gamma_{\mathrm{G}}^{+}, C_{\mathrm{G}}^{+}, \Lambda,\|b\|_{\infty}$ and $\|c\|_{\infty}$.

Proof. In view of Fubini's theorem and (2-11), it is sufficient to show that there exist positive constants $C$ and $\gamma$, depending on $d, \varepsilon, \gamma_{\mathrm{G}}^{+}, C_{\mathrm{G}}^{+}, \Lambda,\|b\|_{\infty}$ and $\|c\|_{\infty}$, such that

$$
\begin{equation*}
\int_{0}^{t} E\left[\mathscr{E}\left(u \wedge \tau_{1}, u \wedge \tau_{2} ; X^{x}\right)^{q} p^{X}\left(u, X_{u} ; t, y\right)\right] d u \leq C t^{-d / 2+1-\varepsilon} e^{C\left(1+q^{2}\right) t} \exp \left(-\frac{\gamma|x-y|^{2}}{t}\right) \tag{3-7}
\end{equation*}
$$

for $t \in(0, \infty)$ and $x, y \in \mathbb{R}^{d}$. By (1-6) and Hölder's inequality, we have $\int_{0}^{t} E\left[\mathscr{E}\left(u \wedge \tau_{1}, u \wedge \tau_{2} ; X^{x}\right)^{q} p^{X}\left(u, X_{u} ; t, y\right)\right] d u$

$$
\begin{aligned}
& \leq C_{\mathrm{G}}^{+} \\
& \int_{0}^{t} E\left[\mathscr{E}\left(u \wedge \tau_{1}, u \wedge \tau_{2} ; X^{x}\right)^{q}(t-u)^{-\frac{d}{2}} \exp \left(-\frac{\gamma_{\mathrm{G}}^{+}\left|X_{u}-y\right|^{2}}{t-u}\right)\right] d u \\
& \leq C_{\mathrm{G}}^{+}\left(\int_{0}^{t} E\left[\mathscr{E}\left(u \wedge \tau_{1}, u \wedge \tau_{2} ; X^{x}\right)^{(d+\varepsilon) q / \varepsilon}\right] d u\right)^{\frac{\varepsilon}{d+\varepsilon}} \\
& \quad \times\left(\int_{0}^{t} E\left[(t-u)^{-(d+\varepsilon) / 2} \exp \left(-\frac{(d+\varepsilon) \gamma_{\mathrm{G}}^{+}\left|X_{u}^{x}-y\right|^{2}}{d(t-u)}\right)\right] d u\right)^{\frac{d}{d+\varepsilon}}
\end{aligned}
$$

Hence, in view of Lemma 3.3, to show (3-7) it is sufficient to prove that

$$
\begin{equation*}
\int_{0}^{t} E\left[(t-u)^{-(d+\varepsilon) / 2} \exp \left(-\frac{(d+\varepsilon) \gamma_{\mathrm{G}}^{+}\left|X_{u}^{x}-y\right|^{2}}{d(t-u)}\right)\right] d u \leq C t^{-(d+\varepsilon) / 2+1} \exp \left(-\gamma \frac{|x-y|^{2}}{t}\right) \tag{3-8}
\end{equation*}
$$

for $t \in(0, \infty)$ and $x, y \in \mathbb{R}^{d}$, where $C$ and $\gamma$ are constants depending on $d, \varepsilon, \gamma_{\mathrm{G}}^{+}, C_{\mathrm{G}}^{+}, \Lambda,\|b\|_{\infty}$ and $\|c\|_{\infty}$.
Let $\tilde{\gamma}:=(1+\varepsilon / d) \gamma_{\mathrm{G}}^{+}$. By (1-6) again, we have for $u \in(0, t)$ that

$$
\begin{aligned}
& E\left[(t-u)^{-d / 2} \exp \left(-\frac{\tilde{\gamma}\left|X_{u}^{x}-y\right|^{2}}{t-u}\right)\right] \\
& \leq C_{\mathrm{G}}^{+} u^{-d / 2}(t-u)^{-d / 2} \int_{\mathbb{R}^{d}} \exp \left(-\frac{\tilde{\gamma}|\xi-y|^{2}}{t-u}\right) \exp \left(-\frac{\gamma_{\mathrm{G}}^{+}|\xi-x|^{2}}{u}\right) d \xi \\
&= C_{\mathrm{G}}^{+} u^{-d / 2}(t-u)^{-d / 2} \exp \left(-\frac{\gamma_{\mathrm{G}}^{+} \tilde{\gamma}}{u \tilde{\gamma}+(t-u) \gamma_{\mathrm{G}}^{+}}|x-y|^{2}\right) \\
& \times \int_{\mathbb{R}^{d}} \exp \left(-\frac{u \tilde{\gamma}+(t-u) \gamma_{\mathrm{G}}^{+}}{u(t-u)}\left|\xi-\frac{\gamma_{\mathrm{G}}^{+}(t-u) x+\tilde{\gamma} u y}{u \tilde{\gamma}+(t-u) \gamma_{\mathrm{G}}^{+}}\right|^{2}\right) d \xi \\
&=(2 \pi)^{d / 2} C_{\mathrm{G}}^{+}\left(u \tilde{\gamma}+(t-u) \gamma_{\mathrm{G}}^{+}\right)^{-d / 2} \exp \left(-\frac{\gamma_{\mathrm{G}}^{+} \tilde{\gamma}}{u \tilde{\gamma}+(t-u) \gamma_{\mathrm{G}}^{+}}|x-y|^{2}\right) \\
& \leq(2 \pi)^{d / 2} C_{\mathrm{G}}^{+} \gamma_{\mathrm{G}}^{+-d / 2} t^{-d / 2} \exp \left(-\frac{\gamma_{\mathrm{G}}^{+}|x-y|^{2}}{t}\right) .
\end{aligned}
$$

Hence, there exists a positive constant $C$ depending on $d, \gamma_{\mathrm{G}}^{+}, C_{\mathrm{G}}^{+}, \Lambda,\|b\|_{\infty}$ and $\|c\|_{\infty}$, such that

$$
E\left[(t-u)^{-d / 2} \exp \left(-\frac{\tilde{\gamma}\left|X_{u}^{x}-y\right|^{2}}{t-u}\right)\right] \leq C t^{-d / 2} \exp \left(-\frac{\gamma_{\mathrm{G}}^{+}|x-y|^{2}}{t}\right), \quad u \in(0, t)
$$

Thus, we obtain (3-8).
Lemma 3.5. Let $t \in(0, \infty)$ and $\tau_{1}$, $\tau_{2}$ be stopping times such that $0 \leq \tau_{1} \leq \tau_{2} \leq t$ almost surely. Then, it holds that

$$
p^{X}(0, x ; t, y) E^{X_{t}^{x}=y}\left[\mathscr{E}\left(s \wedge \tau_{1}, s \wedge \tau_{2} ; X^{x}\right)^{q}\right] \leq C t^{-d / 2} e^{C\left(1+q^{2}\right) t} \exp \left(-\frac{\gamma|x-y|^{2}}{t}\right)
$$

for $t \in(0, \infty), x, y \in \mathbb{R}^{d}, q \in \mathbb{R}$ and $s \in[0, t)$, where $C$ and $\gamma$ are positive constants depending on $d$, $\gamma_{\mathrm{G}}^{-}$, $\gamma_{\mathrm{G}}^{+}, C_{\mathrm{G}}^{-}, C_{\mathrm{G}}^{+}, m, M, \theta, \Lambda,\|b\|_{\infty}$ and $\|c\|_{\infty}$.

Proof. Let $s_{1}, s_{2} \in(0, t)$ such that $s_{1} \leq s_{2}$. In view of (2-10), by (2-11) and Itō's formula we have

$$
\begin{aligned}
p^{X}(0, x ; & t, y) E^{X_{t}^{x}=y}\left[\mathscr{E}\left(\left(s \wedge \tau_{1}\right) \vee s_{1},\left(s \wedge \tau_{2}\right) \wedge s_{2} ; X^{x}\right)^{q}\right] \\
= & E\left[p^{X}\left(s_{2}, X_{s_{2}}^{x} ; t, y\right) \mathscr{E}\left(\left(s \wedge \tau_{1}\right) \vee s_{1},\left(s \wedge \tau_{2}\right) \wedge s_{2} ; X^{x}\right)^{q}\right] \\
= & p^{X}(0, x ; t, y)+E\left[\left.\int_{\left(s \wedge \tau_{1}\right) \vee s_{1}}^{\left(s \wedge \tau_{2}\right) \wedge s_{2}}\left(\frac{\partial}{\partial u} p^{X}(u, \xi ; t, y)\right)\right|_{\xi=X_{u}^{x}} \mathscr{E}\left(\left(s \wedge \tau_{1}\right) \vee s_{1}, u ; X^{x}\right)^{q} d u\right] \\
& +E\left[\int_{\left(s \wedge \tau_{1}\right) \vee s_{1}}^{\left(s \wedge \tau_{2}\right) \wedge s_{2}}\left(L_{u}^{X} p^{X}(u, \cdot ; t, y)\right)\left(X_{u}^{x}\right) \mathscr{E}\left(\left(s \wedge \tau_{1}\right) \vee s_{1}, u ; X^{x}\right)^{q} d u\right] \\
& +\frac{q}{2} E\left[\int_{\left(s \wedge \tau_{1}\right) \vee s_{1}}^{\left(s \wedge \tau_{2}\right) \wedge s_{2}} \mathscr{E}\left(\left(s \wedge \tau_{1}\right) \vee s_{1}, u ; X^{x}\right)^{q} \times\left\langle\left.\sigma\left(u, X_{u}^{x}\right)^{T} \nabla_{z} p^{X}(u, z ; t, y)\right|_{z=X_{u}^{x}}, b_{\sigma}\left(u, X_{u}^{x}\right)\right) d u\right] \\
& +\frac{q^{2}}{2} E\left[\int_{\left(s \wedge \tau_{1}\right) \vee s_{1}}^{\left(s \wedge \tau_{2}\right) \wedge s_{2}} p^{X}\left(u, X_{u}^{x} ; t, y\right) \mathscr{E}\left(\left(s \wedge \tau_{1}\right) \vee s_{1}, u ; X^{x}\right)^{q} \mid b_{\sigma}\left(u, X_{u}^{x}\right)^{2} d u\right] \\
& +q E\left[\int_{\left(s \wedge \tau_{1}\right) \vee s_{1}}^{\left(s \wedge \tau_{2}\right) \wedge s_{2}} p^{X}\left(u, X_{u}^{x} ; t, y\right) \mathscr{E}\left(\left(s \wedge \tau_{1}\right) \vee s_{1}, u ; X^{x}\right)^{q} c\left(u, X_{u}^{x}\right) d u\right] .
\end{aligned}
$$

Hence, by (2-6) we obtain

$$
\begin{aligned}
& p^{X}(0, x ; t, y) E^{X_{t}^{x}=y}\left[\mathscr{E}\left(\left(s \wedge \tau_{1}\right) \vee s_{1},\left(s \wedge \tau_{2}\right) \wedge s_{2} ; X^{x}\right)^{q}\right] \\
& =p^{X}(0, x ; t, y) \\
& \quad+\frac{q}{2} E\left[\int_{\left(s \wedge \tau_{1}\right) \vee s_{1}}^{\left(s \wedge \tau_{2}\right) \wedge s_{2}} \mathscr{E}\left(\left(s \wedge \tau_{1}\right) \vee s_{1}, u ; X^{x}\right)^{q} \times\left\langle\left.\sigma\left(u, X_{u}^{x}\right)^{T} \nabla_{z} p^{X}(u, z ; t, y)\right|_{z=X_{u}^{x}}, b_{\sigma}\left(u, X_{u}^{x}\right)\right) d u\right] \\
& \quad+\frac{q^{2}}{2} E\left[\int_{\left(s \wedge \tau_{1}\right) \vee s_{1}}^{\left(s \wedge \tau_{2}\right) \wedge s_{2}} p^{X}\left(u, X_{u}^{x} ; t, y\right) \mathscr{E}\left(\left(s \wedge \tau_{1}\right) \vee s_{1}, u ; X^{x}\right)^{q}\left|b_{\sigma}\left(u, X_{u}^{x}\right)\right|^{2} d u\right] \\
& \quad+q E\left[\int_{\left(s \wedge \tau_{1}\right) \vee s_{1}}^{\left(s \wedge \tau_{2}\right) \wedge s_{2}} p^{X}\left(u, X_{u}^{x} ; t, y\right) \mathscr{E}\left(\left(s \wedge \tau_{1}\right) \vee s_{1}, u ; X^{x}\right)^{q} c\left(u, X_{u}^{x}\right) d u\right] .
\end{aligned}
$$

In view of the boundedness of $\operatorname{det} \sigma, b$ and $c$, the desired estimate is obtained, once we show the estimates

$$
\begin{align*}
& E\left[\int_{s_{1}}^{s_{2}} \mathscr{E}\left(u \wedge\left[\left(s \wedge \tau_{1}\right) \vee s_{1}\right], u ; X^{x}\right)^{q} p^{X}\left(u, X_{u}^{x} ; t, y\right) d u\right] \\
&  \tag{3-9}\\
& \quad \leq C t^{-d / 2+1-\varepsilon} e^{C\left(1+q^{2}\right) t} \exp \left(-\gamma \frac{|x-y|^{2}}{t}\right) \\
& E\left[\int_{s_{1}}^{s_{2}} \mathscr{E}\left(u \wedge\left[\left(s \wedge \tau_{1}\right) \vee s_{1}\right], u ; X^{x}\right)^{q}\left|\nabla_{\xi} p^{X}(u, \xi ; t, y)\right| \xi=X_{u}^{x} \mid d u\right]  \tag{3-10}\\
&
\end{align*}
$$

for sufficiently small $\varepsilon>0$, where $C$ and $\gamma$ are positive constants depending on $d, \varepsilon, \gamma_{\mathrm{G}}^{-}, \gamma_{\mathrm{G}}^{+}, C_{\mathrm{G}}^{-}$, $C_{\mathrm{G}}^{+}, m, M, \theta, \Lambda,\|b\|_{\infty}$ and $\|c\|_{\infty}$. The first estimate (3-9) follows, because by (2-11) and Lemma 3.4 we have

$$
\begin{aligned}
& E\left[\int_{s_{1}}^{s_{2}} \mathscr{E}\left(u \wedge\left[\left(s \wedge \tau_{1}\right) \vee s_{1}\right], u ; X^{x}\right)^{q} p^{X}\left(u, X_{u}^{x} ; t, y\right) d u\right] \\
&=p^{X}(0, x ; t, y) E^{X_{t}^{x}=y}\left[\int_{s_{1}}^{s_{2}} \mathscr{E}\left(u \wedge\left[\left(s \wedge \tau_{1}\right) \vee s_{1}\right], u ; X^{x}\right)^{q} d u\right] \\
& \leq C t^{-d / 2+1-\varepsilon} e^{C\left(1+q^{2}\right) t} \exp \left(-\gamma \frac{|x-y|^{2}}{t}\right)
\end{aligned}
$$

where $C$ and $\gamma$ are positive constants depending on $d, \varepsilon, \gamma_{\mathrm{G}}^{+}, C_{\mathrm{G}}^{+}, \Lambda,\|b\|_{\infty}$ and $\|c\|_{\infty}$. Now we show (3-10). By (2-11) and Hölder's inequality, we have

$$
\begin{aligned}
E\left[\int_{s_{1}}^{s_{2}} \mathscr{E}(u\right. & \left.\left.\wedge\left[\left(s \wedge \tau_{1}\right) \vee s_{1}\right], u ; X^{x}\right)^{q}\left|\nabla_{\xi} p^{X}(u, \xi ; t, y)\right| \xi=X_{u}^{x} \mid d u\right] \\
= & p^{X}(0, x ; t, y) E^{X_{t}^{x}=y}\left[\int_{s_{1}}^{s_{2}} \mathscr{E}\left(u \wedge\left[\left(s \wedge \tau_{1}\right) \vee s_{1}\right], u ; X^{x}\right)^{q} \frac{\left|\nabla_{\xi} p^{X}(u, \xi ; t, y)\right| \xi=X_{u}^{x} \mid}{p^{X}\left(u, X_{u}^{x} ; t, y\right)} d u\right] \\
\leq & p^{X}(0, x ; t, y)\left(\int_{s_{1}}^{s_{2}} E^{X_{t}^{x}=y}\left[\mathscr{E}\left(u \wedge\left[\left(s \wedge \tau_{1}\right) \vee s_{1}\right], u ; X^{x}\right)^{2 q /(1-2 \varepsilon)}\right] d u\right)^{1 / 2-\varepsilon} \\
& \times\left(\int_{s_{1}}^{s_{2}}[u(t-u)]^{-1 / 2} d u\right)^{\varepsilon}\left(\int_{s_{1}}^{s_{2}}[u(t-u)]^{\varepsilon} E^{X_{t}^{x}=y}\left[\left(\frac{\left|\nabla_{\xi} p^{X}(u, \xi ; t, y)\right|_{\xi=X_{u}^{x}} \mid}{p^{X}\left(u, X_{u}^{x} ; t, y\right)}\right)^{2}\right] d u\right)^{1 / 2}
\end{aligned}
$$

Lemma 3.4 and (1-6) imply that

$$
\begin{aligned}
E\left[\int _ { s _ { 1 } } ^ { s _ { 2 } } \mathscr { E } \left(u \wedge \left[\left(s \wedge \tau_{1}\right) \vee\right.\right.\right. & \left.\left.\left.s_{1}\right], u ; X^{x}\right)^{q}\left|\nabla_{\xi} p^{X}(u, \xi ; t, y)\right|_{\xi=X_{u}^{x}} \mid d u\right] \\
\leq & C t^{-d / 4+1 / 2-\varepsilon} e^{C\left(1+q^{2}\right) t} \exp \left(-\gamma \frac{|x-y|^{2}}{t}\right) \\
& \times\left(p^{X}(0, x ; t, y) \int_{s_{1}}^{s_{2}}[u(t-u)]^{\varepsilon} E^{X_{t}^{x}=y}\left[\left(\frac{\left|\nabla_{\xi} p^{X}(u, \xi ; t, y)\right| \xi=X_{u}^{x} \mid}{p^{X}\left(u, X_{u}^{x} ; t, y\right)}\right)^{2}\right] d u\right)^{1 / 2}
\end{aligned}
$$

where $C$ and $\gamma$ are positive constants depending on $d, \varepsilon, \gamma_{\mathrm{G}}^{+}, C_{\mathrm{G}}^{+}, \Lambda,\|b\|_{\infty}$ and $\|c\|_{\infty}$. Hence, to show (3-10), it is sufficient to prove

$$
\begin{align*}
p^{X}(0, x ; t, y) \int_{0}^{t}[u(t-u)]^{\varepsilon / 2} E^{X_{t}^{x}=y}[ & \left.\left(\frac{\left|\nabla_{\xi} p^{X}(u, \xi ; t, y)\right|_{\xi=X_{u}^{x} \mid}}{p^{X}\left(u, X_{u}^{x} ; t, y\right)}\right)^{2}\right] d u \\
& \leq C\left(t^{-d / 2+\varepsilon}+t^{-d / 2+\varepsilon}|\log t|\right) \tag{3-11}
\end{align*}
$$

where $C$ is a constant depending on $d, \varepsilon, \gamma_{\mathrm{G}}^{-}, \gamma_{\mathrm{G}}^{+}, C_{\mathrm{G}}^{-}, C_{\mathrm{G}}^{+}, m, M, \theta$ and $\Lambda$. Equation (2-11) implies that

$$
\begin{aligned}
& p^{X}(0, x ; t, y) \int_{0}^{t}[u(t-u)]^{\varepsilon / 2} E^{X_{t}^{x}=y}\left[\left(\frac{\left|\nabla_{\xi} p^{X}(u, \xi ; t, y)\right| \xi=X_{u}^{x} \mid}{p^{X}\left(u, X_{u}^{x} ; t, y\right)}\right)^{2}\right] d u \\
&=\int_{0}^{t}[u(t-u)]^{\varepsilon / 2} E\left[\left(\frac{\left|\nabla_{\xi} p^{X}(u, \xi ; t, y)\right| \xi=X_{u}^{x} \mid}{p^{X}\left(u, X_{u}^{x} ; t, y\right)}\right)^{2} p^{X}\left(u, X_{u}^{x} ; t, y\right)\right] d u \\
&=\int_{0}^{t}[u(t-u)]^{\varepsilon / 2} \int_{\mathbb{R}^{d}}\left(\frac{\left|\nabla_{\xi} p^{X}(u, \xi ; t, y)\right|}{p^{X}(u, \xi ; t, y)}\right)^{2} p^{X}(u, \xi ; t, y) p^{X}(0, x ; u, \xi) d \xi d u
\end{aligned}
$$

By (1-6), we have

$$
\begin{align*}
& p^{X}(0, x ; t, y) \int_{0}^{t}[u(t-u)]^{\varepsilon / 2} E^{X_{t}^{x}=y}\left[\left(\frac{\left|\nabla \xi p^{X}(u, \xi ; t, y)\right| \xi=X_{u}^{x} \mid}{p^{X}\left(u, X_{u}^{x} ; t, y\right)}\right)^{2}\right] d u \\
& \leq\left(C_{\mathrm{G}}^{+}\right)^{2} \int_{0}^{t} \int_{\mathbb{R}^{d}}\left(\frac{\left|\nabla_{\xi} p^{X}(u, \xi ; t, y)\right|}{p^{X}(u, \xi ; t, y)}\right)^{2}[u(t-u)]^{-(d-\varepsilon) / 2} \\
& \quad \times \exp \left[-\gamma_{\mathrm{G}}^{+}\left(\frac{|\xi-x|^{2}}{u}+\frac{|y-\xi|^{2}}{t-u}\right)\right] d \xi d u . \tag{3-12}
\end{align*}
$$

For fixed $t, x$ and $y$, let

$$
\phi(u, \xi):=[u(t-u)]^{-(d-\varepsilon) / 2} \exp \left[-\gamma_{\mathrm{G}}^{+}\left(\frac{|\xi-x|^{2}}{u}+\frac{|y-\xi|^{2}}{t-u}\right)\right]
$$

Denote the surface area of the unit sphere in $\mathbb{R}^{d}$ by $\omega_{d}$ for $d \geq 2$. In the case $d=1$, let $\omega_{d}=2$. Explicit calculation implies that

$$
\begin{aligned}
& \int_{0}^{t}\left(\int_{\mathbb{R}^{d}} e^{2 m|\xi| /(\theta-2)} \phi(u, \xi)^{\theta /(\theta-2)} d \xi\right)^{(\theta-2) / \theta} d u \\
& \quad=\int_{0}^{t}[u(t-u)]^{-(d-\varepsilon) / 2} \times\left(\int_{\mathbb{R}^{d}} e^{2 m|\xi| /(\theta-2)} \exp \left[-\frac{\gamma_{\mathrm{G}}^{+} \theta}{\theta-2}\left(\frac{|\xi-x|^{2}}{u}+\frac{|y-\xi|^{2}}{t-u}\right)\right] d \xi\right)^{(\theta-2) / \theta} d u \\
& =\exp \left(-\frac{\gamma_{\mathrm{G}}^{+}|x-y|^{2}}{t}\right) \int_{0}^{t}[u(t-u)]^{-(d-\varepsilon) / 2} \\
& \quad \times\left(\int_{\mathbb{R}^{d}} e^{2 m|\xi| /(\theta-2)} \exp \left[-\frac{\gamma_{\mathrm{G}}^{+} \theta t}{(\theta-2) u(t-u)}\left|\xi-\frac{(t-u) x+u y}{t}\right|^{2}\right] d \xi\right)^{(\theta-2) / \theta} d u
\end{aligned}
$$

Hence, noting that for $\mu_{1} \in[0, \infty), \mu_{2} \in(0, \infty)$ and $v \in \mathbb{R}^{d}$

$$
\begin{aligned}
\int_{\mathbb{R}^{d}} & e^{\mu_{1}|\xi|} \exp \left(-\mu_{2}|\xi-v|^{2}\right) d \xi \\
& =\int_{\mathbb{R}^{d}} e^{\mu_{1}|\xi+\nu|} \exp \left(-\mu_{2}|\xi|^{2}\right) d \xi \\
& \leq e^{\mu_{1}|\nu|} \int_{\mathbb{R}^{d}} \exp \left(\mu_{1}|\xi|-\mu_{2}|\xi|^{2}\right) d \xi \\
& =\omega_{d} e^{\mu_{1}|\nu|} \int_{(0, \infty)} r^{d-1} \exp \left(\mu_{1} r-\mu_{2} r^{2}\right) d r \\
& =\omega_{d} \mu_{2}^{-d / 2} e^{\mu_{1}|\nu|} \int_{(0, \infty)} r^{d-1} \exp \left(\frac{\mu_{1}}{\sqrt{\mu_{2}}} r-r^{2}\right) d r \\
& =\omega_{d} \mu_{2}^{-d / 2} \int_{0}^{1+\mu_{1} / \sqrt{\mu_{2}}} r^{d-1} \exp \left(\frac{\mu_{1}}{\sqrt{\mu_{2}}} r-r^{2}\right) d r+\omega_{d} \mu_{2}^{-d / 2} \int_{1+\mu_{1} / \sqrt{\mu_{2}}}^{\infty} r^{d-1} \exp \left(\frac{\mu_{1}}{\sqrt{\mu_{2}}} r-r^{2}\right) d r \\
& \leq \frac{\omega_{d} \mu_{2}^{-d / 2}}{d}\left(1+\frac{\mu_{1}}{\sqrt{\mu_{2}}}\right)^{d} \exp \left[\frac{\mu_{1}}{\sqrt{\mu_{2}}}\left(1+\frac{\mu_{1}}{\sqrt{\mu_{2}}}\right)\right]+\omega_{d} \mu_{2}^{-d / 2} \int_{1+\mu_{1} / \sqrt{\mu_{2}}}^{\infty} r^{d-1} e^{-r} d r \\
& \leq C \mu_{2}^{-d / 2} \exp \left[C \frac{\mu_{1}}{\sqrt{\mu_{2}}}\left(1+\frac{\mu_{1}}{\sqrt{\mu_{2}}}\right)\right]
\end{aligned}
$$

where $C$ is a constant depending on $d$, we have

$$
\begin{aligned}
& \int_{0}^{t}\left(\int_{\mathbb{R}^{d}} e^{2 m|\xi| /(\theta-2)} \phi(u, \xi)^{\theta /(\theta-2)} d \xi\right)^{(\theta-2) / \theta} d u \\
& \leq C_{1} t^{-d / 2+d / \theta} \exp \left(-\frac{\gamma_{\mathrm{G}}^{+}|x-y|^{2}}{t}\right) \\
& \quad \times \int_{0}^{t}[u(t-u)]^{-d / \theta+\varepsilon / 2} \exp \left[C_{1} \sqrt{u\left(1-\frac{u}{t}\right)}\left(1+\sqrt{u\left(1-\frac{u}{t}\right)}\right)\right] d u \\
& \leq C_{2} t^{-d / 2+d / \theta} e^{C_{2} t} \int_{0}^{t}[u(t-u)]^{-d / \theta+\varepsilon / 2} d u \\
& \leq C_{3} t^{-d / 2+1-d / \theta+\varepsilon / 2} e^{C_{2} t}
\end{aligned}
$$

where $C_{1}, C_{2}, C_{3}$ are constants depending on $d, \varepsilon, \gamma_{\mathrm{G}}^{+}, m$ and $\theta$. Hence, by Hölder's inequality and (1-3), we have

$$
\begin{aligned}
& \sum_{i, j=1}^{d} \int_{s_{1}}^{s_{2}} \int_{\mathbb{R}^{d}}\left|\frac{\partial}{\partial \xi_{j}} a_{i j}(u, \xi)\right|^{2} \phi(u, \xi) d \xi d u \\
& \quad \leq \int_{0}^{t}\left(\int_{\mathbb{R}^{d}} e^{2 m|\xi| /(\theta-2)} \phi(u, \xi)^{\theta /(\theta-2)} d \xi\right)^{(\theta-2) / \theta} d u \sum_{i, j=1}^{d}\left(\sup _{u \in[0, t]} \int_{\mathbb{R}^{d}}\left|\frac{\partial}{\partial \xi_{j}} a_{i j}(u, \xi)\right|^{\theta} e^{-m|\xi|} d \xi\right)^{2 / \theta} \\
& \quad \leq C t^{-d / 2+1-d / \theta+\varepsilon / 2} e^{C t}
\end{aligned}
$$

where $C$ is a constant depending on $d, \varepsilon, \gamma_{\mathrm{G}}^{+}, m, M$ and $\theta$. On the other hand, by explicit calculation, we have

$$
\begin{gathered}
\lim _{s \downarrow 0}(1+|\log (t-s)|) \int_{\mathbb{R}^{d}} \phi(s, \xi) d \xi=0, \\
\lim _{s \downarrow 0}(t-s)^{-1} \int_{\mathbb{R}^{d}}|y-\xi|^{2} \phi(s, \xi) d \xi=0, \\
\lim _{s \uparrow t}(1+|\log (t-s)|) \int_{\mathbb{R}^{d}} \phi(s, \xi) d \xi=0, \\
\lim _{s \uparrow t}(t-s)^{-1} \int_{\mathbb{R}^{d}}|y-\xi|^{2} \phi(s, \xi) d \xi=0, \\
\int_{0}^{t} \int_{\mathbb{R}^{d}} \frac{\left|\nabla \nabla_{\xi} \phi(u, \xi)\right|^{2}}{\phi(u, \xi)} d \xi d u \leq C t^{-d / 2+\varepsilon}, \\
\int_{0}^{t}(1+|\log (t-u)|) \int_{\mathbb{R}^{d}}\left|\frac{\partial}{\partial u} \phi(u, \xi)\right| d \xi d u \leq C t^{-d / 2+\varepsilon}|\log t|, \\
\int_{0}^{t}(t-u)^{-1} \int_{\mathbb{R}^{d}}|y-\xi|^{2}\left|\frac{\partial}{\partial u} \phi(u, \xi)\right| d \xi d u \leq C t^{-d / 2+\varepsilon},
\end{gathered}
$$

where $C$ is a constant depending on $d, \varepsilon$ and $\gamma_{\mathrm{G}}^{+}$. In view of these results, applying Lemma 3.1 to (3-12), we obtain (3-11).

From Lemma 3.5 we can easily show the Gaussian estimate for $p$ with constants depending on the suitable constants.

Proposition 3.6. For $s, t \in[0, \infty)$ such that $s<t$, and $x, y \in \mathbb{R}^{d}$,

$$
\frac{C_{1} e^{-C_{1}(t-s)}}{(t-s)^{\frac{d}{2}}} \exp \left(-\frac{\gamma_{1}|x-y|^{2}}{t-s}\right) \leq p(s, x ; t, y) \leq \frac{C_{2} e^{C_{2}(t-s)}}{(t-s)^{\frac{d}{2}}} \exp \left(-\frac{\gamma_{2}|x-y|^{2}}{t-s}\right)
$$

where $\gamma_{1}, \gamma_{2}, C_{1}$ and $C_{2}$ are positive constants depending on $d, \gamma_{\mathrm{G}}^{-}, \gamma_{\mathrm{G}}^{+}, C_{\mathrm{G}}^{-}, C_{\mathrm{G}}^{+}, m, M, \theta, \Lambda,\|b\|_{\infty}$ and $\|c\|_{\infty}$.

Proof. Since the argument follows even if $a, b$ and $c$ are replaced by $a(\cdot-s, \cdot), b(\cdot-s, \cdot)$ and $c(\cdot-s, \cdot)$ respectively, it is sufficient to show that there exist positive constants $\gamma_{1}, \gamma_{2}, C_{1}$ and $C_{2}$ depending on $d$, $m, M, \theta, \Lambda,\|b\|_{\infty}$ and $\|c\|_{\infty}$ such that

$$
\begin{equation*}
C_{1} t^{-d / 2} e^{-C_{1} t} \exp \left(-\frac{\gamma_{1}|x-y|^{2}}{t}\right) \leq p(0, x ; t, y) \leq C_{2} t^{-d / 2} e^{C_{2} t} \exp \left(-\frac{\gamma_{2}|x-y|^{2}}{t}\right) \tag{3-13}
\end{equation*}
$$

for $t \in(0, \infty)$ and $x, y \in \mathbb{R}^{d}$. The upper estimate in (3-13) follows immediately from (2-8) and Lemma 3.5.
Now we prove the lower estimate in (3-13). From Hölder's inequality, it follows that

$$
1 \leq E^{X_{t}^{x}=y}\left[\mathscr{E}\left(s \wedge \tau_{1}, s \wedge \tau_{2} ; X^{x}\right)^{-1}\right] E^{X_{t}^{x}=y}\left[\mathscr{C}\left(s \wedge \tau_{1}, s \wedge \tau_{2} ; X^{x}\right)\right] .
$$

Hence, by Lemma 3.5, we have

$$
\begin{aligned}
p^{X}(0, x ; t, y) E^{X_{t}^{x}=y}\left[\mathscr{E}\left(s \wedge \tau_{1}, s \wedge \tau_{2} ; X^{x}\right)\right] & \geq \frac{p^{X}(0, x ; t, y)^{2}}{p^{X}(0, x ; t, y) E^{X_{t}^{x}=y}\left[\mathscr{E}\left(s \wedge \tau_{1}, s \wedge \tau_{2} ; X^{x}\right)^{-1}\right]} \\
& \geq C t^{d / 2} e^{-C^{\prime} t} p^{X}(0, x ; t, y)^{2}
\end{aligned}
$$

where $C$ and $C^{\prime}$ are positive constants depending on $d, m, M, \theta, \Lambda,\|b\|_{\infty}$ and $\|c\|_{\infty}$. This inequality, (2-8) and (1-6) imply the lower bound in (3-13).

## 4. The regularity of $p(0, x ; t, y)$ in $x$

Assume that $a$ is smooth and set notation as in Section 2. In this section, we prove the Hölder continuity of $p(0, x ; t, y)$ in $x$, with constant depending only on suitable ones. The precise statement is as follows:

Proposition 4.1. For any $R>0$ and sufficiently small $\varepsilon>0$, there exists a constant $C$ depending on $d, \varepsilon$, $\gamma_{\mathrm{G}}^{-}, \gamma_{\mathrm{G}}^{+}, C_{\mathrm{G}}^{-}, C_{\mathrm{G}}^{+}, m, M, \theta, R, \rho_{R}, \Lambda,\|b\|_{\infty}$ and $\|c\|_{\infty}$ such that

$$
|p(0, x ; t, y)-p(0, z ; t, y)| \leq C t^{-d / 2-1} e^{C t}|x-z|^{1-\varepsilon}
$$

for $t \in(0, \infty), x, z \in B(0 ; R / 2)$ and $y \in \mathbb{R}^{d}$.
We use the coupling method; see, for example, [Lindvall and Rogers 1986; Cranston 1991]. Let $x, z \in \mathbb{R}^{d}$. Given $\left(X^{x}, B\right)$ defined by (2-3), we consider the stochastic process $Z^{z}$ defined by

$$
\left\{\begin{array}{l}
Z_{t}^{z}=z+\int_{0}^{t \wedge \tau} \sigma\left(s, Z_{s}^{z}\right) d \widetilde{B}_{s}+\int_{t \wedge \tau}^{t} \sigma\left(s, Z_{s}^{z}\right) d B_{s}  \tag{4-1}\\
\widetilde{B}_{t}=\int_{0}^{t \wedge \tau}\left(I-\frac{2\left(\sigma\left(s, Z_{s}^{z}\right)^{-1}\left(X_{s}^{x}-Z_{s}^{z}\right)\right) \otimes\left(\sigma\left(s, Z_{s}^{z}\right)^{-1}\left(X_{s}^{x}-Z_{s}^{z}\right)\right)}{\left|\sigma\left(s, Z_{s}^{z}\right)^{-1}\left(X_{s}^{x}-Z_{s}^{z}\right)\right|^{2}}\right) d B_{s}
\end{array}\right.
$$

where $\tau$ is the stopping time defined by $\tau:=\inf \left\{t \geq 0: X_{t}^{x}=Z_{t}^{z}\right\}$.
To see the existence and uniqueness of $Z^{z}$, for each $n \in \mathbb{N}$ consider the following stochastic differential equation for $\check{Z}^{n, z}$ :

$$
\left\{\begin{array}{l}
d \check{Z}_{t}^{n, z}=\sigma\left(t, \check{Z}_{t}^{n, z}\right) \times\left(I-\frac{2\left(\sigma\left(t, \check{Z}_{t}^{n, z}\right)^{-1}\left(X_{t}^{x}-\check{Z}_{t}^{n, z}\right)\right) \otimes\left(\sigma\left(t, \check{Z}_{t}^{n, z}\right)^{-1}\left(X_{t}^{x}-\check{Z}_{t}^{n, z}\right)\right)}{\left|\sigma\left(t, \check{Z}_{t}^{n, z}\right)^{-1}\left(X_{t}^{x}-\check{Z}_{t}^{n, z}\right)\right|^{2}}\right) \rrbracket_{\left\{t<\check{\tau}_{n}\right\}} d B_{t} \\
\check{Z}_{0}^{n, z}=z
\end{array}\right.
$$

where $\check{\tau}_{n}:=\inf \left\{t \geq 0:\left|X_{t}^{x}-\check{Z}_{t}^{n, z}\right|<1 / n\right\}$. Note that the equations have random coefficients, since we are considering equations where $X^{x}$ is given. Now we see the existence and the uniqueness of $\check{Z}^{n, z}$. Let $G_{n}(t, \xi):=\left\{\begin{array}{lc}\sigma(t, \xi)\left(I-\frac{2\left(\sigma(t, \xi)^{-1}\left(X_{t}^{x}-\xi\right)\right) \otimes\left(\sigma(t, \xi)^{-1}\left(X_{t}^{x}-\xi\right)\right)}{\left|\sigma(t, \xi)^{-1}\left(X_{t}^{x}-\xi\right)\right|^{2}}\right) & \text { if }(t, \xi) \in[0, \infty) \times \mathbb{R}^{d} \\ 0 & \left.\text { and }\left|X_{t}^{x}-\xi\right| \geq 1 / n\right\},\end{array}\right.$

Then, there exists a constant $C_{n}$ such that $\left|G_{n}(t, \xi)-G_{n}(t, \eta)\right| \leq C_{n}$ for $t \in[0, \infty)$ and $\xi, \eta \in \mathbb{R}^{d}$. Note that $C_{n}$ is nonrandom. Let $Y, W$ be stochastic processes satisfying

$$
\left\{\begin{array} { r l } 
{ d Y _ { t } } & { = G _ { n } ( t , Y _ { t } ) \rrbracket _ { \{ t < \tau _ { n } ^ { Y } \} } d B _ { t } , }  \tag{4-2}\\
{ Y _ { 0 } } & { = z , }
\end{array} \quad \left\{\begin{array}{rl}
d W_{t} & =G_{n}\left(t, W_{t}\right) \mathbb{q}_{\left\{t<\tau_{n}^{W}\right\}} d B_{t} \\
W_{0} & =z
\end{array}\right.\right.
$$

where $\tau_{n}^{Y}:=\inf \left\{t \geq 0:\left|X_{t}^{x}-Y_{t}\right|<1 / n\right\}$ and $\tau_{n}^{W}:=\inf \left\{t \geq 0:\left|X_{t}^{x}-W_{t}\right|<1 / n\right\}$. Then, by Proposition 1.1(iv), Chapter II and (6.16) of Theorem 6.10, Chapter I of [Ikeda and Watanabe 1989], we have

$$
\begin{aligned}
E\left[\sup _{s \in[0, t]}\left|Y_{s \wedge \tau_{n}^{Y} \wedge \tau_{n}^{W}}-W_{s \wedge \tau_{n}^{Y} \wedge \tau_{n}^{W}}\right|^{2}\right] & =E\left[\sup _{s \in[0, t]}\left|\int_{0}^{s \wedge \tau_{n}^{Y} \wedge \tau_{n}^{W}}\left(G_{n}\left(v, Y_{v}\right) \rrbracket_{\left\{v<\tau_{n}^{Y}\right\}}-G_{n}\left(v, W_{v}\right) \rrbracket_{\left\{v<\tau_{n}^{W}\right\}}\right) d B_{v}\right|^{2}\right] \\
& =E\left[\sup _{s \in[0, t]}\left|\int_{0}^{s}\left(G_{n}\left(v, Y_{v}\right)-G_{n}\left(v, W_{v}\right)\right) \rrbracket_{\left\{v<\tau_{n}^{Y}\right\}} \rrbracket_{\left\{v<\tau_{n}^{W}\right\}} d B_{v}\right|^{2}\right] \\
& \leq 4 E\left[\int_{0}^{t}\left|G_{n}\left(v, Y_{v}\right)-G_{n}\left(v, W_{v}\right)\right|^{2} \mathbb{q}_{\left\{v<\tau_{n}^{Y}\right\}} \square_{\left\{v<\tau_{n}^{W}\right\}} d v\right] \\
& \leq 4 C_{n}^{2} \int_{0}^{t} E\left[\left|Y_{v}-W_{v}\right|^{2} \square_{\left\{v<\tau_{n}^{Y}\right\}} \rrbracket_{\left\{v<\tau_{n}^{W}\right\}}\right] d v \\
& \leq 4 C_{n}^{2} \int_{0}^{t} E\left[\sup _{s \in[0, v]}\left|Y_{s \wedge \tau_{n}^{Y} \wedge \tau_{n}^{W}}-W_{s \wedge \tau_{n}^{Y} \wedge \tau_{n}^{W}}\right|^{2}\right] d v .
\end{aligned}
$$

Hence, by Gronwall's inequality, we have

$$
\begin{equation*}
Y_{t \wedge \tau_{n}^{Y} \wedge \tau_{n}^{W}}=W_{t \wedge \tau_{n}^{Y} \wedge \tau_{n}^{W}}, \quad t \in[0, \infty) \tag{4-3}
\end{equation*}
$$

almost surely. If $\tau_{n}^{Y} \leq \tau_{n}^{W}$ and $\tau_{n}^{Y}<\infty$ for some events, then by letting $t \rightarrow \infty$ in (4-3) we have $Y_{\tau_{n}^{Y}}=W_{\tau_{n}^{Y}}$. Hence, $\tau_{n}^{Y}=\tau_{n}^{W}$ for these events. Similarly, if $\tau_{n}^{Y} \geq \tau_{n}^{W}$ and $\tau_{n}^{W}<\infty$ for some events, then we have $\tau_{n}^{Y}=\tau_{n}^{W}$ for these events. Therefore, we obtain

$$
\begin{equation*}
\tau_{n}^{Y}=\tau_{n}^{W} \tag{4-4}
\end{equation*}
$$

almost surely. On the other hand, (4-2) implies that $Y_{\tau_{n}^{Y}}=Y_{t \vee \tau_{n}^{Y}}$ and $W_{\tau_{n}^{W}}=W_{t \vee \tau_{n}^{W}}$ for $t \in[0, \infty)$. Hence, by (4-3) and (4-4) we obtain that $Y_{t}=W_{t}$ for $t \in[0, \infty)$ almost surely. Thus, we have uniqueness. To see existence, let

$$
\widehat{G}_{n}(t, \xi):=\sigma(t, \xi)\left(I-\frac{2\left(\sigma(t, \xi)^{-1}\left(X_{t}^{x}-\xi\right)\right) \otimes\left(\sigma(t, \xi)^{-1}\left(X_{t}^{x}-\xi\right)\right)}{\left(\left|\sigma(t, \xi)^{-1}\left(X_{t}^{x}-\xi\right)\right| \vee\left(\Lambda^{-(1 / 2)} n^{-1}\right)\right)^{2}}\right)
$$

for $t \in[0, \infty)$ and $\xi \in \mathbb{R}^{d}$. Then, there exists a constant $C_{n}$ such that $\left|\widehat{G}_{n}(t, \xi)-\widehat{G}_{n}(t, \eta)\right| \leq C_{n}$ for $t \in[0, \infty)$ and $\xi, \eta \in \mathbb{R}^{d}$. Define a sequence of stochastic processes $\left\{Y^{m}: m \in \mathbb{N} \cup\{0\}\right\}$ by $Y_{t}^{0}=z$ for $t \in[0, \infty)$ and

$$
\begin{equation*}
Y_{t}^{m}:=z+\int_{0}^{t} \widehat{G}_{n}\left(s, Y_{s}^{m-1}\right) d B_{s} \tag{4-5}
\end{equation*}
$$

for $t \in[0, \infty)$ and $m \in \mathbb{N}$ by iteration. Then, by a similar calculation as above, we have for $m \in \mathbb{N}$ and $t \in[0, \infty)$ that

$$
E\left[\sup _{s \in[0, t]}\left|Y_{s}^{m+1}-Y_{s}^{m}\right|^{2}\right] \leq 4 C_{n}^{2} \int_{0}^{t} E\left[\sup _{s \in[0, v]}\left|Y_{s}^{m}-Y_{s}^{m-1}\right|^{2}\right] d v .
$$

Applying this inequality iteratively, for $m \in \mathbb{N}$ and $t \in[0, \infty)$ we obtain

$$
\begin{aligned}
E\left[\sup _{s \in[0, t]}\left|Y_{s}^{m+1}-Y_{s}^{m}\right|^{2}\right] & \leq\left(4 C_{n}^{2}\right)^{m} \int_{0}^{t} \int_{0}^{v_{m}} \cdots \int_{0}^{v_{2}} E\left[\sup _{s \in\left[0, v_{1}\right]}\left|Y_{s}^{1}-Y_{s}^{0}\right|^{2}\right] d v_{1} d v_{2} \cdots d v_{m} \\
& =\left(4 C_{n}^{2}\right)^{m} \int_{0}^{t} \int_{0}^{v_{m}} \cdots \int_{0}^{v_{2}} E\left[\sup _{s \in\left[0, v_{1}\right]}\left|\int_{0}^{s} \widehat{G}_{n}(w, z) d B_{w}\right|^{2}\right] d v_{1} d v_{2} \cdots d v_{m} \\
& \leq \frac{\left(4 C_{n}^{2}\right)^{m} t^{m}}{(m+1)!} E\left[\sup _{s \in[0, t]}\left|\int_{0}^{s} \widehat{G}_{n}(w, z) d B_{w}\right|^{2}\right]
\end{aligned}
$$

Since [Ikeda and Watanabe 1989, (6.16) of Theorem 6.10, Chapter I] implies

$$
E\left[\sup _{s \in[0, t]}\left|\int_{0}^{s} \widehat{G}_{n}(w, z) d B_{w}\right|^{2}\right] \leq 4 E\left[\int_{0}^{t}\left|\widehat{G}_{n}(w, z)\right|^{2} d w\right]<\infty
$$

for $t \in[0, \infty)$, we have

$$
\sum_{m=1}^{\infty} E\left[\sup _{s \in[0, t]}\left|Y_{s}^{m+1}-Y_{s}^{m}\right|^{2}\right]<\infty
$$

for $t \in[0, \infty)$. Hence, $\left\{Y^{m}\right\}$ is a Cauchy sequence in $L^{2}(\Omega ; \mathscr{C})$, where $\mathscr{C}$ is the complete metric space $C\left([0, \infty) ; \mathbb{R}^{d}\right)$ with distance function given by

$$
D\left(w, w^{\prime}\right):=\sum_{k=1}^{\infty} 2^{-k}\left(\sup _{t \in[0, k]}\left|w(t)-w^{\prime}(t)\right|\right) \wedge 1, \quad w, w^{\prime} \in C\left([0, \infty) ; \mathbb{R}^{d}\right)
$$

Therefore, there exists a stochastic process $Y$ in $L^{2}(\Omega ; \mathscr{C})$ which satisfies

$$
\lim _{m \rightarrow \infty} E\left[\sup _{s \in[0, t]}\left|Y_{s}-Y_{s}^{m}\right|^{2}\right]=0
$$

for $t \in[0, \infty)$. By taking the limit in (4-5) as $m \rightarrow \infty$, we have

$$
\begin{equation*}
Y_{t}=z+\int_{0}^{t} \widehat{G}_{n}\left(s, Y_{s}\right) d B_{s}, \quad t \in[0, \infty) \tag{4-6}
\end{equation*}
$$

almost surely. Let $\tau_{n}^{Y}:=\inf \left\{t \geq 0:\left|X_{t}^{x}-Y_{t}\right|<1 / n\right\}$. Note that (2-2) implies that

$$
\left|\sigma\left(t, Y_{t}\right)^{-1}\left(X_{t}^{x}-Y_{t}\right)\right| \vee\left(\Lambda^{-(1 / 2)} n^{-1}\right)=\left|\sigma\left(t, Y_{t}\right)^{-1}\left(X_{t}^{x}-Y_{t}\right)\right|, \quad t \in\left[0, \tau_{n}^{Y}\right)
$$

almost surely. Applying [Ikeda and Watanabe 1989, Proposition 1.1(iv), Chapter II] to (4-6), we see that the $Y_{. \wedge \tau_{n}^{Y}}$ satisfy the stochastic differential equation for $\check{Z}^{n, z}$. Thus, we obtain existence.

We remark that $\left\{\check{Z}^{n, z}: n \in \mathbb{N}\right\}$ is consistent; i.e., $\check{Z}_{t \wedge \check{\tau}_{n}}^{m, z}=\check{Z}_{t \wedge \check{\tau}_{n}}^{n, z}$ for $m>n$ almost surely. This fact is immediately obtained by [Ikeda and Watanabe 1989, Proposition 1.1(iv), Chapter II] and uniqueness. Define the stochastic processes $\left(Z_{t}^{z}, \widetilde{B}_{t} ; t \in[0, \tau)\right)$ by

$$
\begin{aligned}
Z_{t}^{z} & =\check{Z}_{t}^{n, z} \\
\widetilde{B}_{t} & =\int_{0}^{t}\left(I-\frac{2\left(\sigma\left(s, \check{Z}_{s}^{n, z}\right)^{-1}\left(X_{s}^{x}-\check{Z}_{s}^{n, z}\right)\right) \otimes\left(\sigma\left(s, \check{Z}_{s}^{n, z}\right)^{-1}\left(X_{s}^{x}-\check{Z}_{s}^{n, z}\right)\right)}{\left|\sigma\left(s, \check{Z}_{s}^{n, z}\right)^{-1}\left(X_{s}^{x}-\check{Z}_{s}^{n, z}\right)\right|^{2}}\right) d B_{s}
\end{aligned}
$$

for $t \in\left[0, \tau_{n}^{Z}\right.$ ) and $n \in \mathbb{N}$, where $\tau_{n}^{Z}:=\inf \left\{t \geq 0:\left|X_{t}^{x}-Z_{t}^{z}\right|<1 / n\right\}$. Then, (4-1) holds for $t \in[0, \tau)$. On the other hand, by applying [Ikeda and Watanabe 1989, Proposition 1.1(iv), Chapter II], we have that $Z_{\cdot \wedge \tau_{n}^{z}}^{z}$ solves the stochastic differential equation of $\check{Z}^{n, z}$ for $n \in \mathbb{N}$. Hence, $\left(Z_{t}^{z}, \widetilde{B}_{t} ; t \in[0, \tau)\right)$ are determined almost surely and uniquely. Let

$$
H_{t}:=I-\frac{2\left[\sigma\left(t, Z_{t}^{z}\right)^{-1}\left(X_{t}^{x}-Z_{t}^{z}\right)\right] \otimes\left[\sigma\left(t, Z_{t}^{z}\right)^{-1}\left(X_{t}^{x}-Z_{t}^{z}\right)\right]}{\left|\sigma\left(t, Z_{t}^{z}\right)^{-1}\left(X_{t}^{x}-Z_{t}^{z}\right)\right|^{2}}
$$

for $t \in[0, \tau)$. Then, $H_{t}$ is an orthogonal matrix for all $t \in[0, \tau)$, and hence $\widetilde{B}_{t}$ is a $d$-dimensional Brownian motion for $t \in[0, \tau)$. Hence, $\left(Z_{t}^{z}, \widetilde{B}_{t} ; t \in[0, \tau)\right)$ are extended to $\left(Z_{t}^{z}, \widetilde{B}_{t} ; t \in[0, \tau]\right)$ almost surely and uniquely. By the Lipschitz continuity of $\sigma,(4-1)$ is solved almost surely and uniquely for $t \in[\tau, \infty)$, and thus we obtain $\left(Z_{t}^{z} ; t \in[0, \infty)\right.$ ) almost surely and uniquely; see [Stroock and Varadhan 1979, Section 6.6]. From this fact we have that $Z_{t}^{z}$ is $\mathscr{F}_{t}$-measurable for $t \in[0, \infty)$. Hence, if $x=z, X^{x}$ and $Z^{z}$ have the same law. Moreover, $X_{t}^{x}=Z_{t}^{z}$ for $t \in[\tau, \infty)$ almost surely.

Lemma 4.2. For $R>0$ and sufficiently small $\varepsilon>0$, there exist positive constants $C$ and $c_{0}$ depending on $d, \varepsilon, R, \rho_{R}$ and $\Lambda$ such that

$$
\begin{equation*}
E[t \wedge \tau] \leq C\left(1+t^{2}\right)|x-z|^{1-\varepsilon} \tag{4-7}
\end{equation*}
$$

for $t \in[0, \infty)$ and $x, z \in B(0 ; R / 2)$ such that $|x-z| \leq c_{0}$.
Proof. Let $R>0$ and $x, z \in B(0 ; R / 2)$. Define

$$
\xi_{t}:=X_{t}^{x}-Z_{t}^{z} \quad \text { and } \quad \alpha_{t}:=\sigma\left(t, X_{t}^{x}\right)-\sigma\left(t, Z_{t}^{z}\right) H_{t}
$$

Then, by Itō's formula we have, for $t \in[0, \tau)$,

$$
\begin{equation*}
d\left(\left|\xi_{t}\right|\right)=\left\langle\frac{\xi_{t}}{\left|\xi_{t}\right|}, \alpha_{t} d B_{t}\right\rangle+\frac{1}{2\left|\xi_{t}\right|}\left(\operatorname{tr}\left(\alpha_{t} \alpha_{t}^{T}\right)-\frac{\left|\alpha_{t}^{T} \xi_{t}\right|^{2}}{\left|\xi_{t}\right|^{2}}\right) d t \tag{4-8}
\end{equation*}
$$

where $\operatorname{tr}(A)$ is the trace of the matrix $A$. Now we follow the argument in [Lindvall and Rogers 1986, Section 3]. Since

$$
\begin{aligned}
\alpha_{t} & =\sigma\left(t, X_{t}^{x}\right)-\sigma\left(t, Z_{t}^{z}\right)+\frac{2 \xi_{t} \otimes\left(\sigma\left(t, Z_{t}^{z}\right)^{-1} \xi_{t}\right)}{\left|\sigma\left(t, Z_{t}^{z}\right)^{-1} \xi_{t}\right|^{2}} \\
& =\sigma\left(t, X_{t}^{x}\right)-\sigma\left(t, Z_{t}^{z}\right)+\frac{2 \xi_{t} \xi_{t}^{T}\left(\sigma\left(t, Z_{t}^{z}\right)^{-1}\right)^{T}}{\left|\sigma\left(t, Z_{t}^{z}\right)^{-1} \xi_{t}\right|^{2}}
\end{aligned}
$$

it holds that

$$
\operatorname{tr}\left(\alpha_{t} \alpha_{t}^{T}\right)-\frac{\left|\alpha_{t}^{T} \xi_{t}\right|^{2}}{\left|\xi_{t}\right|^{2}}=\operatorname{tr}\left(\left[\sigma\left(t, X_{t}^{x}\right)-\sigma\left(t, Z_{t}^{z}\right)\right]\left[\sigma\left(t, X_{t}^{x}\right)-\sigma\left(t, Z_{t}^{z}\right)\right]^{T}\right)-\frac{\left|\left[\sigma\left(t, X_{t}^{x}\right)-\sigma\left(t, Z_{t}^{z}\right)\right]^{T} \xi_{t}\right|^{2}}{\left|\xi_{t}\right|^{2}}
$$

Hence, in view of (2-1), there exists a positive constant $\gamma_{1}$ depending on $d$ and $\Lambda$ such that

$$
\begin{equation*}
\left|\operatorname{tr}\left(\alpha_{t} \alpha_{t}^{T}\right)-\frac{\left|\alpha_{t}^{T} \xi_{t}\right|^{2}}{\left|\xi_{t}\right|^{2}}\right| \leq \gamma_{1} \rho_{R}\left(\left|\xi_{t}\right|\right) \quad \text { for } t \in[0, \tau) \text { such that } X_{t}^{x}, Z_{t}^{z} \in B(0 ; R) \tag{4-9}
\end{equation*}
$$

On the other hand, following the argument in [Lindvall and Rogers 1986, Section 3], we have a positive constant $\gamma_{2}$ depending on $d$ and $\Lambda$ such that

$$
\begin{equation*}
\frac{\left|\alpha_{t}^{T} \xi_{t}\right|}{\left|\xi_{t}\right|} \geq \gamma_{2}^{-1} \quad \text { for } t \in[0, \tau) \text { such that }\left|\sigma\left(t, X_{t}^{x}\right)-\sigma\left(t, Z_{t}^{z}\right)\right| \leq 2 \Lambda^{-1} \tag{4-10}
\end{equation*}
$$

Note that if $\rho_{R}\left(\left|\xi_{t}\right|\right) \leq 2 \Lambda^{-1}$ and $X_{t}^{x}, Z_{t}^{z} \in B(0 ; R)$, then $\left|\sigma\left(t, X_{t}^{x}\right)-\sigma\left(t, Z_{t}^{z}\right)\right| \leq 2 \Lambda^{-1}$. Let $\gamma:=\gamma_{1} \vee \gamma_{2}$. Define stopping times $\tau_{n}$ by $\tau_{n}:=\inf \left\{t>0:\left|X_{t}^{x}-Z_{t}^{z}\right| \leq 1 / n\right\}$ for $n \in \mathbb{N}$. For a given $\varepsilon>0$, let

$$
\begin{aligned}
& \tilde{\tau}:=\tau \wedge \inf \left\{t \in[0, \infty): \rho_{R}\left(\left|\xi_{t}\right|\right)>\frac{\varepsilon}{2 \gamma^{3}} \wedge 2 \Lambda^{-1}, X_{t}^{x} \notin B(0 ; R) \text { or } Z_{t}^{z} \notin B(0 ; R)\right\}, \\
& \tilde{\tau}_{n}:=\tau_{n} \wedge \inf \left\{t \in[0, \infty): \rho_{R}\left(\left|\xi_{t}\right|\right)>\frac{\varepsilon}{2 \gamma^{3}} \wedge 2 \Lambda^{-1}, X_{t}^{x} \notin B(0 ; R) \text { or } Z_{t}^{z} \notin B(0 ; R)\right\}
\end{aligned}
$$

for $n \in \mathbb{N}$. Then, it holds that $\tilde{\tau}_{n} \uparrow \tilde{\tau}$ almost surely as $n \rightarrow \infty$. By Itō's formula, (4-8), (4-9) and (4-10), we have for $t \in[0, \infty)$ that

$$
\begin{aligned}
E\left[\left|\xi_{t \wedge \tilde{\tau}_{n}}\right|^{1-\varepsilon}\right] & =|x-z|^{1-\varepsilon}+(1-\varepsilon) E\left[\int_{0}^{t \wedge \tilde{\tau}_{n}}\left|\xi_{s}\right|^{-\varepsilon} \frac{1}{2\left|\xi_{s}\right|}\left(\operatorname{tr}\left(\alpha_{s} \alpha_{s}^{T}\right)-\frac{\left|\alpha_{s}^{T} \xi_{s}\right|^{2}}{\left|\xi_{s}\right|^{2}}\right) d s\right] \\
& \quad-\frac{\varepsilon(1-\varepsilon)}{2} E\left[\int_{0}^{t \wedge \tilde{\tau}_{n}}\left|\xi_{s}\right|^{-1-\varepsilon} \frac{\left|\alpha_{s}^{T} \xi_{s}\right|^{2}}{\left|\xi_{s}\right|^{2}} d s\right] \\
& \leq|x-z|^{1-\varepsilon}+\frac{(1-\varepsilon) \gamma}{2} E\left[\int_{0}^{t \wedge \tilde{\tau}_{n}}\left|\xi_{s}\right|^{-1-\varepsilon} \rho_{R}\left(\left|\xi_{s}\right|\right) d s\right]-\frac{\varepsilon(1-\varepsilon)}{2 \gamma^{2}} E\left[\int_{0}^{t \wedge \tilde{\tau}_{n}}\left|\xi_{s}\right|^{-1-\varepsilon} d s\right] \\
& \leq|x-z|^{1-\varepsilon}+\frac{\varepsilon(1-\varepsilon)}{4 \gamma^{2}} E\left[\int_{0}^{t \wedge \tilde{\tau}_{n}}\left|\xi_{s}\right|^{-1-\varepsilon} d s\right]-\frac{\varepsilon(1-\varepsilon)}{2 \gamma^{2}} E\left[\int_{0}^{t \wedge \tilde{\tau}_{n}}\left|\xi_{s}\right|^{-1-\varepsilon} d s\right] \\
& \leq|x-z|^{1-\varepsilon}-\frac{\varepsilon(1-\varepsilon)}{4 \gamma^{2}} E\left[\int_{0}^{t \wedge \tilde{\tau}_{n}}\left|\xi_{s}\right|^{-1-\varepsilon} d s\right] \\
& \leq|x-z|^{1-\varepsilon}-\frac{\varepsilon(1-\varepsilon)}{2^{3+\varepsilon} \gamma^{2} R^{1+\varepsilon}} E\left[t \wedge \tilde{\tau}_{n}\right] .
\end{aligned}
$$

Hence, it holds that

$$
\begin{equation*}
E[t \wedge \tilde{\tau}] \leq C|x-z|^{1-\varepsilon} \quad \text { for } t \in[0, \infty) \tag{4-11}
\end{equation*}
$$

where $C$ is a constant depending on $d, \varepsilon, R$ and $\Lambda$.

Now we consider the estimate of the expectation of $\tau$ by using that of $\tilde{\tau}$. To simplify the notation, let

$$
\delta_{0}:=\frac{1}{3} \rho_{R}^{-1}\left(\frac{\varepsilon}{2 \gamma^{3}} \wedge 2 \Lambda^{-1}\right) .
$$

Since
$\left|\xi_{t}\right|>3 \delta_{0}$ implies $\left|X_{t}^{x}-x\right|>\delta_{0},\left|Z_{t}^{z}-z\right|>\delta_{0}$, or $|x-z|>\delta_{0}$,

$$
X_{t}^{x} \notin B(0 ; R) \text { or } Z_{t}^{z} \notin B(0 ; R) \text { implies }\left|X_{t}^{x}-x\right|>\frac{R}{2} \text { or }\left|Z_{t}^{z}-z\right|>\frac{R}{2}
$$

we have, for $x, z \in B(0 ; R / 2)$ such that $|x-z| \leq \delta_{0}$,

$$
\begin{equation*}
P(\tau \geq t) \leq P(\tilde{\tau} \geq t)+P\left(\sup _{s \in[0, t]}\left|X_{s}^{x}-x\right|>\delta_{0} \wedge \frac{R}{2}\right)+P\left(\sup _{s \in[0, t]}\left|Z_{s}^{z}-z\right|>\delta_{0} \wedge \frac{R}{2}\right) \tag{4-12}
\end{equation*}
$$

Let $\eta=x$ or $z$. By Chebyshev's inequality and Burkholder's inequality we have

$$
\begin{aligned}
P\left(\sup _{s \in[0, t]}\left|X_{s}^{\eta}-\eta\right|>\delta_{0} \wedge \frac{R}{2}\right) & \leq\left(\delta_{0} \wedge \frac{R}{2}\right)^{-2 / \varepsilon} E\left[\sup _{s \in[0, t]}\left|X_{s}^{\eta}-\eta\right|^{2 / \varepsilon}\right] \\
& \leq\left(\delta_{0} \wedge \frac{R}{2}\right)^{-2 / \varepsilon} E\left[\sup _{s \in[0, t]}\left|\int_{0}^{s} \sigma\left(u, X_{u}^{\eta}\right) d B_{u}\right|^{2 / \varepsilon}\right] \\
& \leq\left(\delta_{0} \wedge \frac{R}{2}\right)^{-2 / \varepsilon} C E\left[\left(\sum_{i, j=1}^{d} \int_{0}^{t} \sigma_{i j}\left(u, X_{u}^{\eta}\right) \sigma_{j i}\left(u, X_{u}^{\eta}\right) d u\right)^{1 / \varepsilon}\right] \\
& \leq d^{1 / \varepsilon}\left(\delta_{0} \wedge \frac{R}{2}\right)^{-2 / \varepsilon} C \Lambda^{1 / \varepsilon} t^{1 / \varepsilon}
\end{aligned}
$$

where $C$ is a constant depending on $\varepsilon$. Hence, there exists a constant $C$ depending on $d, \varepsilon, R, \rho_{R}$ and $\Lambda$ such that

$$
\begin{equation*}
P\left(\sup _{s \in[0, t]}\left|X_{s}^{\eta}-\eta\right|>\delta_{0} \wedge \frac{R}{2}\right) \leq C|x-z| \tag{4-13}
\end{equation*}
$$

for $\eta=x, z$ and $t \in\left[0,|x-z|^{\varepsilon}\right]$. By (4-11), (4-12) and (4-13) we have, for $x, z \in B(0 ; R / 2)$ such that $|x-z| \leq \delta_{0}$, and $t \in\left[0,|x-z|^{\varepsilon}\right]$,

$$
\begin{aligned}
E[t \wedge \tau] & \leq \int_{0}^{t} P(\tau \geq s) d s \\
& \leq \int_{0}^{t} P(\tilde{\tau} \geq s) d s+t\left[P\left(\sup _{s \in[0, t]}\left|X_{s}^{x}-x\right|>\delta_{0} \wedge \frac{R}{2}\right)+P\left(\sup _{s \in[0, t]}\left|X_{s}^{z}-z\right|>\delta_{0} \wedge \frac{R}{2}\right)\right] \\
& \leq C(1+t)|x-z|^{1-\varepsilon},
\end{aligned}
$$

where $C$ is a constant depending on $d, \varepsilon, R, \rho_{R}$ and $\Lambda$. Therefore, we obtain

$$
\begin{equation*}
E[t \wedge \tau] \leq C(1+t)|x-z|^{1-\varepsilon} \tag{4-14}
\end{equation*}
$$

for $x, z \in B(0 ; R / 2)$ such that $|x-z| \leq \delta_{0}$ and $t \in\left[0,|x-z|^{\varepsilon}\right]$. By using Chebyshev's inequality, we calculate $E[t \wedge \tau]$ as

$$
\begin{aligned}
E[t \wedge \tau]=\int_{0}^{|x-z|^{\varepsilon}} P(\tau \geq s) d s+\int_{|x-z|^{\varepsilon}}^{t} P(\tau \geq s) d s & \leq E\left[|x-z|^{\varepsilon} \wedge \tau\right]+t P\left(\tau \geq|x-z|^{\varepsilon}\right) \\
& \leq E\left[|x-z|^{\varepsilon} \wedge \tau\right]+\frac{t}{|x-z|^{\varepsilon}} E\left[\tau \wedge|x-z|^{\varepsilon}\right] \\
& \leq\left(1+t|x-z|^{-\varepsilon}\right) E\left[|x-z|^{\varepsilon} \wedge \tau\right]
\end{aligned}
$$

Thus, applying (4-14) with $t=|x-z|^{\varepsilon}$ and choosing another small $\varepsilon$, we obtain (4-7) for all $t \in[0, \infty$ ).
Lemma 4.3. For $R>0$ and sufficiently small $\varepsilon>0$, there exist positive constants $C$ and $c_{0}$ depending on $d, \varepsilon, C_{\mathrm{G}}^{+}, R, \rho_{R}$ and $\Lambda$ such that

$$
\begin{gathered}
p^{X}(0, x ; t, y) E^{X_{t}^{x}=y}[t \wedge \tau] \leq C t^{-d / 2}\left(1+t^{2}\right)|x-z|^{1-\varepsilon}, \\
p^{X}(0, z ; t, y) E^{Z_{t}^{z}=y}[t \wedge \tau] \leq C t^{-d / 2}\left(1+t^{2}\right)|x-z|^{1-\varepsilon}
\end{gathered}
$$

for $t \in(0, \infty), x, z \in B(0 ; R / 2)$ such that $|x-z| \leq c_{0}$, and $y \in \mathbb{R}^{d}$.
Proof. It holds that

$$
\begin{equation*}
E^{X_{t}^{x}=y}[t \wedge \tau]=E^{X_{t}^{x}=y}\left[(t \wedge \tau) \rrbracket_{[0, t / 2]}(\tau)\right]+E^{X_{t}^{x}=y}\left[(t \wedge \tau) \rrbracket_{[t / 2, \infty)}(\tau)\right] . \tag{4-15}
\end{equation*}
$$

By (2-11) and (1-6), we have
$p^{X}(0, x ; t, y) E^{X_{t}^{x}=y}\left[(t \wedge \tau) \square_{[0, t / 2]}(\tau)\right]=E\left[(t \wedge \tau) \rrbracket_{[0, t / 2]}(\tau) p^{X}\left(\frac{t}{2}, X_{t / 2}^{x} ; t, y\right)\right] \leq 2^{d / 2} C_{\mathrm{G}}^{+} t^{-d / 2} E[t \wedge \tau]$.
Hence, in view of Lemma 4.2, there exists positive constants $C$ and $c_{0}$ depending on $d, \varepsilon, C_{\mathrm{G}}^{+}, R, \rho_{R}$ and $\Lambda$ such that

$$
\begin{equation*}
p^{X}(0, x ; t, y) E^{X_{t}^{X}=y}\left[(t \wedge \tau) \rrbracket_{[0, t / 2]}(\tau)\right] \leq C t^{-d / 2}\left(1+t^{2}\right)|x-z|^{1-\varepsilon} \tag{4-16}
\end{equation*}
$$

for $x, z \in B(0 ; R / 2)$ such that $|x-z| \leq c_{0}$ and $y \in \mathbb{R}^{d}$.
On the other hand, by (2-11) and (1-6), we have

$$
\begin{aligned}
p^{X}(0, x ; t, y) E^{X_{t}^{x}=y}\left[(t \wedge \tau) \rrbracket_{[t / 2, \infty)}(\tau)\right] & \leq t p^{X}(0, x ; t, y) P^{X_{t}^{x}=y}\left(\tau>\frac{t}{2}\right) \\
& =t \int_{\mathbb{R}^{d}} p^{X}\left(\frac{t}{2}, z ; t, y\right) P\left(\tau>\frac{t}{2}, X_{t / 2}^{x} \in d z\right) \\
& \leq 2^{d / 2} C_{\mathrm{G}}^{+} t^{-d / 2+1} P\left(\tau>\frac{t}{2}\right)
\end{aligned}
$$

Hence, by applying Chebyshev's inequality we have

$$
p^{X}(0, x ; t, y) E^{X_{t}^{x}=y}\left[(t \wedge \tau) \rrbracket_{[t / 2, \infty)}(\tau)\right] \leq C t^{-d / 2} E[t \wedge \tau]
$$

where $C$ is a constant depending on $d$ and $C_{\mathrm{G}}^{+}$. Thus, Lemma 4.2 implies that

$$
\begin{equation*}
p^{X}(0, x ; t, y) E^{X_{t}^{x}=y}\left[(t \wedge \tau) \rrbracket_{[t / 2, \infty)}(\tau)\right] \leq C t^{-d / 2}\left(1+t^{2}\right)|x-z|^{1-\varepsilon} \tag{4-17}
\end{equation*}
$$

for $x, z \in B(0 ; R / 2)$ such that $|x-z| \leq c_{0}$, where $C$ and $c_{0}$ are positive constants depending on $d, \varepsilon, C_{\mathrm{G}}^{+}$, $R, \rho_{R}$ and $\Lambda$. Therefore, we obtain the assertion for $x$ by (4-15), (4-16) and (4-17). Similar argument yields the assertion for $z$.

Lemma 4.4. For $q \geq 1, R>0$ and sufficiently small $\varepsilon>0$, there exist positive constants $C$ and $c_{0}$ depending on $q, d, \varepsilon, R, \rho_{R}, \Lambda,\|b\|_{\infty}$ and $\|c\|_{\infty}$, such that

$$
\begin{aligned}
& E\left[\sup _{s \in[0, t]}\left|\mathscr{E}\left(0, \tau \wedge s ; X^{x}\right)-1\right|^{q}\right] \leq C e^{C t}|x-z|^{2 /(q \vee 2)-\varepsilon}, \\
& E\left[\sup _{s \in[0, t]}\left|\mathscr{E}\left(0, \tau \wedge s ; Z^{z}\right)-1\right|^{q}\right] \leq C e^{C t}|x-z|^{2 /(q \vee 2)-\varepsilon}
\end{aligned}
$$

for $t \in[0, \infty), x, z \in B(0 ; R / 2)$ such that $|x-z| \leq c_{0}$, and $y \in \mathbb{R}^{d}$.
Proof. By (2-10) we have

$$
\begin{aligned}
E & {\left[\sup _{v \in[0, \tau \wedge t]}\left|\mathscr{E}\left(0, v ; X^{x}\right)-1\right|^{q}\right] } \\
& =E\left[\sup _{v \in[0, \tau \wedge t]}\left|\int_{0}^{v} \mathscr{E}\left(0, u ; X^{x}\right)\left\langle b_{\sigma}\left(u, X_{u}^{x}\right), d B_{u}\right\rangle+\int_{0}^{v} \mathscr{E}\left(0, u ; X^{x}\right) c\left(u, X_{u}^{x}\right) d u\right|^{q}\right] \\
& \leq C E\left[\sup _{v \in[0, \tau \wedge t]}\left|\int_{0}^{v} \mathscr{E}\left(0, u ; X^{x}\right)\left\langle b_{\sigma}\left(u, X_{u}^{x}\right), d B_{u}\right\rangle\right|^{q}\right]+C E\left[\sup _{v \in[0, \tau \wedge t]}\left|\int_{0}^{v} \mathscr{E}\left(0, u ; X^{x}\right) c\left(u, X_{u}^{x}\right) d u\right|^{q}\right]
\end{aligned}
$$

where $C$ is a constant depending on $q$. The terms of the right-hand side of this inequality are dominated as follows: By Burkholder's inequality and Hölder's inequality we have

$$
\begin{aligned}
& E\left[\sup _{v \in[0, \tau \wedge t]}\left|\int_{0}^{v} \mathscr{E}\left(0, u ; X^{x}\right)\left\langle b_{\sigma}\left(u, X_{u}^{x}\right), d B_{u}\right\rangle\right|^{q}\right] \\
& \leq C E\left[\left(\int_{0}^{\tau \wedge t} \mathscr{E}\left(0, u ; X^{x}\right)^{2}\left|b_{\sigma}\left(u, X_{u}^{x}\right)\right|^{2} d u\right)^{q / 2}\right] \\
& \leq C \Lambda^{q}\|b\|_{\infty}^{q} t^{1-1 /[(q / 2) \vee 1]} E\left[\int_{0}^{\tau \wedge t} \mathscr{E}\left(0, u ; X^{x}\right)^{2[(q / 2) \vee 1]} d u\right]^{1 /[(q / 2) \vee 1]} \\
& \leq C \Lambda^{q}\|b\|_{\infty}^{q} t^{1-2 /[q \vee 2]} E[\tau \wedge t]^{2(1-\varepsilon) /(q \vee 2)} E\left[\left(\int_{0}^{t} \mathscr{E}\left(0, u ; X^{x}\right)^{(q \vee 2) / \varepsilon} d u\right)\right]^{2 \varepsilon /(q \vee 2)},
\end{aligned}
$$

where $C$ is a constant depending on $q$, and by Hölder's inequality we have

$$
\begin{aligned}
E\left[\sup _{v \in[0, \tau \wedge t]}\left|\int_{0}^{v} \mathscr{E}\left(0, u ; X^{x}\right) c\left(u, X_{u}^{x}\right) d u\right|^{q}\right] & \leq\|c\|_{\infty}^{q} t^{1-1 / q} E\left[\int_{0}^{\tau \wedge t} \mathscr{E}\left(0, u ; X^{x}\right)^{q} d u\right] \\
& \leq\|c\|_{\infty}^{q} t^{1-1 / q} E[\tau \wedge t]^{1-\varepsilon} E\left[\int_{0}^{t} \mathscr{E}\left(0, u ; X^{x}\right)^{q / \varepsilon} d u\right]^{\varepsilon}
\end{aligned}
$$

Thus, applying by Lemmas 3.3 and 4.2 to these inequalities and choosing another small $\varepsilon$, we obtain

$$
E\left[\sup _{v \in[0, \tau \wedge t]}\left|\mathscr{C}\left(0, v ; X^{x}\right)-1\right|^{q}\right] \leq C e^{C t}|x-z|^{2 /(q \vee 2)-\varepsilon},
$$

where $C$ is a constant depending on $q, d, \varepsilon, R, \rho_{R}, \Lambda,\|b\|_{\infty}$ and $\|c\|_{\infty}$. Similar argument yields the same estimate for $Z^{z}$.

Now we start the proof of Proposition 4.1. Let $t \in(0, \infty), x, z \in B(0 ; R / 2)$ such that $x \neq z, y \in \mathbb{R}^{d}$ and $s \in(t / 2, t)$. Recall that $X^{z}$ and $Z^{z}$ have the same law. By (2-11) and (2-9) we have

$$
\begin{aligned}
\mid p^{X}(0, x ; t, y) E^{X_{t}^{x}=y} & { \left.\left[\mathscr{E}\left(0, s ; X^{x}\right) ; \tau \leq \frac{t}{2}\right]-p^{X}(0, z ; t, y) E^{Z_{t}^{z}=y}\left[\mathscr{E}\left(0, s ; Z^{z}\right) ; \tau \leq \frac{t}{2}\right] \right\rvert\, } \\
= & \left|E\left[\mathscr{E}\left(0, s ; X^{x}\right) p^{X}\left(s, X_{s}^{x} ; t, y\right) ; \tau \leq \frac{t}{2}\right]-E\left[\mathscr{E}\left(0, s ; Z^{z}\right) p^{X}\left(s, Z_{s}^{z} ; t, y\right) ; \tau \leq \frac{t}{2}\right]\right| \\
\leq & E\left[\mathscr{E}\left(0, s ; Z^{z}\right)\left|p^{X}\left(s, X_{s}^{x} ; t, y\right)-p^{X}\left(s, Z_{s}^{z} ; t, y\right)\right| ; \tau \leq \frac{t}{2}\right] \\
& +E\left[\left|\mathscr{C}\left(0, \tau \wedge s ; X^{x}\right)-\mathscr{E}\left(0, \tau \wedge s ; Z^{z}\right)\right| \mathscr{E}\left(\tau \wedge s, s ; Z^{z}\right) p^{X}\left(s, X_{s}^{x} ; t, y\right) ; \tau \leq \frac{t}{2}\right] \\
& \quad+E\left[\mathscr{E}\left(0, \tau \wedge s ; X^{x}\right)\left|\mathscr{E}\left(\tau \wedge s, s ; X^{x}\right)-\mathscr{E}\left(\tau \wedge s, s ; Z^{z}\right)\right| p^{X}\left(s, X_{s}^{x} ; t, y\right) ; \tau \leq \frac{t}{2}\right]
\end{aligned}
$$

Noting that

$$
X_{s}^{x}=Z_{s}^{z} \quad \text { for } s \geq \tau
$$

we obtain

$$
\begin{align*}
& \left|p^{X}(0, x ; t, y) E^{X_{t}^{x}=y}\left[\mathscr{E}\left(0, s ; X^{x}\right) ; \tau \leq \frac{t}{2}\right]-p^{X}(0, z ; t, y) E^{Z_{t}^{z}=y}\left[\mathscr{E}\left(0, s ; Z^{z}\right) ; \tau \leq \frac{t}{2}\right]\right| \\
& \leq E\left[\left|\mathscr{E}\left(0, \tau \wedge s ; X^{x}\right)-\mathscr{E}\left(0, \tau \wedge s ; Z^{z}\right)\right| \mathscr{C}\left(\tau \wedge s, s ; Z^{z}\right) p^{X}\left(s, X_{s}^{x} ; t, y\right) ; \tau \leq \frac{t}{2}\right] \tag{4-18}
\end{align*}
$$

By the triangle inequality and Hölder's inequality, we obtain

$$
\begin{aligned}
E\left[\mid \mathscr{E}\left(0, \tau \wedge s ; X^{x}\right)-\mathscr{E}(0, \tau \wedge\right. & \left.\left.; Z^{z}\right) \mid \mathscr{E}\left(\tau \wedge s, s ; Z^{z}\right) p^{X}\left(s, X_{s}^{x} ; t, y\right) ; \tau \leq \frac{t}{2}\right] \\
\leq & E\left[\left|\mathscr{C}\left(0, \tau \wedge s ; X^{x}\right)-1\right| \mathscr{E}\left(\tau \wedge s, s ; Z^{z}\right) p^{X}\left(s, X_{s}^{x} ; t, y\right) ; \tau \leq \frac{t}{2}\right] \\
& +E\left[\left|\mathscr{E}\left(0, \tau \wedge s ; Z^{z}\right)-1\right| \mathscr{E}\left(\tau \wedge s, s ; Z^{z}\right) p^{X}\left(s, X_{s}^{x} ; t, y\right) ; \tau \leq \frac{t}{2}\right] \\
\leq & \left(E\left[\left|\mathscr{E}\left(0, \tau \wedge s ; X^{x}\right)-1\right|^{2 /(2-\varepsilon)} p^{X}\left(s, X_{s}^{x} ; t, y\right) ; \tau \leq \frac{t}{2}\right]^{1-\varepsilon / 2}\right. \\
& \left.+E\left[\left|\mathscr{E}\left(0, \tau \wedge s ; Z^{z}\right)-1\right|^{2 /(2-\varepsilon)} p^{X}\left(s, X_{s}^{x} ; t, y\right) ; \tau \leq \frac{t}{2}\right]^{1-\varepsilon / 2}\right) \\
& \times E\left[\mathscr{E}\left(\tau \wedge s, s ; Z^{z}\right)^{2 / \varepsilon} p^{X}\left(s, X_{s}^{x} ; t, y\right) ; \tau \leq \frac{t}{2}\right]^{\varepsilon / 2}
\end{aligned}
$$

Hence, by (2-11) and (1-6), we have

$$
\begin{aligned}
E\left[\mathscr{E}\left(0, \tau \wedge s ; X^{x}\right)-\right. & \left.\mathscr{E}\left(0, \tau \wedge s ; Z^{z}\right) \mid \mathscr{E}\left(\tau \wedge s, s ; Z^{z}\right) p^{X}\left(s, X_{s}^{x} ; t, y\right) ; \tau \leq \frac{t}{2}\right] \\
\leq & \left(E^{X_{t}^{x}=y}\left[\left|\mathscr{E}\left(0, \tau \wedge s ; X^{x}\right)-1\right|^{2 /(2-\varepsilon)} ; \tau \leq \frac{t}{2}\right]^{1-\varepsilon / 2}\right. \\
& \left.+E^{X_{t}^{x}=y}\left[\left|\mathscr{E}\left(0, \tau \wedge s ; Z^{z}\right)-1\right|^{2 /(2-\varepsilon)} ; \tau \leq \frac{t}{2}\right]^{1-\varepsilon / 2}\right) \\
& \times p^{X}(0, x ; t, y) E^{X_{t}^{x}=y}\left[\mathscr{E}\left(\tau \wedge s, s ; Z^{z}\right)^{2 / \varepsilon} ; \tau \leq \frac{t}{2}\right]^{\varepsilon / 2} \\
\leq & \left(E\left[\left|\mathscr{E}\left(0, \tau \wedge s ; X^{x}\right)-1\right|^{2 /(2-\varepsilon)} p^{X}\left(t / 2, X_{t / 2}^{x} ; t, y\right) ; \tau \leq \frac{t}{2}\right]^{1-\varepsilon / 2}\right. \\
& \left.+E\left[\left|\mathscr{E}\left(0, \tau \wedge s ; Z^{z}\right)-1\right|^{2 /(2-\varepsilon)} p^{X}\left(t / 2, X_{t / 2}^{x} ; t, y\right) ; \tau \leq \frac{t}{2}\right]^{1-\varepsilon / 2}\right) \\
& \times\left(p^{X}(0, x ; t, y) E^{X_{t}^{x}=y}\left[\mathscr{E}\left(\tau \wedge s, s ; Z^{z}\right)^{2 / \varepsilon} ; \tau \leq \frac{t}{2}\right]\right)^{\varepsilon / 2} \\
\leq & \left(C_{\mathrm{G}}^{+}\right)^{1-\varepsilon / 2} t^{-d / 2+d \varepsilon / 4}\left(p^{X}(0, x ; t, y) E^{X_{t}^{x}=y}\left[\mathscr{E}\left(\tau \wedge s, s ; Z^{z}\right)^{2 / \varepsilon}\right]\right)^{\varepsilon / 2} \\
& \times\left(E\left[\left|\mathscr{E}\left(0, \tau \wedge s ; X^{x}\right)-1\right|^{2 /(2-\varepsilon)}\right]^{1-\varepsilon / 2}+E\left[\left|\mathscr{E}\left(0, \tau \wedge s ; Z^{z}\right)-1\right|^{2 /(2-\varepsilon)}\right]{ }^{1-\varepsilon / 2}\right)
\end{aligned}
$$

Applying Lemmas 3.3 and 4.4 to this inequality, we obtain

$$
\begin{equation*}
E\left[\left|\mathscr{E}\left(0, \tau \wedge s ; X^{x}\right)-\mathscr{E}\left(0, \tau \wedge s ; Z^{z}\right)\right| \mathscr{E}\left(\tau \wedge s, s ; Z^{z}\right) p^{X}\left(s, X_{s}^{x} ; t, y\right) ; \tau \leq \frac{t}{2}\right] \leq C t^{-d / 2} e^{C t}|x-z|^{1-\varepsilon} \tag{4-19}
\end{equation*}
$$

for $x, z \in B(0 ; R / 2)$ such that $|x-z| \leq c_{0}$, where $C$ and $c_{0}$ are constants depending on $d, \varepsilon, C_{\mathrm{G}}^{+}, R, \rho_{R}$, $\Lambda,\|b\|_{\infty}$ and $\|c\|_{\infty}$.

Hölder's inequality and Chebyshev's inequality imply

$$
\begin{aligned}
E^{X_{t}^{x}=y}\left[\mathscr{E}\left(0, s ; X^{x}\right) ; \tau \geq \frac{t}{2}\right] & \leq P^{X_{t}^{x}=y}\left(\tau \geq \frac{t}{2}\right)^{1-\varepsilon / 2} E^{X_{t}^{x}=y}\left[\mathscr{E}\left(0, s ; X^{x}\right)^{2 / \varepsilon}\right]^{\varepsilon / 2} \\
& \leq \frac{2^{1-\varepsilon / 2}}{t^{1-\varepsilon / 2}} E^{X_{t}^{x}=y}[\tau \wedge t]^{1-\varepsilon / 2} E^{X_{t}^{x}=y}\left[\mathscr{E}\left(0, s ; X^{x}\right)^{2 / \varepsilon}\right]^{\varepsilon / 2}
\end{aligned}
$$

Hence, by Lemmas 3.5 and 4.3, we obtain

$$
\begin{equation*}
p^{X}(0, x ; t, y) E^{X_{t}^{x}=y}\left[\mathscr{E}\left(0, s ; X^{x}\right) ; \tau \geq \frac{t}{2}\right] \leq C t^{-d / 2-1} e^{C t}|x-z|^{1-\varepsilon} \tag{4-20}
\end{equation*}
$$

for $x, z \in B(0 ; R / 2)$ such that $|x-z| \leq c_{0}$, where $C$ and $c_{0}$ are constants depending on $d, \varepsilon, m, M, \theta, R$, $\rho_{R}, \Lambda,\|b\|_{\infty}$ and $\|c\|_{\infty}$. Similarly we have

$$
\begin{equation*}
p^{X}(0, z ; t, y) E^{Z_{i}^{z}=y}\left[\mathscr{E}\left(0, s ; Z^{z}\right) ; \tau \geq \frac{t}{2}\right] \leq C t^{-d / 2-1} e^{C t}|x-z|^{1-\varepsilon} \tag{4-21}
\end{equation*}
$$

for $x, z \in B(0 ; R / 2)$ such that $|x-z| \leq c_{0}$, where $C$ and $c_{0}$ are constants depending on $d, \varepsilon, \gamma_{\mathrm{G}}^{-}, \gamma_{\mathrm{G}}^{+}, C_{\mathrm{G}}^{-}$, $C_{\mathrm{G}}^{+}, m, M, \theta, R, \rho_{R}, \Lambda,\|b\|_{\infty}$ and $\|c\|_{\infty}$. Thus, (2-8), (4-18), (4-19), (4-20) and (4-21) imply

$$
|p(0, x ; t, y)-p(0, z ; t, y)| \leq C t^{-d / 2-1+\varepsilon / 2} e^{C t}|x-z|^{1-\varepsilon}
$$

for $t \in(0, \infty), x, z \in B(0 ; R / 2)$ such that $|x-z| \leq c_{0}$, and $y \in \mathbb{R}^{d}$, with constants $C$ and $c_{0}$ depending on $d, \varepsilon, \gamma_{\mathrm{G}}^{-}, \gamma_{\mathrm{G}}^{+}, C_{\mathrm{G}}^{-}, C_{\mathrm{G}}^{+}, m, M, \theta, R, \rho_{R}, \Lambda,\|b\|_{\infty}$ and $\|c\|_{\infty}$. By (1-6) we can remove the restriction on $|x-z|$, and, therefore, we obtain Proposition 4.1.

## 5. The case of general $a$ (proof of the main theorem)

Let $a^{(n)}(t, x)=\left(a_{i j}^{(n)}(t, x)\right)$ be symmetric $d \times d$-matrix-valued bounded measurable functions on $[0, \infty) \times \mathbb{R}^{d}$ which converge to $a(t, x)$ for each $(t, x) \in[0, \infty) \times \mathbb{R}^{d}$ and satisfy (1-1), (1-3) and (1-4). Consider the parabolic partial differential equation

$$
\left\{\begin{align*}
\frac{\partial}{\partial t} u(t, x) & =\frac{1}{2} \sum_{i, j=1}^{d} a_{i j}^{(n)}(t, x) \frac{\partial^{2}}{\partial x_{i} \partial x_{j}} u(t, x)+\sum_{i=1}^{d} b_{i}(t, x) \frac{\partial}{\partial x_{i}} u(t, x)+c(t, x) u(t, x)  \tag{5-1}\\
u(0, x) & =f(x)
\end{align*}\right.
$$

Denote the fundamental solution to (5-1) by $p^{(n)}(s, x ; t, y)$. From (1-6) and Proposition 3.6 we have positive constants $\gamma_{1}, \gamma_{2}, C_{1}$ and $C_{2}$ depending on $d, \gamma_{\mathrm{G}}^{-}, \gamma_{\mathrm{G}}^{+}, C_{\mathrm{G}}^{-}, C_{\mathrm{G}}^{+}, m, M, \theta, \Lambda,\|b\|_{\infty}$ and $\|c\|_{\infty}$ such that

$$
\begin{equation*}
\frac{C_{1} e^{-C_{1}(t-s)}}{(t-s)^{\frac{d}{2}}} \exp \left(-\frac{\gamma_{1}|x-y|^{2}}{t-s}\right) \leq p^{(n)}(s, x ; t, y) \leq \frac{C_{2} e^{C_{2}(t-s)}}{(t-s)^{\frac{d}{2}}} \exp \left(-\frac{\gamma_{2}|x-y|^{2}}{t-s}\right) \tag{5-2}
\end{equation*}
$$

for $s, t \in[0, \infty)$ such that $s<t, x, y \in \mathbb{R}^{d}$ and $n \in \mathbb{N}$.
It is known that local Hölder continuity of the fundamental solution follows, with index and constant depending only on the constants appearing in the Gaussian estimate; see [Stroock 1988]. This fact and (5-2)
imply that the Arzelà-Ascoli theorem is applicable to $p^{(n)}$. Moreover, in view of Proposition 4.1, there exists a constant $C$ depending on $d, \varepsilon, \gamma_{\mathrm{G}}^{-}, \gamma_{\mathrm{G}}^{+}, C_{\mathrm{G}}^{-}, C_{\mathrm{G}}^{+}, m, M, \theta, R, \rho_{R}, \Lambda,\|b\|_{\infty}$ and $\|c\|_{\infty}$ such that

$$
\left|p^{(n)}(0, x ; t, y)-p^{(n)}(0, z ; t, y)\right| \leq C t^{-d / 2-1} e^{C t}|x-z|^{1-\varepsilon}
$$

for $t \in(0, \infty), y \in \mathbb{R}^{d}$ and $x, z \in B(0 ; R / 2)$. Hence, there exists a continuous function $p^{(\infty)}(0, \cdot ; \cdot, \cdot)$ on $\mathbb{R}^{d} \times(0, \infty) \times \mathbb{R}^{d}$ such that

$$
\begin{align*}
\lim _{n \rightarrow \infty} \sup _{|x| \leq R / 2}\left|p^{(n)}(0, x ; t, y)-p^{(\infty)}(0, x ; t, y)\right| & =0  \tag{5-3}\\
& \left|p^{(\infty)}(0, x ; t, y)-p^{(\infty)}(0, z ; t, y)\right| \leq C t^{-d / 2-1} e^{C t}|x-z|^{1-\varepsilon}, \quad x, z \in B(0 ; R / 2) \tag{5-4}
\end{align*}
$$

for $t \in(0, \infty)$ and $y \in \mathbb{R}^{d}$, where $C$ is a constant depending on $d, \varepsilon, \gamma_{\mathrm{G}}^{-}, \gamma_{\mathrm{G}}^{+}, C_{\mathrm{G}}^{-}, C_{\mathrm{G}}^{+}, m, M, \theta, R, \rho_{R}$, $\Lambda,\|b\|_{\infty}$ and $\|c\|_{\infty}$. Moreover, we have positive constants $C_{1}, C_{2}, \gamma_{1}$ and $\gamma_{2}$ depending on $d, \gamma_{\mathrm{G}}^{-}, \gamma_{\mathrm{G}}^{+}$, $C_{\mathrm{G}}^{-}, C_{\mathrm{G}}^{+}, m, M, \theta, \Lambda,\|b\|_{\infty}$ and $\|c\|_{\infty}$ such that

$$
\frac{C_{1} e^{-C_{1}(t-s)}}{(t-s)^{\frac{d}{2}}} \exp \left(-\frac{\gamma_{1}|x-y|^{2}}{t-s}\right) \leq p^{(\infty)}(s, x ; t, y) \leq \frac{C_{2} e^{C_{2}(t-s)}}{(t-s)^{\frac{d}{2}}} \exp \left(-\frac{\gamma_{2}|x-y|^{2}}{t-s}\right)
$$

for $s, t \in[0, \infty)$ such that $s<t$, and $x, y \in \mathbb{R}^{d}$. To prove Theorem 1.1 , we show that $p^{(\infty)}(0, \cdot ; \cdot, \cdot)$ coincides with the fundamental solution $p(0, \cdot ; \cdot, \cdot)$ of the original parabolic partial differential equation (1-2). Let $\phi, \psi \in C_{0}^{\infty}\left(\mathbb{R}^{d}\right)$, and set

$$
\begin{aligned}
P_{t}^{(n)} g(x) & :=\int_{\mathbb{R}^{d}} g(y) p^{(n)}(0, x ; t, y) d y \quad \text { for } g \in C_{b}\left(\mathbb{R}^{d}\right), \\
L_{t}^{(n)} & :=\frac{1}{2} \sum_{i, j=1}^{d} a_{i j}^{(n)}(t, x) \frac{\partial^{2}}{\partial x_{i} \partial x_{j}}+\sum_{i=1}^{d} b_{i}(t, x) \frac{\partial}{\partial x_{i}}+c(t, x) .
\end{aligned}
$$

Noting that $p^{(n)}(s, x ; t, y)$ is smooth in $(s, x, t, y)$, we have $P_{t}^{(n)} L_{t}^{(n)} \phi(x)=(\partial / \partial t) P_{t}^{(n)} \phi(x)$. Hence,

$$
\begin{aligned}
& \int_{\mathbb{R}^{d}}\left(\int_{\mathbb{R}^{d}} \phi(y) p^{(n)}(0, x ; t, y) d y\right) \psi(x) d x-\int_{\mathbb{R}^{d}} \phi(x) \psi(x) d x \\
& =\int_{\mathbb{R}^{d}}\left[P_{t}^{(n)} \phi(x)\right] \psi(x) d x-\int_{\mathbb{R}^{d}} \phi(x) \psi(x) d x \\
& =\int_{0}^{t} \int_{\mathbb{R}^{d}}\left[\frac{\partial}{\partial s} P_{s}^{(n)} \phi(x)\right] \psi(x) d x d s \\
& =\int_{0}^{t} \int_{\mathbb{R}^{d}}\left[P_{s}^{(n)} L_{s}^{(n)} \phi(x)\right] \psi(x) d x d s \\
& =\int_{0}^{t} \int_{\mathbb{R}^{d}}\left(\int_{\mathbb{R}^{d}}\left[\frac{1}{2} \sum_{i, j=1}^{d} a_{i j}^{(n)}(s, y) \frac{\partial^{2}}{\partial y_{i} \partial y_{j}}+\sum_{i=1}^{d} b_{i}(s, y) \frac{\partial}{\partial y_{i}}+c(s, y)\right] \phi(y) p^{(n)}(0, x ; s, y) d y\right) \psi(x) d x d s .
\end{aligned}
$$

Taking the limit as $n \rightarrow \infty$, we obtain

$$
\begin{aligned}
& \int_{\mathbb{R}^{d}}\left(\int_{\mathbb{R}^{d}} \phi(y) p^{(\infty)}(0, x ; t, y) d y\right) \psi(x) d x-\int_{\mathbb{R}^{d}} \phi(x) \psi(x) d x \\
& \quad=\int_{0}^{t} \int_{\mathbb{R}^{d}}\left(\int_{\mathbb{R}^{d}}\left[\frac{1}{2} \sum_{i, j=1}^{d} a_{i j}(s, y) \frac{\partial^{2}}{\partial y_{i} \partial y_{j}}+\sum_{i=1}^{d} b_{i}(s, y) \frac{\partial}{\partial y_{i}}+c(s, y)\right] \phi(y) p^{(\infty)}(0, x ; s, y) d y\right) \psi(x) d x d s .
\end{aligned}
$$

This equality implies that $p^{(\infty)}(0, x ; t, y)$ is also the fundamental solution to the parabolic partial differential equation (1-2). Since the weak solution to (1-2) is unique, $p^{(\infty)}(0, x ; t, y)$ coincides with $p(0, x ; t, y)$. Therefore, we obtain Theorem 1.1.
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# EIGENVALUE DISTRIBUTION OF OPTIMAL TRANSPORTATION 

Bo’az B. Klartag and Alexander V. Kolesnikov


#### Abstract

We investigate the Brenier map $\nabla \Phi$ between the uniform measures on two convex domains in $\mathbb{R}^{n}$, or, more generally, between two log-concave probability measures on $\mathbb{R}^{n}$. We show that the eigenvalues of the Hessian matrix $D^{2} \Phi$ exhibit concentration properties on a multiplicative scale, regardless of the choice of the two measures or the dimension $n$.


## 1. Introduction

Let $\mu$ and $v$ be two absolutely continuous probability measures on $\mathbb{R}^{n}$. It was discovered by Brenier [1991] and McCann [1995] that there exists a convex function $\Phi$ on $\mathbb{R}^{n}$ with $(\nabla \Phi)_{*} \mu=v$, i.e.,

$$
\begin{equation*}
\int_{\mathbb{R}^{n}} b(\nabla \Phi(x)) d \mu(x)=\int_{\mathbb{R}^{n}} b(x) d v(x) \tag{1}
\end{equation*}
$$

for any $\nu$-integrable function $b: \mathbb{R}^{n} \rightarrow \mathbb{R}$. Moreover, the Brenier map $x \mapsto \nabla \Phi(x)$ is uniquely determined $\mu$-almost everywhere. In this paper we consider the case where $\mu$ and $v$ are log-concave probability measures. An absolutely continuous probability measure on $\mathbb{R}^{n}$ is called log-concave if it has a density $\rho$ which satisfies

$$
\rho(\lambda x+(1-\lambda) y) \geq \rho(x)^{\lambda} \rho(y)^{1-\lambda} \quad\left(x, y \in \mathbb{R}^{n}, 0<\lambda<1\right) .
$$

The uniform measure on any convex domain is log-concave, as is the Gaussian measure. Write $\operatorname{Supp}(\mu)$ for the interior of the support of $\mu$, which is an open, convex set in $\mathbb{R}^{n}$. We make the assumption:
$(\star)$ The function $\Phi$ is $C^{2}$-smooth in $\operatorname{Supp}(\mu)$.
It follows from work of Caffarelli [1990; 1992; 1999] that ( $\star$ ) holds true when each of the measures $\mu$ and $v$ satisfies the following additional condition: either the support of the measure is the entire $\mathbb{R}^{n}$ or else the support is a bounded, convex domain and the density of the measure is bounded away from zero and from infinity in this convex domain. It is fair to say that Caffarelli's regularity theory covers most cases of interest, yet it is very plausible that $(\star)$ is in fact always correct, without any additional conditions. For related results on the regularity of optimal transportation, see Delanoë [1991] and Urbas [1997].

As it turns out, the positive-definite Hessian matrix $D^{2} \Phi(x)$ exhibits remarkable regularity in the behavior of its eigenvalues. We write $\operatorname{Var}[X]$ for the variance of the random variable $X$.

[^1]Theorem 1.1. Let $\mu$, $v$ be absolutely continuous, log-concave probability measures on $\mathbb{R}^{n}$. Let $\nabla \Phi$ be the Brenier map between $\mu$ and $v$, and assume ( $\star$ ). Write $0<\lambda_{1}(x) \leq \cdots \leq \lambda_{n}(x)$ for the eigenvalues of the matrix $D^{2} \Phi(x)$, repeated according to their multiplicity. Let $X$ be a random vector in $\mathbb{R}^{n}$ that is distributed according to $\mu$. Then, for $i=1, \ldots, n$,

$$
\operatorname{Var}\left[\log \lambda_{i}(X)\right] \leq 4
$$

Thus, on a multiplicative scale, the eigenvalues of $D^{2} \Phi$ are quite stable. Note that the multiplicative scale is indeed the natural scale in the generality of Theorem 1.1: by applying appropriate linear transformations to $\mu$ and $\nu$, one may effectively multiply all eigenvalues by an arbitrary positive constant. The variance bound in Theorem 1.1 follows from a Poincaré inequality which we now formulate. For $x \in \operatorname{Supp}(\mu)$ set

$$
\Lambda(x)=\left(\log \lambda_{1}(x), \ldots, \log \lambda_{n}(x)\right)
$$

We write $|\cdot|$ for the standard Euclidean norm in $\mathbb{R}^{n}$.
Theorem 1.2. Under the notation and assumptions of Theorem 1.1, for any locally Lipschitz function $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ with $\mathbb{E}|f(\Lambda(X))|<\infty$,

$$
\operatorname{Var}[f(\Lambda(X))] \leq 4 \mathbb{E}|\nabla f|^{2}(\Lambda(X))
$$

whenever the right-hand side is finite. At the points at which $f$ is not continuously differentiable, we define $|\nabla f|$ via (36) below.

Set $\pi=\Lambda_{*}(\mu)$, the push-forward of the measure $\mu$ under the map $\Lambda$. Theorem 1.2 is a spectral gap estimate for the metric-measure space $\left(\mathbb{R}^{n},|\cdot|, \pi\right)$. Gromov and Milman [1983] proved that a spectral gap estimate implies exponential concentration of Lipschitz functions. Therefore, Theorem 1.2 admits the following immediate corollary:

Corollary 1.3. We work under the notation and assumptions of Theorem 1.1. Let $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a 1-Lipschitz function (i.e., $|f(x)-f(y)| \leq|x-y|$ ).

Write $A=\mathbb{E} f(\Lambda(X))$. Then $A$ is finite and

$$
\mathbb{E} \exp (c|f(\Lambda(X))-A|) \leq 2
$$

where $c>0$ is a universal constant.
Remark 1.4. Corollary 1.3 implies that $\mathbb{E} e^{c|\Lambda(X)|}<\infty$. Consequently, one may replace the condition $\mathbb{E}|f(\Lambda(X))|<\infty$ in Theorem 1.2 by the requirement that $e^{-c|x|}|f(x)|$ is bounded in $\mathbb{R}^{n}$ for a certain universal constant $c>0$.

Our next result is that the diagonal elements of the matrix $D^{2} \Phi(x)$ are also concentrated on a logarithmic scale, pretty much like the eigenvalues.
Theorem 1.5. We work under the notation and assumptions of Theorem 1.1. Fix $v \in \mathbb{R}^{n}$, let $H(x)=$ $\log \left(D^{2} \Phi(x) v \cdot v\right)$ and let $Y=H(X)$. Then:
(i) $\operatorname{Var}[Y] \leq 4$.
(ii) For any locally Lipschitz function $f: \mathbb{R} \rightarrow \mathbb{R}$ with $\mathbb{E}|f(Y)|<\infty$,

$$
\operatorname{Var}[f(Y)] \leq 4 \mathbb{E}\left|f^{\prime}\right|^{2}(Y)
$$

(iii) For any 1-Lipschitz function $f: \mathbb{R} \rightarrow \mathbb{R}$, denoting $A=\mathbb{E} f(Y)$ we have that $A \in \mathbb{R}$ and

$$
\mathbb{E} \exp (c|f(Y)-A|) \leq 2
$$

where $c>0$ is a universal constant.
All of the assertions made so far follow from Theorem 5.1 below, which is in fact a sound reformulation of [Klartag 2013, Theorem 1.4]. The results in [Klartag 2013] were obtained under a technical assumption dubbed "regularity at infinity", which we shall address in this paper. Our argument is based on analysis of the transportation metric; this means that we use the positive-definite Hessian $D^{2} \Phi$ in order to define a Riemannian metric in $\operatorname{Supp}(\mu)$. The weighted Riemannian manifold

$$
M_{\mu, \nu}=\left(\operatorname{Supp}(\mu), D^{2} \Phi, \mu\right)
$$

was studied in [Kolesnikov 2014], where it was shown that the associated Ricci-Bakry-Émery tensor is nonnegative when $\mu$ and $v$ are log-concave. We will also consider the map

$$
x \mapsto D^{2} \Phi(x)
$$

from $\operatorname{Supp}(\mu) \subseteq \mathbb{R}^{n}$ into the space of positive-definite matrices. The space of positive-definite matrices is endowed with a natural Riemannian metric, which fits very nicely with computations related to the weighted Riemannian manifold $M_{\mu, \nu}$. This leads to a certain Poincaré inequality with respect to the standard Riemannian metric on the space of positive-definite matrices, formulated in Theorem 5.1 below.

We have tried to make the exposition self-contained, apart from the regularity theory of mass-transport. The rest of this paper is organized as follows: In Section 2 we recall some well-known constructions related to positive-definite matrices. In Section 3 and Section 4 we prove the main results under regularity assumptions by employing the Bakry-Émery $\Gamma_{2}$-calculus. Section 5 is devoted to the elimination of these regularity assumptions. In Section 6 we complete the proofs of the theorems formulated above. We denote derivatives by $\partial_{k} f=f_{k}=\partial f / \partial x_{k}$ and $f_{i j}=\partial^{2} f /\left(\partial x_{i} \partial x_{j}\right)$. By a smooth function we mean a $C^{\infty}$-smooth one. We write $\log$ for the natural logarithm, $x \cdot y$ stands for the standard scalar product of $x, y \in \mathbb{R}^{n}$, and $\operatorname{Tr}(A)$ stands for the trace of the matrix $A$.

## 2. Positive-definite quadratic forms

This section surveys standard material on positive-definite matrices. Denote by $M_{n}^{+}(\mathbb{R})$ the collection of all symmetric, positive-definite $n \times n$ matrices. For a function $f:(0, \infty) \rightarrow \mathbb{R}$ and $A \in M_{n}^{+}(\mathbb{R})$ we may define the symmetric matrix $f(A)$ via the spectral theorem. In other words,

$$
f\left(\sum_{i=1}^{n} \lambda_{i} v_{i} \otimes v_{i}\right)=\sum_{i=1}^{n} f\left(\lambda_{i}\right) v_{i} \otimes v_{i}
$$

for any orthonormal basis $v_{1}, \ldots, v_{n} \in \mathbb{R}^{n}$ and $\lambda_{1}, \ldots, \lambda_{n}>0$, where we write $x \otimes x=\left(x_{i} x_{j}\right)_{i, j=1, \ldots, n}$ for $x=\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n}$.

Lemma 2.1. For any $A, B \in M_{n}^{+}(\mathbb{R})$,

$$
\begin{equation*}
\left\|\log \left(A^{1 / 2} B A^{1 / 2}\right)\right\|_{H S} \leq\|\log (A)\|_{H S}+\|\log (B)\|_{H S} \tag{2}
\end{equation*}
$$

where $\|\cdot\|_{H S}$ stands for the Hilbert-Schmidt norm.
Proof. For an $n \times n$ matrix $T$ and $k=1, \ldots, n$ we define

$$
\begin{equation*}
D_{k}(T)=\sup _{\substack{E \subseteq \mathbb{R}^{n} \\ \operatorname{dim}(E)=k}} \frac{\operatorname{Vol}_{k}\left(T\left(B^{n} \cap E\right)\right)}{\operatorname{Vol}_{k}\left(B^{n} \cap E\right)} \tag{3}
\end{equation*}
$$

where $B^{n}=\left\{x \in \mathbb{R}^{n}| | x \mid<1\right\}$ and the supremum in (3) runs over all $k$-dimensional subspaces in $\mathbb{R}^{n}$. Thus, an application of the linear transformation $T$ may increase $k$-dimensional volumes by a factor of at most $D_{k}(T)$. It follows that, for any $n \times n$ matrices $A$ and $B$,

$$
\begin{equation*}
D_{k}(A B) \leq D_{k}(A) D_{k}(B) \quad(k=1, \ldots, n) \tag{4}
\end{equation*}
$$

In the case where $A \in M_{n}^{+}(\mathbb{R})$, we have $D_{k}(A)=\prod_{i=1}^{k} \lambda_{i}$, where $\lambda_{1} \geq \lambda_{2} \geq \cdots \geq \lambda_{n}>0$ are the eigenvalues of $A$. Assume that $A, B \in M_{n}^{+}(\mathbb{R})$. Denote the eigenvalues of the symmetric, positive-definite matrix $A^{1 / 2} B A^{1 / 2}$ by $e^{\gamma_{1}} \geq \cdots \geq e^{\gamma_{n}}>0$. Then, for $k=1, \ldots, n$,

$$
\begin{equation*}
\prod_{i=1}^{k} e^{\gamma_{i}}=D_{k}\left(A^{1 / 2} B A^{1 / 2}\right) \leq D_{k}\left(A^{1 / 2}\right) D_{k}(B) D_{k}\left(A^{1 / 2}\right)=D_{k}(A) D_{k}(B)=\prod_{i=1}^{k}\left(e^{\alpha_{i}} e^{\beta_{i}}\right) \tag{5}
\end{equation*}
$$

where $e^{\alpha_{1}} \geq \cdots \geq e^{\alpha_{n}}>0$ are the eigenvalues of $A$ and $e^{\beta_{1}} \geq \cdots \geq e^{\beta_{n}}>0$ are the eigenvalues of $B$. We will next apply a lemma of Weyl [1949]; see also [Polya 1950]. According to the inequality of Weyl and Polya, the inequalities (5) entail that

$$
\begin{equation*}
\sum_{i=1}^{n} h\left(\gamma_{i}\right) \leq \sum_{i=1}^{n} h\left(\alpha_{i}+\beta_{i}\right) \tag{6}
\end{equation*}
$$

for any convex, nondecreasing function $h: \mathbb{R} \rightarrow \mathbb{R}$. For $t \in \mathbb{R}$ let $t_{+}=\max \{t, 0\}$. The function $t \mapsto\left(t_{+}\right)^{2}$ is convex and nondecreasing; hence, from (6),

$$
\begin{equation*}
\sum_{i=1}^{n}\left(\left(\gamma_{i}\right)_{+}\right)^{2} \leq \sum_{i=1}^{n}\left(\left(\alpha_{i}+\beta_{i}\right)_{+}\right)^{2} \tag{7}
\end{equation*}
$$

By using (4) for the inverse matrices, we conclude that, for $k=1, \ldots, n$,

$$
\prod_{i=n-k+1}^{n} e^{-\gamma_{i}}=D_{k}\left(A^{-1 / 2} B^{-1} A^{-1 / 2}\right) \leq D_{k}\left(A^{-1}\right) D_{k}\left(B^{-1}\right)=\prod_{i=n-k+1}^{n}\left(e^{-\alpha_{i}} e^{-\beta_{i}}\right)
$$

The inequality of Weyl and Polya now implies that $\sum_{i=1}^{n} h\left(-\gamma_{i}\right) \leq \sum_{i=1}^{n} h\left(-\alpha_{i}-\beta_{i}\right)$ for any convex, nondecreasing function $h$. By again using $h(t)=\left(t_{+}\right)^{2}$, we get

$$
\begin{equation*}
\sum_{i=1}^{n}\left(\left(-\gamma_{i}\right)_{+}\right)^{2} \leq \sum_{i=1}^{n}\left(\left(-\alpha_{i}-\beta_{i}\right)_{+}\right)^{2} . \tag{8}
\end{equation*}
$$

Adding (7) and (8), we finally obtain

$$
\begin{equation*}
\sum_{i=1}^{n} \gamma_{i}^{2} \leq \sum_{i=1}^{n}\left(\alpha_{i}+\beta_{i}\right)^{2} \leq\left(\sqrt{\sum_{i=1}^{n} \alpha_{i}^{2}}+\sqrt{\sum_{i=1}^{n} \beta_{i}^{2}}\right)^{2} \tag{9}
\end{equation*}
$$

where we used the Cauchy-Schwartz inequality in the last step. By taking the square root of (9) we deduce (2).

For two matrices $A, B \in M_{n}^{+}(\mathbb{R})$, set

$$
\begin{equation*}
\operatorname{dist}(A, B)=\left\|\log \left(A^{-1 / 2} B A^{-1 / 2}\right)\right\|_{H S} \tag{10}
\end{equation*}
$$

Equivalently, $\operatorname{dist}(A, B)$ equals

$$
\sqrt{\sum_{i} \log ^{2} \lambda_{i}}
$$

where $\lambda_{1}, \ldots, \lambda_{n}>0$ are the eigenvalues of the matrix $A^{-1} B$ which is conjugate to $A^{-1 / 2} B A^{-1 / 2}$. The latter equivalent definition of dist shows that, for any invertible $n \times n$ matrix $T$,

$$
\begin{equation*}
\operatorname{dist}(A, B)=\operatorname{dist}\left(T^{t} A T, T^{t} B T\right) \quad\left(A, B \in M_{n}^{+}\left(\mathbb{R}^{n}\right)\right) \tag{11}
\end{equation*}
$$

where $T^{t}$ is the transpose of the matrix $T$. Observe too that $\operatorname{dist}(A, B)=\operatorname{dist}\left(A^{-1}, B^{-1}\right)$ for any $A, B \in M_{n}^{+}(\mathbb{R})$. Lemma 2.1 states that, for $A, B \in M_{n}^{+}(\mathbb{R})$,

$$
\begin{equation*}
\operatorname{dist}(A, B) \leq \operatorname{dist}(A, \operatorname{Id})+\operatorname{dist}(\operatorname{Id}, B) \tag{12}
\end{equation*}
$$

where Id is the identity matrix. From (11) and (12) one realizes that dist satisfies the triangle inequality in $M_{n}^{+}(\mathbb{R})$, so it is a metric. For $A \in M_{n}^{+}\left(\mathbb{R}^{n}\right)$ and a symmetric $n \times n$ matrix $B$, we define

$$
\|B\|_{A}=\left\|A^{-1 / 2} B A^{-1 / 2}\right\|_{H S}=\sqrt{\operatorname{Tr}\left[\left(A^{-1} B\right)^{2}\right]}
$$

For a smooth curve $\gamma:[a, b] \rightarrow M_{n}^{+}(\mathbb{R})$, set

$$
\begin{equation*}
\text { Length }(\gamma)=\int_{a}^{b}\|\dot{\gamma}(s)\|_{\gamma(s)} d s, \tag{13}
\end{equation*}
$$

where $\dot{\gamma}(s)=d \gamma(s) / d s$ is a symmetric $n \times n$ matrix. Then Length is invariant under conjugations. That is, the length of the curve $\gamma(s)$ equals that of the curve $T^{t} \gamma(s) T$ for any invertible $n \times n$ matrix $T$.

Lemma 2.2. (i) For any $A \in M_{n}^{+}\left(\mathbb{R}^{n}\right)$ and a symmetric $n \times n$ matrix $B$,

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \frac{\operatorname{dist}^{2}(A+\varepsilon B, A)}{\varepsilon^{2}}=\|B\|_{A}^{2}=\operatorname{Tr}\left[\left(A^{-1} B\right)^{2}\right] \tag{14}
\end{equation*}
$$

(ii) Let $A, B \in M_{n}^{+}\left(\mathbb{R}^{n}\right)$ and consider the curve

$$
\gamma_{A, B}(s)=A^{1 / 2}\left(A^{-1 / 2} B A^{-1 / 2}\right)^{s} A^{1 / 2} \quad(0 \leq s \leq 1) .
$$

Then $\gamma_{A, B}$ is a curve connecting $A$ and $B$ with $\operatorname{Length}\left(\gamma_{A, B}\right)=\operatorname{dist}(A, B)$.
Proof. The invariance property (11) implies that

$$
\operatorname{dist}(A+\varepsilon B, A)=\operatorname{dist}\left(\operatorname{Id}+\varepsilon A^{-1 / 2} B A^{-1 / 2}, \operatorname{Id}\right)
$$

It therefore suffices to prove (i) under the additional assumption that $A=$ Id. Let $\lambda_{1}, \ldots, \lambda_{n}>0$ be the eigenvalues of $B$. It follows from (10) that

$$
\lim _{\varepsilon \rightarrow 0} \frac{\operatorname{dist}^{2}(\mathrm{Id}+\varepsilon B, \mathrm{Id})}{\varepsilon^{2}}=\lim _{\varepsilon \rightarrow 0} \frac{\sum_{i=1}^{n} \log ^{2}\left(1+\varepsilon \lambda_{i}\right)}{\varepsilon}=\sum_{i=1}^{n} \lambda_{i}^{2}
$$

and (i) follows from the fact that $\|B\|_{A}^{2}=\sum_{i} \lambda_{i}^{2}$. We now turn to the proof of (ii). Again, we may reduce matters to the case where $A=$ Id by noting that

$$
\gamma_{A, B}(s)=A^{1 / 2} \gamma_{\mathrm{Id}, A^{-1 / 2} B A^{-1 / 2}}(s) A^{1 / 2} \quad(0 \leq s \leq 1) .
$$

Abbreviate $\gamma(s)=\gamma_{A, B}(s)=\gamma_{\mathrm{Id}, B}(s)$. Since $\gamma(s)=B^{s}$, we have $\dot{\gamma}(s)=B^{s} \log (B)$ and hence, for any $0 \leq s \leq 1$,

$$
\|\dot{\gamma}(s)\|_{\gamma(s)}=\left\|B^{-s / 2}\left(B^{s} \log (B)\right) B^{-s / 2}\right\|_{H S}=\|\log (B)\|_{H S}=\operatorname{dist}(\operatorname{Id}, B)
$$

From the definition (13) it follows that Length $(\gamma)=\operatorname{dist}(\mathrm{Id}, B)$, and (ii) is proven.
The right-hand side of (14) depends quadratically on $B$, and therefore Lemma 2.2 tells us that our distance function dist on $M_{n}^{+}(\mathbb{R})$ is induced by a Riemannian metric. We refer to this Riemannian metric as the standard Riemannian metric on $M_{n}^{+}(\mathbb{R})$. The next two lemmas describe certain Lipschitz functions on $M_{n}^{+}(\mathbb{R})$.

Lemma 2.3. Fix $v \in \mathbb{R}^{n}$ and set $f(A)=\log (A v \cdot v)$ for $A \in M_{n}^{+}(\mathbb{R})$. Then $f$ is a 1-Lipschitz function with respect to the standard Riemannian metric on $M_{n}^{+}(\mathbb{R})$.

Proof. The map $f$ is clearly smooth. Fix $A \in M_{n}^{+}(\mathbb{R})$ and let us show that the norm of the Riemannian gradient of $f$ at the point $A$ is bounded by one. For any symmetric $n \times n$ matrix $B$, we have

$$
\left.\frac{d}{d t} f(A+t B)\right|_{t=0}=\frac{B v \cdot v}{A v \cdot v}
$$

Thus, in order to prove the lemma, it suffices to show that

$$
\begin{equation*}
\frac{B v \cdot v}{A v \cdot v} \leq\|B\|_{A}=\left\|A^{-1 / 2} B A^{-1 / 2}\right\|_{H S} \tag{15}
\end{equation*}
$$

By switching to another orthonormal basis if necessary, we may assume that $A$ is a diagonal matrix. Denote by $\lambda_{1}, \ldots, \lambda_{n}>0$ the numbers on the diagonal of $A$. Let $B=\left(b_{i j}\right)_{i, j=1, \ldots, n}$ and $v=\left(v_{1}, \ldots, v_{n}\right) \in \mathbb{R}^{n}$.

From the Cauchy-Schwartz inequality,

$$
\sum_{i, j=1}^{n} b_{i j} v_{i} v_{j} \leq \sqrt{\sum_{i, j=1}^{n} b_{i j}^{2} /\left(\lambda_{i} \lambda_{j}\right)} \sqrt{\sum_{i, j=1}^{n} \lambda_{i} \lambda_{j} v_{i}^{2} v_{j}^{2}}=\sqrt{\sum_{i, j=1}^{n} b_{i j}^{2} /\left(\lambda_{i} \lambda_{j}\right)}\left(\sum_{i=1}^{n} \lambda_{i} v_{i}^{2}\right)
$$

which is equivalent to the desired inequality (15).
Lemma 2.4. For $A \in M_{n}^{+}(\mathbb{R})$, let its eigenvalues be $\lambda_{1}(A) \geq \cdots \geq \lambda_{n}(A)>0$. The map $\Lambda: M_{n}^{+}(\mathbb{R}) \rightarrow \mathbb{R}^{n}$ defined via

$$
\begin{equation*}
\Lambda(A)=\left(\log \left(\lambda_{1}(A)\right), \ldots, \log \left(\lambda_{n}(A)\right)\right) \tag{16}
\end{equation*}
$$

is a 1-Lipschitz map with respect to the standard Riemannian metric on $M_{n}^{+}(\mathbb{R})$ and the standard Euclidean metric on $\mathbb{R}^{n}$.

Proof. Let $\mathscr{F} \subseteq M_{n}^{+}(\mathbb{R})$ be the collection of all positive-definite, symmetric matrices with $n$ distinct eigenvalues. Then $\mathscr{F}$ is an open, dense set. The function $\Lambda$ is continuous, since the eigenvalues vary continuously with the matrix. It therefore suffices to prove that

$$
\left|\Lambda\left(A_{1}\right)-\Lambda\left(A_{2}\right)\right| \leq \operatorname{dist}\left(A_{1}, A_{2}\right) \quad \text { for } A_{1}, A_{2} \in \mathscr{F} .
$$

Fix $A_{1}, A_{2} \in \mathscr{F}$ with $A_{1} \neq A_{2}$. Consider the curve $\gamma(s)=\gamma_{A_{1}, A_{2}}\left(s / \operatorname{dist}\left(A_{1}, A_{2}\right)\right)$, where $\gamma_{A_{1}, A_{2}}(s)$ is as in Lemma 2.2. Then $\gamma$ is a length-minimizing curve between $A_{1}$ and $A_{2}$ parametrized by Riemannian arclength. We claim that $\gamma(s) \in \mathscr{F}$ for all but finitely many values of $s$. Indeed, the resultant of the matrix $\gamma(s)$ is a real-analytic function of $s$ which is not identically zero; hence its zeros are isolated. Since $\Lambda \circ \gamma$ is continuous, in order to prove the lemma it suffices to show that

$$
\begin{equation*}
\left|\frac{d \Lambda(\gamma(s))}{d s}\right| \leq 1 \tag{17}
\end{equation*}
$$

for all $s$ with $\gamma(s) \in \mathscr{F}$. Let us fix $s_{0}$ with $\gamma\left(s_{0}\right) \in \mathscr{F}$. Let $A=\gamma\left(s_{0}\right)$ and $B=\dot{\gamma}\left(s_{0}\right)$. Since $\gamma$ is parameterized by arclength,

$$
\begin{equation*}
\|B\|_{A}=\left\|A^{-1 / 2} B A^{-1 / 2}\right\|_{H S}=1 \tag{18}
\end{equation*}
$$

Let $v_{1}, \ldots, v_{n} \in \mathbb{R}^{n}$ be the orthonormal basis of eigenvectors that corresponds to the eigenvalues $\lambda_{1}(A), \ldots, \lambda_{n}(A)$ of the matrix $A$. Then,

$$
\begin{equation*}
\left.\frac{d \lambda_{i}(\gamma(s))}{d s}\right|_{s=s_{0}}=B v_{i} \cdot v_{i} \quad(i=1, \ldots, n) \tag{19}
\end{equation*}
$$

The relation (19) is standard; see, e.g., [Reed and Simon 1978, Section XII.1]. Consequently,

$$
\begin{equation*}
\left.\frac{d \Lambda(\gamma(s))}{d s}\right|_{s=s_{0}}=\left(\frac{B v_{1} \cdot v_{1}}{\lambda_{1}(A)}, \ldots, \frac{B v_{n} \cdot v_{n}}{\lambda_{n}(A)}\right) \tag{20}
\end{equation*}
$$

However, by (18),

$$
\begin{equation*}
\sum_{i=1}^{n}\left(\frac{B v_{i} \cdot v_{i}}{\lambda_{i}(A)}\right)^{2}=\sum_{i=1}^{n}\left(A^{-1 / 2} B A^{-1 / 2} v_{i} \cdot v_{i}\right)^{2} \leq\left\|A^{-1 / 2} B A^{-1 / 2}\right\|_{H S}^{2}=1 \tag{21}
\end{equation*}
$$

Now (17) follows from (20) and (21).

Corollary 2.5. Whenever $A$ and $B$ are positive-definite $n \times n$ matrices,

$$
\sum_{i=1}^{n} \log ^{2} \frac{\lambda_{i}}{\mu_{i}} \leq\left\|\log \left(A^{-1 / 2} B A^{-1 / 2}\right)\right\|_{H S}^{2}
$$

where $\lambda_{1} \geq \cdots \geq \lambda_{n}>0$ are the eigenvalues of $A$ and $\mu_{1} \geq \cdots \geq \mu_{n}>0$ are the eigenvalues of $B$.

## 3. Bakry-Émery $\Gamma_{2}$-calculus

Let $\mu$ and $\nu$ be two absolutely continuous, log-concave probability measures on $\mathbb{R}^{n}$. Assume that $d \mu=e^{-V(x)} d x$ and $d \nu=e^{-W(x)} d x$ for certain smooth, convex functions $V, W: \mathbb{R}^{n} \rightarrow \mathbb{R}$. Let $\nabla \Phi$ be the Brenier map between $\mu$ and $\nu$. Caffarelli's regularity theory states that $\Phi: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is a smooth, convex function. Therefore (1) implies that the transport equation

$$
\begin{equation*}
-V(x)=\log \operatorname{det} D^{2} \Phi(x)-W(\nabla \Phi(x)) \tag{22}
\end{equation*}
$$

holds everywhere in $\mathbb{R}^{n}$. In particular, the matrix $D^{2} \Phi(x)=\left(\Phi_{i j}(x)\right)_{i, j=1, \ldots, n}$ is invertible and hence positive-definite for any $x \in \mathbb{R}^{n}$. The inverse to $D^{2} \Phi(x)$ is denoted by $\left(D^{2} \Phi(x)\right)^{-1}=\left(\Phi^{i j}(x)\right)_{i, j=1, \ldots, n}$. We use the Einstein summation convention; thus an index that appears twice in an expression, once as a subscript and once as a superscript, is being summed upon. We also use abbreviations such as $\Phi_{j k}^{i}=\Phi^{i \ell} \Phi_{j k \ell}$ and $\Phi_{k}^{i j}=\Phi^{i \ell} \Phi^{j m} \Phi_{k m \ell}$. Differentiating (22), we obtain

$$
\begin{equation*}
V_{j}(x)=-\Phi_{j i}^{i}(x)+\sum_{i=1}^{n} \Phi_{i j}(x) W_{i}(\nabla \Phi(x)) \quad\left(j=1, \ldots, n, x \in \mathbb{R}^{n}\right) \tag{23}
\end{equation*}
$$

Following [Kolesnikov 2014], we use the positive-definite matrices $D^{2} \Phi(x)$ in order to induce a Riemannian metric on $\mathbb{R}^{n}$ and consider the weighted Riemannian manifold

$$
M=M_{\mu, \nu}=\left(\mathbb{R}^{n}, D^{2} \Phi, \mu\right)
$$

See [Grigor'yan 2009] and Bakry, Gentil and Ledoux [Bakry et al. 2014] for background on weighted Riemannian manifolds and the $\Gamma_{2}$-calculus. For a smooth function $u: \mathbb{R}^{n} \rightarrow \mathbb{R}$ we have $\left|\nabla_{M} u\right|_{M}^{2}=\Phi^{i j} u_{i} u_{j}$, where $\left|\nabla_{M} u\right|_{M}^{2}$ stands for the square of the Riemannian norm of the Riemannian gradient of $u$. The Dirichlet form associated with the weighted Riemannian manifold $M_{\mu, \nu}$ is defined, for smooth functions $u, v: \mathbb{R}^{n} \rightarrow \mathbb{R}$, via

$$
\Gamma(u, v)=\int_{\mathbb{R}^{n}}\left\langle\nabla_{M} u, \nabla_{M} v\right\rangle_{M} d \mu=\int_{\mathbb{R}^{n}}\left(\Phi^{i j} u_{i} v_{j}\right) d \mu
$$

whenever the integral converges. The Laplacian associated with the weighted Riemannian manifold $M_{\mu, v}$ is defined, for a smooth function $u: \mathbb{R}^{n} \rightarrow \mathbb{R}$, by

$$
\begin{equation*}
L u=\Phi^{i j} u_{i j}-\sum_{j=1}^{n} W_{j}(\nabla \Phi(x)) u_{j}=\Phi^{i j} u_{i j}-\left(\Phi_{i}^{i j}+\Phi^{i j} V_{i}\right) u_{j} \tag{24}
\end{equation*}
$$

where the last equality holds in view of (23). Integrating by parts, we verify that

$$
-\int_{\mathbb{R}^{n}}(L u) v d \mu=-\int_{\mathbb{R}^{n}}\left(\Phi^{i j} u_{i j}-\left[\Phi_{i}^{i j}+\Phi^{i j} V_{i}\right] u_{j}\right) v e^{-V}=\int_{\mathbb{R}^{n}}\left(\Phi^{i j} u_{i} v_{j}\right) d \mu=\Gamma(u, v)
$$

for any smooth functions $u, v: \mathbb{R}^{n} \rightarrow \mathbb{R}$, one of which is compactly supported. The next step is to consider the carré du champ of $M_{\mu, v}$ : As in [Bakry and Émery 1985], for a smooth function $u: K \rightarrow \mathbb{R}$ we define

$$
\begin{equation*}
\Gamma_{2}(u)=\frac{1}{2} L\left(\left|\nabla_{M} u\right|_{M}^{2}\right)-\left\langle\nabla_{M} u, \nabla_{M}(L u)\right\rangle_{M}=\frac{1}{2} L\left(\Phi^{i j} u_{i} u_{j}\right)-\Phi^{i j}(L u)_{i} u_{j} . \tag{25}
\end{equation*}
$$

Lemma 3.1. For any smooth function $u: \mathbb{R}^{n} \rightarrow \mathbb{R}$, we have the pointwise inequality

$$
\Gamma_{2}(u) \geq \frac{1}{4} \Phi_{\ell}^{i k} \Phi_{k}^{j \ell} u_{i} u_{j}
$$

Lemma 3.1 is proven in [Klartag 2013] by introducing a Kähler structure and interpreting the left-hand side of (26) below as the Hilbert-Schmidt norm of a certain Hessian operator restricted to a subspace. There are several additional ways to prove Lemma 3.1. The brute force way involves a tedious but straightforward computation which shows that

$$
\Gamma_{2}(u)=\Phi^{k l} \Phi^{i j} u_{i k} u_{j \ell}-\Phi^{i j k} u_{i j} u_{k}+\frac{1}{2}\left(\Phi_{\ell}^{i k} \Phi_{k}^{j \ell}+\Phi^{i k} \Phi^{j \ell} V_{k \ell}\right) u_{i} u_{j}+\frac{1}{2} \sum_{i, j=1}^{n}\left(W_{i j} \circ \nabla \Phi\right) u_{i} u_{j}
$$

This computation is more or less equivalent to reproving Bochner's formula. Then, one proves the pointwise inequality

$$
\begin{equation*}
\Phi^{k l} \Phi^{i j} u_{i k} u_{j \ell}-\Phi^{i j k} u_{i j} u_{k}+\frac{1}{4} \Phi_{\ell}^{i k} \Phi_{k}^{j \ell} u_{i} u_{j} \geq 0 \tag{26}
\end{equation*}
$$

by representing the left-hand side of (26) as the trace of the square of the matrix $B=\left(b_{i}^{j}\right)_{i, j=1, \ldots, n}$, where $b_{i}^{j}=\Phi^{j k} u_{k i}-\frac{1}{2} \Phi_{i}^{j k} u_{k}$. The product $A=\left(D^{2} \Phi\right) B$ is a symmetric matrix; hence

$$
\operatorname{Tr}\left(B^{2}\right)=\operatorname{Tr}\left[\left(\left(D^{2} \Phi\right)^{-1 / 2} A\left(D^{2} \Phi\right)^{-1 / 2}\right)^{2}\right] \geq 0
$$

Lemma 3.1 follows from (26) and from the fact that $D^{2} V$ and $D^{2} W$ are positive semidefinite matrices.
Another approach to Lemma 3.1 is to use the notation of Riemannian geometry as in [Kolesnikov 2014] and use the Bochner formula. We first observe that identity (23) in the case $j=1$ has the simple form

$$
\begin{equation*}
L \Phi_{1}=-V_{1} \tag{27}
\end{equation*}
$$

Differentiating (27) and using $\partial_{k}\left(\Phi^{i j}\right)=-\Phi_{k}^{i j}$, we obtain

$$
\begin{equation*}
L\left(\Phi_{11}\right)-\Phi_{1}^{j k} \Phi_{1 j k}-\sum_{j, k=1}^{n} \Phi_{j 1} \Phi_{1 k}\left(W_{j k} \circ \nabla \Phi\right)=-V_{11} \tag{28}
\end{equation*}
$$

The Bochner-Lichnerowicz-Weitzenböck formula states that, for any smooth $u: \mathbb{R}^{n} \rightarrow \mathbb{R}$,

$$
\begin{equation*}
\Gamma_{2}(u)=\left\|D_{M}^{2} u\right\|_{M}^{2}+\operatorname{Ric}_{M}\left(\nabla_{M} u, \nabla_{M} u\right) \tag{29}
\end{equation*}
$$

where $\left\|D_{M}^{2} u\right\|_{M}^{2}$ is the Hilbert-Schmidt norm of the Riemannian Hessian of $u$ and $\operatorname{Ric}_{M}$ is the Bakry-Émery-Ricci tensor of the weighted Riemannian manifold $M=M_{\mu, \nu}$. Let us analyze the term in (29) involving the Hessian of $u$. The Christoffel symbols of our Riemannian metric are $\Gamma_{i j}^{k}=\frac{1}{2} \Phi_{i j}^{k}$, and therefore $\left(D_{M}^{2} u\right)_{i j}=u_{i j}-\frac{1}{2} \Phi_{i j}^{k} u_{k}$ and

$$
\left\|D_{M}^{2} u\right\|_{M}^{2}=\Phi^{i k} \Phi^{j m}\left(u_{i j}-\frac{1}{2} \Phi_{i j}^{\ell} u_{\ell}\right)\left(u_{m k}-\frac{1}{2} \Phi_{m k}^{s} u_{s}\right)
$$

In the particular case where $u=\Phi_{1}$, we obtain $\left(D_{M}^{2} \Phi_{1}\right)_{j k}=\frac{1}{2} \Phi_{1 j k}$ and hence $\left\|D_{M}^{2} \Phi_{1}\right\|_{M}^{2}=\frac{1}{4} \Phi_{1 j}^{k} \Phi_{1 k}^{j}$. Furthermore, the vector field $\nabla_{M} \Phi_{1}$ satisfies $\nabla_{M} \Phi_{1}=\partial / \partial x_{1}$ and $\left|\nabla_{M} \Phi_{1}\right|_{M}^{2}=\Phi_{11}$. Since $L \Phi_{1}=-V_{1}$, the Bochner formula (29) for $u=\Phi_{1}$ takes the form

$$
\begin{align*}
\frac{1}{2} L\left(\Phi_{11}\right) & =-\left\langle\nabla_{M} \Phi_{1}, \nabla_{M} V_{1}\right\rangle_{M}+\frac{1}{4} \Phi_{1 j}^{k} \Phi_{1 k}^{j}+\operatorname{Ric}_{M}\left(\nabla_{M} u, \nabla_{M} u\right) \\
& =-V_{11}+\frac{1}{4} \Phi_{1 j}^{k} \Phi_{1 k}^{j}+\left(\operatorname{Ric}_{M}\right)_{11} \tag{30}
\end{align*}
$$

From (28) and (30), we obtain a formula for the Bakry-Émery-Ricci tensor:

$$
\left(\operatorname{Ric}_{M}\right)_{11}=\frac{1}{4} \Phi_{1 j}^{k} \Phi_{1 k}^{j}+\frac{1}{2} V_{11}+\frac{1}{2} \sum_{j, k=1}^{n} \Phi_{j 1} \Phi_{1 k}\left(W_{j k} \circ \nabla \Phi\right)
$$

It is clear that there is nothing special about the derivative $u=\Phi_{1}$, and that we could have repeated the argument with $u=\nabla \Phi \cdot \theta$ for any $\theta \in \mathbb{R}^{n}$. We thus obtain the formula

$$
\begin{equation*}
\left(\operatorname{Ric}_{M}\right)_{i \ell}=\frac{1}{4} \Phi_{i j}^{k} \Phi_{\ell k}^{j}+\frac{1}{2} V_{i \ell}+\frac{1}{2} \sum_{j, k=1}^{n} \Phi_{j i} \Phi_{\ell k}\left(W_{j k} \circ \nabla \Phi\right) \tag{31}
\end{equation*}
$$

Since $D^{2} V$ and $D^{2} W$ are positive semidefinite, for any smooth $u: \mathbb{R}^{n} \rightarrow \mathbb{R}$ we have

$$
\Gamma_{2}(u) \geq \operatorname{Ric}_{M}\left(\nabla_{M} u, \nabla_{M} u\right) \geq \frac{1}{4} \Phi_{j}^{i k} \Phi_{k}^{j \ell} u_{i} u_{\ell}
$$

and the third proof of Lemma 3.1 is complete.
Having finished with Lemma 3.1, let us introduce one of the main ideas in this paper, which was absent from [Klartag 2013]. The idea is to consider the map

$$
\begin{equation*}
\mathbb{R}^{n} \ni x \mapsto D^{2} \Phi(x) \in M_{n}^{+}(\mathbb{R}) \tag{32}
\end{equation*}
$$

Denote by $\left(g_{i j}(x)\right)_{i, j=1, \ldots, n}$ the pull-back of the standard Riemannian metric on $M_{n}^{+}(\mathbb{R})$ via the map (32). It follows from Lemma 2.2 that $g_{i j}$ is given by the formula

$$
\begin{equation*}
g_{i j}=\operatorname{Tr}\left[\left(D^{2} \Phi\right)^{-1} \cdot \partial_{i}\left(D^{2} \Phi\right) \cdot\left(D^{2} \Phi\right)^{-1} \cdot \partial_{j}\left(D^{2} \Phi\right)\right]=\Phi_{i k}^{\ell} \Phi_{j \ell}^{k} \tag{33}
\end{equation*}
$$

Note that the positive semidefinite matrix $\left(g_{i j}(x)\right)_{i, j=1, \ldots, n}$ is not necessarily invertible, and it could happen that distinct points of $\mathbb{R}^{n}$ have zero Riemannian distance with respect to the Riemannian metric $\left(g_{i j}\right)$. The metric $g_{i j}$ resembles an expression appearing in Lemma 3.1, a fact that will be exploited in the next section.

## 4. Dualizing the Bochner inequality

It is by now well known that, in the presence of convexity assumptions, Poincaré-type inequalities may be deduced from Bochner's formula via a dualization procedure. In this section we investigate the Poincaré inequality that is dual to Lemma 3.1. This Poincaré inequality was also obtained in [Klartag 2013], but in a cumbersome formulation and under an undesired assumption called "regularity at infinity", which we eliminate here.

We begin with an easy case. Throughout this section we assume, in addition to the smoothness assumptions made at the beginning of Section 3 , that there exists $\varepsilon_{0}>0$ for which

$$
\begin{equation*}
D^{2} \Phi(x) \geq \varepsilon_{0} \cdot \operatorname{Id} \quad\left(x \in \mathbb{R}^{n}\right) \tag{34}
\end{equation*}
$$

in the sense of symmetric matrices. Write $C_{c}^{\infty}\left(\mathbb{R}^{n}\right)$ for the space of all compactly supported, smooth functions on $\mathbb{R}^{n}$. The following lemma is a variant of a well-known fact (see, e.g., [Strichartz 1983]), that compactly supported functions are dense in Sobolev spaces when the Riemannian manifold is complete. Our assumption (34) implies the completeness of the Riemannian manifold $M=M_{\mu, \nu}$.

Lemma 4.1. Let $f \in L^{2}(\mu)$ satisfy $\int f d \mu=0$. Then there exists a sequence $u_{k} \in C_{c}^{\infty}\left(\mathbb{R}^{n}\right)$ with

$$
\left\|L u_{k}-f\right\|_{L^{2}(\mu)} \longrightarrow 0 \quad \text { as } k \rightarrow \infty
$$

Proof. Recall that $\int(L u) d \mu=0$ for all $u \in C_{c}^{\infty}\left(\mathbb{R}^{n}\right)$. To show that the linear space $\left\{L u \mid u \in C_{c}^{\infty}\left(\mathbb{R}^{n}\right)\right\}$ is dense, we analyze its orthogonal complement. Let $f \in L^{2}(\mu)$ be in the orthogonal complement, i.e., for any $u \in C_{c}^{\infty}\left(\mathbb{R}^{n}\right)$,

$$
\begin{equation*}
\int_{\mathbb{R}^{n}} f(L u) d \mu=0 \tag{35}
\end{equation*}
$$

Our goal is to show that $f \equiv$ Const. Note that (35) means that $f$ is a weak solution of $L f \equiv 0$. Since $L$ is elliptic, $f$ is smooth and $L f \equiv 0$ in the classical sense. Thus,

$$
L\left(f^{2}\right)=2 f L f+2\left|\nabla_{M} f\right|^{2}=2\left|\nabla_{M} f\right|^{2}
$$

Therefore, for any $\eta \in C_{c}^{\infty}\left(\mathbb{R}^{n}\right)$,

$$
\begin{aligned}
\int_{\mathbb{R}^{n}}\left|\nabla_{M}(\eta f)\right|^{2} d \mu & =\int_{\mathbb{R}^{n}}\left[\eta^{2}\left|\nabla_{M} f\right|^{2}+\frac{1}{2} \nabla_{M}\left(f^{2}\right) \cdot \nabla_{M}\left(\eta^{2}\right)+f^{2}\left|\nabla_{M} \eta\right|^{2}\right] d \mu \\
& =\int_{\mathbb{R}^{n}}\left[\eta^{2}\left|\nabla_{M} f\right|^{2}-\frac{1}{2} \eta^{2} L\left(f^{2}\right)+f^{2}\left|\nabla_{M} \eta\right|^{2}\right] d \mu=\int_{\mathbb{R}^{n}}\left|\nabla_{M} \eta\right|^{2} f^{2} d \mu
\end{aligned}
$$

However, according to our assumption (34), we have $\left|\nabla_{M} \eta\right|^{2}=\Phi^{i j} \eta_{i} \eta_{j} \leq \varepsilon_{0}^{-1}|\nabla \eta|^{2}$. Let $\eta_{R}$ be a smooth cutoff function in $\mathbb{R}^{n}$ that equals one on a Euclidean ball of radius $R$ centered at the origin, equals zero outside a Euclidean ball of radius $2 R$, and satisfies $\left|\nabla \eta_{R}\right| \leq 2 / R$ throughout $\mathbb{R}^{n}$. Then,

$$
\int_{K}\left|\nabla_{M}\left(\eta_{R} f\right)\right|^{2} d \mu \leq \int_{\mathbb{R}^{n}}\left|\nabla_{M} \eta_{R}\right|^{2} f^{2} d \mu \leq \varepsilon_{0}^{-1} \int_{\mathbb{R}^{n}}\left|\nabla \eta_{R}\right|^{2} f^{2} d \mu \leq \frac{2}{R \varepsilon_{0}} \int_{\mathbb{R}^{n}} f^{2} d \mu \longrightarrow 0 \quad \text { as } R \rightarrow \infty
$$

since $f \in L^{2}(\mu)$. Therefore, $\nabla f \equiv 0$ and $f$ is constant.

Suppose that $F$ is a locally Lipschitz function on a Riemannian manifold such as $M_{n}^{+}(\mathbb{R})$. By the Rademacher theorem, the gradient $\nabla F$ is well defined almost everywhere with respect to the Riemannian volume measure. In order to have a function $|\nabla F|$ that is defined everywhere, in this note we set

$$
\begin{equation*}
|\nabla F|(x)=\limsup _{\substack{y \rightarrow x \\ z \rightarrow x}} \frac{|F(y)-F(z)|}{\operatorname{dist}(y, z)}=\lim _{\varepsilon \rightarrow 0^{+}} \sup _{\substack{y, z \in B(x, \varepsilon) \\ y \neq z}} \frac{|F(y)-F(z)|}{\operatorname{dist}(y, z)} \tag{36}
\end{equation*}
$$

where dist is the Riemannian distance and $B(x, \varepsilon)=\{y \mid \operatorname{dist}(x, y)<\varepsilon\}$. Since $F$ is locally Lipschitz, the function $|\nabla F|$ is locally bounded and upper semicontinuous. Clearly, at any point $x$ where $F$ is continuously differentiable, $|\nabla F|(x)$ equals the Riemannian length of $\nabla F(x)$.

Proposition 4.2. Denote by $\theta$ the push-forward of the measure $\mu$ under the map (32). Then, for any locally Lipschitz function $F: M_{n}^{+}(\mathbb{R}) \rightarrow \mathbb{R}$ that belongs to $L^{2}(\theta)$ with $\int_{M_{n}^{+}(\mathbb{R})} F d \theta=0$,

$$
\int_{M_{n}^{+}(\mathbb{R})} F^{2} d \theta \leq 4 \int_{M_{n}^{+}(\mathbb{R})}|\nabla F|^{2} d \theta
$$

whenever the right-hand side is finite.
Proof. Since $F$ is locally Lipschitz in $L^{2}(\theta)$, the function $f$ defined via

$$
f(x)=F\left(D^{2} \Phi(x)\right) \quad\left(x \in \mathbb{R}^{n}\right)
$$

is locally Lipschitz in $\mathbb{R}^{n}$ and belongs to $L^{2}(\mu)$. Abbreviate $H=|\nabla F|^{2}$ and $h(x)=H\left(D^{2} \Phi(x)\right)$. From the definition (36) of $|\nabla F|$, for any $x \in \mathbb{R}^{n}$ at which $f$ is differentiable,

$$
\begin{equation*}
h(x) \geq \sup \left\{\sum_{i=1}^{n} V^{i} f_{i} \mid \sum_{i, j=1}^{n} g_{i j} V^{i} V^{j} \leq 1, V^{1}, \ldots, V^{n} \in \mathbb{R}\right\}, \tag{37}
\end{equation*}
$$

where $f_{i}$ and $g_{i j}$ are evaluated at the point $x$. In the case where the matrix $\left(g_{i j}(x)\right)_{i, j=1, \ldots, n}$ is invertible, we may express the supremum in (37) in terms of the inverse matrix, yet it is the formula (37) which is valid in the general case. Setting $U_{i}=\Phi_{i j} V^{j}$, we reformulate (37) as

$$
\begin{equation*}
h(x) \geq \sup \left\{\Phi^{i j} U_{j} f_{i} \mid g_{i j} \Phi^{k i} \Phi^{\ell j} U_{k} U_{\ell} \leq 1, U_{1}, \ldots, U_{n} \in \mathbb{R}\right\} \tag{38}
\end{equation*}
$$

The formula (38) is valid for almost any $x \in \mathbb{R}^{n}$, since $f$ is differentiable almost everywhere in $\mathbb{R}^{n}$ by the Rademacher theorem. We would like to show that, for any $u \in C_{c}^{\infty}\left(\mathbb{R}^{n}\right)$,

$$
\begin{equation*}
-\int_{\mathbb{R}^{n}} f(L u) d \mu \leq 2 \sqrt{\int_{\mathbb{R}^{n}} h^{2} d \mu} \sqrt{\int_{\mathbb{R}^{n}}(L u)^{2} d \mu} \tag{39}
\end{equation*}
$$

To this end we observe that, since $u$ is compactly supported,

$$
\int_{\mathbb{R}^{n}} \Gamma_{2}(u) d \mu=\frac{1}{2} \int_{\mathbb{R}^{n}} L\left(\Phi^{i j} u_{i} u_{j}\right) d \mu-\int_{\mathbb{R}^{n}} \Phi^{i j}(L u)_{i} u_{j} d \mu=-\int_{\mathbb{R}^{n}} \Phi^{i j}(L u)_{i} u_{j} d \mu=\int_{\mathbb{R}^{n}}(L u)^{2} d \mu .
$$

Therefore, Lemma 3.1 and (33) imply that, for any $u \in C_{c}^{\infty}\left(\mathbb{R}^{n}\right)$,

$$
\int_{\mathbb{R}^{n}}(L u)^{2} d \mu \geq \frac{1}{4} \int_{\mathbb{R}^{n}} \Phi^{i k} \Phi^{j \ell} g_{k \ell} u_{i} u_{j} d \mu
$$

Since $f$ is locally Lipschitz, we may safely integrate by parts and obtain that, for any $u \in C_{c}^{\infty}\left(\mathbb{R}^{n}\right)$,

$$
\begin{aligned}
-\int_{\mathbb{R}^{n}} f(L u) d \mu & =\int_{\mathbb{R}^{n}} \Phi^{i j} f_{i} u_{j} d \mu \leq \int_{\mathbb{R}^{n}} h(x) \sqrt{g_{i j} \Phi^{k i} \Phi^{\ell j} u_{k} u_{\ell}} d \mu(x) \\
& \leq \sqrt{\int_{\mathbb{R}^{n}} h^{2} d \mu} \sqrt{\int_{\mathbb{R}^{n}} g_{i j} \Phi^{k i} \Phi^{\ell j} u_{k} u_{\ell} d \mu} \leq 2 \sqrt{\int_{\mathbb{R}^{n}} h^{2} d \mu} \sqrt{\int_{\mathbb{R}^{n}}(L u)^{2} d \mu}
\end{aligned}
$$

and (39) is proven. Since $\int_{M_{n}^{+}(\mathbb{R})} F d \theta=0$, we also have $\int_{\mathbb{R}^{n}} f d \mu=0$. From Lemma 4.1, there exists a sequence $u_{k} \in C_{c}^{\infty}\left(\mathbb{R}^{n}\right)$ with $L u_{k} \longrightarrow-f$ in $L^{2}(\mu)$. We substitute $u=u_{k}$ in (39), and take the limit $k \rightarrow \infty$. This yields

$$
\int_{\mathbb{R}^{n}} f^{2} d \mu \leq 2 \sqrt{\int_{\mathbb{R}^{n}} h^{2} d \mu} \sqrt{\int_{\mathbb{R}^{n}} f^{2} d \mu}
$$

Hence,

$$
\int_{\mathbb{R}^{n}} f^{2} d \mu \leq 4 \int_{\mathbb{R}^{n}} h^{2} d \mu .
$$

Since $h(x)=H\left(D^{2} \Phi\right)$ with $H=|\nabla F|^{2}$, the proposition is proven.

## 5. Regularity issues

This section explains how to eliminate assumption (34) and also the smoothness assumptions of the previous two sections.

Theorem 5.1. Assume that $\mu$ and $v$ are absolutely continuous, log-concave probability measures on $\mathbb{R}^{n}$. Let $\nabla \Phi$ be the Brenier map between $\mu$ and $v$ and assume condition ( $\star$ ) from Section 1. Denote by $\theta$ the push-forward of the measure $\mu$ under the map $x \mapsto D^{2} \Phi(x)$.

Then, for any $\theta$-integrable, locally Lipschitz function $F: M_{n}^{+}(\mathbb{R}) \rightarrow \mathbb{R}$,

$$
\begin{equation*}
\int_{M_{n}^{+}(\mathbb{R})} F^{2} d \theta-\left(\int_{M_{n}^{+}(\mathbb{R})} F d \theta\right)^{2} \leq 4 \int_{M_{n}^{+}(\mathbb{R})}|\nabla F|^{2} d \theta \tag{40}
\end{equation*}
$$

whenever the right-hand side is finite and $|\nabla F|$ is interpreted as in (36).
The strategy for proving Theorem 5.1 is to approximate $\Phi$ by a sequence of functions $\Phi_{N}$ that satisfy assumption (34), and to prove the pointwise (and even local uniform) convergence $D^{2} \Phi_{N}(x) \longrightarrow D^{2} \Phi(x)$ as $N \rightarrow \infty$. Below we discuss two possible justifications of this convergence, as we believe that both of them may be useful. The first proof occupies Section 5A, and is based on various results from the regularity theory of the Monge-Ampère equation. The log-concavity of the measures is not really required for the first proof, and it suffices to assume that the densities are locally Hölder.

The second proof, in Section 5B, is in fact an alternative approach to Caffareli's $C^{1, \alpha}$-regularity results in the log-concave case. The argument in Section 5B is more self-contained, and is based on integration-by-parts arguments. The log-concavity of the target measure plays an important role here, and we further assume a certain integrability condition on the logarithmic derivative of the density of $\mu$. This integrability condition is rather mild in our opinion, and it is satisfied in many cases of interest.

5A. First proof of Theorem 5.1. As before, we write $e^{-V}$ and $e^{-W}$ for the densities of $\mu$ and $\nu$ respectively. By log-concavity, the functions $V$ and $W$ are locally Lipschitz in the open sets $\operatorname{Supp}(\mu)$ and $\operatorname{Supp}(\nu)$ respectively. From condition ( $\star$ ), the function $\Phi$ is $C^{2}$-smooth, and the push-forward equation (1) implies that

$$
\begin{equation*}
\operatorname{det} D^{2} \Phi(x)=e^{-V(x)+W(\nabla \Phi(x))} \tag{41}
\end{equation*}
$$

for any $x \in \operatorname{Supp}(\mu)$. In particular, $D^{2} \Phi(x)$ is invertible, and hence positive-definite for all $x \in \operatorname{Supp}(\mu)$. Thus $\Phi$ is strictly convex. The modulus of convexity of $\Phi$ at the point $x$ is defined to be

$$
\omega_{\Phi}(x ; \delta)=\inf \left\{\Phi(y)-(\Phi(x)+\nabla \Phi(x) \cdot(y-x))\left|y \in \mathbb{R}^{n},|y-x|=\delta\right\}\right.
$$

Then $\omega_{\Phi}(x ; \delta)$ is a positive, continuous function of $x \in \operatorname{Supp}(\mu)$ and $\delta>0$ when we restrict to $x$ and $\delta$ for which $\overline{B(x, \delta)} \subseteq \operatorname{Supp}(\mu)$. Here, $B(x, \delta)=\left\{y \in \mathbb{R}^{n}| | y-x \mid<\delta\right\}$. Next, the Legendre transform

$$
\Phi^{*}(x)=\sup _{\substack{y \in \mathbb{R}^{n} \\ \Phi(y)<\infty}}[x \cdot y-\Phi(y)]
$$

is also $C^{2}$-smooth and strictly convex in $\operatorname{Supp}(\nu)$, with $y \mapsto \nabla \Phi^{*}(y)$ being the inverse map to $x \mapsto \nabla \Phi(x)$. Thus, $\nabla \Phi$ is a $C^{1}$-diffeomorphism of $\operatorname{Supp}(\mu)$ and $\operatorname{Supp}(\nu)$. The reader is referred to [Rockafellar 1970] for the basic properties of the Legendre transform.

We will approximate $\mu$ and $\nu$ by sequences of probability measures $\mu_{N}$ and $\nu_{N}$ with the following properties:
(i) The probability measures $\mu_{N}$ and $\nu_{N}$ have densities in $\mathbb{R}^{n}$ of the form $e^{-V_{N}}$ and $e^{-W_{N}}$ respectively.
(ii) The functions $V_{N}, W_{N}: \mathbb{R}^{n} \rightarrow \mathbb{R}$ are smooth and, for any $x \in \mathbb{R}^{n}$,

$$
D^{2} V_{N}(x) \geq \frac{1}{N} \cdot \mathrm{Id}, \quad D^{2} W_{N}(x) \leq N \cdot \operatorname{Id}
$$

(iii) $V_{N} \longrightarrow V$ locally uniformly in $\operatorname{Supp}(\mu)$ and, similarly, $W_{N} \longrightarrow W$ locally uniformly in $\operatorname{Supp}(\nu)$. It is quite standard to approximate $\mu$ and $v$ in this manner. For instance, in order to obtain $\mu_{N}$ (or $v_{N}$ ), we may convolve $\mu$ (or $\nu$ ) with a Gaussian of tiny variance, then multiply the resulting density by a Gaussian of huge variance, and then normalize to obtain a probability density. Denote by $\nabla \Phi_{N}$ the Brenier map between $\mu_{N}$ and $v_{N}$. Again, we use Caffarelli's regularity theory to conclude that $\Phi_{N}: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is a smooth, strictly convex function, with

$$
\begin{equation*}
\operatorname{det} D^{2} \Phi_{N}(x)=e^{-V_{N}(x)+W_{N}\left(\nabla \Phi_{N}(x)\right)} \quad\left(x \in \mathbb{R}^{n}\right) \tag{42}
\end{equation*}
$$

The following lemma should be known to experts on the Monge-Ampère equation, yet we could not find it in the literature.

Lemma 5.2. There exists an increasing sequence $\left\{N_{j}\right\}$ such that

$$
D^{2} \Phi_{N_{j}}(x) \longrightarrow D^{2} \Phi(x) \quad \text { as } j \rightarrow \infty
$$

locally uniformly in $x \in \operatorname{Supp}(\mu)$.

Proof. Fix $x_{0} \in \operatorname{Supp}(\mu)$. It suffices to find $\left\{N_{j}\right\}$ such that $D^{2} \Phi_{N_{j}} \longrightarrow D^{2} \Phi$ uniformly in a neighborhood of $x_{0}$. A standard convexity argument (e.g., [Klartag 2014, Section 2]) based on (iii) and the fact that $\int e^{-V}=\int e^{-W}=1$ shows that there exist $A, B>0$ with

$$
\begin{equation*}
\min \left\{\inf _{N} V_{N}(x), \inf _{N} W_{N}(x), V(x), W(x)\right\} \geq A|x|-B \quad\left(x \in \mathbb{R}^{n}\right) \tag{43}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
\sup _{N} \int_{\mathbb{R}^{n}}\left|\nabla \Phi_{N}\right|^{2} e^{-V_{N}(x)} d x=\sup _{N} \int_{\mathbb{R}^{n}}|x|^{2} e^{-W_{N}(x)} d x \leq \int_{\mathbb{R}^{n}}|x|^{2} e^{B-A|x|} d x<\infty . \tag{44}
\end{equation*}
$$

Recall that $V_{N} \longrightarrow V$ locally uniformly in $\operatorname{Supp}(\mu)$, according to (iii). From (44) we learn that $\sup _{N}\left\|\Phi_{N}\right\|_{\dot{H}^{1}(K)}<\infty$ for any compact $K \subset \operatorname{Supp}(\mu)$. Here,

$$
\|u\|_{\dot{H}^{1}(K)}^{2}=\int_{K}|\nabla u(x)|^{2} d x
$$

From the Rellich-Kondrachov compactness theorem (e.g., [Evans and Gariepy 1992, Section 4.6]), we conclude that there exist a subsequence $\Phi_{N_{j}}$, numbers $C_{j} \in \mathbb{R}$ and a certain function $F: \operatorname{Supp}(\mu) \rightarrow \mathbb{R}$ such that, for any compact $K \subset \operatorname{Supp}(\mu)$, the sequence $\Phi_{N_{j}}+C_{j}$ converges to $F$ in $L^{2}(K)$. Passing to another subsequence, which we conveniently denote again by $\left\{\Phi_{N}\right\}$, and using [Rockafellar 1970, Theorem 10.9], we may assume that $F$ is convex and that the convergence is locally uniform in $\operatorname{Supp}(\mu)$. Thus, from [ibid., Theorem 24.5],

$$
\begin{equation*}
\nabla \Phi_{N}(x) \longrightarrow \nabla F(x) \quad \text { as } N \rightarrow \infty \tag{45}
\end{equation*}
$$

for almost any $x \in \operatorname{Supp}(\mu)$. However, $\left(\nabla \Phi_{N}\right)_{*} \mu_{N}=v_{N}$. From (iii), (43) and (45) we conclude that $(\nabla F)_{*} \mu=\nu$. From the uniqueness of the Brenier map, we deduce that $\nabla F=\nabla \Phi$ almost everywhere in $\operatorname{Supp}(\mu)$. Since $\Phi$ is $C^{2}$-smooth, we may then apply [ibid., Theorem 25.7] and upgrade (45) to

$$
\begin{equation*}
\nabla \Phi_{N}(x) \longrightarrow \nabla \Phi(x) \quad \text { as } N \rightarrow \infty \tag{46}
\end{equation*}
$$

locally uniformly in $\operatorname{Supp}(\mu)$. The convexity arguments in [ibid., Section 25] also give that $\nabla \Phi_{N}^{*} \longrightarrow \nabla \Phi^{*}$ locally uniformly in $\operatorname{Supp}(\nu)$. As for the modulus of convexity, we have

$$
\begin{equation*}
\omega_{\Phi_{N}}(x ; \delta) \longrightarrow \omega_{\Phi}(x ; \delta) \quad \text { as } N \rightarrow \infty \quad \text { and } \quad \omega_{\Phi_{N}^{*}}(y ; \delta) \longrightarrow \omega_{\Phi^{*}}(y ; \delta) \quad \text { as } N \rightarrow \infty \tag{47}
\end{equation*}
$$

locally uniformly in the sets $\{(x, \delta) \in \operatorname{Supp}(\mu) \times(0, \infty) \mid \overline{B(x, \delta)} \subset \operatorname{Supp}(\mu)\}$ and, respectively, $\{(y, \delta) \in \operatorname{Supp}(\nu) \times(0, \infty) \mid \overline{B(y, \delta)} \subset \operatorname{Supp}(\nu)\}$.

We will now invoke the estimates of Gutierrez and Huang [2000] and Forzani and Maldonado [2004; 2005], which are constructive versions of Caffarelli's $C^{1, \alpha}$-regularity theory. Thanks to (iii), (42), (46) and (47), we are allowed to apply [Gutiérrez and Huang 2000, Theorem 2.1] and [Forzani and Maldonado 2004, Theorem 15] locally near $x_{0}$. From the latter result, we learn that there exist $\alpha, \delta, C>0$ such that, for any $x, y \in B\left(x_{0}, \delta\right)$ and $N \geq 1$,

$$
\begin{equation*}
\left|\nabla \Phi_{N}(x)-\nabla \Phi_{N}(y)\right| \leq C|x-y|^{\alpha} \tag{48}
\end{equation*}
$$

The function $V$ is locally Lipschitz. From (iii) and [Rockafellar 1970, Theorem 24.5], the sequence $\left\{V_{N}\right\}$ is uniformly locally Lipschitz. This means that, for any compact subset $K \subset \operatorname{Supp}(\mu)$, the Lipschitz constant of $V_{N}$ is bounded by some finite number $C_{K}$, independent of $N$. Similarly, the sequence $\left\{W_{N}\right\}$ is also uniformly locally Lipschitz. Together with (46) and (48), we deduce that there exists $\widehat{C}>0$ such that $u_{N}(x)=-V_{N}(x)+W_{N}\left(\nabla \Phi_{N}(x)\right)$ satisfies

$$
\left|u_{N}(x)-u_{N}(y)\right| \leq \widehat{C}|x-y|^{\alpha} \quad\left(x, y \in B\left(x_{0}, \delta\right), N \geq 1\right)
$$

Recalling the Monge-Ampère equation (42), we learn that there exists $\widetilde{C}>0$ such that

$$
\left|\operatorname{det} D^{2} \Phi_{N}(x)-\operatorname{det} D^{2} \Phi_{N}(y)\right| \leq \widetilde{C}|x-y|^{\alpha} \quad\left(x, y \in B\left(x_{0}, \delta\right), N \geq 1\right)
$$

We are finally in good shape for applying the $C^{2, \alpha}$-estimates from [Trudinger and Wang 2008, Theorem 3.2]. These estimates yield the existence of $\bar{C}>0$ such that, for any $x, y \in B\left(x_{0}, \delta / 2\right)$ and $N \geq 1$,

$$
\begin{equation*}
\left\|D^{2} \Phi_{N}(x)-D^{2} \Phi_{N}(y)\right\|_{H S} \leq \bar{C}|x-y|^{\alpha} \tag{49}
\end{equation*}
$$

The uniform $C^{2, \alpha}$-estimate in (49) allows us to apply the Arzella-Ascoli theorem. All we need is to let $K=B\left(x_{0}, \delta / 2\right)$ and observe that

$$
\int_{K}\left(\Delta \Phi_{N}\right) \xi=-\int_{K} \nabla \Phi_{N} \cdot \nabla \xi \longrightarrow-\int_{K} \nabla \Phi \cdot \nabla \xi=\int_{K}(\Delta \Phi) \xi \quad \text { as } N \rightarrow \infty
$$

where $\xi$ is any smooth, compactly supported function in $K$. Hence, the sequence $\left\{\int_{K} \Delta \Phi_{N}\right\}_{N \geq 1}$ is bounded and, since $D^{2} \Phi_{N}$ is positive-definite, the sequence $\left\{\int_{K}\left\|D^{2} \Phi_{N}\right\|_{H S}\right\}_{N \geq 1}$ is also bounded. From (49) and the Arzella-Ascoli theorem, there exists a subsequence, still denoted by $\left\{\Phi_{N}\right\}$, such that $D^{2} \Phi_{N} \longrightarrow D^{2} \Phi$ uniformly on $K=B\left(x_{0}, \delta / 2\right)$.
Remark 5.3. Our proof of Lemma 5.2 does not make any use of the log-concavity of $\mu$ and $\nu$. By inspecting the proof above, we see that Lemma 5.2 holds true as long as $V$ and $W$ are locally Hölder, and $V_{N}, W_{N}$ are uniformly locally Hölder.

In order to simplify the notation, we denote the sequence $\left\{\Phi_{N_{j}}\right\}$ from Lemma 5.2 by $\left\{\Phi_{N}\right\}$. Properties (i), (ii) and (iii) above are still satisfied.

Corollary 5.4. Denote by $\theta_{N}$ the push-forward of the measure $\mu_{N}$ under the map $x \mapsto D^{2} \Phi_{N}(x)$. Then, for any bounded, continuous function $b: M_{n}^{+}(\mathbb{R}) \rightarrow \mathbb{R}$,

$$
\begin{equation*}
\int_{M_{n}^{+}(\mathbb{R})} b d \theta_{N} \longrightarrow \int_{M_{n}^{+}(\mathbb{R})} b d \theta \quad \text { as } N \rightarrow \infty \tag{50}
\end{equation*}
$$

Furthermore, if $b: M_{n}^{+}(\mathbb{R}) \rightarrow \mathbb{R}$ is bounded and upper semicontinuous, then

$$
\begin{equation*}
\limsup _{N \rightarrow \infty} \int_{M_{n}^{+}(\mathbb{R})} b d \theta_{N} \leq \int_{M_{n}^{+}(\mathbb{R})} b d \theta \tag{51}
\end{equation*}
$$

Proof. In order to prove (50), we need to show that

$$
\int_{\mathbb{R}^{n}} b\left(D^{2} \Phi_{N}(x)\right) e^{-V_{N}(x)} d x \longrightarrow \int_{\mathbb{R}^{n}} b\left(D^{2} \Phi(x)\right) e^{-V(x)} d x \quad \text { as } N \rightarrow \infty
$$

This follows from Lemma 5.2 and from the dominated convergence theorem, since (43) provides an integrable majorant. Next, assume that $b$ is bounded and upper semicontinuous. Then, for any $x \in \operatorname{Supp}(\mu)$,

$$
\limsup _{N \rightarrow \infty} b\left(D^{2} \Phi_{N}(x)\right) e^{-V_{N}(x)} \leq b\left(D^{2} \Phi(x)\right) e^{-V(x)}
$$

Now (51) follows from Fatou's lemma, since we have an integrable majorant by (43).
Proof of Theorem 5.1. Assume first that the locally Lipschitz function $F$ is compactly supported. We observe that, for any fixed $N$, assumption (34) holds true. Indeed, we may apply a refinement of Caffarelli's contraction theorem [2000] which appears in [Kolesnikov 2010], and thus obtain from (ii) that, for any $x \in \mathbb{R}^{n}$,

$$
D^{2} \Phi_{N}(x) \geq \frac{1}{N^{2}} \cdot \mathrm{Id}
$$

We may therefore apply Proposition 4.2 and conclude that, for any $N \geq 1$,

$$
\int_{M_{n}^{+}(\mathbb{R})} F^{2} d \theta_{N}-\left(\int_{M_{n}^{+}(\mathbb{R})} F d \theta_{N}\right)^{2} \leq 4 \int_{M_{n}^{+}(\mathbb{R})}|\nabla F|^{2} d \theta_{N}
$$

Recall that $|\nabla F|^{2}$ is upper semicontinuous and bounded, while $F$ is continuous and bounded. By taking the limit as $N \rightarrow \infty$ and using Corollary 5.4 , we obtain that

$$
\int_{M_{n}^{+}(\mathbb{R})} F^{2} d \theta-\left(\int_{M_{n}^{+}(\mathbb{R})} F d \theta\right)^{2} \leq 4 \int_{M_{n}^{+}(\mathbb{R})}|\nabla F|^{2} d \theta
$$

and (40) is proven in the case where $F$ is a compactly supported function.
The next step is to prove (40) under the additional assumption that $F \in L^{2}(\theta)$. To that end, we select a smooth function $\theta_{R}: M_{n}^{+}(\mathbb{R}) \rightarrow[0,1]$ such that $\theta_{R}$ equals one on $B(\mathrm{Id}, R)$ and vanishes outside $B(\mathrm{Id}, 2 R)$, with $\left|\nabla \theta_{R}\right| \leq 2 / R$. Set $F_{R}=\theta_{R} F$. We have just proven that (40) holds true when $F$ is replaced by $F_{R}$. Clearly, $F_{R} \longrightarrow F$ in $L^{2}(\theta)$ as $R \rightarrow \infty$. All that remains is to show that

$$
\begin{equation*}
\limsup _{R \rightarrow \infty} \int_{M_{n}^{+}(\mathbb{R})}\left|\nabla F_{R}\right|^{2} d \theta \leq \int_{M_{n}^{+}(\mathbb{R})}|\nabla F|^{2} d \theta \tag{52}
\end{equation*}
$$

The functions $\theta_{R}$ and $F$ are continuous, and we may therefore use the Leibnitz rule

$$
\left|\nabla F_{R}\right| \leq|F|\left|\nabla \theta_{R}\right|+\theta_{R}|\nabla F| \leq|\nabla F|+2|F| / R,
$$

where we interpret $|\nabla F|$ and $\left|\nabla F_{R}\right|$ in the sense of definition (36). Since $F,|\nabla F| \in L^{2}(\theta)$, (52) follows in the case where $F \in L^{2}(\theta)$.

Finally, to eliminate the assumption that $F$ is in $L^{2}(\theta)$, we replace $F$ by $F_{R}=\max \{-R, \min \{F, R\}\}$, apply the inequality for $F_{R}$, and let $R$ tend to infinity. For all but countably many values of $R$, the level set $\left\{A \in M_{n}^{+}(\mathbb{R}) \mid F(A)=R\right\}$ has zero $\theta$-measure. Consequently, we have the inequality $\int\left|\nabla F_{R}\right|^{2} d \theta \leq \int|\nabla F|^{2} d \theta$ for all but countably many values of $R$, and (40) follows.

5B. Second proof: log-concave target measure. In our second proof we will exploit the fact that $v$ is log-concave, but we will not require the log-concavity of $\mu$. Throughout this subsection we make the following additional assumption:
(A) For some $p>n$,

$$
\int_{\mathbb{R}^{n}}|\nabla V|^{p} e^{-V} d x<\infty
$$

where the derivatives $V_{i}$ are understood in the logarithmic derivative sense, i.e.,

$$
\int_{\mathbb{R}^{n}} \xi V_{i} d \mu=-\int_{\mathbb{R}^{n}} \xi_{i} d \mu, \quad \xi \in C_{c}^{\infty}\left(\mathbb{R}^{n}\right), i=1, \ldots, n
$$

By the Morrey embedding theorem (see, e.g., [Evans and Gariepy 1992, Section 4.5]), the function $V$ is locally Hölder. We will approximate $\mu$ and $v$ by sequences of probability measures $\mu_{N}$ and $v_{N}$ having properties (i), (ii) and (iii) from Section 5A. We also require a fourth property:
(i) There exists $p>n$ such that

$$
\sup _{N} \int_{\mathbb{R}^{n}}\left|\nabla V_{N}\right|^{p} e^{-V_{N}} d x<\infty
$$

The approach outlined in Section 5A - to convolve with a tiny Gaussian and then multiply by the density of a huge Gaussian — also yields property (iv). Recall that the Brenier map $\nabla \Phi_{N}$ between $\mu_{N}$ and $\nu_{N}$ is smooth and that it satisfies (42). The central ingredient of this subsection is the following a priori estimate:

Proposition 5.5. Assume that functions $V, W$ and $\Phi$ are smooth on the entire $\mathbb{R}^{n}$ and that $v$ is a logconcave measure. Then, for every $q \geq 2,0<\tau<1, i=1, \ldots, n$, there exists $C(q, \tau)>0$ such that

$$
\begin{equation*}
\int_{\mathbb{R}^{n}} \Phi_{i i}^{q} d \mu \leq C(q, \tau)\left(\int_{\mathbb{R}^{n}}\left|V_{i}\right|^{2 q /(2-\tau)} d \mu+\int_{\mathbb{R}^{n}}\left|x_{i}\right|^{2 q / \tau} d \nu\right) \tag{53}
\end{equation*}
$$

Proof. Assume in addition that $D^{2} W \geq(1 / C) \cdot$ Id, $D^{2} V \leq C \cdot$ Id. In this case, $D^{2} \Phi \leq C^{2} \cdot$ Id. Recall formula (28):

$$
L\left(\Phi_{i i}\right)-\Phi_{i}^{j k} \Phi_{i j k}-\sum_{j, k=1}^{n} \Phi_{j i} \Phi_{i k} W_{j k} \circ \nabla \Phi=-V_{i i}
$$

which is obtained by differentiating the change of variables formula (22) along $x_{i}$. Let us multiply this formula by $\Phi_{i i}^{p}, p \geq 0$, and formally integrate by parts with respect to $\mu$. Using the convexity of $W$ we obtain

$$
\begin{equation*}
\int V_{i i} \Phi_{i i}^{p} d \mu \geq p \int \Phi_{i i}^{p-1}\left\langle\left(D^{2} \Phi\right)^{-1} \nabla \Phi_{i i}, \nabla \Phi_{i i}\right\rangle d \mu+\int \Phi_{i i}^{p} \Phi_{i}^{j k} \Phi_{i j k} d \mu \tag{54}
\end{equation*}
$$

Let us justify this formula. To this end, we fix a compactly supported function $\eta \geq 0$ and integrate with respect to $\eta \cdot \mu$ :

$$
\begin{aligned}
& \int V_{i i} \Phi_{i i}^{p} \eta d \mu \\
& \quad \geq \int\left\langle\left(D^{2} \Phi\right)^{-1} \nabla \eta, \nabla \Phi_{i i}\right\rangle \Phi_{i i}^{p} d \mu+p \int \Phi_{i i}^{p-1}\left\langle\left(D^{2} \Phi\right)^{-1} \nabla \Phi_{i i}, \nabla \Phi_{i i}\right\rangle \eta d \mu+\int \Phi_{i i}^{p} \Phi_{i}^{j k} \Phi_{i j k} \eta d \mu
\end{aligned}
$$

Applying the Cauchy inequality yields

$$
\begin{aligned}
-\int\left\langle\left(D^{2} \Phi\right)^{-1} \nabla \eta, \nabla \Phi_{i i}\right\rangle & \Phi_{i i}^{p} d \mu \\
& \leq \frac{4}{\varepsilon} \int \frac{\left\langle\left(D^{2} \Phi\right)^{-1} \nabla \eta, \nabla \eta\right\rangle}{\eta} \Phi_{i i}^{p+1} d \mu+\varepsilon \int\left\langle\left(D^{2} \Phi\right)^{-1} \nabla \Phi_{i i}, \nabla \Phi_{i i}\right\rangle \Phi_{i i}^{p-1} \eta d \mu .
\end{aligned}
$$

Finally,

$$
\begin{aligned}
\int V_{i i} \Phi_{i i}^{p} \eta d \mu+\frac{4}{\varepsilon} \int \frac{\left\langle\left(D^{2} \Phi\right)^{-1} \nabla \eta, \nabla \eta\right\rangle}{\eta} & \Phi_{i i}^{p+1} d \mu \\
& \geq(p-\varepsilon) \int \Phi_{i i}^{p-1}\left\langle\left(D^{2} \Phi\right)^{-1} \nabla \Phi_{i i}, \nabla \Phi_{i i}\right\rangle \eta d \mu+\int \Phi_{i i}^{p} \Phi_{i}^{j k} \Phi_{i j k} \eta d \mu
\end{aligned}
$$

Assume that $\eta$ has the form $\eta=\xi(\nabla \Phi)$, where $\xi$ is compactly supported. We obtain

$$
\begin{aligned}
\int V_{i i} \Phi_{i i}^{p} \eta d \mu+\frac{4 C^{p+2}}{\varepsilon} \int \frac{|\nabla \xi|^{2}}{\xi} & d v \\
& \geq(p-\varepsilon) \int \Phi_{i i}^{p-1}\left\langle\left(D^{2} \Phi\right)^{-1} \nabla \Phi_{i i}, \nabla \Phi_{i i}\right\rangle \eta d \mu+\int \Phi_{i i}^{p} \Phi_{i}^{j k} \Phi_{i j k} \eta d \mu
\end{aligned}
$$

It remains to construct a sequence of functions $1 \geq \xi_{N} \geq 0$ satisfying $\lim _{N} \xi_{N}(x)=1$ for $v$-a.e. $x$ and $\lim _{N} \int\left|\nabla \xi_{N}\right|^{2} / \xi_{N} d v=0$. Then, by applying the Fatou lemma we justify (54).

It is helpful to keep in mind that $\Phi_{i}^{j k} \Phi_{i j k}=\operatorname{Tr}\left[\left(D^{2} \Phi\right)^{-1 / 2} D^{2} \Phi_{i}\left(D^{2} \Phi\right)^{-1 / 2}\right]^{2} \geq 0$. From (54),

$$
\int V_{i i} \Phi_{i i}^{p} d \mu \geq p \int \Phi_{i i}^{p-1}\left\langle\left(D^{2} \Phi\right)^{-1} \nabla \Phi_{i i}, \nabla \Phi_{i i}\right\rangle d \mu
$$

Let us integrate by parts the left-hand side: $\int V_{i i} \Phi_{i i}^{p} d \mu=\int V_{i}^{2} \Phi_{i i}^{p} d \mu-p \int V_{i} \Phi_{i i}^{p-1} \Phi_{i i i} d \mu$. The justification of this integration by parts is much easier, since $D^{2} \Phi$ and $D^{2} V$ are bounded. Applying

$$
2\left|\Phi_{i i i} V_{i}\right| \leq 2\left|V_{i}\right| \sqrt{\Phi_{i i} \cdot\left\langle\left(D^{2} \Phi\right)^{-1} \nabla \Phi_{i i}, \nabla \Phi_{i i}\right\rangle} \leq V_{i}^{2} \Phi_{i i}+\left\langle\left(D^{2} \Phi\right)^{-1} \nabla \Phi_{i i}, \nabla \Phi_{i i}\right\rangle
$$

one obtains

$$
\begin{equation*}
\int V_{i}^{2} \Phi_{i i}^{p} d \mu \geq \int \Phi_{i i}^{p-1}\left\langle\left(D^{2} \Phi\right)^{-1} \nabla \Phi_{i i}, \nabla \Phi_{i i}\right\rangle d \mu \tag{55}
\end{equation*}
$$

Let us show that the right-hand side controls powers of the second derivative $\Phi_{i i}$. Indeed, for every $q \geq 2$ and $\varepsilon>0,0 \leq \tau \leq 1$, the following estimate holds:

$$
\begin{aligned}
& \int \Phi_{i i}^{q} d \mu=-(q-1) \int \Phi_{i} \Phi_{i i i} \Phi_{i i}^{q-2} d \mu+\int \Phi_{i} V_{i} \Phi_{i i}^{q-1} d \mu \\
& \leq \varepsilon \int \Phi_{i}^{2} \Phi_{i i}^{q-\tau} d \mu+\frac{(q-1)^{2}}{4 \varepsilon} \int \Phi_{i i}^{q-3+\tau}\left\langle\left(D^{2} \Phi\right)^{-1} \nabla \Phi_{i i}, \nabla \Phi_{i i}\right\rangle d \mu \\
& +\frac{q-1}{q} \int \Phi_{i i}^{q} d \mu+\frac{1}{q} \int\left|\Phi_{i} V_{i}\right|^{q} d \mu .
\end{aligned}
$$

Finally,

$$
\begin{aligned}
\int \Phi_{i i}^{q} d \mu & \leq \int\left|\Phi_{i} V_{i}\right|^{q} d \mu+q \varepsilon \int \Phi_{i}^{2} \Phi_{i i}^{q-\tau} d \mu+\frac{q(q-1)^{2}}{4 \varepsilon} \int \Phi_{i i}^{q-3+\tau}\left\langle\left(D^{2} \Phi\right)^{-1} \nabla \Phi_{i i}, \nabla \Phi_{i i}\right\rangle d \mu \\
& \leq \int\left|\Phi_{i} V_{i}\right|^{q} d \mu+q \varepsilon \int \Phi_{i}^{2} \Phi_{i i}^{q-\tau} d \mu+\frac{q(q-1)^{2}}{4 \varepsilon} \int \Phi_{i i}^{q-2+\tau} V_{i}^{2} d \mu
\end{aligned}
$$

Applying the Hölder inequalities

$$
\begin{aligned}
\Phi_{i}^{2} \Phi_{i i}^{q-\tau} & \leq \frac{q-\tau}{q} \Phi_{i i}^{q}+\frac{\tau}{q}\left|\Phi_{i}\right|^{2 q / \tau}, \\
\Phi_{i i}^{q-2+\tau} V_{i}^{2} & \leq \varepsilon \Phi_{i i}^{q}+C(\varepsilon, q, \tau)\left|V_{i}\right|^{2 q /(2-\tau)}, \\
\left|\Phi_{i} V_{i}\right|^{q} & \leq \frac{1}{2}(2-\tau)\left|V_{i}\right|^{2 q /(2-\tau)}+\frac{1}{2} \tau\left|\Phi_{i}\right|^{2 q / \tau},
\end{aligned}
$$

choosing a sufficiently small $\varepsilon$, and applying the change of variables formula $\int\left|\Phi_{i}\right|^{q} d \mu=\int\left|x_{i}\right|^{q} d \nu$, we easily obtain the claim.

Finally, let us get rid of the assumption that $D^{2} W \geq(1 / C) \cdot$ Id, $D^{2} V \leq C \cdot$ Id. To this end we approximate $\mu$ and $v$ by measures with smooth potentials satisfying $D^{2} W_{N} \geq\left(1 / C_{N}\right) \cdot$ Id, $D^{2} V_{N} \leq C_{N}$. Id satisfying $\lim _{N} \int\left|\left(V_{N}\right)_{i}\right|^{2 q} d \mu_{N}=\int\left|V_{i}\right|^{2 q} d \mu$ and $\lim _{N} \int\left|x_{i}\right|^{2 q} d \nu_{N}=\int\left|x_{i}\right|^{2 q} d \nu$. It remains to show that the weak $L^{q}(\mu)$-limit of $\left(\Phi_{N}\right)_{i i}$ coincides with $\Phi_{i i}$. The latter can be easily shown with the help of integration by parts and identifications of the pointwise limit $\lim _{N} \nabla \Phi_{N}$ with $\nabla \Phi$ (see the proof of Lemma 5.2).

Remark 5.6. The conclusion of Proposition 5.5 holds without any additional smoothness assumptions. This can be verified by smooth approximations (again, see [Kolesnikov 2013] for details). Finally, we see that (53) holds for every log-concave measure $v$ and measure $\mu$ satisfying $\int\left|V_{i}\right|^{2 q /(2-\tau)} d \mu<\infty$, where $V_{i}$ is the logarithmic derivative of $\mu$ along $x_{i}$.

Second proof of Lemma 5.2. Let us demonstrate how Proposition 5.5 implies (48) above without appealing to the works by Forzani and Maldonado [2004; 2005] and Gutierrez and Huang [2000] related to Caffarelli's $C^{1, \alpha}$-regularity theory. We know that $\sup _{N} \int\left|\nabla V_{N}\right|^{p} e^{-V_{N}} d x<\infty, p>n$. Since $v$ is log-concave, all the moments of $v$ are finite. Thus, Proposition 5.5 implies

$$
\sup _{N} \int\left\|D^{2} \Phi_{N}\right\|_{H S}^{p^{\prime}} e^{-V_{N}} d x<\infty
$$

for any $n<p^{\prime}<p$. Applying the fact that the $V_{N}$ are uniformly locally bounded from below, we see that $\sup _{N} \int_{B_{R}}\left\|D^{2} \Phi_{N}\right\|_{H S}^{p^{\prime}} d x<\infty$ for every $R$. The result then follows from the Morrey embedding theorem.

## 6. Corollaries to Theorem 5.1

Proof of Theorem 1.2. For $A \in M_{n}^{+}(\mathbb{R})$, define

$$
F(A)=f\left(\log \lambda_{1}(A), \ldots, \log \lambda_{n}(A)\right)
$$

where $0<\lambda_{1}(A) \leq \cdots \leq \lambda_{n}(A)$ are the eigenvalues of $A$. According to Lemma 2.4, for any $A \in M_{n}^{+}(\mathbb{R})$,

$$
\begin{equation*}
|\nabla F|(A) \leq|\nabla f|\left(\log \lambda_{1}(A), \ldots, \log \lambda_{n}(A)\right) . \tag{56}
\end{equation*}
$$

Since $f$ is locally Lipschitz and the eigenvalues vary continuously with the matrix $A$, (56) implies that $F$ is locally Lipschitz. Denote by $\theta$ the push-forward of the probability measure $\mu$ under the map $x \mapsto D^{2} \Phi(x)$. Since $\mathbb{E}|f(\Lambda(X))|<\infty, F \in L^{1}(\theta)$. Since $\mathbb{E}|\nabla f|^{2}(\Lambda(X))<\infty, \int|\nabla F|^{2} d \theta<\infty$. We may apply Theorem 5.1 and conclude that

$$
\int_{M_{n}^{+}(\mathbb{R})} F^{2} d \theta-\left(\int_{M_{n}^{+}(\mathbb{R})} F d \theta\right)^{2} \leq 4 \int_{M_{n}^{+}(\mathbb{R})}|\nabla F|^{2} d \theta
$$

The left-hand side equals $\operatorname{Var}[f(\Lambda(X))]$. Glancing at (56), we thus obtain

$$
\operatorname{Var}[f(\Lambda(X))] \leq 4 \mathbb{E}|\nabla f|^{2}(\Lambda(X))
$$

and the proof is complete.
Proof of Theorem 1.1. Substitute $f(x)=x_{i}$ in Theorem 1.2. Then $f$ is a 1-Lipschitz function, and by Remark 1.4 we have $\mathbb{E}|f(\Lambda(X))|<\infty$. Thus, the application of Theorem 1.2 is legitimate, and Theorem 1.1 follows.

Proof of Theorem 1.5. The argument is almost identical to the proof of Theorem 1.1, with Lemma 2.3 replacing Lemma 2.4.

Let us end this paper with a few remarks concerning future research. If we make further assumptions regarding the log-concave measures in question, it should be possible to prove concentration inequalities for the eigenvalues of $D^{2} \Phi$ themselves and not only for their logarithms. For example, there is a soft argument which shows that, when $\nabla \Phi$ is the Brenier map between the uniform measure on $K$ and the uniform measure on $T$,

$$
\int_{K} \Delta \Phi \leq n V(K, \ldots, K, T)
$$

where $V$ stands for mixed volume. The details will be discussed elsewhere. Another possible research direction is to investigate whether phenomena similar to Theorem 1.1 occur also in a nonlinear setting, when transporting measures with convexity properties supported on Riemannian manifolds.
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# NONLOCAL SELF-IMPROVING PROPERTIES 

Tuomo Kuusi, Giuseppe Mingione and Yannick Sire

Solutions to nonlocal equations with measurable coefficients are higher differentiable.
Specifically, we consider nonlocal integrodifferential equations with measurable coefficients whose model is given by

$$
\int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}}[u(x)-u(y)][\eta(x)-\eta(y)] K(x, y) d x d y=\int_{\mathbb{R}^{n}} f \eta d x \quad \text { for all } \eta \in C_{\mathrm{c}}^{\infty}\left(\mathbb{R}^{n}\right),
$$

where the kernel $K(\cdot)$ is a measurable function and satisfies the bounds

$$
\frac{1}{\Lambda|x-y|^{n+2 \alpha}} \leq K(x, y) \leq \frac{\Lambda}{|x-y|^{n+2 \alpha}}
$$

with $0<\alpha<1, \Lambda>1$, while $f \in L_{\mathrm{loc}}^{q}\left(\mathbb{R}^{n}\right)$ for some $q>2 n /(n+2 \alpha)$. The main result states that there exists a positive, universal exponent $\delta \equiv \delta(n, \alpha, \Lambda, q)$ such that for every weak solution $u$ the self-improving property

$$
u \in W^{\alpha, 2}\left(\mathbb{R}^{n}\right) \quad \Longrightarrow \quad u \in W_{\mathrm{loc}}^{\alpha+\delta, 2+\delta}\left(\mathbb{R}^{n}\right)
$$

holds. This differentiability improvement is a genuinely nonlocal phenomenon and does not appear in the local case, where solutions to linear equations in divergence form with measurable coefficients are known to be higher integrable but are not, in general, higher differentiable.

The result is achieved by proving a new version of the Gehring lemma involving certain families of lifted reverse Hölder-type inequalities in $\mathbb{R}^{2 n}$ and which is implied by delicate covering and exit-time arguments. In turn, such reverse Hölder inequalities are based on the concept of dual pairs, that is, pairs $(\mu, U)$ of measures and functions in $\mathbb{R}^{2 n}$ which are canonically associated to solutions. We also allow for more general equations involving as a source term an integrodifferential operator whose kernel does not necessarily have to be of order $\alpha$.
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## 1. Introduction

A basic and fundamental result in the theory of linear and nonlinear elliptic equations is given by the higher integrability of solutions. This falls in the realm of so-called self-improving properties. The result was first pioneered by Meyers [1963] and Elcrat and Meyers [1975], and then extended in various directions and in several different contexts; see for instance [Bojarski and Iwaniec 1983; Fusco and Sbordone 1990; Giusti 2003; Kinnunen and Lewis 2000]. Modern proofs of this property in the nonlinear case rely on the so-called Gehring lemma [Gehring 1973; Iwaniec 1998]. In the simplest possible instance the result in question asserts that distributional $W^{1,2}(\Omega)$-solutions $u$ to linear elliptic equations

$$
-\operatorname{div}(A(x) D u)=f \in L_{\text {loc }}^{\frac{2 n}{n+2}+\delta_{0}}(\Omega), \quad \delta_{0}>0
$$

actually belong to a better Sobolev space:

$$
\begin{equation*}
u \in W_{\mathrm{loc}}^{1,2+\delta}(\Omega) \tag{1-1}
\end{equation*}
$$

for some positive $\delta \leq \delta_{0}$. Here $\Omega \subset \mathbb{R}^{n}$ is an open subset and $n \geq 2$. The matrix $A(x)$ is supposed to be elliptic and with bounded and measurable entries, that is,

$$
\begin{equation*}
\Lambda^{-1}|\xi|^{2} \leq\langle A(x) \xi, \xi\rangle \quad \text { and } \quad|A(x)| \leq \Lambda \tag{1-2}
\end{equation*}
$$

hold whenever $\xi \in \mathbb{R}^{n}, x \in \Omega$, where $\Lambda>1$. The number $\delta>0$ appearing in (1-1) is universal in the sense that, essentially, it depends neither on the solution $u$ nor the specific equation considered. It rather depends only on $n, \Lambda$, that is, on the ellipticity rate of the equation considered. The key point here is the measurability of the coefficients; when $A(\cdot)$ has more regular entries, higher regularity of solutions follows from the corresponding result for equations with constant coefficients, via perturbation. This is the reason why the result in (1-1) lies deep in the core of regularity theory, and allows for a proof of several other regularity results; see for instance [Giusti 2003].

We are interested in studying self-improving properties of solutions to nonlocal problems. To outline the results in a special yet meaningful model case, let us consider weak solutions $u \in W^{\alpha, 2}\left(\mathbb{R}^{n}\right)$ of the nonlocal equation

$$
\begin{equation*}
\mathcal{E}_{K}(u, \eta)=\langle f, \eta\rangle \quad \text { for every test function } \eta \in C_{\mathrm{c}}^{\infty}\left(\mathbb{R}^{n}\right), \tag{1-3}
\end{equation*}
$$

where $f \in L_{\text {loc }}^{2+\delta_{0}}\left(\mathbb{R}^{n}\right)$ and

$$
\mathcal{E}_{K}(u, \eta):=\int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}}[u(x)-u(y)][\eta(x)-\eta(y)] K(x, y) d x d y
$$

The measurable kernel is assumed to satisfy the uniform ellipticity assumptions

$$
\begin{equation*}
\frac{1}{\Lambda|x-y|^{n+2 \alpha}} \leq K(x, y) \leq \frac{\Lambda}{|x-y|^{n+2 \alpha}} \tag{1-4}
\end{equation*}
$$

for every $x, y \in \mathbb{R}^{n}$, where $\alpha \in(0,1)$ and $\Lambda \geq 1$. We recall that the fractional Sobolev space $W^{s, \gamma}$, for $\gamma \geq 1$ and $s \in(0,1)$, is given by the subspace of $L^{\gamma}\left(\mathbb{R}^{n}\right)$-functions $u$ for which the Gagliardo seminorm

$$
\begin{equation*}
[u]_{s, \gamma}^{\gamma}:=\int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}} \frac{|u(x)-u(y)|^{\gamma}}{|x-y|^{n+\gamma s}} d x d y \tag{1-5}
\end{equation*}
$$

is finite (see for instance [Di Nezza et al. 2012; Maz' ya 2011]).
In view of (1-1), a natural question to begin with is whether or not the inclusion

$$
\begin{equation*}
u \in W_{\mathrm{loc}}^{\alpha, 2+\delta}\left(\mathbb{R}^{n}\right) \tag{1-6}
\end{equation*}
$$

holds for some $\delta>0$, possibly depending only on the ellipticity parameters of the equation and not on the solution itself. For the definition of local fractional Sobolev spaces, see Section 2. This has been answered in a very interesting paper of Bass and Ren [2013], who consider the function

$$
\begin{equation*}
\Gamma(x):=\left(\int_{\mathbb{R}^{n}} \frac{|u(x)-u(y)|^{2}}{|x-y|^{n+2 \alpha}} d y\right)^{1 / 2} \tag{1-7}
\end{equation*}
$$

and prove that $\Gamma \in L^{2(1+\delta)}\left(\mathbb{R}^{n}\right)$ for some positive $\delta$ depending only on $n, \alpha, \Lambda$ and $\delta_{0}$. Then (1-6) follows by characterizations of Bessel potential spaces [Dorronsoro 1985; Stein 1961]. In this paper we provide a stronger and surprising result. Indeed, we see that for nonlocal problems the self-improvement property extends to the differentiability scale. This means that there exists some positive $\delta \in(0,1-\alpha)$, depending only on $n, \alpha, \Lambda$, such that

$$
\begin{equation*}
u \in W_{\mathrm{loc}}^{\alpha+\delta, 2+\delta}\left(\mathbb{R}^{n}\right) \tag{1-8}
\end{equation*}
$$

This phenomenon is purely nonlocal, and has no parallel in the regularity theory of local equations, where, in order to get fractional Sobolev differentiability of $D u$, a similar fractional regularity must be assumed on the coefficient matrix $A(x)$, as for instance established in [Kuusi and Mingione 2012; Mingione 2003].

In the classical local case, measurability is, in general, not sufficient to get any gradient differentiability. To see this already in the one-dimensional case, $n=1$, it is sufficient to consider the equation

$$
\begin{equation*}
\frac{d}{d x}\left(a(x) \frac{d u}{d x}\right)=0, \quad \frac{1}{\Lambda} \leq a(x) \leq \Lambda \tag{1-9}
\end{equation*}
$$

and to note that

$$
x \mapsto \int_{0}^{x} \frac{d t}{a(t)}
$$

is a solution with $a(\cdot)$ being any measurable function satisfying nothing but the inequalities in (1-9). It is then easy to build similar multidimensional examples.

We remark that the differentiability gain is in fact the main information in (1-8), since a standard application of the fractional Sobolev embedding theorem gives that, if $u \in W^{\alpha+\delta, 2}$ for some $\delta>0$, then $(1-8)$ holds for some other number $\delta$. Our results actually cover a more general class of equations than the one in (1-3) and provide a full nonlocal analog of the classical higher integrability results valid in the local case. The precise statements are in the next section. Our results are a consequence of a new,
fractional version of the Gehring lemma for fractional Sobolev functions that replaces the classical one valid in the local case.

We finally remark that, in recent times, there has been much attention to the regularity of solutions to nonlocal problems, especially in the basic case of kernels with measurable coefficients; see for instance [Bass and Kassmann 2005; Bjorland et al. 2012; Cabré and Cinti 2014; Cabré and Roquejoffre 2013; Caffarelli et al. 2011; Caffarelli and Silvestre 2011; Felsinger and Kassmann 2013].

1A. Higher differentiability results. A rather general statement concerning higher integrability for weak solutions to local problems involves nonhomogeneous equations such as

$$
\begin{equation*}
-\operatorname{div}(A(x) D u)=-\operatorname{div} g+f \quad \text { in } \Omega \tag{1-10}
\end{equation*}
$$

where the matrix $A(\cdot)$ has measurable coefficients and satisfies (1-2). Indeed, assuming that $g \in$ $L_{\text {loc }}^{2+\delta_{0}}\left(\Omega, \mathbb{R}^{n}\right)$ and $f \in L_{\text {loc }}^{2 n /(n+2)+\delta_{0}}(\Omega)$ hold for some $\delta_{0}>0$, it follows that there exists another positive number $\delta<\delta_{0}$ such that (1-1) holds. The exponent $2 n /(n+2)$ is nothing but the conjugate of the Sobolev embedding exponent of $W^{1,2}$, that is, $2 n /(n-2)$.

A first nonlocal analog of (1-10) is given by

$$
\begin{equation*}
\mathcal{E}_{K}(u, \eta)=\mathcal{E}_{K}(g, \eta)+\int_{\mathbb{R}^{n}} f \eta d x \quad \text { for all } \eta \in C_{\mathrm{c}}^{\infty}\left(\mathbb{R}^{n}\right) \tag{1-11}
\end{equation*}
$$

considering weak solutions $u \in W^{\alpha, 2}\left(\mathbb{R}^{n}\right)$. The assumptions are the natural counterpart of the local ones; indeed, we take $g \in W^{\alpha+\delta_{0}, 2}\left(\mathbb{R}^{n}\right)$ and

$$
\begin{equation*}
f \in L_{\text {loc }}^{2_{*}+\delta_{0}}\left(\mathbb{R}^{n}\right) \tag{1-12}
\end{equation*}
$$

for some $\delta_{0}>0$. The exponent $2_{*}$ is the conjugate of the relevant fractional Sobolev embedding exponent, that is,

$$
\begin{equation*}
2_{*}:=\frac{2 n}{n+2 \alpha}, \quad 2^{*}:=\frac{2 n}{n-2 \alpha}, \quad \frac{1}{2^{*}}+\frac{1}{2_{*}}=1 \tag{1-13}
\end{equation*}
$$

The terminology is motivated by the fractional version of the classical Sobolev embedding theorem, that is, $W^{\alpha, 2} \subset L^{2^{*}}$. On the other hand, we recall that the essence of the structure of (1-10) lies in the fact that the right-hand side contains terms of all possible integer orders. A full extension to the fractional case then leads us to consider right-hand sides of arbitrary fractional order, not necessarily equal to the order of the considered nonlocal elliptic operator on the left-hand side. Moreover, since higher integrability of solutions still holds when considering monotone quasilinear equations, we will also examine nonlinear integrodifferential equations. Specifically, we will consider general equations of the type

$$
\begin{equation*}
\mathcal{E}_{K}^{\varphi}(u, \eta)=\mathcal{E}_{H}(g, \eta)+\int_{\mathbb{R}^{n}} f \eta d x \quad \text { for all } \eta \in C_{\mathrm{c}}^{\infty}\left(\mathbb{R}^{n}\right) \tag{1-14}
\end{equation*}
$$

The form $\mathcal{E}_{K}^{\varphi}(\cdot)$ is then defined by

$$
\mathcal{E}_{K}^{\varphi}(u, \eta):=\int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}} \varphi(u(x)-u(y))[\eta(x)-\eta(y)] K(x, y) d x d y
$$

where the Borel function $\varphi: \mathbb{R} \rightarrow \mathbb{R}$ satisfies

$$
\begin{equation*}
|\varphi(t)| \leq \Lambda|t| \quad \text { and } \quad \varphi(t) t \geq t^{2} \quad \text { for all } t \in \mathbb{R} \tag{1-15}
\end{equation*}
$$

making in fact $\mathcal{E}_{K}^{\varphi}$ a coercive form in $W^{\alpha, 2}$, and thereby (1-14) an elliptic equation. While we assume (1-4) for $K(\cdot)$, the measurable kernel $H(\cdot)$ is now assumed to satisfy

$$
\begin{equation*}
|H(x, y)| \leq \frac{\Lambda}{|x-y|^{n+2 \beta}} \tag{1-16}
\end{equation*}
$$

for $\beta \in(0,1)$. In particular, $\beta$ is also allowed to be larger than $\alpha$. Here the function $f$ is still assumed to satisfy (1-12), while the assumptions on $g$ sharply match the structure in (1-14). We actually consider two different cases; the first one is when $2 \beta \geq \alpha$. In this situation we assume the existence of a positive number $\delta_{0}>0$ such that

$$
\begin{equation*}
g \in W^{2 \beta-\alpha+\delta_{0}, 2}\left(\mathbb{R}^{n}\right) \tag{1-17}
\end{equation*}
$$

Needless to say, we also assume that $2 \beta-\alpha+\delta_{0} \in(0,1)$ to give $(1-17)$ a sense in terms of the seminorm (1-5); this in particular implies that $\beta<\frac{1}{2}(1+\alpha)$. In the case $0<2 \beta<\alpha$ we instead do not consider any differentiability on $g$, but only integrability:

$$
\begin{equation*}
g \in L^{p_{0}+\delta_{0}}\left(\mathbb{R}^{n}\right), \quad p_{0}:=\frac{2 n}{n+2(\alpha-2 \beta)} \tag{1-18}
\end{equation*}
$$

We then have the following main result of the paper:
Theorem 1.1. Let $u \in W^{\alpha, 2}\left(\mathbb{R}^{n}\right)$ be a solution to (1-14) under the assumptions (1-4) and (1-12)-(1-18). Then there exists a positive number $\delta \in(0,1-\alpha)$, depending only on $n, \alpha, \Lambda, \beta, \delta_{0}$, but otherwise independent of the solution $u$ and of the kernels $K(\cdot), H(\cdot)$, such that $u \in W_{\mathrm{loc}}^{\alpha+\delta, 2+\delta}\left(\mathbb{R}^{n}\right)$.

Equation (1-11) is covered by taking $\alpha=\beta$. The optimality of the assumptions on $f$ and $g$ can be checked by considering the model equation $(-\Delta)^{\alpha} u=(-\Delta)^{\beta} g+f$, and using Fourier analysis. They sharply relate to the fractional Sobolev embedding theorem. As in the case of the classical, local Gehring lemma, explicit estimates on the exponent $\delta$ for Theorem 1.1 can be given by tracing back the dependence of the constants in the proof.

1B. Dual pairs $(\boldsymbol{\mu}, \boldsymbol{U})$ and sketch of the proof. In order to get (1-8) we introduce here a new approach and develop a method aimed at exploiting the hidden cancellation properties which are intrinsic in the definition of the nonlocal seminorm (1-5). To this aim, we introduce dual pairs of measures and functions $(\mu, U)$ in $\mathbb{R}^{2 n}$, proving that a version of the Gehring lemma applies to them; see Section 1 C below. A natural choice would be to consider the measure generated by the density $|x-y|^{-n}$, but this would not yield a finite measure. We therefore consider a perturbation of it, i.e., the measure defined by

$$
\begin{equation*}
\mu(A):=\int_{A} \frac{d x d y}{|x-y|^{n-2 \varepsilon}} \tag{1-19}
\end{equation*}
$$

for suitably small $\varepsilon>0$, whenever $A \subset \mathbb{R}^{2 n}$ is a measurable subset. This is a locally finite, doubling Borel measure in $\mathbb{R}^{2 n}$. Accordingly, for $x \neq y$, we introduce the function

$$
\begin{equation*}
U(x, y):=\frac{|u(x)-u(y)|}{|x-y|^{\alpha+\varepsilon}} \tag{1-20}
\end{equation*}
$$

The main point here is that the measure $\mu$ and the function $U$ are in duality when $u \in W^{\alpha, 2}$ in the sense that for a function $u \in L^{2}\left(\mathbb{R}^{n}\right)$ we have that $U \in L^{2}\left(\mathbb{R}^{2 n} ; \mu\right)$ if and only if $u \in W^{\alpha, 2}\left(\mathbb{R}^{n}\right)$. This motivates in fact the following:
Definition 1.2. Let $u \in W^{\alpha, 2}\left(\mathbb{R}^{n}\right)$ and let $\varepsilon \in\left(0, \frac{1}{2} \alpha\right)$. The pair ( $\left.\mu, U\right)$ defined in (1-19)-(1-20) is called a dual pair generated by the function $u$.

We then look at the higher $\mu$-integrability for $U$, proving that

$$
\begin{equation*}
U \in L_{\mathrm{loc}}^{2+\delta}\left(\mathbb{R}^{2 n} ; \mu\right) \tag{1-21}
\end{equation*}
$$

for some $\delta>0$. Now, by the very definition of $U$, we have that (1-21) implies the higher differentiability of $u$, that is, (1-8); see Section 6. This is the effect of the cancellations hidden in the definition of fractional norm in (1-5) we mentioned above. In order to prove (1-21), we shall prove decay estimates for the $\mu$-measure of the level sets of $U$. The first step consists of deriving suitable energy estimates (i.e., Caccioppoli-type inequalities) for $U$; see Theorem 3.2. We obtain a kind of reverse Hölder-type inequality, that is,

$$
\begin{equation*}
\left(f_{\mathcal{B}} U^{2} d \mu\right)^{1 / 2} \lesssim \sum_{k=1}^{\infty} 2^{-k(\alpha-\varepsilon)}\left(f_{2^{k} \mathcal{B}} U^{q} d \mu\right)^{1 / q}+\text { terms involving } g, f \tag{1-22}
\end{equation*}
$$

with $q<2$; see Proposition 4.4. The estimate in (1-22) holds whenever $\mathcal{B} \equiv B \times B$ and $B \subset \mathbb{R}^{n}$ is a ball. Notice that if we discard from the sum above all the terms but the first one we formally obtain a reverse Hölder-type inequality similar to those that hold for solutions to local problems.

The inequality (1-22) does not seem to be sufficient to proceed, since in order to prove estimates on level sets in $\mathbb{R}^{2 n}$ we need information on every ball $\mathcal{B} \subset \mathbb{R}^{2 n}$, not only those of diagonal type $B \times B$. To overcome such an apparently decisive lack of information, we have to introduce an extremely delicate localization technique. Consider the level set $\{U>\lambda\}$; we use a Calderón-Zygmund-type exit-time argument in order to cover the level set with (almost disjoint) diagonal balls $B \times B$ and disjoint "off-diagonal" dyadic cubes $\mathcal{K}$ :

$$
\{U>\lambda\} \subset \bigcup B \times B \cup \bigcup \mathcal{K}
$$

on which, for a suitably large number $L$, we have

$$
\left(f_{B \times B} U^{2} d \mu\right)^{1 / 2} \approx \lambda \quad \text { and } \quad\left(f_{\mathcal{K}} U^{2} d \mu\right)^{1 / 2} \approx L \lambda
$$

see Sections 5A and 5F. We call the cubes $\mathcal{K}$ off-diagonal because they are "far" from the diagonal, in the sense that their distance from the diagonal is larger than their side length. The number $L$ is introduced to make the decomposition along the diagonal predominant with respect to the decomposition outside the
diagonal. Indeed, the exit-time balls $B \times B$ will tend to be "larger" than the cubes $\mathcal{K}$, since they have been obtained via an exit time at a lower level $\lambda$, as shown by the first formula in the previous display.

Surprisingly enough, the fact that a cube $\mathcal{K}$ is off-diagonal allows us to prove that a reverse inequality of the type (1-22) also holds on $\mathcal{K}$ (see Lemma 5.8). This inequality, however, incorporates certain correction terms involving diagonal cubes once again. This introduces serious difficulties, since this time such cubes do not come from any exit-time argument, and there is no a priori control on them. Matching the resulting reverse inequalities with those in (1-22) is not an easy task and indeed requires an involved covering/combinatorial argument. See Sections 5I and 5J, and in particular Lemma 5.12.

The final outcome of this lengthy procedure is an inequality on level sets of $U$ - see Proposition 5.1 that implies the higher integrability of $U$, together with the new reverse Hölder-type inequality reported in (1-24) below. This holds for some $\delta>0$ that does not depend on the solution $u$. See Theorem 6.1. We have therefore proved (1-21). We also remark that treating the complete problem of Theorem 1.1 up to the sharp interpolation range described by (1-17) requires additional ideas. As a matter of fact, the exit-time arguments have to be adapted in order to realize a direct analog of the so-called good- $\lambda$ inequality principle: i.e., no maximal operator is used here. In particular, we employ a simultaneous level set analysis by using the composite quantity $\Psi(\cdot)$ in (5-1), where the number $M$ (appearing in the definition of $\Psi(\cdot))$ is used to adapt the size of the levels at the exit time. This must eventually match with the specific form of the energy estimates available for solutions.

Finally, we would like to remark that, although we are here dealing with the case of scalar, linear growth nonlocal equations, our approach is only based on energy inequalities, and therefore can be extended to more general nonlinear operators of nonlocal type; see for example [Di Castro et al. 2014a; 2014b]. This will be the object of future works.

1C. The fractional Gehring lemma for dual pairs. The classical Gehring lemma does not simply deal with solutions to equations, but, more generally, with self-improving properties of reverse Hölder-type inequalities. At the core of our approach lies in fact a new, fractional version of the Gehring lemma valid for general fractional Sobolev functions, and not only for solutions to nonlocal equations. Here is a version of it.

Theorem 1.3 (fractional Gehring lemma). Let $u \in W^{\alpha, 2}\left(\mathbb{R}^{n}\right)$ for $\alpha \in(0,1)$. Let $\varepsilon \in(0, \alpha / 2)$ and let $(\mu, U)$ be the dual pair generated by $u$ in the sense of (1-19)-(1-20) and Definition 1.2. Assume that the following reverse Hölder-type inequality with the tail holds for every $\sigma \in(0,1)$ and for every ball $B \subset \mathbb{R}^{n}$ :

$$
\begin{equation*}
\left(f_{\mathcal{B}} U^{2} d \mu\right)^{1 / 2} \leq \frac{c(\sigma)}{\varepsilon^{1 / q-1 / 2}}\left(f_{2 \mathcal{B}} U^{q} d \mu\right)^{1 / q}+\frac{\sigma}{\varepsilon^{1 / q-1 / 2}} \sum_{k=2}^{\infty} 2^{-k(\alpha-\varepsilon)}\left(f_{2^{k} \mathcal{B}} U^{q} d \mu\right)^{1 / q} \tag{1-23}
\end{equation*}
$$

where $q \in(1,2)$ is a fixed exponent, $\mathcal{B}=B \times B$ and $c(\sigma)$ is a nonincreasing function depending on $\sigma$. Then there exists a positive number $\delta \in(0,1-\alpha)$, depending only on $n, \alpha, \varepsilon, q$ and the function $c(\cdot)$, such that $U \in L_{\mathrm{loc}}^{2+\delta}\left(\mathbb{R}^{2 n} ; \mu\right)$ and $u \in W_{\mathrm{loc}}^{\alpha+\delta, 2+\delta}\left(\mathbb{R}^{n}\right)$. Moreover, the following inequality holds whenever
$B \subset \mathbb{R}^{n}$, again for a constant $c$ depending only on $n, \alpha, \varepsilon, q$ and the function $c(\cdot)$ :

$$
\begin{equation*}
\left(f_{\mathcal{B}} U^{2+\delta} d \mu\right)^{1 /(2+\delta)} \leq c \sum_{k=1}^{\infty} 2^{-k(\alpha-\varepsilon)}\left(f_{2^{k} \mathcal{B}} U^{2} d \mu\right)^{1 / 2} \tag{1-24}
\end{equation*}
$$

In the literature there are several extensions of Gehring's lemma in general settings, for instance in metric spaces equipped with a doubling Borel measure, but Theorem 1.3 is completely different. Indeed, its central feature is actually that global higher integrability information is reconstructed from reverse inequalities that do not hold on every ball in $\mathbb{R}^{2 n}$, but only on diagonal ones. This is a crucial loss of information that makes Theorem 1.3 hold not for any function $U \in L^{2}\left(\mathbb{R}^{2 n} ; \mu\right)$, but rather only for dual pairs $(\mu, U)$. Moreover, the presence of the infinite series on the right-hand side of (1-23) gives to this inequality a delicate nonlocal character that adds relevant technical complications. Theorem 1.3 is a particular case of a more general result; we prefer to report this form again to make the basic ideas more transparent. A more comprehensive version including additional functions $F$ and $G$ on the right-hand side of (1-23) can be proved as well; see Theorem 6.1 below.

The results of this paper have been announced in the preliminary research report [Kuusi et al. 2014].

## 2. Preliminaries and notation

In what follows we denote by $c$ a general positive constant, possibly varying from line to line; special occurrences will be denoted by $c_{1}, c_{2}, \bar{c}_{1}, \bar{c}_{2}$ or the like. All such constants will always be greater than or equal to one; moreover, relevant dependencies on parameters will be emphasized using parentheses, i.e., $c_{1} \equiv c_{1}(n, \Lambda, p, \alpha)$ means that $c_{1}$ depends only on $n, \Lambda, p, \alpha$. We denote by

$$
B\left(x_{0}, r\right) \equiv B_{r}\left(x_{0}\right):=\left\{x \in \mathbb{R}^{n}:\left|x-x_{0}\right|<r\right\}
$$

the open ball with center $x_{0}$ and radius $r>0$; when not important, or clear from the context, we shall omit denoting the center by writing $B_{r} \equiv B\left(x_{0}, r\right)$; moreover, with $B$ being a generic ball with radius $r$, we will denote by $\sigma B$ the ball concentric to $B$ having radius $\sigma r, \sigma>0$. Unless otherwise stated, different balls in the same context will have the same center. With $\mathcal{O} \subset \mathbb{R}^{k}$ being a measurable set with positive $\mu$-measure and with $h$ being a measurable map, we shall denote by

$$
(h)_{\mathcal{O}} \equiv f_{\mathcal{O}} h d \mu:=\frac{1}{\mu(\mathcal{O})} \int_{\mathcal{O}} h d \mu
$$

its integral average. We shall need to consider integrals and functions in $\mathbb{R}^{n} \times \mathbb{R}^{n}$. In this respect, instead of dealing with the usual balls in $\mathbb{R}^{2 n}$, we prefer to deal with balls generated by a different metric, that is, that relative to the norm (in $\mathbb{R}^{2 n}$ ) defined by

$$
\begin{equation*}
\left\|\left(x_{0}, y_{0}\right)\right\|:=\max \left\{\left|x_{0}\right|,\left|y_{0}\right|\right\} \tag{2-1}
\end{equation*}
$$

where $|\cdot|$ denotes the standard Euclidean norm in $\mathbb{R}^{n}$ and $x_{0}, y_{0} \in \mathbb{R}^{n}$. These balls are denoted by $\mathcal{B}\left(x_{0}, y_{0}, \varrho\right)$, and are of course of the form

$$
\mathcal{B}\left(x_{0}, y_{0}, \varrho\right):=B\left(x_{0}, \varrho\right) \times B\left(y_{0}, \varrho\right)
$$

In the case $x_{0}=y_{0}$ we shall also use the shorter notation $\mathcal{B}\left(x_{0}, x_{0}, \varrho\right) \equiv \mathcal{B}\left(x_{0}, \varrho\right)$. With obvious meaning, these will be called diagonal balls. Moreover, with $\mathcal{B}\left(x_{0}, \varrho\right)$ being a fixed ball, we shall also denote $\mathcal{B} \equiv \mathcal{B}\left(x_{0}, x_{0}, \varrho\right)$ when no ambiguity shall arise, and $s \mathcal{B}:=\mathcal{B}\left(x_{0}, s \varrho\right)$ for $s>0$. Needless to say, since they are metric balls, and actually equivalent to the standard ones in $\mathbb{R}^{2 n}$, we can apply to them several tools that are available for the usual balls. For instance, we shall later on apply the classical Vitali covering lemma. It follows that

$$
B_{\mathbb{R}^{2 n}}\left(\left(x_{0}, y_{0}\right), \varrho\right)=\left\{\left(x_{0}, y_{0}\right) \in \mathbb{R}^{2 n}:\left|\left(x_{0}, y_{0}\right)\right|<\varrho\right\} \subset \mathcal{B}\left(x_{0}, y_{0}, \varrho\right)
$$

Accordingly, we shall denote

$$
\text { Diag }:=\left\{(x, x) \in \mathbb{R}^{2 n}: x \in \mathbb{R}^{n}\right\}
$$

If $A$ is a finite set, the symbol \#A denotes the number of its elements. We shall very often use the elementary inequality

$$
\begin{equation*}
2^{2 \beta k} \sum_{j=k-1}^{\infty} 2^{-2 \beta j} \leq \frac{8}{\beta} \quad \text { for } \beta \in(0,1] \text { and } k \geq 1 \tag{2-2}
\end{equation*}
$$

Finally, the local fractional Sobolev spaces are defined via the Gagliardo seminorm

$$
\begin{equation*}
[u]_{s, \gamma}(\Omega):=\left(\int_{\Omega} \int_{\Omega} \frac{|u(x)-u(y)|^{\gamma}}{|x-y|^{n+\gamma s}} d x d y\right)^{1 / \gamma} \tag{2-3}
\end{equation*}
$$

for $\gamma \geq 1$ and $s \in(0,1)$. A function $u \in L_{\text {loc }}^{\gamma}\left(\mathbb{R}^{n}\right)$ belongs to $W_{\text {loc }}^{s, \gamma}\left(\mathbb{R}^{n}\right)$ if $[u]_{s, \gamma}(\Omega)$ is finite whenever $\Omega$ is an open bounded subset of $\mathbb{R}^{n}$.

The following two lemmas report some classical Poincaré-Sobolev-type inequalities valid in the fractional setting; the proof of the first is exactly the one in [Mingione 2003], for the second we refer to [Kassmann 2009]. See also [Di Nezza et al. 2012; Maz'ya 2011].

Lemma 2.1 (fractional Poincaré inequality). Let $v \in L^{p}(B)$, with $B \subset \mathbb{R}^{n}$ being a ball of radius $r$, and let $\alpha$ be a real number such that such that $n+p \alpha \geq 0$; then the following inequality holds:

$$
f_{B}\left|v-(v)_{B}\right|^{p} d x \leq c r^{p \alpha} \int_{B} f_{B} \frac{|v(x)-v(y)|^{p}}{|x-y|^{n+p \alpha}} d x d y .
$$

This inequality in particular applies when $v \in W^{\alpha, p}(B)$, and in this case the quantity on the right-hand side is finite.

Lemma 2.2 (fractional Poincaré-Sobolev inequality). Let $v \in W^{\alpha, p}(B)$, for $\alpha \in(0,1)$, where $B \subset \mathbb{R}^{n}$ is a ball of radius $r$, or a cube of diameter $r$. If $p \alpha<n$, then the following inequality holds for a constant $c$ depending only on $n, \alpha$ :

$$
\left(f_{B}\left|v-(v)_{B}\right|^{p^{*}} d x\right)^{1 / p^{*}} \leq c r^{\alpha}\left(\int_{B} f_{B} \frac{|v(x)-v(y)|^{p}}{|x-y|^{n+p \alpha}} d x d y\right)^{1 / p}
$$

where $p^{*}:=n p /(n-p \alpha)$.

With $2_{*}$ being the exponent defined in (1-13), an immediate consequence of the previous lemma is the following inequality, that we report since it will be used several times:

$$
\begin{equation*}
\left(f_{B}\left|v-(v)_{B}\right|^{2} d x\right)^{1 / 2} \leq c r^{\alpha}\left(\int_{B} f_{B} \frac{|v(x)-v(y)|^{2_{*}}}{|x-y|^{n+2_{*} \alpha}} d x d y\right)^{1 / 2_{*}} \tag{2-4}
\end{equation*}
$$

Moreover, if $v$ is compactly supported in $B$, then $v-(v)_{B}$ above can be replaced by $v$.

## 3. The Caccioppoli inequality

3A. Preliminary reformulation of the assumptions. We start with the assumptions made on $g$, that is, (1-17)-(1-18). In order to give a unified proof for the two cases $2 \beta \geq \alpha$ and $2 \beta<\alpha$, and to simplify certain computations, we shall make a few preliminary reductions and will restate the assumptions in a more convenient way. First of all let us consider the case $2 \beta \geq \alpha$, when (1-17) is in force. Let us notice that, eventually reducing the value of $\delta_{0}$, and in particular taking $\delta_{0} \leq \alpha / 40$, (1-17) implies the existence of exponents $p, \gamma$ and $\delta_{1}>0$, such that $g \in W^{\gamma\left(1+\delta_{1}\right), p\left(1+\delta_{1}\right)}\left(\mathbb{R}^{n}\right)$ and

$$
\begin{equation*}
2 \beta>\gamma>2 \beta-\alpha, \quad 2>p>\frac{2 n}{n+2(\gamma-2 \beta+\alpha)}, \quad \delta_{1} \leq \frac{\alpha}{4 n} \tag{3-1}
\end{equation*}
$$

Indeed, let us set $\gamma=2 \beta-\alpha+\delta_{0} / 2$ and recall that $W^{2 \beta-\alpha+\delta_{0}, 2}$ embeds in $W^{\gamma\left(1+\delta_{1}\right), p\left(1+\delta_{1}\right)}$ whenever $2 \beta-\alpha+\delta_{0}-n / 2=\gamma\left(1+\delta_{1}\right)-n /\left[p\left(1+\delta_{1}\right)\right]$. A lengthy computation then shows that any choice of $p$ as above and $\delta_{1} \leq 1$ satisfying the inequalities

$$
\frac{\left(1+\delta_{1}\right) \delta_{0}}{n+2 \gamma\left(1+\delta_{1}\right)}<\delta_{1}<\frac{\left(2+\delta_{1}\right) \delta_{0}}{n+2 \gamma\left(1+\delta_{1}\right)}
$$

matches the conditions in (3-1). We now consider the case $2 \beta<\alpha$, when (1-18) is in force. In this case we can instead assume the existence of numbers $p>1$ and $\delta_{1}>0$ such that

$$
\begin{equation*}
g \in L_{\mathrm{loc}}^{p\left(1+\delta_{1}\right)}\left(\mathbb{R}^{n}\right), \quad p>\frac{2 n}{n+2(\alpha-2 \beta)} \tag{3-2}
\end{equation*}
$$

Let us now unify the previous conditions. In the case $2 \beta \geq \alpha$ we clearly have that

$$
\begin{equation*}
\int_{B} \int_{B} \frac{|g(x)-g(y)|^{p\left(1+\delta_{1}\right)}}{|x-y|^{n+p\left(1+\delta_{1}\right)^{2} \gamma}} d x d y+\int_{B} \int_{B} \frac{|g(x)-g(y)|^{p}}{|x-y|^{n+p \gamma}} d x d y<\infty \tag{3-3}
\end{equation*}
$$

for every ball $B \subset \mathbb{R}^{n}$. This comes by the definition of the space $W^{\gamma\left(1+\delta_{1}\right), p\left(1+\delta_{1}\right)}$. On the other hand, when $2 \beta<\alpha$, then assumptions (1-18) do not involve any number $\gamma$. Thanks to the lower bound on $p$ in (1-18), we can find a negative number $\gamma$, such that $|\gamma| \in\left(0, \frac{1}{10}\right)$ is small enough to still verify (3-1). In this case we note that

$$
\begin{align*}
\int_{B} \int_{B} \frac{|g(x)-g(y)|^{p\left(1+\delta_{1}\right)}}{|x-y|^{n+p\left(1+\delta_{1}\right)^{2} \gamma}} d x d y & \leq \int_{B} \int_{B} \frac{(|g(x)|+|g(y)|)^{p\left(1+\delta_{1}\right)}}{|x-y|^{n+p\left(1+\delta_{1}\right)^{2} \gamma}} d x d y \\
& \leq \frac{c r^{-p\left(1+\delta_{1}\right)^{2} \gamma}}{-\gamma} \int_{B}|g|^{p\left(1+\delta_{1}\right)} d x<\infty \tag{3-4}
\end{align*}
$$

where $r$ denotes the radius of $B$; a similar estimate follows for the second quantity in (3-3). Summarizing, in the rest of the paper we shall always assume that (3-1) and (3-3) hold. In the case $2 \beta<\alpha$ the number $\gamma$ is negative.

Remark 3.1. We shall denote by $c_{b}$ a constant that depends on $n, \alpha, \Lambda, p, \beta, \gamma$ and exhibits the blowup behavior

$$
\begin{equation*}
\lim _{p \rightarrow 2 n /(n+2(\gamma-2 \beta+\alpha))} c_{b}=\infty . \tag{3-5}
\end{equation*}
$$

3B. The Caccioppoli estimate. The Caccioppoli-type inequality stated in the next theorem is an essential tool in the proof of Theorem 1.1.

Theorem 3.2. Let $u \in W^{\alpha, 2}\left(\mathbb{R}^{n}\right)$ be a solution to (1-14) under the assumptions of Theorem 1.1; in particular, (3-1) and (3-3) are in force. Let $B \equiv B\left(x_{0}, r\right) \subset \mathbb{R}^{n}$ be a ball, and let $\psi \in C_{\mathrm{c}}^{\infty}\left(B\left(x_{0}, \frac{3}{4} r\right)\right)$ be a cutoff function such that $0 \leq \psi \leq 1$ and $|D \psi| \leq c(n) / r$. Then the Caccioppoli-type inequality

$$
\begin{align*}
& \int_{B} \int_{B} \frac{|u(x) \psi(x)-u(y) \psi(y)|^{2}}{|x-y|^{n+2 \alpha}} d x d y \\
& \quad \leq \frac{c}{r^{2 \alpha}} \int_{B}|u(x)|^{2} d x+c \int_{\mathbb{R}^{n} \backslash B} \frac{|u(y)|}{\left|x_{0}-y\right|^{n+2 \alpha}} d y \int_{B}|u(x)| d x+c r^{n+2 \alpha}\left(f_{B}|f(x)|^{2_{*}} d x\right)^{2 / 2_{*}} \\
& \quad+c_{b} r^{n+2(\gamma-2 \beta+\alpha)}\left[\sum_{k=0}^{\infty} 2^{(\gamma-2 \beta) k}\left(\int_{2^{k} B} \int_{2^{k} B} \frac{|g(x)-g(y)|^{p}}{|x-y|^{n+p \gamma}} d x d y\right)^{1 / p}\right]^{2} \tag{3-6}
\end{align*}
$$

holds for a constant $c \equiv c(n, \Lambda, \alpha)$ which is independent of $p$, and a constant $c_{b} \equiv c_{b}(n, \Lambda, \alpha, \beta, \gamma, p)$. The constant $c_{b}$ exhibits the behavior described in (3-5); moreover, all the terms appearing on the right-hand side of (3-6) are finite.

Proof. In the weak formulation

$$
\begin{align*}
\int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}} \varphi(u(x)-u(y))[\eta(x)- & \eta(y)] K(x, y) d x d y \\
& =\int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}}[g(x)-g(y)][\eta(x)-\eta(y)] H(x, y) d x d y+\int_{\mathbb{R}^{n}} f \eta d x \tag{3-7}
\end{align*}
$$

we choose $\eta=u \psi^{2}$, where $\psi \in C_{\mathrm{c}}^{\infty}(B)$ is the cutoff function coming from the statement. By a density argument, $\eta$ is an admissible test function. Then we have

$$
\begin{aligned}
& I_{1}+I_{2}+I_{3}:= \int_{B} \\
& \int_{B} \varphi(u(x)-u(y))\left[u(x) \psi^{2}(x)-u(y) \psi^{2}(y)\right] K(x, y) d x d y \\
&+\int_{\mathbb{R}^{n} \backslash B} \int_{B} \varphi(u(x)-u(y)) u(x) \psi^{2}(x) K(x, y) d x d y \\
&-\int_{B} \int_{\mathbb{R}^{n} \backslash B} \varphi(u(x)-u(y)) u(y) \psi^{2}(y) K(x, y) d x d y
\end{aligned}
$$

$$
\begin{align*}
&=\int_{B} \int_{B}[g(x)-g(y)]\left[u(x) \psi^{2}(x)-u(y) \psi^{2}(y)\right] H(x, y) d x d y \\
&+\int_{\mathbb{R}^{n} \backslash B} \int_{B}[g(x)-g(y)] u(x) \psi^{2}(x) H(x, y) d x d y \\
& \quad+\int_{B} \int_{\mathbb{R}^{n} \backslash B}[g(y)-g(x)] u(y) \psi^{2}(y) H(x, y) d x d y \\
& \quad+\int_{B} f(x) u(x) \psi^{2}(x) d x=: J_{1}+J_{2}+J_{3}+J_{4} . \tag{3-8}
\end{align*}
$$

We proceed in estimating the various pieces stemming from this identity.
Estimation of $I_{1}$. Let us first consider the case in which $\psi(x) \geq \psi(y)$. Then we write

$$
\begin{align*}
& \varphi(u(x)-u(y))\left[u(x) \psi^{2}(x)-u(y) \psi^{2}(y)\right] \\
& \quad=\varphi(u(x)-u(y))[u(x)-u(y)] \psi^{2}(x)+\varphi(u(x)-u(y)) u(y)\left[\psi^{2}(x)-\psi^{2}(y)\right] \tag{3-9}
\end{align*}
$$

Applying Young's inequality and recalling the first inequality in (1-15), we have

$$
\begin{aligned}
\varphi(u(x)-u(y)) u(y)\left[\psi^{2}(x)-\psi^{2}(y)\right] & =\varphi(u(x)-u(y)) u(y)[\psi(x)-\psi(y)][\psi(x)+\psi(y)] \\
& \geq-2|\varphi(u(x)-u(y))||u(y)||\psi(x)-\psi(y)| \psi(x) \\
& \geq-\frac{1}{2}|u(x)-u(y)|^{2} \psi^{2}(x)-2 \Lambda^{2} u^{2}(y)[\psi(x)-\psi(y)]^{2}
\end{aligned}
$$

Combining the content of the last two displays, and using this time the second inequality in (1-15), yields

$$
\varphi(u(x)-u(y))\left[u(x) \psi^{2}(x)-u(y) \psi^{2}(y)\right] \geq \frac{1}{2}[u(x)-u(y)]^{2} \psi^{2}(x)-2 \Lambda^{2} u^{2}(y)[\psi(x)-\psi(y)]^{2} .
$$

Now we consider the case in which $\psi(y) \geq \psi(x)$, and we similarly write

$$
\begin{aligned}
& \varphi(u(x)-u(y))\left[u(x) \psi^{2}(x)-u(y) \psi^{2}(y)\right] \\
&=\varphi(u(x)-u(y))[u(x)-u(y)] \psi^{2}(y)+\varphi(u(x)-u(y)) u(x)\left[\psi^{2}(x)-\psi^{2}(y)\right]
\end{aligned}
$$

Proceeding similarly to the case $\psi(x) \geq \psi(y)$, we arrive at

$$
\varphi(u(x)-u(y))\left[u(x) \psi^{2}(x)-u(y) \psi^{2}(y)\right] \geq \frac{1}{2}[u(x)-u(y)]^{2} \psi^{2}(y)-2 \Lambda^{2} u^{2}(x)[\psi(x)-\psi(y)]^{2} .
$$

In any case, using also (1-4), we conclude that

$$
I_{1} \geq \frac{1}{c} \int_{B} \int_{B} \frac{|u(x)-u(y)|^{2}}{|x-y|^{n+2 \alpha}} \max \left\{\psi^{2}(x), \psi^{2}(y)\right\} d x d y-c \int_{B} \int_{B}|u(x)|^{2} \frac{|\psi(x)-\psi(y)|^{2}}{|x-y|^{n+2 \alpha}} d x d y
$$

where $c$ depends on $\Lambda$. Moreover, by noticing that

$$
[u(x) \psi(x)-u(y) \psi(y)]^{2} \leq 2[u(x)(\psi(x)-\psi(y))]^{2}+2[\psi(y)(u(x)-u(y))]^{2}
$$

and integrating, we conclude that

$$
\begin{equation*}
I_{1} \geq \frac{1}{c} \int_{B} \int_{B} \frac{|u(x) \psi(x)-u(y) \psi(y)|^{2}}{|x-y|^{n+2 \alpha}} d x d y-c \int_{B} \int_{B}|u(x)|^{2} \frac{|\psi(x)-\psi(y)|^{2}}{|x-y|^{n+2 \alpha}} d x d y \tag{3-10}
\end{equation*}
$$

Estimation of $I_{2}$ and $I_{3}$. The estimation of the terms $I_{2}$ and $I_{3}$ is similar. Indeed, as for $I_{2}$, we start by observing that a direct computation yields

$$
[u(x)-u(y)] u(x) \psi^{2}(x) K(x, y) \geq-\Lambda \frac{|u(x)||u(y)| \psi^{2}(x)}{|x-y|^{n+2 \alpha}}
$$

and therefore, by (1-15) we obtain (we can assume without loss of generality that $u(x) \neq u(y)$ ) that

$$
\begin{aligned}
\varphi(u(x)-u(y)) u(x) \psi^{2}(x) K(x, y) & \geq-\Lambda\left|\frac{\varphi(u(x)-u(y))}{u(x)-u(y)}\right| \cdot \frac{|u(x)||u(y)| \psi^{2}(x)}{|x-y|^{n+2 \alpha}} \\
& \geq-\Lambda^{2} \frac{|u(x)||u(y)| \psi^{2}(x)}{|x-y|^{n+2 \alpha}}
\end{aligned}
$$

Similarly, we obtain

$$
-\varphi(u(x)-u(y)) u(y) \psi^{2}(y) K(x, y) \geq-\Lambda^{2} \frac{|u(x)||u(y)| \psi^{2}(y)}{|x-y|^{n+2 \alpha}}
$$

We then estimate

$$
\begin{align*}
I_{2}+I_{3} & \geq-c \int_{\mathbb{R}^{n} \backslash B} \int_{B} \frac{|u(x)||u(y)| \psi^{2}(x)}{|x-y|^{n+2 \alpha}} d x d y \\
& \geq-c \sup _{z \in \operatorname{supp} \psi} \int_{\mathbb{R}^{n} \backslash B} \frac{|u(y)|}{|z-y|^{n+2 \alpha}} d y \int_{B}|u(x)| \psi^{2}(x) d x \\
& \geq-c \int_{\mathbb{R}^{n} \backslash B} \frac{|u(y)|}{\left|x_{0}-y\right|^{n+2 \alpha}} d y \int_{B}|u(x)| \psi^{2}(x) d x . \tag{3-11}
\end{align*}
$$

Here we have used the fact that, since $\psi$ is supported in $B\left(x_{0}, \frac{3}{4} r\right)$, we have

$$
\begin{equation*}
\frac{\left|x_{0}-y\right|}{|z-y|} \leq 1+\frac{\left|x_{0}-z\right|}{|z-y|} \leq 4 \tag{3-12}
\end{equation*}
$$

whenever $z \in \operatorname{supp} \psi$ and $y \in \mathbb{R}^{n} \backslash B$.
Estimation of $J_{4}$. The fractional Sobolev inequality yields

$$
\begin{aligned}
J_{4} & \leq c r^{n}\left(f_{B}|u(x) \psi(x)|^{2^{*}} d x\right)^{1 / 2^{*}}\left(f_{B}|f(x)|^{2_{*}} d x\right)^{1 / 2_{*}} \\
& \leq c r^{n / 2+\alpha}\left(\int_{B} \int_{B} \frac{|u(x) \psi(x)-u(y) \psi(y)|^{2}}{|x-y|^{n+2 \alpha}} d x d y\right)^{1 / 2}\left(f_{B}|f(x)|^{2_{*}} d x\right)^{1 / 2_{*}}
\end{aligned}
$$

so that, applying Young's inequality with $\sigma \in(0,1)$, we have

$$
\begin{equation*}
J_{4} \leq \frac{c}{\sigma} r^{n+2 \alpha}\left(f_{B}|f(x)|^{2 *} d x\right)^{2 / 2_{*}}+\sigma \int_{B} \int_{B} \frac{|u(x) \psi(x)-u(y) \psi(y)|^{2}}{|x-y|^{n+2 \alpha}} d x d y \tag{3-13}
\end{equation*}
$$

The constant $c$ depends only on $n, \alpha$.

Estimation of $J_{1}$. We write

$$
u(x) \psi^{2}(x)-u(y) \psi^{2}(y)=[u(x) \psi(x)-u(y) \psi(y)] \psi(y)+u(x) \psi(x)[\psi(x)-\psi(y)] .
$$

Therefore, using that $\psi \leq 1$ together with (1-16), we have

$$
\begin{aligned}
J_{1} \leq & \Lambda \int_{B} \int_{B} \frac{|g(x)-g(y)|}{|x-y|^{2 \beta}}|u(x) \psi(x)-u(y) \psi(y)| \frac{d x d y}{|x-y|^{n}} \\
& +\Lambda \int_{B} \int_{B} \frac{|g(x)-g(y)|}{|x-y|^{2 \beta}}|u(x) \psi(x)||\psi(x)-\psi(y)| \frac{d x d y}{|x-y|^{n}} \\
= & J_{1.1}+J_{1.2}
\end{aligned}
$$

In turn, we estimate $J_{1.1}$ and $J_{1.2}$ separately. Recalling (3-1), we now set

$$
\begin{equation*}
t:=1-\frac{2 \beta-\gamma}{\alpha} \quad \text { and } \quad s:=\frac{n}{\alpha}\left[\frac{1}{p}-\frac{1}{2}\right] . \tag{3-14}
\end{equation*}
$$

Observe that $0<t \leq 1$ if and only if $2 \beta-\alpha<\gamma \leq 2 \beta$. Then we notice that

$$
\begin{align*}
2 \beta \geq \gamma \quad \text { and } \quad 2>p>\frac{2 n}{n+2(\gamma-2 \beta+\alpha)} & \Longrightarrow 2>p>\frac{2 n}{n+2 \alpha}=2_{*} \\
& \Longrightarrow 0<s<1 \tag{3-15}
\end{align*}
$$

and moreover

$$
\begin{equation*}
p>\frac{2 n}{n+2(\gamma-2 \beta+\alpha)} \quad \Longrightarrow \quad 0<s<t \tag{3-16}
\end{equation*}
$$

We also record the identity $\alpha t=\gamma-(2 \beta-\alpha)$. Let us now write

$$
J_{1.1}=c r^{n} \int_{B} f_{B}\left[r^{\alpha t} \frac{|g(x)-g(y)|}{|x-y|^{2 \beta-\alpha+t \alpha}}\right]\left[\frac{|u(x) \psi(x)-u(y) \psi(y)|}{|x-y|^{\alpha}}\right]^{1-s}\left[r^{-\alpha t / s} \frac{|u(x) \psi(x)-u(y) \psi(y)|}{|x-y|^{\alpha(1-t / s)}}\right]^{s}
$$

The definitions in (3-14) imply that

$$
\frac{1-s}{2}+\frac{s}{2^{*}}+\frac{1}{p}=1
$$

therefore, applying Hölder's inequality with the corresponding choice of the exponents, we have

$$
\begin{array}{r}
J_{1.1} \leq c r^{n+\alpha t}\left(\int_{B} f_{B} \frac{|g(x)-g(y)|^{p}}{|x-y|^{n+p(2 \beta-\alpha+t \alpha)}} d x d y\right)^{1 / p}\left(\int_{B} f_{B} \frac{|u(x) \psi(x)-u(y) \psi(y)|^{2}}{|x-y|^{n+2 \alpha}} d x d y\right)^{(1-s) / 2} \\
\times\left(r^{-2^{*} \alpha t / s} \int_{B} f_{B} \frac{|u(x) \psi(x)-u(y) \psi(y)|^{2^{*}}}{|x-y|^{n+2^{*} \alpha(1-t / s)}} d x d y\right)^{s / 2^{*}} \tag{3-17}
\end{array}
$$

Before going on, let us estimate the last integral:

$$
\begin{align*}
\int_{B} f_{B} \frac{|u(x) \psi(x)-u(y) \psi(y)|^{2^{*}}}{|x-y|^{n+2^{*} \alpha(1-t / s)}} d x d y & \leq 2^{2^{*}-1} \int_{B} f_{B} \frac{|u(x) \psi(x)|^{2^{*}}}{|x-y|^{n+2^{*} \alpha(1-t / s)}} d x d y \\
& \leq \frac{c r^{-2^{*} \alpha(1-t / s)}}{t-s} f_{B}|u(x) \psi(x)|^{2^{*}} d x \\
& \leq \frac{c r^{2^{*} \alpha t / s}}{t-s}\left(\int_{B} \int_{B} \frac{|u(x) \psi(x)-u(y) \psi(y)|^{2}}{|x-y|^{n+2 \alpha}} d x d y\right)^{2^{*} / 2} . \tag{3-18}
\end{align*}
$$

Plugging the inequality into (3-17) yields

$$
J_{1.1} \leq c r^{n / 2+\alpha t}\left(\int_{B} f_{B} \frac{|g(x)-g(y)|^{p}}{|x-y|^{n+p(2 \beta-\alpha+t \alpha)}} d x d y\right)^{1 / p}\left(\int_{B} \int_{B} \frac{|u(x) \psi(x)-u(y) \psi(y)|^{2}}{|x-y|^{n+2 \alpha}} d x d y\right)^{1 / 2}
$$

Using Young's inequality, and keeping in mind that $\alpha t=\gamma-(2 \beta-\alpha)$, leads to

$$
J_{1.1} \leq \frac{c}{\sigma} r^{n+2(\gamma-2 \beta+\alpha)}\left(\int_{B} f_{B} \frac{|g(x)-g(y)|^{p}}{|x-y|^{n+p \gamma}} d x d y\right)^{2 / p}+\sigma \int_{B} \int_{B} \frac{|u(x) \psi(x)-u(y) \psi(y)|^{2}}{|x-y|^{n+2 \alpha}} d x d y
$$

whenever $\sigma \in(0,1)$. The constant $c$ depends only on $n, \alpha, \Lambda, \beta, \gamma, p$. We then continue with the estimation of $J_{1.2}$. Upon setting $\eta:=\frac{1}{2}(1-\alpha)$, using Hölder's inequality with conjugate exponents $\left(2^{*}, 2_{*}\right)$ we have

$$
\begin{aligned}
J_{1.2} & \leq c\|D \psi\|_{L^{\infty} r^{n}} \int_{B} f_{B} \frac{|g(x)-g(y)|}{|x-y|^{2 \beta-1+\eta}} \frac{|u(x) \psi(x)|}{|x-y|^{-\eta}} \frac{d x d y}{|x-y|^{n}} \\
& \leq c\|D \psi\|_{L^{\infty} r^{n}}^{\left.\left\lvert\, \int_{B} f_{B} \frac{|g(x)-g(y)|^{2_{*}}}{|x-y|^{2_{*}(2 \beta-1+\eta)}} \frac{d x d y}{|x-y|^{n}}\right.\right)^{1 / 2_{*}}\left(\int_{B} f_{B} \frac{|u(x) \psi(x)|^{2^{*}}}{|x-y|^{-2^{*} \eta}} \frac{d x d y}{|x-y|^{n}}\right)^{1 / 2^{*}}}
\end{aligned}
$$

In turn, by Lemma 2.2 (see also the remark following it) we have

$$
\begin{aligned}
\int_{B} f_{B} \frac{|u(x) \psi(x)|^{2^{*}}}{|x-y|^{-2^{*} \eta}} \frac{d x d y}{|x-y|^{n}} & \leq \frac{c r^{2^{*} \eta}}{1-\alpha} f_{B}|u(x) \psi(x)|^{2^{*}} d x \\
& \leq c r^{2^{*}(\eta+\alpha)}\left(\int_{B} f_{B} \frac{|u(x) \psi(x)-u(y) \psi(y)|^{2}}{|x-y|^{n+2 \alpha}} d x d y\right)^{2^{*} / 2}
\end{aligned}
$$

and, recalling that $p>2_{*}$ by (3-15), we proceed with

$$
\begin{aligned}
\int_{B} f_{B} \frac{|g(x)-g(y)|^{2_{*}}}{|x-y|^{2_{*}(2 \beta-1+\eta)}} \frac{d x d y}{|x-y|^{n}}= & \int_{B} f_{B}\left(\frac{|g(x)-g(y)|}{|x-y|^{\gamma}}\right)^{2_{*}} \frac{1}{|x-y|^{2_{*}(2 \beta-1+\eta-\gamma)}} \frac{d x d y}{|x-y|^{n}} \\
\leq & \left(\int_{B} f_{B} \frac{|g(x)-g(y)|^{p}}{|x-y|^{n+p \gamma}} d x d y\right)^{2_{*} / p} \\
& \times\left(\int_{B} f_{B} \frac{1}{|x-y|^{2 *(2 \beta-1+\eta-\gamma) p}} \frac{d x d y}{\mid x-2_{*}}\right)^{1-2_{*} / p} \\
\leq & \frac{c r^{-2_{*}(2 \beta-1+\eta-\gamma)}}{\gamma-2 \beta+\alpha}\left(\int_{B} f_{B} \frac{|g(x)-g(y)|^{p}}{|x-y|^{n+p \gamma}} d x d y\right)^{2_{*} / p}
\end{aligned}
$$

where of course we used that $2 \beta-1+\eta-\gamma=2 \beta-\frac{1}{2}-\frac{1}{2} \alpha-\gamma<2 \beta-\alpha-\gamma<0$ due to $\eta:=\frac{1}{2}(1-\alpha)$ and (3-1). Connecting the estimates in the last three displays yields

$$
\begin{aligned}
& J_{1.2} \leq c\|D \psi\|_{L^{\infty}} r^{n / 2+\gamma-2 \beta+\alpha+1}\left(\int_{B} \int_{B} \frac{|g(x)-g(y)|^{p}}{|x-y|^{n+p \gamma}} d x d y\right)^{1 / p} \\
& \times\left(\int_{B} \int_{B} \frac{|u(x) \psi(x)-u(y) \psi(y)|^{2}}{|x-y|^{n+2 \alpha}} d x d y\right)^{1 / 2}
\end{aligned}
$$

Again using Young's inequality, we conclude that

$$
\begin{aligned}
& J_{1.2} \leq \frac{c}{\sigma} r^{2}\|D \psi\|_{L^{\infty}}^{2} r^{n+2(\gamma-2 \beta+\alpha)}\left(\int_{B} f_{B} \frac{|g(x)-g(y)|^{p}}{|x-y|^{n+p \gamma}} d x d y\right)^{2 / p} \\
& \\
& +\sigma \int_{B} \int_{B} \frac{|u(x) \psi(x)-u(y) \psi(y)|^{2}}{|x-y|^{n+2 \alpha}} d x d y
\end{aligned}
$$

which holds whenever $\sigma \in(0,1)$. Gathering together the estimates found for $J_{1.1}$ and $J_{1.2}$, and using that $r^{2}\|D \psi\|_{L^{\infty}}^{2} \leq c(n)$, gives

$$
\begin{align*}
& J_{1} \leq \frac{c}{\sigma} r^{n+2(\gamma-2 \beta+\alpha)}\left(\int_{B} f_{B} \frac{|g(x)-g(y)|^{p}}{|x-y|^{n+p \gamma}} d x d y\right)^{2 / p} \\
&+2 \sigma \int_{B} \int_{B} \frac{|u(x) \psi(x)-u(y) \psi(y)|^{2}}{|x-y|^{n+2 \alpha}} d x d y \tag{3-19}
\end{align*}
$$

The constant $c$ depends on $n, \alpha, \Lambda, \beta, \gamma, p$.
Estimation of $J_{2}$ and $J_{3}$. The estimation of the two terms is completely similar, and we therefore confine ourselves to estimating $J_{2}$. Using (1-16) we have

$$
\begin{aligned}
J_{2} & \leq \Lambda \int_{\mathbb{R}^{n} \backslash B} \int_{B} \frac{\left|g(x)-(g)_{B}\right|}{|x-y|^{n+2 \beta}}|u(x)| \psi^{2}(x) d x d y+\Lambda \int_{\mathbb{R}^{n} \backslash B} \int_{B} \frac{\left|g(y)-(g)_{B}\right|}{|x-y|^{n+2 \beta}}|u(x)| \psi^{2}(x) d x d y \\
& =: J_{2.1}+J_{2.2} .
\end{aligned}
$$

In turn we estimate the two resulting terms. Using that $p \geq 2_{*}$ by (3-15), we have

$$
\begin{aligned}
& J_{2.1} \leq \leq \sup _{z \in \operatorname{supp} \psi} \int_{\mathbb{R}^{n} \backslash B} \frac{d y}{|z-y|^{n+2 \beta}} \int_{B}\left|g(x)-(g)_{B}\right||u(x)| \psi(x) d x \\
& \leq c r^{n} \sup _{z \in \operatorname{supp} \psi} \int_{\mathbb{R}^{n} \backslash B} \frac{d y}{|z-y|^{n+2 \beta}}\left(f_{B}\left|g(x)-(g)_{B}\right|^{2_{*}} d x\right)^{1 / 2_{*}}\left(f_{B}|u(x) \psi(x)|^{2^{*}} d x\right)^{1 / 2^{*}} \\
& \leq \leq r^{n} \sup _{z \in \operatorname{supp} \psi} \int_{\mathbb{R}^{n} \backslash B} \frac{d y}{|z-y|^{n+2 \beta}}\left(f_{B}\left|g(x)-(g)_{B}\right|^{p} d x\right)^{1 / p}\left(f_{B}|u(x) \psi(x)|^{2^{*}} d x\right)^{1 / 2^{*}} \\
& \leq c r^{n / 2+\gamma-2 \beta+\alpha} \sup _{z \in \operatorname{supp} \psi} \int_{\mathbb{R}^{n} \backslash B} \frac{r^{2 \beta} d y}{|z-y|^{n+2 \beta}} \cdot\left(\int_{B} f_{B} \frac{|g(x)-g(y)|^{p}}{|x-y|^{n+p \gamma}} d x d y\right)^{1 / p} \\
& \times\left(\int_{B} \int_{B} \frac{|u(x) \psi(x)-u(y) \psi(y)|^{2}}{|x-y|^{n+2 \alpha}} d x d y\right)^{1 / 2} .
\end{aligned}
$$

Therefore, using Young's inequality, we have

$$
J_{2.1} \leq \frac{c}{\sigma} r^{n+2(\gamma-2 \beta+\alpha)}\left(\int_{B} \int_{B} \frac{|g(x)-g(y)|^{p}}{|x-y|^{n+p \gamma}} d x d y\right)^{2 / p}+\sigma \int_{B} \int_{B} \frac{|u(x) \psi(x)-u(y) \psi(y)|^{2}}{|x-y|^{n+2 \alpha}} d x d y
$$

where we have also used that $\psi \equiv 0$ outside $B\left(x_{0}, \frac{3}{4} r\right)$, and therefore (3-12), to estimate

$$
\sup _{z \in \operatorname{supp} \psi} \int_{\mathbb{R}^{n} \backslash B} \frac{r^{2 \beta} d y}{|z-y|^{n+2 \beta}} \leq c(n, \beta)
$$

In order to estimate $J_{2.2}$ we need another splitting over annuli. Recalling again that $\psi \leq 1$ and that $\psi \equiv 0$ outside $B\left(x_{0}, \frac{3}{4} r\right)$, we have

$$
\begin{align*}
J_{2.2} & \leq c \sum_{j=0}^{\infty} \int_{2^{j+1} B \backslash 2^{j} B} \int_{B} \frac{\left|g(y)-(g)_{B}\right|}{|x-y|^{n+2 \beta}}|u(x)| \psi^{2}(x) d x d y \\
& \leq c r^{n} \sum_{j=0}^{\infty}\left(2^{j} r\right)^{-2 \beta} f_{2^{j+1} B}\left|g(y)-(g)_{B}\right| d y f_{B}|u(x) \psi(x)| d x \\
& \leq c r^{n} \sum_{j=0}^{\infty}\left(2^{j} r\right)^{-2 \beta}\left(f_{2^{j+1} B}\left|g(y)-(g)_{B}\right|^{p} d y\right)^{1 / p} f_{B}|u(x) \psi(x)| d x \tag{3-20}
\end{align*}
$$

The estimation of $J_{2.2}$ needs again a splitting; we start with the telescoping summation

$$
\begin{align*}
& \left(f_{2^{j+1} B}\left|g(y)-(g)_{B}\right|^{p} d y\right)^{1 / p} \\
& \quad \leq\left(f_{2^{j+1} B}\left|g(y)-(g)_{2^{j+1} B}\right|^{p} d y\right)^{1 / p}+\sum_{k=0}^{j}\left|(g)_{2^{k+1} B}-(g)_{2^{k} B}\right| \\
& \quad \leq\left(f_{2^{j+1} B}\left|g(y)-(g)_{2^{j+1} B}\right|^{p} d y\right)^{1 / p}+\sum_{k=0}^{j}\left(f_{2^{k+1} B}\left|g(y)-(g)_{2^{k} B}\right|^{p} d y\right)^{1 / p} \\
& \quad \leq 2 \sum_{k=0}^{j+1}\left(f_{2^{k} B}\left|g(y)-(g)_{2^{k} B}\right|^{p} d y\right)^{1 / p} . \tag{3-21}
\end{align*}
$$

Then an application of the fractional Poincaré inequality in Lemma 2.1 yields

$$
\left(f_{2^{j+1} B}\left|g(y)-(g)_{B}\right|^{p} d y\right)^{1 / p} \leq c \sum_{k=0}^{j+1}\left(2^{k} r\right)^{\gamma}\left(\int_{2^{k} B} \int_{2^{k} B} \frac{|g(x)-g(y)|^{p}}{|x-y|^{n+p \gamma}} d x d y\right)^{1 / p}
$$

Merging the content of the last display with the one of (3-20) gives

$$
J_{2.2} \leq c r^{n}\left[\sum_{j=0}^{\infty} \sum_{k=0}^{j+1}\left(2^{j} r\right)^{-2 \beta}\left(2^{k} r\right)^{\gamma}\left(\int_{2^{k} B} \int_{2^{k} B} \frac{|g(x)-g(y)|^{p}}{|x-y|^{n+p \gamma}} d x d y\right)^{1 / p}\right] f_{B}|u(x) \psi(x)| d x
$$

We now manipulate the content of the square brackets above using discrete Fubini's theorem:

$$
\begin{aligned}
& \sum_{j=0}^{\infty} \sum_{k=0}^{j+1}\left(2^{j} r\right)^{-2 \beta}\left(2^{k} r\right)^{\gamma}\left(\int_{2^{k} B} \int_{2^{k} B} \frac{|g(x)-g(y)|^{p}}{|x-y|^{n+p \gamma}} d x d y\right)^{1 / p} \\
& \quad=r^{\gamma-2 \beta}\left(\int_{B} f_{B} \frac{|g(x)-g(y)|^{p}}{|x-y|^{n+p \gamma}} d x d y\right)^{1 / p} \sum_{j=0}^{\infty} 2^{-2 \beta j} \\
& \quad \quad+r^{\gamma-2 \beta} \sum_{k=1}^{\infty} 2^{\gamma k}\left(\int_{2^{k} B} f_{2^{k} B} \frac{|g(x)-g(y)|^{p}}{|x-y|^{n+p \gamma}} d x d y\right)^{1 / p} \sum_{j=k-1}^{\infty} 2^{-2 \beta j} \\
& \quad \leq \frac{c r^{\gamma-2 \beta}}{\beta} \sum_{k=0}^{\infty} 2^{(\gamma-2 \beta) k}\left(\int_{2^{k} B} f_{2^{k} B} \frac{|g(x)-g(y)|^{p}}{|x-y|^{n+p \gamma}} d x d y\right)^{1 / p}
\end{aligned}
$$

We remark that in the previous display we have used the elementary inequality in (2-2). All in all we have, by using also Hölder's inequality and Lemma 2.1, that

$$
\begin{aligned}
J_{2.2} \leq & c r^{n+\gamma-2 \beta} \sum_{k=0}^{\infty} 2^{(\gamma-2 \beta) k}\left(\int_{2^{k} B} f_{2^{k} B} \frac{|g(x)-g(y)|^{p}}{|x-y|^{n+p \gamma}} d x d y\right)^{1 / p}\left(f_{B}|u(x) \psi(x)|^{2^{*}} d x\right)^{1 / 2^{*}} \\
\leq & c r^{n / 2+\gamma-2 \beta+\alpha} \sum_{k=0}^{\infty} 2^{(\gamma-2 \beta) k}\left(\int_{2^{k} B} f_{2^{k} B} \frac{|g(x)-g(y)|^{p}}{|x-y|^{n+p \gamma}} d x d y\right)^{1 / p} \\
& \quad \times\left(\int_{B} \int_{B} \frac{|u(x) \psi(x)-u(y) \psi(y)|^{2}}{|x-y|^{n+2 \alpha}} d x d y\right)^{1 / 2} .
\end{aligned}
$$

Finally, using Young's inequality we conclude that

$$
\begin{aligned}
& J_{2.2} \leq \frac{c}{\sigma} r^{n+2(\gamma-2 \beta+\alpha)}\left[\sum_{k=0}^{\infty} 2^{(\gamma-2 \beta) k}\left(\int_{2^{k} B} \int_{2^{k} B} \frac{|g(x)-g(y)|^{p}}{|x-y|^{n+p \gamma}} d x d y\right)^{1 / p}\right]^{2} \\
&+\sigma \int_{B} \int_{B} \frac{|u(x) \psi(x)-u(y) \psi(y)|^{2}}{|x-y|^{n+2 \alpha}} d x d y
\end{aligned}
$$

whenever $\sigma \in(0,1)$. Connecting the inequalities found for $J_{1.2}$ and $J_{2.2}$, and again recalling that $J_{3}$ can be estimated in a completely similar way, we have

$$
\begin{align*}
& J_{2}+J_{3} \leq \frac{c}{\sigma} r^{n+2(\gamma-2 \beta+\alpha)}\left[\sum_{k=0}^{\infty} 2^{(\gamma-2 \beta) k}\left(\int_{2^{k} B} \int_{2^{k} B} \frac{|g(x)-g(y)|^{p}}{|x-y|^{n+p \gamma}} d x d y\right)^{1 / p}\right]^{2} \\
&+4 \sigma \int_{B} \int_{B} \frac{|u(x) \psi(x)-u(y) \psi(y)|^{2}}{|x-y|^{n+2 \alpha}} d x d y \tag{3-22}
\end{align*}
$$

The constant $c$ depends on $n, \Lambda, \alpha, \beta, \gamma, p$.

Reabsorbing terms. Inserting the estimates for the terms $I_{i}$ and $J_{i}$ into (3-8), we conclude that

$$
\begin{aligned}
& \frac{1}{c} \int_{B} \int_{B} \frac{|u(x) \psi(x)-u(y) \psi(y)|^{2}}{|x-y|^{n+2 \alpha}} d x d y \\
& \leq 7 \sigma \int_{B} \int_{B} \frac{|u(x) \psi(x)-u(y) \psi(y)|^{2}}{|x-y|^{n+2 \alpha}} d x d y+c \int_{B} \int_{B}|u(x)|^{2} \frac{|\psi(x)-\psi(y)|^{2}}{|x-y|^{n+2 \alpha}} d x d y \\
& \quad+c \int_{\mathbb{R}^{n} \backslash B} \frac{|u(y)|}{\left|x_{0}-y\right|^{n+2 \alpha}} d y \int_{B}|u(x)| \psi^{2}(x) d x+\frac{c}{\sigma} r^{n+2 \alpha}\left(f_{B}|f(x)|^{2_{*}} d x\right)^{2 / 2_{*}} \\
& \quad+\frac{c_{b}}{\sigma} r^{n+2(\gamma-2 \beta+\alpha)}\left[\sum_{k=0}^{\infty} 2^{(\gamma-2 \beta) k}\left(\int_{2^{k} B} \int_{2^{k} B} \frac{|g(x)-g(y)|^{p}}{|x-y|^{n+p \gamma}} d x d y\right)^{1 / p}\right]^{2}
\end{aligned}
$$

The constant $c$ depends only on $n, \alpha, \Lambda$, and the constant $c_{b}$ depends only on $n, \Lambda, \alpha, \beta, \gamma, p$. Now, taking $\sigma=1 /(14 c)$ and reabsorbing terms finishes the proof, together with the estimate

$$
\begin{aligned}
\int_{B} \int_{B}|u(x)|^{2} \frac{|\psi(x)-\psi(y)|^{2}}{|x-y|^{n+2 \alpha}} d x d y & \leq\|D \psi\|_{\infty} \int_{B}|u(x)|^{2} \int_{B_{2 r}(x)}|x-y|^{-n+2-2 \alpha} d y d x \\
& =\frac{c(n)}{1-\alpha}\|D \psi\|_{\infty} r^{2-2 \alpha} \int_{B}|u(x)|^{2} d x \\
& \leq \frac{c(n)}{1-\alpha} \frac{1}{r^{2 \alpha}} \int_{B}|u(x)|^{2} d x
\end{aligned}
$$

The finiteness of the terms appearing on the right in (3-6) follows directly from the fact that $u \in W^{\alpha, 2}\left(\mathbb{R}^{n}\right)$ and from Section 4C below. This completes the proof of Theorem 3.2.
Remark 3.3. In the statement of Theorem 3.2, one can replace $u$ with $u-(u)_{B}$ by testing with $\left(u-(u)_{B}\right) \psi^{2}$ instead of $u \psi^{2}$.

Remark 3.4. All the constants denoted by $c$ that appear in Theorem 3.2 blow up as $\alpha \rightarrow 0$ or as $\alpha \rightarrow 1$. The blow-up of the constant $c_{b}$ is more peculiar, and it is as in (3-5). This appears for instance in estimate (3-18), as in this case $s \rightarrow t$; see (3-16). In terms of (1-12) the blow-up of $c_{b}$ occurs for instance when $\delta_{0} \rightarrow 0$. Moreover, the constant $c_{b}$ blows up also when $\beta \rightarrow 0$ and $\gamma \rightarrow 2 \beta-\alpha$.

## 4. The dual pair $(\mu, U)$ and reverse inequalities

4A. A doubling measure. With $\varepsilon$ initially satisfying the condition $0<\varepsilon<\frac{1}{2} \alpha$, we consider the locally finite measure $\mu$ on $\mathbb{R}^{n} \times \mathbb{R}^{n}$ introduced in (1-19). We summarize its basic properties:

Proposition 4.1. With $\mu$ being defined as in (1-19):

- Whenever $\mathcal{B}=B \times B$ and $B \subset \mathbb{R}^{n}$ is a ball with radius $r$, we have

$$
\begin{equation*}
\mu(\mathcal{B})=\frac{c_{\varepsilon}(n) r^{n+2 \varepsilon}}{\varepsilon} \tag{4-1}
\end{equation*}
$$

where $c_{\varepsilon}(n)$ denotes a constant depending only on $n, \varepsilon$, and it satisfies $1 / c(n) \leq c_{\varepsilon}(n) \leq c(n)$ for another constant $c(n)$ depending only on $n$.

- (doubling diagonal property) Whenever $A \geq 1$, we have

$$
\begin{equation*}
\sup _{\tilde{x} \in \mathbb{R}^{n}, \varrho>0} \frac{\mu(\mathcal{B}(\tilde{x}, A \varrho))}{\mu(\mathcal{B}(\tilde{x}, \varrho))}=A^{n+2 \varepsilon} \tag{4-2}
\end{equation*}
$$

- For every $A \geq 1$, there exists a constant $c_{d} \equiv c_{d}(n, A)$ such that

$$
\begin{equation*}
\frac{\mu(\mathcal{B}(\tilde{x}, \varrho))}{\mu\left(K_{1} \times K_{2}\right)} \leq \frac{c_{d}}{\varepsilon} \tag{4-3}
\end{equation*}
$$

whenever $K_{1}, K_{2} \subset B(\tilde{x}, \varrho) \subset \mathbb{R}^{n}$ are cubes with sides parallel to the coordinate axes and such that $\left|K_{1}\right|=\left|K_{2}\right|=\varrho^{n} / A^{n}$.

- (standard doubling property) There exists a constant c, depending only on n, such that

$$
\begin{equation*}
\sup _{\tilde{x}, \tilde{y}, \in \mathbb{R}^{n}, \varrho>0} \frac{\mu(\mathcal{B}(\tilde{x}, \tilde{y}, 2 \varrho))}{\mu(\mathcal{B}(\tilde{x}, \tilde{y}, \varrho))} \leq \frac{c}{\varepsilon} \tag{4-4}
\end{equation*}
$$

Proof. The proof of (4-1) follows directly from the definition in (1-19) and a scaling argument, while (4-2) follows from (4-1). The proof of (4-3) is slightly less direct. First, observe that $K_{1} \times K_{2} \subset \mathcal{B}(\tilde{x}, \varrho)$ and moreover that $|x-y|<2 \varrho$ whenever $x \in K_{1}$ and $y \in K_{2}$. Therefore we can estimate

$$
\begin{aligned}
\mu(\mathcal{B}(\tilde{x}, \varrho)) & =\frac{c(n) \varrho^{n+2 \varepsilon}}{\varepsilon} \leq \frac{c(n) A^{2 n}}{\varepsilon} \frac{1}{\varrho^{n-2 \varepsilon}} \int_{K_{1}} \int_{K_{2}} d x d y \\
& \leq \frac{c(n) A^{2 n}}{\varepsilon} \int_{K_{1}} \int_{K_{2}} \frac{d x d y}{|x-y|^{n-2 \varepsilon}}=\frac{c(n) A^{2 n}}{\varepsilon} \mu\left(K_{1} \times K_{2}\right)
\end{aligned}
$$

and the proof of (4-3) is complete. The proof of (4-4) is similar to the one of (4-3); this estimate will not be used in the rest of the paper.

4B. Diagonal reverse Hölder-type inequalities. For $(x, y) \in \mathbb{R}^{2 n}$, we define the functions

$$
\begin{equation*}
U(x, y):=\frac{|u(x)-u(y)|}{|x-y|^{\alpha+\varepsilon}}, \quad G(x, y):=\frac{|g(x)-g(y)|}{|x-y|^{\gamma+2 \varepsilon / p}}, \quad F(x, y):=|f(x)| \tag{4-5}
\end{equation*}
$$

the first two being defined when $x \neq y$. According to Definition 1.2 the function $u$ generates the dual pair $(\mu, U)$. From now on, we shall always assume the following restriction on the number $\varepsilon$ :

$$
\begin{equation*}
0<\varepsilon<\min \left\{\frac{1}{2} \alpha, \frac{1}{4}|\gamma|\left(1+\delta_{1}\right), \frac{1}{4}(2 \beta-\gamma) p\right\} . \tag{4-6}
\end{equation*}
$$

Lemma 4.2. With the definitions in (4-5), it follows that

$$
\begin{equation*}
U \in L^{2}\left(\mathbb{R}^{2 n} ; \mu\right) \quad \text { and } \quad F \in L_{\mathrm{loc}}^{2_{*}+\delta_{f}}\left(\mathbb{R}^{2 n} ; \mu\right), \quad \text { with } \delta_{f} \in\left[0, \delta_{0}\right] . \tag{4-7}
\end{equation*}
$$

Moreover, assuming (4-6) it follows that

$$
\begin{equation*}
G \in L_{\mathrm{loc}}^{p+\delta_{g}}\left(\mathbb{R}^{2 n} ; \mu\right), \quad \text { where } \delta_{g} \in\left[0, p \delta_{1}\right] \tag{4-8}
\end{equation*}
$$

Proof. The first inclusion in (4-7) is a direct consequence of the definition in (4-5). As for $F$, for a ball $\mathcal{B}=B \times B$, where $B \subset \mathbb{R}^{n}$ has radius $r>0$, we have

$$
\int_{\mathcal{B}} F^{2_{*}+\delta_{0}} d \mu=\int_{B} \int_{B} \frac{|f(x)|^{2_{*}+\delta_{0}}}{|x-y|^{n-2 \varepsilon}} d x d y \leq \frac{c r^{2 \varepsilon}}{\varepsilon} \int_{B}|f|^{2^{*}+\delta_{0}} d x
$$

This clearly implies that $F \in L_{\text {loc }}^{2_{*}+\delta_{f}}\left(\mathbb{R}^{2 n} ; \mu\right)$ as long as $\delta_{f} \leq \delta_{0}$. To prove that $G \in L_{\text {loc }}^{p+\delta_{g}}\left(\mathbb{R}^{2 n} ; \mu\right)$, let us start with the case $2 \beta \geq \alpha$, when $\gamma>0$. By using (4-6) we have

$$
\begin{align*}
\int_{\mathcal{B}} G^{p+p \delta_{1}} d \mu & =\int_{B} \int_{B} \frac{|g(x)-g(y)|^{p\left(1+\delta_{1}\right)}}{|x-y|^{n+\gamma p\left(1+\delta_{1}\right)+2 \varepsilon \delta_{1}}} d x d y \\
& \leq c r^{\delta_{1}\left[\gamma p\left(1+\delta_{1}\right)-2 \varepsilon\right]} \int_{B} \int_{B} \frac{|g(x)-g(y)|^{p\left(1+\delta_{1}\right)}}{|x-y|^{n+\gamma p\left(1+\delta_{1}\right)^{2}}} d x d y \tag{4-9}
\end{align*}
$$

The last quantity is finite since we are assuming $g \in W^{\gamma\left(1+\delta_{1}\right), p\left(1+\delta_{1}\right)}$, so it follows that $G \in L_{\text {loc }}^{p+\delta_{g}}\left(\mathbb{R}^{2 n} ; \mu\right)$. We finally treat the case $2 \beta<\alpha$. In this case, we have $2 \varepsilon \delta_{1}<2 \varepsilon<|\gamma| p\left(1+\delta_{1}\right)=-\gamma p\left(1+\delta_{1}\right)$, so that $\gamma p\left(1+\delta_{1}\right)+2 \varepsilon \delta_{1}<0$. We can therefore estimate

$$
\begin{align*}
\int_{\mathcal{B}} G^{p+p \delta_{1}} d \mu & \leq \int_{B} \int_{B} \frac{(|g(x)|+|g(y)|)^{p\left(1+\delta_{1}\right)}}{|x-y|^{n+\gamma p\left(1+\delta_{1}\right)+2 \varepsilon \delta_{1}}} d x d y \\
& \leq \frac{c r^{-\left[\gamma p\left(1+\delta_{1}\right)+2 \varepsilon \delta_{1}\right]}}{-\left[\gamma p\left(1+\delta_{1}\right)+2 \varepsilon \delta_{1}\right]} \int_{B}|g|^{p\left(1+\delta_{1}\right)} d x<\infty, \tag{4-10}
\end{align*}
$$

and (4-8) follows again since when $2 \beta<\alpha$ we are precisely assuming that $g \in L_{\text {loc }}^{p\left(1+\delta_{1}\right)}\left(\mathbb{R}^{n}\right)$; see (3-2).
We are now going to state a few inequalities for later use. Let $v \in W^{\tilde{\sigma}, q}(B)$ for $\tilde{\sigma} \in(0,1)$ and $q \geq 1$; then the fractional Sobolev inequality

$$
\begin{equation*}
f_{B}\left|v-(v)_{B}\right|^{2} d x \leq c r^{2 \tilde{\sigma}}\left(\int_{B} f_{B} \frac{|v(x)-v(y)|^{q}}{|x-y|^{n+\tilde{\sigma} q}} d x d y\right)^{2 / q} \tag{4-11}
\end{equation*}
$$

holds as a consequence of (2-4), provided $q \geq 2 n /(n+2 \tilde{\sigma})$ and $\tilde{\sigma}>0$. With $\varepsilon \in\left(0, \frac{1}{2} \alpha\right)$ we study the compatibility of the conditions

$$
\begin{equation*}
\tilde{\sigma}:=\alpha+\varepsilon-\frac{2 \varepsilon}{q} \quad \text { and } \quad q \geq \frac{2 n}{n+2 \tilde{\sigma}} \tag{4-12}
\end{equation*}
$$

in inequality (4-11); this gives $q \geq(2 n+4 \varepsilon) /(n+2 \alpha+2 \varepsilon)$. Recalling the definition of the function $U$ in (4-5), and using (4-1), we gain

$$
r^{2 \tilde{\sigma}}\left(\int_{B} f_{B} \frac{|u(x)-u(y)|^{q}}{|x-y|^{n+\tilde{\sigma} q}} d x d y\right)^{2 / q}=\frac{c_{\varepsilon}(n)^{2 / q} r^{2 \alpha+2 \varepsilon}}{\varepsilon^{2 / q}}\left(f_{\mathcal{B}} U^{q} d \mu\right)^{2 / q}
$$

with $c_{\varepsilon}(n)$ defined in (4-1). We therefore have the following:
Lemma 4.3. Let $\varepsilon \in\left(0, \frac{1}{2} \alpha\right)$, and let $q$ be defined by

$$
\begin{equation*}
q:=\frac{2 n+4 \varepsilon}{n+2 \alpha+2 \varepsilon}<2 \tag{4-13}
\end{equation*}
$$

Then the inequality

$$
\begin{equation*}
f_{B}\left|u-(u)_{B}\right|^{2} d x \leq \frac{c r^{2(\alpha+\varepsilon)}}{\varepsilon^{2 / q}}\left(f_{\mathcal{B}} U^{q} d \mu\right)^{2 / q} \tag{4-14}
\end{equation*}
$$

holds for a constant $c$ depending only on $n$ and $\alpha$, whenever $B$ is a ball with radius $r$ and $\mathcal{B}=B \times B$. The same inequality continues to hold when the ball $B$ is replaced by a cube $Q$ with sides of length $r$, and consequently $\mathcal{B}$ is replaced by $Q \times Q$.

We are now ready for the main result of this section:
Proposition 4.4 (diagonal reverse Hölder-type inequality). Let $u \in W^{\alpha, 2}\left(\mathbb{R}^{n}\right)$ be a solution to (1-14) under the assumptions of Theorem 1.1; in particular, (3-1) and (3-3) are in force. Assume that $\varepsilon$ satisfies (4-6). Then the following reverse Hölder-type inequality with tail holds whenever $\mathcal{B} \subset \mathbb{R}^{2 n}$ is a diagonal ball and $\sigma \in(0,1)$ :

$$
\begin{align*}
\left(f_{\mathcal{B}} U^{2} d \mu\right)^{1 / 2} & \leq \frac{c}{\sigma \varepsilon^{1 / q-1 / 2}}\left(f_{2 \mathcal{B}} U^{q} d \mu\right)^{1 / q}+\frac{\sigma}{\varepsilon^{1 / q-1 / 2}} \sum_{k=1}^{\infty} 2^{-k(\alpha-\varepsilon)}\left(f_{2^{k} \mathcal{B}} U^{q} d \mu\right)^{1 / q} \\
& +\frac{c[\mu(\mathcal{B})]^{\eta}}{\varepsilon^{1 / 2_{*}-1 / 2}}\left(f_{2 \mathcal{B}} F^{2_{*}} d \mu\right)^{1 / 2_{*}}+\frac{c_{b}[\mu(\mathcal{B})]^{\theta}}{\varepsilon^{1 / p-1 / 2}} \sum_{k=1}^{\infty} 2^{-k(2 \beta-\gamma-2 \varepsilon / p)}\left(f_{2^{k} \mathcal{B}} G^{p} d \mu\right)^{1 / p}, \tag{4-15}
\end{align*}
$$

where $\theta$ and $\eta$ denote the positive exponents

$$
\begin{equation*}
\theta:=\frac{\gamma-2 \beta+\alpha+\varepsilon(2 / p-1)}{n+2 \varepsilon} \quad \text { and } \quad \eta:=\frac{\alpha-\varepsilon}{n+2 \varepsilon} \tag{4-16}
\end{equation*}
$$

The constant $c$ depends only on $n, \alpha, \Lambda$, while the number $q \in(1,2)$ has been defined in (4-13). The constant $c_{b}$ depends on $n, \alpha, \Lambda, \beta, \gamma, p$ and exhibits the behavior described in (3-5). The infinite sums on the right side of (4-15) are finite.

Proof. In the rest of the proof all the constants depend at least on $n, \alpha, \Lambda$. We write $\mathcal{B} \equiv B\left(x_{0}, r\right) \times B\left(x_{0}, r\right)$ and apply Theorem 3.2 ; we choose a cutoff function $\psi \in C_{0}^{\infty}\left(\frac{3}{4} B\right)$ such that $0 \leq \psi \leq 1,|D \psi| \leq c(n) / r$ and $\psi \equiv 1$ on $\frac{1}{2} B$. Inequality (3-6) remains valid upon replacing $u$ by $u-(u)_{B}$; see Remark 3.3. Indeed, notice that for such a function all the integrals on the right-hand side of (3-6) are finite. For this see Section 4C and (4-19) below. All in all, we have

$$
\begin{aligned}
I_{4}:= & \int_{B} f_{B} \frac{\left|\left[u(x)-(u)_{B}\right] \psi(x)-\left[u(y)-(u)_{B}\right] \psi(y)\right|^{2}}{|x-y|^{n+2 \alpha}} d x d y \\
\leq & c r^{-2 \alpha} f_{B}\left|u(x)-(u)_{B}\right|^{2} d x+c \int_{\mathbb{R}^{n} \backslash B} \frac{\left|u(y)-(u)_{B}\right|}{\left|x_{0}-y\right|^{n+2 \alpha}} d y f_{B}\left|u(x)-(u)_{B}\right| d x \\
& +c r^{2 \alpha}\left(f_{B}|f(x)|^{2_{*}} d x\right)^{2 / 2_{*}} \\
& +c_{b} r^{2(\gamma-2 \beta+\alpha)}\left[\sum_{k=0}^{\infty} 2^{(\gamma-2 \beta) k}\left(\int_{2^{k} B} \int_{2^{k} B} \frac{|g(x)-g(y)|^{p}}{|x-y|^{n+p \gamma}} d x d y\right)^{1 / p}\right]^{2}
\end{aligned}
$$

$$
\begin{equation*}
=: J_{5}+J_{6}+J_{7}+J_{8} \tag{4-17}
\end{equation*}
$$

We start by rewriting $I_{4}$ as

$$
I_{4}=\frac{1}{|B|} \int_{\mathcal{B}} \frac{\left|\left[u(x)-(u)_{B}\right] \psi(x)-\left[u(y)-(u)_{B}\right] \psi(y)\right|^{2}}{|x-y|^{2(\alpha+\varepsilon)}} d \mu(x, y)
$$

so that, with the current choice of $\psi$, we have

$$
\frac{r^{2 \varepsilon}}{\varepsilon} f_{\mathcal{B} / 2} U^{2} d \mu \leq \frac{c(n)}{|B|} \int_{\mathcal{B} / 2} U^{2} d \mu \leq c I_{4}
$$

We estimate $J_{5}$ with the aid of (4-14):

$$
J_{5} \leq \frac{c r^{2 \varepsilon}}{\varepsilon^{2 / q}}\left(f_{\mathcal{B}} U^{q} d \mu\right)^{2 / q}
$$

To estimate $J_{6}$ we split the term in annuli, and proceed somewhat as in (3-21). As a matter of fact, we will prove that this term is finite; indeed, we have

$$
\begin{align*}
\int_{\mathbb{R}^{n} \backslash B} \frac{\left|u(y)-(u)_{B}\right|}{\left|x_{0}-y\right|^{n+2 \alpha}} d y & =\sum_{j=0}^{\infty} \int_{2^{j+1} B \backslash 2^{j} B} \frac{\left|u(y)-(u)_{B}\right|}{\left|x_{0}-y\right|^{n+2 \alpha}} d y \\
& \leq c \sum_{j=0}^{\infty}\left(2^{j} r\right)^{-2 \alpha} f_{2^{j+1} B}\left|u(y)-(u)_{B}\right| d y \tag{4-18}
\end{align*}
$$

In turn, we again split every integral in the previous sum, similarly to (3-21), and using Hölder's inequality we estimate

$$
f_{2^{j+1} B}\left|u(y)-(u)_{B}\right| d y \leq 2 \sum_{k=0}^{j+1}\left(f_{2^{k} B}\left|u(y)-(u)_{2^{k} B}\right|^{q} d y\right)^{1 / q}
$$

Each of the previous integrals can be then estimated with the aid of the fractional Poincaré inequality of Lemma 2.1:

$$
\begin{aligned}
f_{2^{k} B}\left|u(y)-(u)_{2^{k} B}\right|^{q} d y & \leq c\left(2^{k} r\right)^{q(\alpha+\varepsilon)-2 \varepsilon} \int_{2^{k} B} \int_{2^{k} B} \frac{|u(x)-u(y)|^{q}}{|x-y|^{n+q \tilde{\sigma}}} d x d y \\
& =\frac{c\left(2^{k} r\right)^{q(\alpha+\varepsilon)}}{\varepsilon} \int_{2^{k} \mathcal{B}} U^{q} d \mu
\end{aligned}
$$

where $\tilde{\sigma}$ is as in (4-12) and $c$ remains independent of $\varepsilon$. As a consequence, we obtain

$$
f_{2^{j+1} B}\left|u(y)-(u)_{B}\right| d y \leq \frac{c}{\varepsilon^{1 / q}} \sum_{k=0}^{j+1}\left(2^{k} r\right)^{\alpha+\varepsilon}\left(f_{2^{k} \mathcal{B}} U^{q} d \mu\right)^{1 / q}
$$

Connecting the content of the last display to that of (4-18) yields

$$
\int_{\mathbb{R}^{n} \backslash B} \frac{\left|u(y)-(u)_{B}\right|}{\left|x_{0}-y\right|^{n+2 \alpha}} d y \leq \frac{c r^{-\alpha+\varepsilon}}{\varepsilon^{1 / q}} \sum_{j=0}^{\infty} \sum_{k=0}^{j+1} 2^{-2 \alpha j} 2^{k(\alpha+\varepsilon)}\left(f_{2^{k} \mathcal{B}} U^{q} d \mu\right)^{1 / q}
$$

Reversing the order of summation gives

$$
\begin{aligned}
& \sum_{j=0}^{\infty} \sum_{k=0}^{j+1} 2^{-2 \alpha j} 2^{k(\alpha+\varepsilon)}\left(f_{2^{k} \mathcal{B}} U^{q} d \mu\right)^{1 / q} \\
& \quad=\left(f_{\mathcal{B}} U^{q} d \mu\right)^{1 / q} \sum_{j=0}^{\infty} 2^{-2 \alpha j}+\sum_{k=1}^{\infty} 2^{k(\alpha+\varepsilon)}\left(f_{2^{k} \mathcal{B}} U^{q} d \mu\right)^{1 / q} \sum_{j=k-1}^{\infty} 2^{-2 \alpha j} \\
& \quad \leq \frac{c}{\alpha} \sum_{k=0}^{\infty} 2^{-k(\alpha-\varepsilon)}\left(f_{2^{k} \mathcal{B}} U^{q} d \mu\right)^{1 / q}
\end{aligned}
$$

Observe that we have once again used the elementary inequality in (2-2) (with $\beta=\alpha$ ). All in all, combining the content of the last two displays yields

$$
\begin{equation*}
\int_{\mathbb{R}^{n} \backslash B} \frac{\left|u(y)-(u)_{B}\right|}{\left|x_{0}-y\right|^{n+2 \alpha}} d y \leq \frac{c r^{-\alpha+\varepsilon}}{\varepsilon^{1 / q}} \sum_{k=0}^{\infty} 2^{-k(\alpha-\varepsilon)}\left(f_{2^{k} \mathcal{B}} U^{q} d \mu\right)^{1 / q} \tag{4-19}
\end{equation*}
$$

so that, via another application of (4-14), we have

$$
J_{6} \leq \frac{c r^{2 \varepsilon}}{\varepsilon^{2 / q}} \sum_{k=0}^{\infty} 2^{-k(\alpha-\varepsilon)}\left(f_{2^{k} \mathcal{B}} U^{q} d \mu\right)^{1 / q}\left(f_{\mathcal{B}} U^{q} d \mu\right)^{1 / q}
$$

With $\sigma \in(0,1)$, using Young's inequality we finally conclude that

$$
J_{6} \leq \frac{c r^{2 \varepsilon}}{\sigma^{2} \varepsilon^{2 / q}}\left(f_{\mathcal{B}} U^{q} d \mu\right)^{2 / q}+\frac{\sigma^{2} r^{2 \varepsilon}}{\varepsilon^{2 / q}}\left[\sum_{k=0}^{\infty} 2^{-k(\alpha-\varepsilon)}\left(f_{2^{k} \mathcal{B}} U^{q} d \mu\right)^{1 / q}\right]^{2}
$$

For the estimation of $J_{7}$ we observe that

$$
\begin{aligned}
f_{B}|f(x)|^{2_{*}} d x & =f_{B} f_{B}|f(x)|^{2^{*}} d x d y \\
& \leq \frac{c}{r^{n-2 \varepsilon+2 \varepsilon}} \int_{B} f_{B}|f(x)|^{2_{*}} d x d y \\
& \leq \frac{c}{r^{n+2 \varepsilon}} \int_{B} \int_{B} \frac{|f(x)|^{2_{*}}}{|x-y|^{n-2 \varepsilon}} d x d y \\
& \leq \frac{c}{\varepsilon} f_{\mathcal{B}} F^{2_{*}} d \mu .
\end{aligned}
$$

Here we have used (4-1) to perform the last estimation and the very definition of the measure $\mu$. By the definition of $J_{7}$ it then follows that

$$
J_{7} \leq \frac{c r^{2 \alpha}}{\varepsilon^{2 / 2_{*}}}\left(f_{\mathcal{B}} F^{2_{*}} d \mu\right)^{2 / 2_{*}}
$$

Next, the definitions of $G(\cdot)$ and $\mu$ imply

$$
J_{8} \leq \frac{c r^{2(\gamma-2 \beta+\alpha+2 \varepsilon / p)}}{\varepsilon^{2 / p}}\left[\sum_{k=0}^{\infty} 2^{(\gamma-2 \beta+2 \varepsilon / p) k}\left(f_{2^{k} \mathcal{B}} G^{p} d \mu\right)^{1 / p}\right]^{2}
$$

Finally, connecting the estimates found for $I_{4}$ and $J_{5}, \ldots, J_{8}$ to (4-17) yields

$$
\begin{aligned}
\frac{r^{2 \varepsilon}}{\varepsilon} f_{\mathcal{B} / 2} U^{2} d \mu \leq & \frac{c r^{2 \varepsilon}}{\sigma^{2} \varepsilon^{2 / q}}\left(f_{\mathcal{B}} U^{q} d \mu\right)^{2 / q}+\frac{\sigma^{2} r^{2 \varepsilon}}{\varepsilon^{2 / q}}\left[\sum_{k=0}^{\infty} 2^{-k(\alpha-\varepsilon)}\left(f_{2^{k} \mathcal{B}} U^{q} d \mu\right)^{1 / q}\right]^{2} \\
& +\frac{c r^{2 \alpha}}{\varepsilon^{2 / 2_{*}}}\left(f_{\mathcal{B}} F^{2_{*}} d \mu\right)^{2 / 2_{*}}+\frac{c r^{2(\gamma-2 \beta+\alpha+2 \varepsilon / p)}}{\varepsilon^{2 / p}}\left[\sum_{k=0}^{\infty} 2^{(\gamma-2 \beta+2 \varepsilon / p) k}\left(f_{2^{k} \mathcal{B}} G^{p} d \mu\right)^{1 / p}\right]^{2},
\end{aligned}
$$

from which (4-15) follows immediately (since the ball $\mathcal{B}$ is arbitrary, and we can switch from $\mathcal{B}$ to $2 \mathcal{B}$ ). The right-hand side terms in (4-15) involving infinite sums are finite; we check this in the next remark.

Remark 4.5. A computation based on the definitions in (4-16) gives

$$
\frac{2 * \eta}{1-2_{*} \eta}=\frac{2 n(\alpha-\varepsilon)}{n^{2}+4 \varepsilon n+4 \alpha \varepsilon} \leq \frac{2}{n}
$$

and

$$
\frac{p \theta}{1-p \theta}=\frac{p(\gamma-2 \beta+\alpha)+\varepsilon(2-p)}{n-p(\gamma-2 \beta+\alpha)+\varepsilon p} \leq \frac{3}{n-p(\gamma-2 \beta+\alpha)+\varepsilon p}=: \Lambda_{\theta} .
$$

4C. The tails are finite. We here observe that all the terms on the right-hand sides of (3-6) and (4-15) are finite, obviously confining ourselves to those involving infinite sums. We start with the terms involving $u$. The second term appearing on the right-hand side of (3-6) is seen to be finite by estimating

$$
\int_{\mathbb{R}^{n} \backslash B} \frac{|u(y)|}{\left|x_{0}-y\right|^{n+2 \alpha}} d y \leq \int_{\mathbb{R}^{n} \backslash B} \frac{\left|u(y)-(u)_{B}\right|}{\left|x_{0}-y\right|^{n+2 \alpha}} d y+\int_{\mathbb{R}^{n} \backslash B} \frac{\left|(u)_{B}\right|}{\left|x_{0}-y\right|^{n+2 \alpha}} d y .
$$

The last integral in this display is obviously finite, while the finiteness of the second one can be obtained as in (4-19). In fact, by (2-2) and since $\varepsilon \in\left(0, \frac{1}{2} \alpha\right)$, the right-hand side of (4-19) can be further estimated as

$$
\begin{aligned}
\sum_{k=0}^{\infty} 2^{-k(\alpha-\varepsilon)}\left(f_{2^{k} \mathcal{B}} U^{q} d \mu\right)^{1 / q} & \leq \sum_{k=0}^{\infty} 2^{-k(\alpha-\varepsilon)}\left(f_{2^{k} \mathcal{B}} U^{2} d \mu\right)^{1 / 2} \\
& \leq c(\varepsilon, \alpha)\left(\int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}} \frac{|u(x)-u(y)|^{2}}{|x-y|^{n+2 \alpha}} d x d y\right)^{1 / 2}
\end{aligned}
$$

This also proves the finiteness of the first infinite sum appearing on the right-hand side of (4-15). We now come to the terms involving $g$, proving that the last series appearing in (4-15) is finite. The finiteness of the last series appearing in (3-6) is therefore implied by looking at the estimate for the term $J_{8}$ in the proof of Proposition 4.4. We start with the case $2 \beta \geq \alpha$, where, using (4-9), we have

$$
2^{-k(2 \beta-\gamma-2 \varepsilon / p)}\left(f_{2^{k} \mathcal{B}} G^{p} d \mu\right)^{1 / p} \leq c 2^{-k\left(2 \beta-\gamma-\delta_{1} \gamma+n /\left[p\left(1+\delta_{1}\right)\right]\right)}[g]_{\gamma\left(1+\delta_{1}\right), p\left(1+\delta_{1}\right)}
$$

with $c \equiv c\left(n, \beta, \gamma, p, \delta_{1}, r\right)$, and since by (3-1) we have $\gamma<2 \beta$ and $\delta_{1} \gamma p\left(1+\delta_{1}\right) \leq n$, the convergence of the series follows. In the case $2 \beta<\alpha$ we instead use (4-10) to have the inequality

$$
2^{-k(2 \beta-\gamma-2 \varepsilon / p)}\left(f_{2^{k} \mathcal{B}} G^{p} d \mu\right)^{1 / p} \leq c 2^{-k\left(2 \beta+n /\left[p\left(1+\delta_{1}\right)\right]\right)}\|g\|_{L^{p\left(1+\delta_{1}\right)\left(\mathbb{R}^{n)}\right)}}
$$

which again implies the convergence of the series in question.

## 5. Level set estimates for dual pairs

In this section we prove a level set estimate which is at the core of the proof of our higher differentiability and integrability results. Let us first define a few functionals. With $\theta$ and $\eta$ as in (4-16), for every $\mathcal{B} \equiv \mathcal{B}(x, \varrho) \subset \mathbb{R}^{2 n}$ we define

$$
\begin{align*}
& \Psi_{H, M}(\mathcal{B}(x, \varrho)):=\left(f_{\mathcal{B}(x, \varrho)} U^{2} d \mu\right)^{1 / 2}+\frac{H[\mu(\mathcal{B}(x, \varrho))]^{\eta}}{\varepsilon^{1 / 2_{*}-1 / 2}}\left(f_{\mathcal{B}(x, \varrho)} F^{2_{*}} d \mu\right)^{1 / 2_{*}} \\
&+\frac{M[\mu(\mathcal{B}(x, \varrho))]^{\theta}}{\varepsilon^{1 / p-1 / 2}}\left(f_{\mathcal{B}(x, \varrho)} G^{p} d \mu\right)^{1 / p} \tag{5-1}
\end{align*}
$$

where $H, M \geq 1$ and $\mathcal{B}(x, \varrho) \subset \mathbb{R}^{2 n}$. We also define the functionals

$$
\begin{align*}
& \Upsilon_{0}(\mathcal{B}(x, \varrho)):=\left(f_{\mathcal{B}(x, \varrho)} F^{2_{*}+\delta_{f}} d \mu\right)^{1 /\left(2_{*}+\delta_{f}\right)}+\left(f_{\mathcal{B}(x, \varrho)} G^{p+\delta_{g}} d \mu\right)^{1 /\left(p+\delta_{g}\right)}  \tag{5-2}\\
& \Upsilon_{1}(\mathcal{B}(x, \varrho)):=\sum_{k=0}^{\infty} 2^{-k(\alpha-\varepsilon)}\left(f_{\mathcal{B}\left(x, 2^{k} \varrho\right)} U^{q} d \mu\right)^{1 / q} \tag{5-3}
\end{align*}
$$

and

$$
\begin{equation*}
\Upsilon_{2, M}(\mathcal{B}(x, \varrho)):=\frac{M[\mu(\mathcal{B}(x, \varrho))]^{\theta}}{\varepsilon^{1 / p-1 / 2}} \sum_{k=0}^{\infty} 2^{-k(2 \beta-\gamma-2 \varepsilon / p)}\left(f_{\mathcal{B}\left(x, 2^{k} \varrho\right)} G^{p} d \mu\right)^{1 / p} \tag{5-4}
\end{equation*}
$$

We shall denote

$$
\Psi(\mathcal{B}(x, \varrho)):=\Psi_{1,1}(\mathcal{B}(x, \varrho)),
$$

and shall often use the abbreviations

$$
\Psi_{H, M}(\mathcal{B}(x, \varrho)) \equiv \Psi_{H, M}(x, \varrho), \quad \Upsilon_{0}(\mathcal{B}(x, \varrho)) \equiv \Upsilon_{0}(x, \varrho)
$$

and so forth. Finally, we can define

$$
\begin{equation*}
\operatorname{ADD}(\mathcal{B}(x, \varrho)) \equiv \operatorname{ADD}(x, \varrho):=\Psi(x, \varrho)+\Upsilon_{0}(x, \varrho)+\Upsilon_{1}(x, \varrho)+\Upsilon_{2,1}(x, \varrho) \tag{5-5}
\end{equation*}
$$

The aim of this section is to prove the following:
Proposition 5.1. Let $u \in W^{\alpha, 2}\left(\mathbb{R}^{n}\right)$ be a solution to (1-14) under the assumptions of Theorem 1.1; in particular, (3-1) and (3-3) are in force. Let $\mu$ be the measure defined in (1-19), with $\varepsilon$ satisfying (4-6).

Consider a ball $\mathcal{B}\left(x_{0}, 2 \varrho_{0}\right) \subset \mathbb{R}^{2 n}$ such that $\varrho_{0} \leq 1$, and related concentric balls

$$
\begin{equation*}
\mathcal{B}\left(x_{0}, \varrho_{0}\right) \subset \mathcal{B}\left(x_{0}, t\right) \subset \mathcal{B}\left(x_{0}, s\right) \subset \mathcal{B}\left(x_{0}, \frac{3}{2} \varrho_{0}\right) \tag{5-6}
\end{equation*}
$$

for $\varrho_{0}<t<s<\frac{3}{2} \varrho_{0}$. There exists a constant $c_{s} \equiv c_{s}(n, \alpha, \Lambda)$ independent of $\varepsilon$ and $p$, and constants $c_{f} \equiv c_{f}(n, \alpha, \Lambda, \varepsilon)>1, c_{g} \equiv c_{g}(n, \alpha, \Lambda, \beta, \gamma, p, \varepsilon) \geq 1, \kappa_{f} \equiv \kappa_{f}(n, \alpha, \Lambda, \varepsilon) \in(0,1), \kappa_{g} \equiv$ $\kappa_{g}(n, \alpha, \Lambda, \beta, p, \varepsilon) \in(0,1)$, such that the inequality

$$
\begin{align*}
& \frac{1}{\lambda^{2}} \int_{\mathcal{B}\left(x_{0}, t\right) \cap\{U>\lambda\}} U^{2} d \mu \leq \frac{c_{s}}{\varepsilon^{3(2-q) / q} \lambda^{q}} \int_{\mathcal{B}\left(x_{0}, s\right) \cap\{U>\lambda\}} U^{q} d \mu \\
& \quad+\frac{c_{f} \lambda_{0}^{\left(2_{*}+\delta_{f}\right) 2_{*} \eta /\left(1-2_{*} \eta\right)}}{\lambda^{\left(1+\eta \delta_{f}\right) 2_{*} /\left(1-2_{*} \eta\right)}} \int_{\mathcal{B}\left(x_{0}, s\right) \cap\left\{F>\kappa_{f} \lambda\right\}} F^{2_{*}} d \mu \frac{c_{g} \lambda_{0}^{\left(p+\delta_{g}\right) p \theta /(1-p \theta)}}{\lambda^{\left(1+\theta \delta_{g}\right) p /(1-p \theta)}} \int_{\mathcal{B}\left(x_{0}, s\right) \cap\left\{G>\kappa_{g} \lambda\right\}} G^{p} d \mu \tag{5-7}
\end{align*}
$$

holds whenever $\lambda \geq \lambda_{0}$, where

$$
\begin{equation*}
\lambda_{0}:=\frac{c_{a}}{\varepsilon}\left(\frac{\varrho_{0}}{s-t}\right)^{2 n} \operatorname{ADD}\left(x_{0}, 2 \varrho_{0}\right) \tag{5-8}
\end{equation*}
$$

The constant $c_{a}$ introduced in the last display depends on $n, \alpha, \Lambda, \beta, \gamma$, but is still independent of $\varepsilon$.
Remark 5.2. Unlike $\kappa_{f}, c_{f}$, the constants $\kappa_{g}, c_{g}$ exhibit the following behavior:

$$
\begin{equation*}
\lim _{p \rightarrow 2 n /[n+2(\gamma-2 \beta+\alpha)]} \frac{1}{\kappa_{g}}=\lim _{\gamma \rightarrow 2 \beta} \frac{1}{\kappa_{g}}=\infty=\lim _{p \rightarrow 2 n /[n+2(\gamma-2 \beta+\alpha)]} c_{g}=\lim _{\gamma \rightarrow 2 \beta} c_{g} \tag{5-9}
\end{equation*}
$$

The proof of Proposition 5.1 is rather delicate and falls into twelve steps. It will take the rest of this section.
5A. Diagonal balls and Vitali's covering. The proof starts with an exit-time argument for the functional $\Psi_{H, M}(\cdot)$, aimed at covering the "diagonal" level set of $U$. The constants $H, M \geq 1$ shall be fixed in due course of the proof, and the whole argument is independent of their particular values until the moment these are fixed. They will be used to give a different weight to the integrals of $F^{2_{*}}$ and $G^{p}$ : at the exit time, the averages of $F^{2_{*}}, G^{p}$ will be smaller than the one of $U^{2}$ provided $H, M$ are chosen to be large enough, respectively. Let us consider concentric diagonal balls as in (5-6). Let $\kappa \in(0,1]$ be a free parameter to be chosen in the course of the proof, and define

$$
\begin{equation*}
\tilde{\lambda}_{0}:=\kappa^{-1} \sup _{\frac{s-t}{40^{n}} \leq \varrho \leq \frac{\varrho_{0}}{2}} \sup _{x \in B\left(x_{0}, t\right)}\left\{\Psi_{H, M}(x, \varrho)+\Upsilon_{0}(x, \varrho)+\Upsilon_{1}(x, \varrho)+\Upsilon_{2, M}(x, \varrho)\right\} . \tag{5-10}
\end{equation*}
$$

All the foregoing steps of proofs are independent of the specific choice of $\kappa$ until we fix $\kappa$ in (5-55) below. For the same $\kappa$ (to be defined later) and for $\lambda \geq \tilde{\lambda}_{0}$, define further the "diagonal level set"

$$
\begin{equation*}
D_{\kappa \lambda}:=\left\{(x, x) \in \mathcal{B}\left(x_{0}, t\right): \sup _{0<\varrho<\frac{s-t}{40^{n}}} \Psi_{H, M}(x, \varrho)>\kappa \lambda\right\} \tag{5-11}
\end{equation*}
$$

Since, by the definition in (5-10), we have

$$
\begin{equation*}
\Psi_{H, M}(x, \varrho) \leq \kappa \tilde{\lambda}_{0} \leq \kappa \lambda \quad \text { if }(x, x) \in \mathcal{B}\left(x_{0}, t\right) \text { and } \varrho \in\left[(s-t) / 40^{n}, \varrho_{0} / 2\right] \tag{5-12}
\end{equation*}
$$

we can find for all $(x, x) \in D_{\kappa \lambda}$ an exit radius $\varrho(x) \in\left(0,(s-t) / 40^{n}\right)$ such that

$$
\begin{equation*}
\Psi_{H, M}(x, \varrho(x)) \geq \kappa \lambda, \quad \text { while } \quad \sup _{\varrho(x)<\varrho<\frac{s-t}{40^{n}}} \Psi_{H, M}(x, \varrho) \leq \kappa \lambda . \tag{5-13}
\end{equation*}
$$

Collect the enlarged balls into a covering $\left\{\mathcal{B}(x, 2 \varrho(x)):(x, x) \in D_{\kappa \lambda}\right\}$. Balls of the type $\mathcal{B}(x, t, \varrho)$ are, as explained in Section 2, metric balls with respect to the metric (2-1). We therefore apply Vitali's covering theorem to find a countable set $J_{D}$ and related diagonal points $\left\{\left(x_{j}, x_{j}\right)\right\}_{j \in J_{D}}$ such that

$$
\begin{equation*}
\bigcup_{(x, x) \in D_{\kappa \lambda}} \mathcal{B}(x, 2 \varrho(x)) \subset \bigcup_{j \in J_{D}} \mathcal{B}\left(x_{j}, 10 \varrho\left(x_{j}\right)\right) \subset \mathcal{B}\left(x_{0}, s\right) \tag{5-14}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\{\mathcal{B}\left(x_{j}, 2 \varrho\left(x_{j}\right)\right)\right\}_{j \in J_{D}} \text { is a family of mutually disjoint balls. } \tag{5-15}
\end{equation*}
$$

Implicit in (5-14) is the fact that, since $\varrho\left(x_{j}\right) \leq(s-t) / 40^{n}$ and $x_{j} \in B\left(x_{0}, t\right)$ for every $x_{j} \in J_{D}$, then $\mathcal{B}\left(x_{j}, 10 \varrho\left(x_{j}\right)\right) \subset \mathcal{B}\left(x_{0}, s\right)$. By (5-12)-(5-13) and the doubling property in (4-2), it follows that

$$
\begin{align*}
\sum_{j \in J_{D}} \int_{\mathcal{B}\left(x_{j}, 10 \varrho\left(x_{j}\right)\right)} U^{2} d \mu & \leq \sum_{j \in J_{D}} \mu\left(\mathcal{B}\left(x_{j}, 10 \varrho\left(x_{j}\right)\right)\right)\left[\Psi_{H, M}\left(\mathcal{B}\left(x_{j}, 10 \varrho\left(x_{j}\right)\right)\right)\right]^{2} \\
& \leq 10^{n+2 \varepsilon} \kappa^{2} \lambda^{2} \sum_{j \in J_{D}} \mu\left(\mathcal{B}\left(x_{j}, \varrho\left(x_{j}\right)\right)\right) \tag{5-16}
\end{align*}
$$

We shall denote in short

$$
\begin{equation*}
\mathcal{B}_{j}:=\mathcal{B}\left(x_{j}, \varrho\left(x_{j}\right)\right), \quad \sigma \mathcal{B}_{j}:=\mathcal{B}\left(x_{j}, \sigma \varrho\left(x_{j}\right)\right), \quad \sigma>0 \tag{5-17}
\end{equation*}
$$

Finally, since we are assuming that $\varrho_{0} \leq 1$, by (4-1) we observe that

$$
\begin{equation*}
\mu\left(\mathcal{B}\left(x_{0}, 2 \varrho_{0}\right)\right) \leq \frac{c 2^{n+2 \varepsilon}}{\varepsilon}=: L \equiv L(n, \varepsilon) \tag{5-18}
\end{equation*}
$$

5B. Dyadic cubes, and two constants. This section has a very technical nature, and reports a few facts that are true independently of the specify context we are working in. In order to cover the off-diagonal level sets of $U$, we need a more elaborate argument based on classical Calderón-Zygmund coverings. To this aim, we start by recalling basic properties of dyadic cubes in $\mathbb{R}^{2 n}$. They differ from the usual ones since they are "centered" at $x_{0}$ and the size is adapted to the size of the starting ball $\mathcal{B}\left(x_{0}, s\right)$. Define

$$
\begin{equation*}
k_{0}:=\left[-\log _{2}\left(\frac{s-t}{n 10^{10 n}}\right)\right]+1 \tag{5-19}
\end{equation*}
$$

where [ $\cdot$ ] denotes the integer part of a given number, with the (unnecessarily large) constant $10^{10 n}$ having also a symbolic meaning. Let $\Delta_{k}, k \geq k_{0}$, be the disjoint collection - centered at $x_{0}$-of half-open cubes of side length $2^{-k}$ whose closures are touching $\bar{B}\left(x_{0}, \frac{1}{2}(s+t)\right)$, i.e.,

$$
\Delta_{k}:=\left\{x_{0}+2^{-k} v+\left[0,2^{-k}\right)^{n}: v \in \mathbb{Z}^{n},\left(x_{0}+2^{-k} v+\left[0,2^{-k}\right]^{n}\right) \cap \bar{B}\left(x_{0}, \frac{1}{2}(s+t)\right) \neq \varnothing\right\}
$$

Notice that, with such a definition, by using (5-19) it follows that $k \geq k_{0}$ implies

$$
\begin{equation*}
B\left(x_{0}, t\right) \subset \bigcup_{K \in \Delta_{k}} K \subset B\left(x_{0}, s\right) \tag{5-20}
\end{equation*}
$$

The cubes defined above are, up to a translation aimed at centering everything at $x_{0}$, the standard dyadic cubes in $\mathbb{R}^{n}$. Let us recall a few basic properties. Let $\Delta$ be the family of all cubes from the families $\Delta_{k}$, that is, $\Delta:=\left\{K \in \Delta_{k}: k \geq k_{0}\right\}$. Defined this way, every cube $K$ in $\Delta_{k+1}, k \geq k_{0}$, has only one predecessor $\widetilde{K} \in \Delta_{k}$ such that $K \subset \widetilde{K}$. Moreover, if $K_{1} \in \Delta_{k_{1}}$ and $K_{2} \in \Delta_{k_{2}}$ with $k_{0} \leq k_{1}<k_{2}$ and also $K_{1} \cap K_{2} \neq \varnothing$, then $K_{2} \subset K_{1}$. Starting from the previous cubes, we fix the notation for the corresponding ones in $\mathbb{R}^{2 n}$. We set, again for $k \geq k_{0}$,

$$
\Xi_{k}:=\left\{\mathcal{K} \equiv K_{1} \times K_{2}: K_{1}, K_{2} \in \Delta_{k}\right\}, \quad \Xi:=\bigcup_{k \geq k_{0}} \Xi_{k},
$$

while the diagonal cubes build up the family

$$
\begin{equation*}
\widetilde{\Xi}_{k}:=\left\{\mathcal{K} \equiv K \times K: K \in \Delta_{k}\right\} \tag{5-21}
\end{equation*}
$$

With the above definition, it follows from (5-20) that

$$
\begin{equation*}
\mathcal{B}\left(x_{0}, t\right) \subset \bigcup_{\mathcal{K} \in \Xi_{k}} \mathcal{K} \subset \mathcal{B}\left(x_{0}, s\right) \tag{5-22}
\end{equation*}
$$

whenever $k \geq k_{0}$. Notice that, by defining the product cubes as above, we are actually once again considering dyadic cubes in $\mathbb{R}^{2 n}$, with the same properties of the cubes from $\Delta_{k}$. We also notice that if $\Xi \ni \mathcal{K}=K_{1} \times K_{2}$ then $\widetilde{\mathcal{K}}=\tilde{K}_{1} \times \tilde{K}_{2}$ is its unique predecessor. Finally, let $\mathcal{K} \in \Xi$; then there exist $K_{1}, K_{2} \in \Delta_{k}$ such that $\mathcal{K}=K_{1} \times K_{2}$; in this case we let

$$
\begin{equation*}
k(\mathcal{K})=k \tag{5-23}
\end{equation*}
$$

Next, again with $\mathcal{K}=K_{1} \times K_{2}$, we define the cube projections as

$$
P_{1}(\mathcal{K}) \equiv P_{1} \mathcal{K}:=K_{1} \times K_{1} \quad \text { and } \quad P_{2}(\mathcal{K}) \equiv P_{2} \mathcal{K}:=K_{2} \times K_{2}
$$

whenever $K_{1}, K_{2} \in \Delta_{k}$. In order to shorten the notation, we shall also write $P_{h}(\mathcal{K})=P_{h} \mathcal{K}$ for $h=1,2$. It hence follows that

$$
\begin{equation*}
P_{1}\left(K_{1} \times K_{2}\right)=P_{2}\left(K_{2} \times K_{1}\right) \tag{5-24}
\end{equation*}
$$

For a given cube $\mathcal{K} \equiv K_{1} \times K_{2}$ we define

$$
\begin{equation*}
\widetilde{\operatorname{dist}}\left(P_{1} \mathcal{K}, P_{2} \mathcal{K}\right):=\operatorname{dist}\left(K_{1}, K_{2}\right) \tag{5-25}
\end{equation*}
$$

and its symmetric (or mirror-reflected) cube with respect to the diagonal Diag, is defined by

$$
\begin{equation*}
\operatorname{Symm}(\mathcal{K})=\operatorname{Symm}\left(K_{1} \times K_{2}\right):=K_{2} \times K_{1} \tag{5-26}
\end{equation*}
$$

For future convenience we collect a few basic facts that are a direct consequence of the definitions above, and in particular of (5-23)-(5-26).

Proposition 5.3. Let $\mathcal{K}=K_{1} \times K_{2} \in \Xi$. The following facts are true:

- $P_{1} \mathcal{K}, P_{2} \mathcal{K} \in \Xi$.
- $\mu\left(P_{1} \mathcal{K}\right)=\mu\left(P_{2} \mathcal{K}\right)$ and $k(\mathcal{K})=k\left(P_{1} \mathcal{K}\right)=k\left(P_{2} \mathcal{K}\right)$.
- If $\Xi \ni \mathcal{H} \subset \mathcal{K}$, then $k(\mathcal{K}) \leq k(\mathcal{H})$.
- If $\widetilde{\mathcal{K}}$ is the predecessor of $\mathcal{K}$, then

$$
\begin{equation*}
\widetilde{\operatorname{dist}}\left(P_{1} \widetilde{\mathcal{K}}, P_{2} \widetilde{\mathcal{K}}\right) \leq \widetilde{\operatorname{dist}}\left(P_{1} \mathcal{K}, P_{2} \mathcal{K}\right) \tag{5-27}
\end{equation*}
$$

- The following relations hold:

$$
\begin{gather*}
\operatorname{dist}\left(P_{1} \mathcal{K}, P_{2} \mathcal{K}\right)=\sqrt{2} \widetilde{\operatorname{dist}\left(P_{1} \mathcal{K}, P_{2} \mathcal{K}\right),}  \tag{5-28}\\
\operatorname{dist}(\mathcal{K}, \operatorname{Diag})=\frac{1}{2} \operatorname{dist}\left(P_{1} \mathcal{K}, P_{2} \mathcal{K}\right)=\frac{1}{\sqrt{2}} \widetilde{\operatorname{dist}}\left(P_{1} \mathcal{K}, P_{2} \mathcal{K}\right),  \tag{5-29}\\
\operatorname{dist}\left(\mathcal{K}, P_{1} \mathcal{K}\right)=\operatorname{dist}\left(\mathcal{K}, P_{2} \mathcal{K}\right)=\operatorname{dist}\left(K_{1}, K_{2}\right)=\widetilde{\operatorname{dist}}\left(P_{1} \mathcal{K}, P_{2} \mathcal{K}\right),  \tag{5-30}\\
\operatorname{dist}\left(P_{1} \operatorname{Symm}(\mathcal{K}), P_{2} \operatorname{Symm}(\mathcal{K})\right)=\widetilde{\operatorname{dist}}\left(P_{1} \mathcal{K}, P_{2} \mathcal{K}\right) .
\end{gather*}
$$

- Let $F:(x, y) \in \mathbb{R}^{n} \times \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a locally $\mu$-integrable function which is symmetric, i.e., $F(x, y)=$ $F(y, x)$ holds for every $x, y \in \mathbb{R}^{n}$. Then

$$
\int_{\mathcal{K}} F d \mu=\int_{\operatorname{Symm}(\mathcal{K})} F d \mu
$$

whenever $\mathcal{K} \in \Xi$. In particular, $\mu(\mathcal{K})=\mu(\operatorname{Symm}(\mathcal{K}))$ and, moreover, $k(\mathcal{K})=k(\operatorname{Symm}(\mathcal{K}))$.
In the next two lemmas we introduce the $\varepsilon$-independent constants $c_{d d}$ and $\tilde{c}_{d}$, and these will be used very often throughout.

Lemma 5.4. There exists a constant $c_{d d}$, depending only on $n$, and in particular independent of $\varepsilon$, such that for $h \in\{1,2\}$ we have the inequality

$$
\begin{align*}
& c_{d d} \geq \sup _{\mathcal{K} \in \Xi}\left\{\frac{1}{\varepsilon}\left(\frac{\widetilde{\operatorname{dist}}\left(P_{1} \mathcal{K}, P_{2} \mathcal{K}\right)}{2^{-k(\mathcal{K})}}\right)^{n-2 \varepsilon} \frac{\mu(\mathcal{K})}{\mu\left(P_{h} \mathcal{K}\right)}\right\} \\
& \quad+\sup _{\mathcal{K} \in \Xi, \widetilde{\mathrm{dist}}\left(P_{1} \mathcal{K}, P_{2} \mathcal{K}\right) \geq 2^{-k(\mathcal{K})}} \varepsilon\left\{\left(\frac{\widetilde{\operatorname{dist}\left(P_{1} \mathcal{K}, P_{2} \mathcal{K}\right)}}{2^{-k(\mathcal{K})}}\right)^{2 \varepsilon-n} \frac{\mu\left(P_{h} \mathcal{K}\right)}{\mu(\mathcal{K})}\right\}+1 . \tag{5-31}
\end{align*}
$$

Proof. Indeed, observe that using the definition of the measure $\mu$ together with (5-25) (and assuming without loss of generality that $\left.\widetilde{\operatorname{dist}}\left(P_{1} \mathcal{K}, P_{2} \mathcal{K}\right)>0\right)$ we have

$$
\mu\left(P_{h} \mathcal{K}\right)=\frac{c(n)}{\varepsilon} 2^{-k(\mathcal{K})(n+2 \varepsilon)} \quad \text { and } \quad \mu(\mathcal{K}) \leq \frac{2^{-2 k(\mathcal{K}) n}}{\widetilde{\operatorname{dist}}\left(P_{1} \mathcal{K}, P_{2} \mathcal{K}\right)^{n-2 \varepsilon}}
$$

This allows us to bound the first quantity in (5-31) in a universal way:

$$
\frac{1}{\varepsilon}\left(\frac{\widetilde{\operatorname{dist}}\left(P_{1} \mathcal{K}, P_{2} \mathcal{K}\right)}{2^{-k(\mathcal{K})}}\right)^{n-2 \varepsilon} \frac{\mu(\mathcal{K})}{\mu\left(P_{h} \mathcal{K}\right)} \leq c(n)
$$

On the other hand, again by (5-25), if $x \in K_{1}$ and $y \in K_{2}$ then

$$
\widetilde{\operatorname{dist}}\left(P_{1} \mathcal{K}, P_{2} \mathcal{K}\right) \leq|x-y| \leq 2 \sqrt{n}\left[2^{-k(\mathcal{K})}+\widetilde{\operatorname{dist}}\left(P_{1} \mathcal{K}, P_{2} \mathcal{K}\right)\right]
$$

so that the very definition of the measure $\mu$ yields

$$
\mu(\mathcal{K}) \geq \frac{2^{-2 k(\mathcal{K}) n}}{(2 \sqrt{n})^{n-2 \varepsilon}\left[2^{-k(\mathcal{K})}+\widetilde{\operatorname{dist}}\left(P_{1} \mathcal{K}, P_{2} \mathcal{K}\right)\right]^{n-2 \varepsilon}}
$$

Then we have
$\varepsilon\left(\frac{\widetilde{\operatorname{dist}}\left(P_{1} \mathcal{K}, P_{2} \mathcal{K}\right)}{2^{-k(\mathcal{K})}}\right)^{2 \varepsilon-n} \frac{\mu\left(P_{h} \mathcal{K}\right)}{\mu(\mathcal{K})} \leq c(n)\left(\frac{\widetilde{\operatorname{dist}}\left(P_{1} \mathcal{K}, P_{2} \mathcal{K}\right)}{2^{-k(\mathcal{K})}}\right)^{2 \varepsilon-n} \frac{\left[2^{-k(\mathcal{K})}+\widetilde{\operatorname{dist}}\left(P_{1} \mathcal{K}, P_{2} \mathcal{K}\right)\right]^{n-2 \varepsilon}}{2^{-2 k(\mathcal{K}) n+k(\mathcal{K})(n+2 \varepsilon)}} \leq c(n)$,
where we have used that $\widetilde{\operatorname{dist}}\left(P_{1} \mathcal{K}, P_{2} \mathcal{K}\right) \geq 2^{-k(\mathcal{K})}$. We have therefore proved that (5-31) holds for a constant $c_{d d}$ depending only on $n$.

The second constant is presented in the next lemma.
Lemma 5.5. There exists a constant $\tilde{c}_{d}$, depending only on $n$, in particular independent of $\varepsilon$, such that the following inequality holds:

$$
\begin{equation*}
\sup \left\{\frac{\mu(\widetilde{\mathcal{K}})}{\mu(\mathcal{K})}: \widetilde{\mathcal{K}} \text { is the predecessor of } \mathcal{K}, \widetilde{\operatorname{dist}}\left(P_{1} \widetilde{\mathcal{K}}, P_{2} \widetilde{\mathcal{K}}\right) \geq 2^{-k(\mathcal{K})}\right\} \leq \tilde{c}_{d} \tag{5-32}
\end{equation*}
$$

Proof. Let us consider a dyadic cube $\mathcal{K}=K_{1} \times K_{2} \subset \mathbb{R}^{2 n}$, with $\widetilde{\mathcal{K}}$ being its predecessor, and such that $\widetilde{\operatorname{dist}}\left(P_{1} \widetilde{\mathcal{K}}, P_{2} \widetilde{\mathcal{K}}\right) \geq 2^{-k(\mathcal{K})}$. The triangle inequality gives

$$
|x-y| \leq 2 \sqrt{n} 2^{-k(\mathcal{K})+1}+\operatorname{dist}\left(P_{1} \tilde{\mathcal{K}}, P_{2} \tilde{\mathcal{K}}\right) \leq 8 \sqrt{n} \operatorname{dist}\left(P_{1} \tilde{\mathcal{K}}, P_{2} \tilde{\mathcal{K}}\right)
$$

whenever $(x, y) \in K_{1} \times K_{2}$. By the very definition of $\mu$ and (5-25), and finally using the inequality in the previous line when performing the final estimation, we get

$$
\begin{aligned}
\mu(\widetilde{\mathcal{K}}) & \leq \widetilde{\operatorname{dist}}\left(P_{1} \widetilde{\mathcal{K}}, P_{2} \widetilde{\mathcal{K}}\right)^{-(n-2 \varepsilon)}\left|\widetilde{K_{1}} \times \widetilde{K_{2}}\right| \\
& =4^{n} \widetilde{\operatorname{dist}}\left(P_{1} \widetilde{\mathcal{K}}, P_{2} \widetilde{\mathcal{K}}\right)^{-(n-2 \varepsilon)}\left|K_{1} \times K_{2}\right| \\
& \leq c(n) \mu(\mathcal{K}),
\end{aligned}
$$

and the proof of the lemma is complete.
5C. Off-diagonal cubes and Calderón-Zygmund coverings. We start by reporting an adaptation of the classical Calderón-Zygmund decomposition lemma. The argument is completely similar to the classical one and for a proof we refer for instance to [Stein 1993], taking into account that the measure $\mu$ is doubling and absolutely continuous with respect to the Lebesgue measure.

Theorem 5.6. Let $Q_{0}$ be a cube in $\mathbb{R}^{2 n}$ and let $\tilde{U}$ be a nonnegative function in $L^{1}\left(Q_{0}\right)$. Let $\tilde{\lambda}$ be a real number such that

$$
f_{Q_{0}} \tilde{U} d \mu \leq \tilde{\lambda}
$$

There exists a countable, but possibly finite, family of pairwise disjoint dyadic cubes $\left\{Q_{i}\right\}$, with sides parallel to those of $Q_{0}$, such that

$$
\tilde{\lambda}<f_{Q_{i}} \tilde{U} d \mu \text { and } f_{\widetilde{Q}_{i}} \widetilde{U} d \mu \leq \tilde{\lambda} \quad \text { for every } Q_{i}
$$

where $\widetilde{Q}_{i}$ denotes the predecessor of $Q_{i}$, and

$$
\tilde{U} \leq \tilde{\lambda} \quad \text { a.e. in } Q_{0} \backslash \bigcup_{i} Q_{i}
$$

We now start to cover the off-diagonal part of the level set of $U$. To this end, let us consider the cubes from the family $\Xi_{k_{0}}$ and, accordingly, the quantity

$$
\begin{equation*}
\lambda_{1}:=\max \left\{\tilde{\lambda}_{0}, \sup _{\mathcal{K} \in \Xi_{k_{0}}}\left(f_{\mathcal{K}} U^{2} d \mu\right)^{1 / 2}\right\} . \tag{5-33}
\end{equation*}
$$

We recall that the numbers $\tilde{\lambda}_{0}$ and $k_{0}$ have been determined in (5-10) and (5-19), respectively. Let us observe that (5-22) implies that the family $\{\mathcal{K}\}_{\mathcal{K} \in \Xi_{k_{0}}}$ forms a disjoint covering of $\mathcal{B}\left(x_{0}, t\right)$. With $\lambda \geq \lambda_{1}$ we now apply Theorem 5.6 with the choice $Q_{0} \equiv \mathcal{K}_{0}$, for every single cube $\mathcal{K}_{0} \in \Xi_{k_{0}}$; we therefore obtain a family of disjoint dyadic cubes $Q_{i}\left(\mathcal{K}_{0}\right)$ such that

$$
\lambda^{2}<f_{Q_{i}\left(\mathcal{K}_{0}\right)} U^{2} d \mu \quad \text { and } \quad f_{\widetilde{Q}_{i}\left(\mathcal{K}_{0}\right)} U^{2} d \mu \leq \lambda^{2} \quad \text { for every } Q_{i}
$$

where, as usual, $\widetilde{Q}_{i}\left(\mathcal{K}_{0}\right)$ denotes the predecessor of $Q_{i}\left(\mathcal{K}_{0}\right)$, and

$$
U \leq \lambda \quad \text { a.e. in } \mathcal{K}_{0} \backslash \bigcup_{i} Q_{i}\left(\mathcal{K}_{0}\right)
$$

Putting all such families of cubes together, we get a countable family

$$
\mathcal{U}_{\lambda}:=\bigcup_{\mathcal{K}_{0} \in \Xi_{k_{0}}}\left\{Q_{i}\left(\mathcal{K}_{0}\right)\right\} \equiv\{\mathcal{K}\}
$$

of disjoint dyadic cubes $\mathcal{K}$ which are such that

$$
\begin{equation*}
\lambda^{2}<f_{\mathcal{K}} U^{2} d \mu \quad \text { and } \quad f_{\widetilde{\mathcal{K}}} U^{2} d \mu \leq \lambda^{2} \quad \text { for every } \mathcal{K} \in \mathcal{U}_{\lambda} \tag{5-34}
\end{equation*}
$$

where $\widetilde{\mathcal{K}}$ denotes the predecessor of $\mathcal{K}$, and such that

$$
\begin{equation*}
U \leq \lambda \quad \text { a.e. in } \mathcal{B}\left(x_{0}, t\right) \backslash \bigcup_{\mathcal{K} \in \mathcal{U}_{\lambda}} \mathcal{K} . \tag{5-35}
\end{equation*}
$$

Remark 5.7. The symmetry of the function $U$ and Proposition 5.3 imply that

$$
\int_{\mathcal{K}} U^{2} d \mu=\int_{\operatorname{Symm}(\mathcal{K})} U^{2} d \mu
$$

whenever $\mathcal{K} \in \Xi$. It then follows that $\mathcal{K} \in \mathcal{U}_{\lambda}$ if and only if $\operatorname{Symm}(\mathcal{K}) \in \mathcal{U}_{\lambda}$.

5D. First removal of nearly diagonal cubes. In this step we are going to show that, in order to cover the level sets of $U^{2}$, it is sufficient to restrict our attention to those dyadic cubes that are "far" from the diagonal in a suitably quantified sense. Specifically, the word far refers to the fact that for such cubes it happens that their distance to the diagonal is larger than their size. These are really the relevant cubes to analyze, since we shall see that the remaining ones can be covered by the balls considered in (5-14)-(5-15). We therefore start by considering the family of nearly diagonal cubes

$$
\mathcal{U}_{\lambda}^{d}:=\left\{\mathcal{K} \in \mathcal{U}_{\lambda}: \widetilde{\operatorname{dist}}\left(P_{1} \widetilde{\mathcal{K}}, P_{2} \widetilde{\mathcal{K}}\right)<2^{-k(\mathcal{K})}, \widetilde{\mathcal{K}} \text { is the predecessor of } \mathcal{K}\right\}
$$

With $\mathcal{K} \in \mathcal{U}_{\lambda}^{d}$, consider now a point $(\tilde{x}, \tilde{x}) \in \operatorname{Diag}$ such that $\operatorname{dist}((\tilde{x}, \tilde{x}), \tilde{\mathcal{K}})=\operatorname{dist}(\operatorname{Diag}, \tilde{\mathcal{K}})$ and a diagonal ball $\mathcal{B}(\tilde{x}, \varrho) \subset \mathbb{R}^{2 n}$ with radius $\varrho$ greater than or equal to

$$
\frac{5 \sqrt{n} \widetilde{\operatorname{dist}}\left(P_{1} \widetilde{\mathcal{K}}, P_{2} \widetilde{\mathcal{K}}\right)}{2}+5 \sqrt{n} 2^{-k(\mathcal{K})+1}
$$

Keeping (5-29) in mind and applying it to $\widetilde{\mathcal{K}}$, it follows that $\widetilde{\mathcal{K}} \subset \mathcal{B}(\tilde{x}, \varrho)$. Ultimately, we can find a diagonal ball $\mathcal{B} \equiv \mathcal{B}\left(\tilde{x}, 24 \sqrt{n} 2^{-k(\mathcal{K})}\right.$ ) such that $\mathcal{K} \subset \mathcal{B}$. Notice that, in this case, by using (4-3) from Proposition 4.1 and recalling that $(\tilde{x}, \tilde{x}) \in \operatorname{Diag}$, we conclude there exists a constant $c_{d}$, which depends only on $n$, such that

$$
\begin{equation*}
1 \leq \frac{\mu(\mathcal{B})}{\mu(\mathcal{K})} \leq \frac{c_{d}}{\varepsilon} \equiv \frac{c_{d}(n)}{\varepsilon} \tag{5-36}
\end{equation*}
$$

Therefore, if $\mathcal{K} \in \mathcal{U}_{\lambda}^{d}$, then the lower bound in (5-34) yields

$$
\lambda^{2}<f_{\mathcal{K}} U^{2} d \mu \leq \frac{\mu(\mathcal{B})}{\mu(\mathcal{K})} f_{\mathcal{B}} U^{2} d \mu \leq \frac{c_{d}}{\varepsilon} f_{\mathcal{B}} U^{2} d \mu
$$

Assuming that the number $\kappa \in(0,1]$ introduced in $(5-10)$ satisfies

$$
\begin{equation*}
\kappa \in\left(0, \kappa_{0}\right], \quad \kappa_{0}:=\frac{\varepsilon^{1 / 2}}{\sqrt{2 c_{d}}} \tag{5-37}
\end{equation*}
$$

all in all we have proved that

$$
\text { for all } \mathcal{K} \in \mathcal{U}_{\lambda}^{d} \text {, there exists } \mathcal{B}^{\mathcal{K}} \equiv B^{\mathcal{K}} \times B^{\mathcal{K}} \quad \text { such that } \quad \int_{\mathcal{B}^{\mathcal{K}}} U^{2} d \mu>\kappa^{2} \lambda^{2} \text { and } \mathcal{K} \subset \mathcal{B}^{\mathcal{K}}
$$

This means that, if $\tilde{x}$ is the center of $\mathcal{B}^{\mathcal{K}}$, by the exit-time condition (5-13) it follows that $(\tilde{x}, \tilde{x}) \in D_{\kappa \lambda}$ and then $\mathcal{B}^{\mathcal{K}} \subset B(\tilde{x}, \varrho(\tilde{x}))$. By (5-14) it hence follows that

$$
\begin{equation*}
\bigcup_{\mathcal{K} \in \mathcal{U}_{\lambda}^{d}} \mathcal{K} \subset \bigcup_{j \in J_{D}} 10 \mathcal{B}_{j} \tag{5-38}
\end{equation*}
$$

Notice that here, in order to find the ball $\mathcal{B}^{\mathcal{K}}$ and apply the exit-time condition in (5-13), we have used that the radius of the diagonal ball $\mathcal{B} \equiv \mathcal{B}\left(\tilde{x}, 24 \sqrt{n} 2^{-k(\mathcal{K})}\right)$ is smaller than $(s-t) / 40^{n}$. In turn, this is a consequence of the fact that $k(\mathcal{K}) \geq k_{0}$ and of the fact that $k_{0}$ is large enough, as prescribed in (5-19).

5E. Off-diagonal reverse Hölder inequalities. As we saw in the previous section, $\mathcal{U}_{\lambda}^{d}$ has already been covered by the diagonal cover. Thus, we shall now only consider so-called off-diagonal cubes:

$$
\begin{equation*}
\mathcal{U}_{\lambda}^{\text {nd }}:=\left\{\mathcal{K} \in \mathcal{U}_{\lambda}: \widetilde{\operatorname{dist}}\left(P_{1} \widetilde{\mathcal{K}}, P_{2} \widetilde{\mathcal{K}}\right) \geq 2^{-k(\mathcal{K})}, \widetilde{\mathcal{K}} \text { is the predecessor of } \mathcal{K}\right\} . \tag{5-39}
\end{equation*}
$$

We notice that (5-27) implies

$$
\mathcal{K} \in \mathcal{U}_{\lambda}^{\text {nd }} \quad \Longrightarrow \quad \widetilde{\operatorname{dist}}\left(P_{1} \mathcal{K}, P_{2} \mathcal{K}\right) \geq 2^{-k(\mathcal{K})}
$$

The goal is thus to sort and estimate suitable off-diagonal sums of the measures of cubes belonging to $\mathcal{U}_{\lambda}^{\text {nd }}$. The following lemma is our basic tool. It roughly says that, for nondiagonal cubes, reverse Hölder inequalities hold automatically, and independently of the fact that the function solves an equation. The price to pay is the appearance of certain diagonal correction terms, and this is eventually treated by some combinatorial lemmas.

Lemma 5.8 (off-diagonal reverse inequality). Let $k \geq k_{0}$, and suppose that $\mathcal{K} \in \Xi_{k}$. There exists a constant $c_{n d} \equiv c_{n d}(n, \alpha)$, independent of $\varepsilon$, such that whenever $\widetilde{\operatorname{dist}}\left(P_{1} \mathcal{K}, P_{2} \mathcal{K}\right) \geq 2^{-k}$, the inequality

$$
\begin{aligned}
\left(f_{\mathcal{K}} U^{2} d \mu\right)^{1 / 2} \leq c_{n d}\left(f_{\mathcal{K}} U^{q} d \mu\right)^{1 / q}+\frac{c_{n d}}{\varepsilon^{1 / q}}\left(\frac{2^{-k}}{\widetilde{\operatorname{dist}}\left(P_{1} \mathcal{K}, P_{2} \mathcal{K}\right)}\right)^{\alpha+\varepsilon}\left(f_{P_{1} \mathcal{K}} U^{q} d \mu\right)^{1 / q} \\
+\frac{c_{n d}}{\varepsilon^{1 / q}}\left(\frac{2^{-k}}{\widetilde{\operatorname{dist}}\left(P_{1} \mathcal{K}, P_{2} \mathcal{K}\right)}\right)^{\alpha+\varepsilon}\left(f_{P_{2} \mathcal{K}} U^{q} d \mu\right)^{1 / q}
\end{aligned}
$$

holds, with the number $q$ being defined in (4-13). In particular, this inequality holds whenever $\mathcal{K} \in \mathcal{U}_{\lambda}^{\text {nd }}$.
Proof. Let $\mathcal{K} \equiv K_{1} \times K_{2} \in \Xi_{k}$, and find points $x_{1} \in \bar{K}_{1}$ and $y_{1} \in \bar{K}_{2}$ such that $\operatorname{dist}\left(K_{1}, K_{2}\right)=\left|x_{1}-y_{1}\right|$. By the triangle inequality we obtain, whenever $x, y \in \mathcal{K}$,

$$
\begin{aligned}
|x-y| & \leq \operatorname{dist}\left(K_{1}, K_{2}\right)+\left|x_{1}-x\right|+\left|y_{1}-y\right| \\
& \leq \operatorname{dist}\left(K_{1}, K_{2}\right)+2 \sqrt{n} 2^{-k} \\
& \leq 3 \sqrt{n} \widetilde{\operatorname{dist}}\left(P_{1} \mathcal{K}, P_{2} \mathcal{K}\right)=3 \sqrt{n} \operatorname{dist}\left(K_{1}, K_{2}\right) .
\end{aligned}
$$

Therefore we have

$$
\begin{equation*}
1 \leq \frac{|x-y|}{\operatorname{dist}\left(K_{1}, K_{2}\right)} \leq 3 \sqrt{n} \quad \text { for all }(x, y) \in \mathcal{K} \tag{5-40}
\end{equation*}
$$

where the first inequality is a trivial consequence of the definition of $\operatorname{dist}\left(K_{1}, K_{2}\right)$. Next, thanks to (5-40), the very definition of $\mu$ yields

$$
\begin{equation*}
\mu(\mathcal{K}) \approx \frac{4^{-n k}}{\operatorname{dist}\left(K_{1}, K_{2}\right)^{n-2 \varepsilon}} \tag{5-41}
\end{equation*}
$$

with the constant involved being independent of $\varepsilon$, but just depending on $n$. By using (5-40) and (5-41) we then have

$$
\begin{align*}
\left(f_{\mathcal{K}} U^{2} d \mu\right)^{1 / 2}= & \left(\frac{1}{\mu(\mathcal{K})} \int_{K_{1}} \int_{K_{2}} \frac{|u(x)-u(y)|^{2}}{|x-y|^{n+2 \alpha}} d x d y\right)^{1 / 2} \\
& \leq c\left(\frac{\operatorname{dist}\left(K_{1}, K_{2}\right)^{n-2 \varepsilon-(n+2 \alpha)}}{4^{-n k(\mathcal{K})}} \int_{K_{1}} \int_{K_{2}}|u(x)-u(y)|^{2} d x d y\right)^{1 / 2} \\
& \leq c \operatorname{dist}\left(K_{1}, K_{2}\right)^{-(\alpha+\varepsilon)}\left(f_{K_{1}} f_{K_{2}}|u(x)-u(y)|^{2} d x d y\right)^{1 / 2} \tag{5-42}
\end{align*}
$$

where $c$ depends only on $n$. We further estimate the integral on the right using Minkowski's inequality:

$$
\begin{aligned}
&\left(f_{K_{1}} f_{K_{2}}|u(x)-u(y)|^{2} d x d y\right)^{1 / 2} \leq\left(f_{K_{1}}\left|u(x)-(u)_{K_{1}}\right|^{2} d x\right)^{1 / 2} \\
&+\left(f_{K_{2}}\left|u(x)-(u)_{K_{2}}\right|^{2} d x\right)^{1 / 2}+\left|(u)_{K_{1}}-(u)_{K_{2}}\right|
\end{aligned}
$$

By using the fractional Poincaré inequality of Lemma 4.3 applied to cubes, and recalling that $P_{h} \mathcal{K}=$ $K_{h} \times K_{h}$ for $h \in\{1,2\}$, we deduce that

$$
\left(f_{K_{h}}\left|u(x)-(u)_{K_{h}}\right|^{2} d x\right)^{1 / 2} \leq \frac{c 2^{-k(\alpha+\varepsilon)}}{\varepsilon^{1 / q}}\left(f_{P_{h} \mathcal{K}} U^{q} d \mu\right)^{1 / q}, \quad h \in\{1,2\}
$$

with the implied constant $c$ depending only on $n$ and $\alpha$. Finally, by Hölder's inequality, and using (5-40) and (5-41) repeatedly, we get

$$
\begin{aligned}
\left|(u)_{K_{1}}-(u)_{K_{2}}\right| & \leq f_{K_{1}} f_{K_{2}}|u(x)-u(y)| d x d y \\
& \leq\left(f_{K_{1}} f_{K_{2}}|u(x)-u(y)|^{q} d x d y\right)^{1 / q} \\
& \leq c\left(\frac{1}{\operatorname{dist}\left(K_{1}, K_{2}\right)^{n-2 \varepsilon} \mu(\mathcal{K})} \int_{K_{1}} \int_{K_{2}}|u(x)-u(y)|^{q} d x d y\right)^{1 / q} \\
& \leq c\left(f_{\mathcal{K}}|u(x)-u(y)|^{q} d \mu\right)^{1 / q} \\
& \leq c \operatorname{dist}\left(K_{1}, K_{2}\right)^{\alpha+\varepsilon}\left(f_{\mathcal{K}} U^{q} d \mu\right)^{1 / q}
\end{aligned}
$$

with $c \equiv c(n)$. Combining the content of the last four displays and recalling the definition in (5-25) finishes the proof.

We remark that the previous lemma works for any function $u \in W^{\alpha, 2}$ and does not require that $u$ solves any equation; moreover, the lemma works for every positive integer $k$. Applying it in the present situation gives the next result:

Corollary 5.9. Let $k \geq k_{0}$ be an integer, and suppose that $\mathcal{K} \in \Xi_{k}$ is such that $\widetilde{\operatorname{dist}}\left(P_{1} \mathcal{K}, P_{2} \mathcal{K}\right) \geq 2^{-k}$. Assume that

$$
\left(f_{\mathcal{K}} U^{2} d \mu\right)^{1 / 2} \geq \lambda
$$

and that the number $\kappa$ introduced in (5-10) satisfies

$$
\begin{equation*}
\kappa \in\left(0, \kappa_{1}\right], \quad \kappa_{1}:=\frac{\varepsilon^{1 / q}}{2^{1 / q} 3 c_{n d}} \tag{5-43}
\end{equation*}
$$

where $c_{n d} \equiv c_{n d}(n, \alpha)$ has been defined in Lemma 5.8. Then we have

$$
\begin{align*}
\mu(\mathcal{K}) \leq \frac{3^{q} c_{n d}^{q}}{\lambda^{q}} \int_{\mathcal{K} \cap\{U>\kappa \lambda\}} U^{q} d \mu & +\frac{3^{q} c_{n d}^{q}}{\varepsilon \lambda^{q}} \frac{\mu(\mathcal{K})}{\mu\left(P_{1} \mathcal{K}\right)}\left(\frac{2^{-k}}{\widetilde{\operatorname{dist}}\left(P_{1} \mathcal{K}, P_{2} \mathcal{K}\right)}\right)^{q(\alpha+\varepsilon)} \int_{P_{1} \mathcal{K} \cap\{U>\kappa \lambda\}} U^{q} d \mu \\
& +\frac{3^{q} c_{n d}^{q}}{\varepsilon \lambda^{q}} \frac{\mu(\mathcal{K})}{\mu\left(P_{2} \mathcal{K}\right)}\left(\frac{2^{-k}}{\left.\widetilde{\operatorname{dist}\left(P_{1} \mathcal{K}, P_{2} \mathcal{K}\right)}\right)^{q(\alpha+\varepsilon)} \int_{P_{2} \mathcal{K} \cap\{U>\kappa \lambda\}} U^{q} d \mu .}\right. \tag{5-44}
\end{align*}
$$

In particular, the inequality (5-44) holds whenever $\mathcal{K} \in \mathcal{U}_{\lambda}^{\text {nd }}$.
Proof. Appealing to Lemma 5.8, and using the elementary inequality $(a+b+c)^{q} \leq 3^{q-1}\left(a^{q}+b^{q}+c^{q}\right)$ valid for all nonnegative numbers $a, b, c \in \mathbb{R}$, we get

$$
\frac{\lambda^{q}}{3^{q-1} c_{n d}^{q}} \leq f_{\mathcal{K}} U^{q} d \mu+\frac{1}{\varepsilon}\left(\frac{2^{-k}}{\widetilde{\operatorname{dist}}\left(P_{1} \mathcal{K}, P_{2} \mathcal{K}\right)}\right)^{q(\alpha+\varepsilon)}\left(f_{P_{1} \mathcal{K}} U^{q} d \mu+f_{P_{2} \mathcal{K}} U^{q} d \mu\right)
$$

To estimate the integrals appearing on the right-hand side, we note that by (5-43) we have

$$
f_{E} U^{q} d \mu \leq \kappa_{1}^{q} \lambda^{q}+\frac{1}{\mu(E)} \int_{E \cap\{U>\kappa \lambda\}} U^{q} d \mu
$$

with $E \in\left\{\mathcal{K}, P_{1} \mathcal{K}, P_{2} \mathcal{K}\right\}$ so that, recalling that $\widetilde{\operatorname{dist}}\left(P_{1} \mathcal{K}, P_{2} \mathcal{K}\right) \geq 2^{-k}$, we gain

$$
\begin{aligned}
\frac{\lambda^{q}}{3^{q-1} c_{n d}^{q}} \leq \frac{3 \kappa_{1}^{q} \lambda^{q}}{\varepsilon}+\frac{1}{\mu(\mathcal{K})} \int_{\mathcal{K} \cap\{U>\kappa \lambda\}} U^{q} d \mu & +\frac{1}{\varepsilon \mu\left(P_{1} \mathcal{K}\right)}\left(\frac{2^{-k}}{\widetilde{\operatorname{dist}}\left(P_{1} \mathcal{K}, P_{2} \mathcal{K}\right)}\right)^{q(\alpha+\varepsilon)} \int_{P_{1} \mathcal{K} \cap\{U>\kappa \lambda\}} U^{q} d \mu \\
& +\frac{1}{\varepsilon \mu\left(P_{2} \mathcal{K}\right)}\left(\frac{2^{-k}}{\widetilde{\operatorname{dist}}\left(P_{1} \mathcal{K}, P_{2} \mathcal{K}\right)}\right)^{q(\alpha+\varepsilon)} \int_{P_{2} \mathcal{K} \cap\{U>\kappa \lambda\}} U^{q} d \mu
\end{aligned}
$$

Now (5-44) follows by inserting (5-43) in the last estimate and reabsorbing terms.
5F. Families of off-diagonal cubes. With $\mathcal{U}_{\lambda}^{\text {nd }}$ as defined in (5-39), consider now the families

$$
\begin{equation*}
\mathcal{M}_{\lambda}^{h}:=\left\{\mathcal{K} \in \mathcal{U}_{\lambda}^{n d}: f_{P_{h} \mathcal{K}} U^{q} d \mu \leq(10 n)^{n+2} \kappa^{q} \lambda^{q}\right\} \tag{5-45}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{N}_{\lambda}^{h}:=\left\{\mathcal{K} \in \mathcal{U}_{\lambda}^{n d}: f_{P_{h} \mathcal{K}} U^{q} d \mu>(10 n)^{n+2} \kappa^{q} \lambda^{q}\right\} \tag{5-46}
\end{equation*}
$$

for $h \in\{1,2\}$, with the number $\kappa$ defined as in (5-10) and $q$ defined as in (4-13). Furthermore, define

$$
\begin{equation*}
\mathcal{M}_{\lambda}:=\mathcal{M}_{\lambda}^{1} \cap \mathcal{M}_{\lambda}^{2} \quad \text { and } \quad \mathcal{N}_{\lambda}:=\mathcal{N}_{\lambda}^{1} \cup \mathcal{N}_{\lambda}^{2} \tag{5-47}
\end{equation*}
$$

so that we have the decomposition into disjoint families

$$
\begin{equation*}
\mathcal{U}_{\lambda}^{\text {nd }}=\mathcal{M}_{\lambda} \cup \mathcal{N}_{\lambda} \tag{5-48}
\end{equation*}
$$

Lemma 5.10 (soft off-diagonal summation). The inequality

$$
\begin{equation*}
\sum_{\mathcal{K} \in \mathcal{M}_{\lambda}} \mu(\mathcal{K}) \leq \frac{6^{q} c_{n d}^{q}}{\lambda^{q}} \int_{\mathcal{B}\left(x_{0}, s\right) \cap\{U>\kappa \lambda\}} U^{q} d \mu \tag{5-49}
\end{equation*}
$$

holds whenever the number $\kappa$ in (5-10) satisfies

$$
\begin{equation*}
\kappa \in\left(0, \kappa_{2}\right], \quad \kappa_{2}:=\frac{\varepsilon^{1 / q}}{8^{1 / q} 3 c_{n d}(10 n)^{(n+2) / q}} . \tag{5-50}
\end{equation*}
$$

The constant $c_{n d} \equiv c_{n d}(n, \alpha)$ was defined in Lemma 5.8 and appears in Corollary $5.9 ;$ it is independent of $\varepsilon$.

Proof. It is sufficient to prove that if $\mathcal{K} \in \mathcal{M}_{\lambda}$, then

$$
\begin{equation*}
\mu(\mathcal{K}) \leq \frac{6^{q} c_{n d}^{q}}{\lambda^{q}} \int_{\mathcal{K} \cap\{U>\kappa \lambda\}} U^{q} d \mu \tag{5-51}
\end{equation*}
$$

After this, (5-49) follows, since the initial family $\mathcal{U}_{\lambda}$ is disjoint and (5-22) holds. For the proof of (5-51), notice that if $\mathcal{K} \in \mathcal{M}_{\lambda}^{h}$, then we have, for $h \in\{1,2\}$, that

$$
\begin{align*}
& \frac{3^{q} c_{n d}^{q}}{\varepsilon \lambda^{q}} \frac{\mu(\mathcal{K})}{\mu\left(P_{h} \mathcal{K}\right)}\left(\frac{2^{-k(\mathcal{K})}}{\widetilde{\operatorname{dist}}\left(P_{1} \mathcal{K}, P_{2} \mathcal{K}\right)}\right)^{q(\alpha+\varepsilon)} \int_{P_{h} \mathcal{K} \cap\{U>\kappa \lambda\}} U^{q} d \mu \\
& \leq \mu(\mathcal{K}) \frac{3^{q} c_{n d}^{q}}{\varepsilon \lambda^{q}} f_{P_{h} \mathcal{K}} U^{q} d \mu \leq \mu(\mathcal{K}) \frac{3^{q} c_{n d}^{q}}{\varepsilon \lambda^{q}}(10 n)^{n+2} \kappa^{q} \lambda^{q} \leq \frac{\mu(\mathcal{K})}{8} \tag{5-52}
\end{align*}
$$

Using this last estimate for $h \in\{1,2\}$ in combination with (5-44), and reabsorbing terms, gives (5-51); the proof is therefore complete.

It remains to study the family $\mathcal{N}_{\lambda}$ defined in (5-47). To this aim, we introduce the family of diagonal cubes defined by

$$
P_{h} \mathcal{N}_{\lambda}:=\left\{P_{h} \mathcal{K}: \mathcal{K} \in \mathcal{N}_{\lambda}^{h}\right\}, \quad h \in\{1,2\} .
$$

Keeping (5-24) and Remark 5.7 in mind, we have that

$$
\begin{equation*}
\mathcal{K} \in \mathcal{N}_{\lambda}^{1} \Longleftrightarrow \operatorname{Symm}(\mathcal{K}) \in \mathcal{N}_{\lambda}^{2} \tag{5-53}
\end{equation*}
$$

whenever $\mathcal{K} \in \Xi$. Now, let us make a remark: consider $T \in P_{1} \mathcal{N}_{\lambda}$, so that $T=P_{1}(\mathcal{K})$ for some $\mathcal{K} \in \mathcal{N}_{\lambda}^{1}$. Therefore $T=P_{2}(\operatorname{Symm}(\mathcal{K}))$ by $(5-24)$, and by $(5-53)$ we have $\operatorname{Symm}(\mathcal{K}) \in \mathcal{N}_{\lambda}^{2}$. We conclude that
$T \in P_{2} \mathcal{N}_{\lambda}$ and eventually that $P_{1} \mathcal{N}_{\lambda} \subset P_{2} \mathcal{N}_{\lambda}$. In a similar way it follows that $P_{2} \mathcal{N}_{\lambda} \subset P_{1} \mathcal{N}_{\lambda}$. We therefore conclude that $P_{1} \mathcal{N}_{\lambda}=P_{2} \mathcal{N}_{\lambda}=P_{1} \mathcal{N}_{\lambda} \cup P_{2} \mathcal{N}_{\lambda}$. Let $P \mathcal{N}_{\lambda}$ be a disjoint subfamily of $P_{1} \mathcal{N}_{\lambda} \cup P_{2} \mathcal{N}_{\lambda}$ such that

$$
\begin{equation*}
\bigcup_{\mathcal{H} \in P \mathcal{N}_{\lambda}} \mathcal{H}=\bigcup_{\mathcal{K} \in P_{1} \mathcal{N}_{\lambda} \cup P_{2} \mathcal{N}_{\lambda}} \mathcal{K} . \tag{5-54}
\end{equation*}
$$

Note that, since all the cubes of the family $P \mathcal{N}_{\lambda}$ are themselves dyadic cubes, such an extracted disjoint covering always exists. We remark that a straightforward consequence of the definitions is that all cubes from $P \mathcal{N}_{\lambda}$ obviously belong to $P_{1} \mathcal{N}_{\lambda} \cup P_{2} \mathcal{N}_{\lambda}$ and are therefore diagonal cubes.

5G. Determining $\kappa$. We here determine the parameter $\kappa$ in (5-10). By choosing

$$
\begin{equation*}
\kappa:=\min \left\{\kappa_{0}, \kappa_{1}, \kappa_{2}\right\} \equiv \min \left\{\frac{\varepsilon^{1 / 2}}{\sqrt{2 c_{d}}}, \frac{\varepsilon^{1 / q}}{2^{1 / q} 3 c_{n d}}, \frac{\varepsilon^{1 / q}}{8^{1 / q} 3 c_{n d}(10 n)^{(n+2) / q}}\right\} \tag{5-55}
\end{equation*}
$$

conditions (5-37), (5-43) and (5-50) are all satisfied, so the content and the results of Sections 5D-5F are at our disposal. Recalling that $c_{d}$ in (5-36) (coming from Proposition 4.1) depends only on $n$, and that $c_{n d}$ from Lemma 5.8 depends only on $n, \alpha$, we conclude there exists a new constant $c_{\kappa}$ such that

$$
\begin{equation*}
\kappa \geq \varepsilon^{1 / q} / c_{\kappa}, \quad c_{\kappa} \equiv c_{\kappa}(n, \alpha) \tag{5-56}
\end{equation*}
$$

5H. Further removal of nearly diagonal cubes. We recall that our final goal is to estimate the measure of the level sets of $U$. Since the nearly diagonal part has already been covered, we proceed in excluding from the subsequent analysis those cubes covered by the balls in (5-14)-(5-15). Therefore, we introduce

$$
\begin{equation*}
\mathcal{N}_{\lambda, d}:=\left\{\mathcal{K} \in \mathcal{N}_{\lambda}: \mathcal{K} \subset \bigcup_{j \in J_{D}} 10 \mathcal{B}_{j}\right\} \tag{5-57}
\end{equation*}
$$

and, accordingly,

$$
\begin{equation*}
\mathcal{N}_{\lambda, n d}:=\mathcal{N}_{\lambda} \backslash \mathcal{N}_{\lambda, d} \quad \text { and } \quad \mathcal{N}_{\lambda, n d}^{h}:=\mathcal{N}_{\lambda, n d} \cap \mathcal{N}_{\lambda}^{h}, \quad \text { for } h \in\{1,2\} . \tag{5-58}
\end{equation*}
$$

We observe that the main difficulty in handling the cubes from the family $P \mathcal{N}_{\lambda}$ stems from the fact that they do not belong to the family $\mathcal{U}_{\lambda}$, i.e., they do not come from an exit-time argument and therefore no control is available on the values taken by $U^{2}$ on such cubes. This will be bypassed via a very delicate combinatorial argument. The next lemma is instrumental to that.

Lemma 5.11. Let $\mathcal{K} \in \mathcal{N}_{\lambda, n d}$ be such that $P_{h} \mathcal{K} \subset \mathcal{H}$ for some $\mathcal{H} \in P \mathcal{N}_{\lambda}$ and some $h \in\{1,2\}$. Then $\widetilde{\operatorname{dist}}\left(P_{1} \mathcal{K}, P_{2} \mathcal{K}\right) \geq 2^{-k(\mathcal{H})}$.

Proof. First, let us consider a cube $\mathcal{H} \in P \mathcal{N}_{\lambda}$; take the diagonal ball $\mathcal{B}(\mathcal{H}) \equiv \mathcal{B}\left(x_{\mathcal{H}}, 2^{-(k(\mathcal{H})+1)}\right),\left(x_{\mathcal{H}}, x_{\mathcal{H}}\right)$ being the center of $\mathcal{H}$. It follows that

$$
\begin{equation*}
\mathcal{B}(\mathcal{H}) \subset \mathcal{H} \subset \sqrt{n} \mathcal{B}(\mathcal{H}) \tag{5-59}
\end{equation*}
$$

Therefore we have by Hölder's inequality and the definition of $P \mathcal{N}_{\lambda}$ that

$$
\begin{align*}
(10 n)^{(n+2) / q} \kappa \lambda & <\left(f_{\mathcal{H}} U^{q} d \mu\right)^{1 / q} \\
& \leq\left(\frac{\mu(10 n \mathcal{B}(\mathcal{H}))}{\mu(\mathcal{B}(\mathcal{H}))} f_{10 n \mathcal{B}(\mathcal{H})} U^{q} d \mu\right)^{1 / q} \\
& \leq(10 n)^{(n+2) / q}\left(f_{10 n \mathcal{B}(\mathcal{H})} U^{2} d \mu\right)^{1 / 2} \tag{5-60}
\end{align*}
$$

By the definition of $D_{\kappa \lambda}$ in (5-11) it follows that $\left(x_{\mathcal{H}}, x_{\mathcal{H}}\right) \in D_{\kappa \lambda}$, and then the exit-time condition (5-13) gives $\mathcal{B}(\mathcal{H}) \subset \mathcal{B}\left(x_{\mathcal{H}}, \varrho\left(x_{\mathcal{H}}\right)\right)$. We are using that the radius of the ball $10 n \mathcal{B}(\mathcal{H})$ is smaller than $(s-t) / 40^{n}$. In turn, this is a consequence of the fact that $k(\mathcal{H})+1 \geq k_{0}$ and of (5-19). Then (5-14) implies

$$
\begin{equation*}
10 n \mathcal{B}(\mathcal{H}) \subset \bigcup_{j \in J_{D}} 10 \mathcal{B}_{j} \tag{5-61}
\end{equation*}
$$

Now, in order to prove the lemma, assume by contradiction that $\widetilde{\operatorname{dist}}\left(P_{1} \mathcal{K}, P_{2} \mathcal{K}\right)<2^{-k(\mathcal{H})}$ and let $\mathcal{B}(\mathcal{H})$ be the ball determined in (5-59), and for which (5-61) holds. We are going to show that

$$
\begin{equation*}
\mathcal{K} \subset 10 n \mathcal{B}(\mathcal{H}) \tag{5-62}
\end{equation*}
$$

and this then contradicts the assumption $\mathcal{K} \in \mathcal{N}_{\lambda, n d}$ by (5-61). In order to show (5-62), we observe that Proposition 5.3 and the fact that $P_{h} \mathcal{K} \subset \mathcal{H}$ give

$$
\operatorname{dist}(\mathcal{K}, \mathcal{H}) \leq \operatorname{dist}\left(\mathcal{K}, P_{h} \mathcal{K}\right)=\widetilde{\operatorname{dist}}\left(P_{1} \mathcal{K}, P_{2} \mathcal{K}\right) \leq 2^{-k(\mathcal{H})}
$$

Again by Proposition 5.3 we have $k\left(P_{h} \mathcal{K}\right)=k(\mathcal{K})$ and $k(\mathcal{K}) \geq k(\mathcal{H})$. Therefore, since $\mathcal{H} \subset \sqrt{n} \mathcal{B}(\mathcal{H})$ and the radius of $\mathcal{B}(\mathcal{H})$ is $2^{-(k(\mathcal{H})+1)}$, then (5-62) must hold. The proof of the lemma is complete.

5I. Summation in $\mathcal{N}_{\lambda, n d}$. The aim of this section is to prove the following:
Lemma 5.12 (hard off-diagonal summation). There exists a constant $c$, depending only on $n, \alpha$, such that the estimate

$$
\begin{equation*}
\sum_{\mathcal{K} \in \mathcal{N}_{\lambda, n d}} \mu(\mathcal{K}) \leq \frac{c}{\lambda^{q}} \int_{\mathcal{B}\left(x_{0}, s\right) \cap\{U>\kappa \lambda\}} U^{q} d \mu \tag{5-63}
\end{equation*}
$$

holds, where $\kappa$ has been determined in (5-55).
Proof. Step 1: Classifying cubes. Here we classify the cubes from $\mathcal{N}_{\lambda, n d}$ according to their projections, thereby partitioning $\mathcal{N}_{\lambda, n d}$ into suitable disjoint subfamilies. For every $\mathcal{H} \in P \mathcal{N}{ }_{\lambda}$, set

$$
\mathcal{N}_{\lambda, n d}^{h}(\mathcal{H}):=\left\{\mathcal{K} \in \mathcal{N}_{\lambda, n d}: P_{h} \mathcal{K} \subset \mathcal{H}\right\}, \quad h \in\{1,2\} .
$$

Since $P \mathcal{N}_{\lambda}$ is a disjoint covering of $P_{1} \mathcal{N}_{\lambda} \cup P_{2} \mathcal{N}_{\lambda}=P_{1} \mathcal{N}_{\lambda}=P_{2} \mathcal{N}_{\lambda}$, we have the decomposition in mutually disjoint families

$$
\begin{equation*}
\mathcal{N}_{\lambda, n d}^{h}=\bigcup_{\mathcal{H} \in P \mathcal{N}_{\lambda}} \mathcal{N}_{\lambda, n d}^{h}(\mathcal{H}) \tag{5-64}
\end{equation*}
$$

This means that for $\mathcal{H}_{1}, \mathcal{H}_{2} \in P \mathcal{N}_{\lambda}$ it follows that $\mathcal{N}_{\lambda, n d}^{h}\left(\mathcal{H}_{1}\right) \cap \mathcal{N}_{\lambda, n d}^{h}\left(\mathcal{H}_{2}\right) \neq \varnothing$ implies $\mathcal{H}_{1}=\mathcal{H}_{2}$. Indeed, assume that a cube $\mathcal{K}$ lies in $\mathcal{N}_{\lambda, n d}^{h}\left(\mathcal{H}_{1}\right) \cap \mathcal{N}_{\lambda, n d}^{h}\left(\mathcal{H}_{2}\right)$ and that $\mathcal{H}_{1} \neq \mathcal{H}_{2}$; then we would have that $P_{h} \mathcal{K} \subset \mathcal{H}_{1} \cap \mathcal{H}_{2}$ against the fact that $\mathcal{H}_{1}$ and $\mathcal{H}_{2}$ have a nonempty intersection, being elements of the disjoint covering $P \mathcal{N}_{\lambda}$. Next, let us recall that for every $\mathcal{K} \in \mathcal{N}_{\lambda, n d}^{h}(\mathcal{H})$ we have $k(\mathcal{K})=k\left(P_{h} \mathcal{K}\right) \geq k(\mathcal{H})$, and this leads us to define the classes

$$
\left[\mathcal{N}_{\lambda, n d}^{h}(\mathcal{H})\right]_{i}:=\left\{\mathcal{K} \in \mathcal{N}_{\lambda, n d}^{h}(\mathcal{H}): k(\mathcal{K})=i+k(\mathcal{H})\right\}
$$

for $h \in\{1,2\}$ and for every integer $i \geq 0$. Therefore, the decomposition in mutually disjoint families

$$
\mathcal{N}_{\lambda, n d}^{h}(\mathcal{H})=\bigcup_{i \geq 0}\left[\mathcal{N}_{\lambda, n d}^{h}(\mathcal{H})\right]_{i}
$$

holds, in the sense that $\left[\mathcal{N}_{\lambda, n d}^{h}(\mathcal{H})\right]_{i} \cap\left[\mathcal{N}_{\lambda, n d}^{h}(\mathcal{H})\right]_{j} \neq \varnothing$ implies that $i=j$. Next, take $\mathcal{H} \in P \mathcal{N}_{\lambda}$; by Lemma 5.11 we have that if $\mathcal{K} \in \mathcal{N}_{\lambda, n d}^{h}(\mathcal{H})$, that is, if $P_{h} \mathcal{K} \subset \mathcal{H}$, then it follows that $\widetilde{\operatorname{dist}}\left(P_{1} \mathcal{K}, P_{2} \mathcal{K}\right) \geq 2^{-k(\mathcal{H})}$, and this finally leads us to classify elements of $\left[\mathcal{N}_{\lambda, n d}^{h}(\mathcal{H})\right]_{i}$ in the following way:

$$
\left[\mathcal{N}_{\lambda, n d}^{h}(\mathcal{H})\right]_{i, j}:=\left\{\mathcal{K} \in\left[\mathcal{N}_{\lambda, n d}^{h}(\mathcal{H})\right]_{i}: 2^{j-k(\mathcal{H})} \leq \widetilde{\operatorname{dist}}\left(P_{1} \mathcal{K}, P_{2} \mathcal{K}\right)<2^{j+1-k(\mathcal{H})}\right\}
$$

for $h \in\{1,2\}$ and for integers $i, j \geq 0$. Again, we have the decomposition

$$
\begin{equation*}
\mathcal{N}_{\lambda, n d}^{h}(\mathcal{H})=\bigcup_{i, j \geq 0}\left[\mathcal{N}_{\lambda, n d}^{h}(\mathcal{H})\right]_{i, j} \tag{5-65}
\end{equation*}
$$

and these are disjoint classes in the sense that, if $\left[\mathcal{N}_{\lambda, n d}^{h}(\mathcal{H})\right]_{i_{1}, j_{1}} \cap\left[\mathcal{N}_{\lambda, n d}^{h}(\mathcal{H})\right]_{i_{2}, j_{2}} \neq \varnothing$, then $\left(i_{1}, j_{1}\right)=$ $\left(i_{2}, j_{2}\right)$. All in all, in view of (5-64) and (5-65), we have the decomposition into mutually disjoint classes

$$
\begin{equation*}
\mathcal{N}_{\lambda, n d}^{h}=\bigcup_{\mathcal{H} \in P \mathcal{N}_{\lambda}} \bigcup_{i, j \geq 0}\left[\mathcal{N}_{\lambda, n d}^{h}(\mathcal{H})\right]_{i, j} \tag{5-66}
\end{equation*}
$$

Step 2: Sums and further partitions. Let us fix $\mathcal{H} \in P \mathcal{N}_{\lambda}$; our aim here is to prove that the following inequality holds for $h \in\{1,2\}$ :

We start by recalling that, by the very definitions in (5-46) and (5-47), and again (5-27), we have that $\widetilde{\operatorname{dist}}\left(P_{1} \mathcal{K}, P_{2} \mathcal{K}\right) \geq 2^{-k(\mathcal{K})}$ as soon as $\mathcal{K} \in \mathcal{N}_{\lambda, n d} ;(5-31)$ yields

$$
\frac{1}{\varepsilon} \frac{\mu(\mathcal{K})}{\mu\left(P_{h} \mathcal{K}\right)} \leq c_{d d}\left(\frac{2^{-k(\mathcal{K})}}{\widetilde{\operatorname{dist}}\left(P_{1} \mathcal{K}, P_{2} \mathcal{K}\right)}\right)^{n-2 \varepsilon}
$$

for $h \in\{1,2\}$, and, moreover, if $\mathcal{K} \in\left[\mathcal{N}_{\lambda, n d}^{h}(\mathcal{H})\right]_{i, j}$, we also have that

$$
\frac{2^{-k(\mathcal{K})}}{\widetilde{\operatorname{dist}}\left(P_{1} \mathcal{K}, P_{2} \mathcal{K}\right)}=\frac{1}{2^{i}} \frac{2^{-k(\mathcal{H})}}{\widetilde{\operatorname{dist}}\left(P_{1} \mathcal{K}, P_{2} \mathcal{K}\right)} \leq \frac{1}{2^{i+j}}
$$

Using the inequalities in the last two displays we can estimate

$$
\begin{align*}
& \frac{1}{\varepsilon} \sum_{\mathcal{K} \in \mathcal{N}_{\lambda, n d}^{h}(\mathcal{H})} \frac{\mu(\mathcal{K})}{\mu\left(P_{h} \mathcal{K}\right)}\left(\frac{2^{-k(\mathcal{K})}}{\left.\widetilde{\operatorname{dist}\left(P_{1} \mathcal{K}, P_{2} \mathcal{K}\right)}\right)^{q(\alpha+\varepsilon)} \int_{P_{h} \mathcal{K} \cap\{U>\kappa \lambda\}} U^{q} d \mu, ~ d r(\alpha)}\right. \\
& \leq c_{d d} \sum_{\mathcal{K} \in \mathcal{N}_{\lambda, n d}^{h}(\mathcal{H})}\left(\frac{2^{-k(\mathcal{K})}}{\widetilde{\operatorname{dist}}\left(P_{1} \mathcal{K}, P_{2} \mathcal{K}\right)}\right)^{n+q(\alpha+\varepsilon)-2 \varepsilon} \int_{P_{h} \mathcal{K} \cap\{U>\kappa \lambda\}} U^{q} d \mu \\
& =c_{d d} \sum_{i, j=0}^{\infty} \sum_{\mathcal{K} \in\left[\mathcal{N}_{\lambda, n d}^{h}(\mathcal{H})\right]_{i, j}}\left(\frac{2^{-k(\mathcal{K})}}{\widetilde{\operatorname{dist}}\left(P_{1} \mathcal{K}, P_{2} \mathcal{K}\right)}\right)^{n+q(\alpha+\varepsilon)-2 \varepsilon} \int_{P_{h} \mathcal{K} \cap\{U>\kappa \lambda\}} U^{q} d \mu \\
& \leq c(n) \sum_{i, j=0}^{\infty}\left(\frac{1}{2^{i+j}}\right)^{n+q(\alpha+\varepsilon)-2 \varepsilon} \sum_{\mathcal{K} \in\left[\mathcal{N}_{\lambda, n d}^{h}(\mathcal{H})\right]_{i, j}} \int_{P_{h} \mathcal{K} \cap\{U>\kappa \lambda\}} U^{q} d \mu . \tag{5-68}
\end{align*}
$$

In order to evaluate the last sum we have to further decompose $\left[\mathcal{N}_{\lambda, n d}^{h}(\mathcal{H})\right]_{i, j}$. For each integer $i \geq 0$, $\mathcal{H}$ contains precisely $4^{n i}=2^{2 n i}$ disjoint cubes from $\Xi_{i+k(\mathcal{H})}$ and exactly $2^{n i}$ disjoint cubes from $\widetilde{\Xi}_{i+k(\mathcal{H})}$; see the definition in (5-21) and in the preceding display. As a consequence, it contains at most $2^{\text {ni }}$ disjoint (diagonal) cubes from the class $\widetilde{\Xi}_{i+k(\mathcal{H})} \cap\left(P_{1} \mathcal{N}_{\lambda} \cup P_{2} \mathcal{N}_{\lambda}\right)$. We anyway consider all the diagonal cubes $\widetilde{\Xi}_{i+k(\mathcal{H})}$ from $\mathcal{H}$, and relabel them as

$$
\begin{equation*}
\left\{\widetilde{\mathcal{H}} \in \widetilde{\Xi}_{i+k(\mathcal{H})}: \widetilde{\mathcal{H}} \subset \mathcal{H}\right\}=\left\{\mathcal{H}_{i}^{m}: 1 \leq m \leq 2^{n i}\right\} \tag{5-69}
\end{equation*}
$$

so that

$$
\begin{equation*}
\sum_{m=1}^{2^{n i}} \int_{\mathcal{H}_{i}^{m} \cap\{U>\kappa \lambda\}} U^{q} d \mu \leq \int_{\mathcal{H} \cap\{U>\kappa \lambda\}} U^{q} d \mu \tag{5-70}
\end{equation*}
$$

Now, let us concentrate one moment on the elements of $\left[\mathcal{N}_{\lambda, n d}^{1}(\mathcal{H})\right]_{i, j}$; a similar argument then applies to $\left[\mathcal{N}_{\lambda, n d}^{2}(\mathcal{H})\right]_{i, j}$. For any $\mathcal{K} \in\left[\mathcal{N}_{\lambda, n d}^{1}(\mathcal{H})\right]_{i, j}$, there is the unique cube from the diagonal class (5-21), which we denote by $\mathcal{H}_{i}^{m}(\mathcal{K})$, such that $P_{1} \mathcal{K}=\mathcal{H}_{i}^{m}(\mathcal{K})$. Now, note that for $h \in\{1,2\}$ one can split $\left[\mathcal{N}_{\lambda, n d}^{h}(\mathcal{H})\right]_{i, j}$ into subsets

$$
\left[\mathcal{N}_{\lambda, n d}^{h}(\mathcal{H})\right]_{i, j, m}:=\left\{\mathcal{K} \in\left[\mathcal{N}_{\lambda, n d}^{h}(\mathcal{H})\right]_{i, j}: P_{h} \mathcal{K}=\mathcal{H}_{i}^{m}\right\}, \quad m \in\left\{1, \ldots, 2^{n i}\right\}
$$

Since $\mathcal{N}_{\lambda, n d}^{1}$ is a family of dyadic cubes, if $\mathcal{K}_{1}, \mathcal{K}_{2} \in\left[\mathcal{N}_{\lambda, n d}^{1}(\mathcal{H})\right]_{i, j, m}$ and $\mathcal{K}_{1} \neq \mathcal{K}_{2}$, then $P_{2} \mathcal{K}_{1} \cap P_{2} \mathcal{K}_{2}=\varnothing$, i.e., the second components are disjoint (otherwise the two cubes would coincide). A similar argument holds when looking at $\mathcal{N}_{\lambda, n d}^{2}$. It then follows that

$$
\begin{equation*}
\#\left[\mathcal{N}_{\lambda, n d}^{h}(\mathcal{H})\right]_{i, j, m} \leq c(n) 2^{n(i+j)}, \quad h \in\{1,2\}, \tag{5-71}
\end{equation*}
$$

for every choice of $i, j \geq 0$ and $m \in\left\{1, \ldots, 2^{n i}\right\}$. We use now use (5-70)-(5-71) to estimate

$$
\begin{aligned}
\sum_{\mathcal{K} \in\left[\mathcal{N}_{\lambda, n d}^{h}(\mathcal{H})\right]_{i, j}} \int_{P_{h} \mathcal{K} \cap\{U>\kappa \lambda\}} U^{q} d \mu & =\sum_{m=1}^{2^{n i}} \sum_{\mathcal{K} \in\left[\mathcal{N}_{\lambda, n d}^{h}(\mathcal{H})\right]_{i, j, m}} \int_{\mathcal{H}_{i}^{m} \cap\{U>\kappa \lambda\}} U^{q} d \mu \\
& \leq c(n) 2^{n(i+j)} \sum_{m=1}^{2^{n i}} \int_{\mathcal{H}_{i}^{m} \cap\{U>\kappa \lambda\}} U^{q} d \mu \\
& \leq c(n) 2^{n(i+j)} \int_{\mathcal{H} \cap\{U>\kappa \lambda\}} U^{q} d \mu .
\end{aligned}
$$

Using also (2-2) it follows that

$$
\begin{aligned}
& \sum_{i, j=0}^{\infty}\left(\frac{1}{2^{i+j}}\right)^{n+q(\alpha+\varepsilon)-2 \varepsilon} \sum_{\mathcal{K} \in\left[\mathcal{N}_{\lambda, n d}^{h}(\mathcal{H})\right]_{i, j}} \int_{P_{h} \mathcal{K} \cap\{U>\kappa \lambda\}} U^{q} d \mu \\
& \quad \leq c(n) \sum_{i, j=0}^{\infty}\left(\frac{1}{2^{i+j}}\right)^{q(\alpha+\varepsilon)-2 \varepsilon} \int_{\mathcal{H} \cap\{U>\kappa \lambda\}} U^{q} d \mu \\
& \quad \leq \frac{c(n)}{[q(\alpha+\varepsilon)-2 \varepsilon]^{2}} \int_{\mathcal{H} \cap\{U>\kappa \lambda\}} U^{q} d \mu \\
& \quad \leq \frac{c(n)}{\alpha^{2}} \int_{\mathcal{H} \cap\{U>\kappa \lambda\}} U^{q} d \mu .
\end{aligned}
$$

Notice that we have used that, since $q>1$ and $\varepsilon<\frac{1}{2} \alpha$, we have $q(\alpha+\varepsilon)-2 \varepsilon>\frac{1}{2} \alpha$. Combining the inequality in the last display with (5-68) yields (5-67).

Step 3: Summation. Let now $\mathcal{K} \in \mathcal{N}_{\lambda, n d}^{1}$. There are then two cases: either $\mathcal{K} \in \mathcal{M}_{\lambda}^{2}$ or $\mathcal{K} \in \mathcal{N}_{\lambda}^{2}$ (the relevant definitions are in (5-45), (5-46) and (5-58)). Now, if $\mathcal{K} \in \mathcal{M}_{\lambda}^{2}$, then using (5-44) and (5-52), and reabsorbing terms, we obtain that

$$
\mu(\mathcal{K}) \leq \frac{6^{q} c_{n d}^{q}}{\lambda^{q}} \int_{\mathcal{K} \cap\{U>\kappa \lambda\}} U^{q} d \mu+\frac{6^{q} c_{n d}^{q}}{\varepsilon \lambda^{q}} \frac{\mu(\mathcal{K})}{\mu\left(P_{1} \mathcal{K}\right)}\left(\frac{2^{-k}}{\widetilde{\operatorname{dist}}\left(P_{1} \mathcal{K}, P_{2} \mathcal{K}\right)}\right)^{q(\alpha+\varepsilon)} \int_{P_{1} \mathcal{K} \cap\{U>\kappa \lambda\}} U^{q} d \mu
$$

If, on the other hand, $\mathcal{K} \in \mathcal{N}_{\lambda}^{2}$, then using (5-44) we get

$$
\begin{aligned}
& \mu(\mathcal{K}) \leq \frac{3^{q} c_{n d}^{q}}{\lambda^{q}} \int_{\mathcal{K} \cap\{U>\kappa \lambda\}} U^{q} d \mu+\frac{3^{q} c_{n d}^{q}}{\varepsilon \lambda^{q}} \frac{\mu(\mathcal{K})}{\mu\left(P_{1} \mathcal{K}\right)}\left(\frac{2^{-k}}{\left.\widetilde{\operatorname{dist}\left(P_{1} \mathcal{K}, P_{2} \mathcal{K}\right)}\right)^{q(\alpha+\varepsilon)} \int_{P_{1} \mathcal{K} \cap\{U>\kappa \lambda\}} U^{q} d \mu}\right. \\
&+\frac{3^{q} c_{n d}^{q}}{\varepsilon \lambda^{q}} \frac{\mu(\mathcal{K})}{\mu\left(P_{2} \mathcal{K}\right)}\left(\frac{2^{-k}}{\widetilde{\operatorname{dist}}\left(P_{1} \mathcal{K}, P_{2} \mathcal{K}\right)}\right)^{q(\alpha+\varepsilon)} \int_{P_{2} \mathcal{K} \cap\{U>\kappa \lambda\}} U^{q} d \mu
\end{aligned}
$$

A similar reasoning holds if $\mathcal{K} \in \mathcal{N}_{\lambda, n d}^{2}$. Summing up over the cubes $\mathcal{K} \in \mathcal{N}_{\lambda, n d}=\mathcal{N}_{\lambda, n d}^{1} \cup \mathcal{N}_{\lambda, n d}^{2}$ then yields

$$
\begin{align*}
& \sum_{\mathcal{K} \in \mathcal{N}_{\lambda, n d}} \mu(\mathcal{K}) \leq \frac{6^{q} c_{n d}^{q}}{\lambda^{q}} \sum_{\mathcal{K} \in \mathcal{N}_{\lambda, n d}} \int_{\mathcal{K} \cap\{U>\kappa \lambda\}} U^{q} d \mu \\
& \quad+\frac{6^{q} c_{n d}^{q}}{\varepsilon \lambda^{q}} \sum_{\mathcal{K} \in \mathcal{N}_{\lambda, n d}^{1}} \frac{\mu(\mathcal{K})}{\mu\left(P_{1} \mathcal{K}\right)}\left(\frac{2^{-k(\mathcal{K})}}{\widetilde{\operatorname{dist}}\left(P_{1} \mathcal{K}, P_{2} \mathcal{K}\right)}\right)^{q(\alpha+\varepsilon)} \int_{P_{1} \mathcal{K} \cap\{U>\kappa \lambda\}} U^{q} d \mu \\
& \quad+\frac{6^{q} c_{n d}^{q}}{\varepsilon \lambda^{q}} \sum_{\mathcal{K} \in \mathcal{N}_{\lambda, n d}^{2}} \frac{\mu(\mathcal{K})}{\mu\left(P_{2} \mathcal{K}\right)}\left(\frac{2^{-k(\mathcal{K})}}{\widetilde{\operatorname{dist}}\left(P_{1} \mathcal{K}, P_{2} \mathcal{K}\right)}\right)^{q(\alpha+\varepsilon)} \int_{P_{2} \mathcal{K} \cap\{U>\kappa \lambda\}} U^{q} d \mu \tag{5-72}
\end{align*}
$$

Observe that a key point in the previous inequality, due to the argument at the beginning of Step 3, is that terms involving integrals over $P_{h} \mathcal{K}$ appear on the right-hand side if and only if $\mathcal{K} \in \mathcal{N}_{\lambda, n d}^{h}$, for $h \in\{1,2\}$. By the symmetry of $U$ and $\mu$, by (5-53) and subsequent remarks, and using Proposition 5.3, we have that if $\mathcal{K} \in \mathcal{N}_{\lambda, n d}^{2}$, then $\operatorname{Symm}(\mathcal{K}) \in \mathcal{N}_{\lambda, n d}^{1}$, and vice versa; moreover, again by Proposition 5.3, we have

$$
\int_{P_{2} \mathcal{K} \cap\{U>\kappa \lambda\}} U^{q} d \mu=\int_{P_{1} \operatorname{Symm}(\mathcal{K}) \cap\{U>\kappa \lambda\}} U^{q} d \mu
$$

Hence the last two terms in (5-72) coincide. Therefore, also recalling (5-64), (5-72) can be rewritten as

$$
\begin{aligned}
& \sum_{\mathcal{K} \in \mathcal{N}_{\lambda, n d}} \mu(\mathcal{K}) \leq \frac{c}{\lambda^{q}} \sum_{\mathcal{K} \in \mathcal{N}_{\lambda, n d}} \int_{\mathcal{K} \cap\{U>\kappa \lambda\}} U^{q} d \mu \\
&+\frac{c}{\varepsilon \lambda^{q}} \sum_{\mathcal{H} \in P \mathcal{N}_{\lambda}} \sum_{\mathcal{K} \in \mathcal{N}_{\lambda, n d}^{1}(\mathcal{H})} \frac{\mu(\mathcal{K})}{\mu\left(P_{1} \mathcal{K}\right)}\left(\frac{2^{-k(\mathcal{K})}}{\operatorname{dist}\left(P_{1} \mathcal{K}, P_{2} \mathcal{K}\right)}\right)^{q(\alpha+\varepsilon)} \int_{P_{1} \mathcal{K} \cap\{U>\kappa \lambda\}} U^{q} d \mu
\end{aligned}
$$

for a constant $c$ depending on $n, \alpha$. To estimate the last term we make use of (5-67), and this yields

$$
\sum_{\mathcal{K} \in \mathcal{N}_{\lambda, n d}} \mu(\mathcal{K}) \leq \frac{c}{\lambda^{q}} \sum_{\mathcal{K} \in \mathcal{N}_{\lambda, n d}} \int_{\mathcal{K} \cap\{U>\kappa \lambda\}} U^{q} d \mu+\frac{c}{\lambda^{q}} \sum_{\mathcal{H} \in P \mathcal{N}_{\lambda}} \int_{\mathcal{H} \cap\{U>\kappa \lambda\}} U^{q} d \mu .
$$

At this stage (5-63) follows, observing that

$$
\sum_{\mathcal{K} \in \mathcal{N}_{\lambda, n d}} \int_{\mathcal{K} \cap\{U>\kappa \lambda\}} U^{q} d \mu+\sum_{\mathcal{H} \in P \mathcal{N}_{\lambda}} \int_{\mathcal{H} \cap\{U>\kappa \lambda\}} U^{q} d \mu \leq 2 \int_{\mathcal{B}\left(x_{0}, s\right) \cap\{U>\kappa \lambda\}} U^{q} d \mu
$$

This is in turn true since the families $P \mathcal{N}_{\lambda}$ and $\mathcal{N}_{\lambda, n d}$ are made of mutually disjoint cubes and all their members are contained in $\mathcal{B}\left(x_{0}, s\right)$ (since these families are contained in $\Xi$ and (5-22) holds). The proof of Lemma 5.12 is complete.

5J. Conclusion of the off-diagonal analysis. The next lemma summarizes the decomposition results in the off-diagonal case:

Lemma 5.13 (off-diagonal level set inequality). The inequality

$$
\begin{equation*}
\int_{\mathcal{B}\left(x_{0}, t\right) \cap\{U>\lambda\}} U^{2} d \mu \leq 10^{n+2} \kappa^{2} \lambda^{2} \sum_{j \in J_{D}} \mu\left(\mathcal{B}_{j}\right)+c \lambda^{2-q} \int_{\mathcal{B}\left(x_{0}, s\right) \cap\{U>\kappa \lambda\}} U^{q} d \mu \tag{5-73}
\end{equation*}
$$

holds for a constant $c$ depending only on $n, \alpha$, while the number $\kappa$ has been defined in (5-55) and exhibits the dependence displayed in (5-56).

Proof. We have the decompositions in disjoint classes $\mathcal{U}_{\lambda}=\mathcal{U}_{\lambda}^{d} \cup \mathcal{U}_{\lambda}^{\text {nd }}$ and $\mathcal{U}_{\lambda}^{\text {nd }}=\mathcal{M}_{\lambda} \cup \mathcal{N}_{\lambda, d} \cup \mathcal{N}_{\lambda, n d}$, and we recall that all the cubes from $\mathcal{U}_{\lambda}^{\text {nd }}$ are mutually disjoint. Moreover, by (5-38) and (5-57) it follows that

$$
\bigcup_{\mathcal{K} \in \mathcal{U}_{\lambda}^{d}} \mathcal{K} \cup \bigcup_{\mathcal{K} \in \mathcal{N}_{\lambda, d}} \mathcal{K} \subset \bigcup_{j \in J_{D}} 10 \mathcal{B}_{j}
$$

Therefore

$$
\bigcup_{\mathcal{K} \in \mathcal{U}_{\lambda}} \mathcal{K} \subset \bigcup_{j \in J_{D}} 10 \mathcal{B}_{j} \cup \bigcup_{\mathcal{K} \in \mathcal{M}_{\lambda}} \mathcal{K} \cup \bigcup_{\mathcal{K} \in \mathcal{N}_{\lambda, n d}} \mathcal{K} .
$$

Keeping this in mind, and recalling (5-35), we start by estimating

$$
\int_{\mathcal{B}\left(x_{0}, t\right) \cap\{U>\lambda\}} U^{2} d \mu \leq \sum_{j} \int_{10 \mathcal{B}_{j} \cap\{U>\lambda\}} U^{2} d \mu+\sum_{\mathcal{K} \in \mathcal{M}_{\lambda} \cup \mathcal{N}_{\lambda, n d}} \int_{\mathcal{K} \cap\{U>\lambda\}} U^{2} d \mu
$$

By (5-34) it follows that, if $\mathcal{K} \in \mathcal{M}_{\lambda} \cup \mathcal{N}_{\lambda, n d} \subset \mathcal{U}_{\lambda}^{\text {nd }}$, then

$$
f_{\mathcal{K}} U^{2} d \mu \leq \frac{\mu(\tilde{\mathcal{K}})}{\mu(\mathcal{K})} \int_{\widetilde{\mathcal{K}}} U^{2} d \mu \leq \tilde{c}_{d} \lambda^{2}
$$

Note that we have used (5-32), since $\mathcal{K} \in \mathcal{U}_{\lambda}^{\text {nd }}$ implies by the definition in (5-39) that $\widetilde{\operatorname{dist}}\left(P_{1} \widetilde{\mathcal{K}}, P_{2} \widetilde{\mathcal{K}}\right) \geq$ $2^{-k(\mathcal{K})}$. Therefore we conclude that

$$
\mathcal{K} \in \mathcal{M}_{\lambda} \cup \mathcal{N}_{\lambda, n d} \quad \Longrightarrow \quad \int_{\mathcal{K} \cap\{U>\lambda\}} U^{2} d \mu \leq \tilde{c}_{d} \lambda^{2} \mu(\mathcal{K})
$$

Using this last inequality together with (5-16) yields

$$
\int_{\mathcal{B}\left(x_{0}, t\right) \cap\{U>\lambda\}} U^{2} d \mu \leq 10^{n+2 \varepsilon} \kappa^{2} \lambda^{2} \sum_{j \in J_{D}} \mu\left(\mathcal{B}_{j}\right)+\tilde{c}_{d} \lambda^{2} \sum_{\mathcal{K} \in \mathcal{M}_{\lambda} \cup \mathcal{N}_{\lambda, n d}} \mu(\mathcal{K})
$$

and (5-73) follows by just using Lemmas 5.10 and 5.12.
Remark 5.14. An interesting point of Lemma 5.13 is that it does not make use of the fact that $u$ is a solution. All the estimates just rely on the fact that $u$ belongs to the Sobolev space $W^{\alpha, 2}$. This is ultimately linked to the fact that the analysis in Sections 5B-5J is made in a zone where the kernel of the operator, that is, $|x-y|^{-(n+2 \alpha)}$, is not very singular. The ultimate outcome is that the whole issue reduces to
estimating $\sum_{j} \mu\left(\mathcal{B}_{j}\right)$. Therefore, it remains to perform the analysis close to the diagonal, and this will be done in the next section.

5K. Diagonal estimates. Whenever $\mathcal{B}_{j}$ is a ball from the covering determined in (5-14)-(5-15), from (5-13) it follows that $\Psi_{H, M}\left(\mathcal{B}_{j}\right) \geq \kappa \lambda$. By the very definition of $\Psi_{H, M}(\cdot)$ in (5-1) it then follows that at least one of the following three inequalities must hold:

$$
\begin{gather*}
\left(f_{\mathcal{B}_{j}} U^{2} d \mu\right)^{1 / 2} \geq \frac{\kappa \lambda}{3}  \tag{5-74}\\
\frac{H\left[\mu\left(\mathcal{B}_{j}\right)\right]^{\eta}}{\varepsilon^{1 / 2_{*}-1 / 2}}\left(f_{\mathcal{B}_{j}} F^{2_{*}} d \mu\right)^{1 / 2_{*}} \geq \frac{\kappa \lambda}{3},  \tag{5-75}\\
\frac{M\left[\mu\left(\mathcal{B}_{j}\right)\right]^{\theta}}{\varepsilon^{1 / p-1 / 2}}\left(f_{\mathcal{B}_{j}} G^{p} d \mu\right)^{1 / p} \geq \frac{\kappa \lambda}{3}, \tag{5-76}
\end{gather*}
$$

where $\kappa$ has been defined in (5-55). We now examine the occurrence of each of the three cases separately. Occurrence of (5-74) (and estimate of the tail at the exit time). When (5-74) holds, using (4-15) we have

$$
\begin{align*}
& \kappa \lambda \leq \frac{c}{\sigma \varepsilon^{1 / q-1 / 2}}\left(f_{2 \mathcal{B}_{j}} U^{q} d \mu\right)^{1 / q} \\
& \quad+\frac{\sigma}{\varepsilon^{1 / q-1 / 2}} \sum_{k=1}^{\infty} 2^{-k(\alpha-\varepsilon)}\left(f_{2^{k} \mathcal{B}_{j}} U^{q} d \mu\right)^{1 / q}+\frac{c_{1}\left[\mu\left(\mathcal{B}_{j}\right)\right]^{\eta}}{\varepsilon^{1 / 2_{*}-1 / 2}}\left(f_{2 \mathcal{B}_{j}} F^{2_{*}} d \mu\right)^{1 / 2_{*}} \\
&  \tag{5-77}\\
& \quad+\frac{c_{2}\left[\mu\left(\mathcal{B}_{j}\right)\right]^{\theta}}{\varepsilon^{1 / p-1 / 2}} \sum_{k=1}^{\infty} 2^{-k(2 \beta-\gamma-2 \varepsilon / p)}\left(f_{2^{k} \mathcal{B}_{j}} G^{p} d \mu\right)^{1 / p}
\end{align*}
$$

for all $\sigma \in(0,1]$. The constants $c_{1}, c$ depend only on $n, \alpha, \Lambda$, while $c_{2}:=3 c_{b}$ and therefore it depends on $n, \alpha, \Lambda, \beta, \gamma, p$ and exhibits the behavior described in (3-5). With $\mathcal{B}_{j} \equiv \mathcal{B}\left(x_{j}, \varrho\left(x_{j}\right)\right)$ we determine the integer $m \geq 0$ such that

$$
\begin{equation*}
2^{-m} \varrho_{0} / 2 \leq \varrho\left(x_{j}\right)<2^{-m+1} \varrho_{0} / 2 \tag{5-78}
\end{equation*}
$$

Notice that since $\varrho\left(x_{j}\right)<(s-t) / 40^{n}$, we have $m \geq 3$ and moreover $(s-t) / 40^{n} \leq \varrho_{0} / 40^{n} \leq 2^{m-1} \varrho\left(x_{j}\right)$, so that (5-10) implies

$$
\begin{equation*}
\Upsilon_{0}\left(2^{m-1} \mathcal{B}_{j}\right)+\Upsilon_{1}\left(2^{m-1} \mathcal{B}_{j}\right)+\Upsilon_{2, M}\left(2^{m-1} \mathcal{B}_{j}\right) \leq \kappa \tilde{\lambda}_{0} \tag{5-79}
\end{equation*}
$$

On the other hand, the terms indexed before $m$ can be estimated using Hölder's inequality and the exit-time condition in (5-13) as

$$
\left(f_{2^{k} \mathcal{B}_{j}} U^{q} d \mu\right)^{1 / q} \leq \Psi_{H, M}\left(2^{k} \mathcal{B}_{j}\right) \leq \kappa \lambda \quad \text { if } 1 \leq k \leq m-1
$$

By using the inequalities in the last two displays we then have

$$
\begin{aligned}
& \sum_{k=1}^{\infty} 2^{-k(\alpha-\varepsilon)}\left(f_{2^{k} \mathcal{B}_{j}} U^{q} d \mu\right)^{1 / q}= \sum_{k=1}^{m-2} 2^{-k(\alpha-\varepsilon)}\left(f_{2^{k} \mathcal{B}_{j}} U^{q} d \mu\right)^{1 / q} \\
&+2^{-(m-1)(\alpha-\varepsilon)} \sum_{k=0}^{\infty} 2^{-k(\alpha-\varepsilon)}\left(f_{2^{k+m-1} \mathcal{B}_{j}} U^{q} d \mu\right)^{1 / q} \\
& \leq \kappa \lambda \sum_{k=1}^{m-2} 2^{-k(\alpha-\varepsilon)}+2^{-(m-1)(\alpha-\varepsilon)} \Upsilon_{1}\left(2^{m-1} \mathcal{B}_{j}\right) \\
& \leq \kappa \lambda \sum_{k=1}^{m-2} 2^{-k(\alpha-\varepsilon)}+2^{-(m-1)(\alpha-\varepsilon)} \kappa \tilde{\lambda}_{0} \\
& \leq \kappa \lambda \sum_{k=1}^{\infty} 2^{-k(\alpha-\varepsilon)} \leq \frac{4 \kappa \lambda}{\alpha-\varepsilon} \leq \frac{8 \kappa \lambda}{\alpha}
\end{aligned}
$$

where we have used (2-2) and that $\varepsilon<\frac{1}{2} \alpha$. In a completely similar way, again using (5-79), we have

$$
\frac{c_{2}\left[\mu\left(\mathcal{B}_{j}\right)\right]^{\theta}}{\varepsilon^{1 / p-1 / 2}} \sum_{k=1}^{\infty} 2^{-k(2 \beta-\gamma-2 \varepsilon / p)}\left(f_{2^{k} \mathcal{B}_{j}} G^{p} d \mu\right)^{1 / p} \leq \frac{4 c_{2} \kappa \lambda}{(2 \beta-\gamma-2 \varepsilon / p) M} \leq \frac{8 c_{2} \kappa \lambda}{(2 \beta-\gamma) M}
$$

where we also used the upper bound on $\varepsilon$ in (4-6). By (5-78) and the fact that $m \geq 3$ we gain that $2 \varrho\left(x_{j}\right) \leq \frac{1}{2} \varrho_{0}$ so that (5-13) and Hölder's inequality yield

$$
\frac{c_{1}\left[\mu\left(\mathcal{B}_{j}\right)\right]^{\eta}}{\varepsilon^{1 / 2_{*}-1 / 2}}\left(f_{2 \mathcal{B}_{j}} F^{2_{*}} d \mu\right)^{1 / 2_{*}} \leq \frac{c_{1} \Psi_{H, M}\left(2 \mathcal{B}_{j}\right)}{H} \leq \frac{c_{1} \kappa \lambda}{H}
$$

By merging the inequalities in the last three displays with (5-77) we obtain

$$
\begin{equation*}
\kappa \lambda \leq \frac{c}{\sigma \varepsilon^{1 / q-1 / 2}}\left(f_{2 \mathcal{B}_{j}} U^{q} d \mu\right)^{1 / q}+\frac{\sigma}{\varepsilon^{1 / q-1 / 2}} \frac{8 \kappa \lambda}{\alpha}+\frac{c_{1} \kappa \lambda}{H}+\frac{8 c_{2} \kappa \lambda}{(2 \beta-\gamma) M} . \tag{5-80}
\end{equation*}
$$

We recall that up to now the parameters $H, M \geq 1$ in the definition in (5-1) have not yet been chosen, and neither has $\sigma \in(0,1)$. Hence, taking

$$
\begin{equation*}
\sigma:=\frac{\varepsilon^{1 / q-1 / 2} \alpha}{56}, \quad H:=6 c_{1}, \quad M:=\frac{56 c_{2}}{2 \beta-\gamma} \tag{5-81}
\end{equation*}
$$

and reabsorbing terms in (5-80), we conclude that

$$
\kappa \lambda \leq \frac{c}{\varepsilon^{2 / q-1}}\left(f_{2 \mathcal{B}_{j}} U^{q} d \mu\right)^{1 / q} \Longrightarrow \mu\left(\mathcal{B}_{j}\right) \leq \frac{c}{\varepsilon^{2-q}(\kappa \lambda)^{q}} \int_{2 \mathcal{B}_{j}} U^{q} d \mu
$$

where $c$ depends on $n, \alpha, \Lambda$. Now, select a number $\kappa_{3}>0$; also using (4-2), we estimate

$$
\begin{align*}
\frac{c}{\varepsilon^{2-q}(\kappa \lambda)^{q}} \int_{2 \mathcal{B}_{j}} U^{q} d \mu & \leq \frac{c}{\varepsilon^{2-q}(\kappa \lambda)^{q}} \int_{2 \mathcal{B}_{j} \cap\left\{U \leq \kappa_{3} \kappa \lambda\right\}} U^{q} d \mu+\frac{c}{\varepsilon^{2-q}(\kappa \lambda)^{q}} \int_{2 \mathcal{B}_{j} \cap\left\{U>\kappa_{3} \kappa \lambda\right\}} U^{q} d \mu \\
& \leq \frac{\tilde{c} \mu\left(\mathcal{B}_{j}\right) \kappa_{3}^{q}}{\varepsilon^{2-q}}+\frac{\tilde{c}}{\varepsilon^{2-q}(\kappa \lambda)^{q}} \int_{2 \mathcal{B}_{j} \cap\left\{U>\kappa_{3} \kappa \lambda\right\}} U^{q} d \mu \tag{5-82}
\end{align*}
$$

again for $\tilde{c}$ depending only on $n, \alpha, \Lambda$. By choosing

$$
\begin{equation*}
\kappa_{3} \leq\left(\frac{\varepsilon^{2-q}}{2 \tilde{c}}\right)^{1 / q} \tag{5-83}
\end{equation*}
$$

we arrive at

$$
\begin{equation*}
\mu\left(\mathcal{B}_{j}\right) \leq \frac{c_{3}}{(\kappa \lambda)^{q}} \int_{2 \mathcal{B}_{j} \cap\left\{U>\kappa_{3} \kappa \lambda\right\}} U^{q} d \mu, \quad \text { where } c_{3}:=\frac{2 \tilde{c}}{\varepsilon^{2-q}} \tag{5-84}
\end{equation*}
$$

and $\tilde{c}$ is independent of $\varepsilon$ and only depends on $n, \alpha, \Lambda$.
Occurrence of (5-75)-(5-76). In case of (5-75), we have

$$
\left(\frac{\kappa \lambda}{3}\right)^{2_{*}} \leq \frac{H^{2_{*}}\left[\mu\left(\mathcal{B}_{j}\right)\right]_{*}^{2_{*} \eta-1}}{\varepsilon^{1-2_{*} / 2}} \int_{\mathcal{B}_{j}} F^{2_{*}} d \mu
$$

which readily implies

$$
\mu\left(\mathcal{B}_{j}\right) \leq\left(\frac{3 H}{\varepsilon^{1 / 2_{*}-1 / 2} \kappa \lambda}\right)^{2_{*} /\left(1-2_{*} \eta\right)}\left(\int_{\mathcal{B}_{j}} F^{2_{*}} d \mu\right)^{1 /\left(1-2_{*} \eta\right)}
$$

Observe that by the definitions given in (4-16) we have that $2_{*} \eta<\frac{1}{2}$. With $\kappa_{4} \in(0,1)$ being a positive number to be chosen in a few lines, we further split the support of the right-hand side integral as already done in (5-82):

$$
\begin{aligned}
\left(\int_{\mathcal{B}_{j}} F^{2_{*}} d \mu\right)^{1 /\left(1-2_{*} \eta\right)} \leq & {\left[\int_{\mathcal{B}_{j} \cap\left\{F>\kappa_{4} \kappa \lambda\right\}} F^{2_{*}} d \mu+\left(\kappa_{4} \kappa \lambda\right)^{2_{*}} \mu\left(\mathcal{B}_{j}\right)\right]^{1 /\left(1-2_{*} \eta\right)} } \\
\leq & 2^{2_{*} \eta /\left(1-2_{*} \eta\right)}\left(\int_{\mathcal{B}_{j} \cap\left\{F>\kappa_{4} \kappa \lambda\right\}} F^{2_{*}} d \mu\right)^{1 /\left(1-2_{*} \eta\right)} \\
& +[2(L+1)]^{2_{*} /\left(1-2_{*} \eta\right)}\left(\kappa_{4} \kappa \lambda\right)^{2_{*} /\left(1-2_{*} \eta\right)} \mu\left(\mathcal{B}_{j}\right)
\end{aligned}
$$

Observe that, in view of $\mathcal{B}_{j} \subset \mathcal{B}\left(x_{0}, 2 \varrho_{0}\right)$ and (5-18), we have estimated

$$
\begin{equation*}
\left[\mu\left(\mathcal{B}_{j}\right)\right]^{1 /\left(1-2_{*} \eta\right)} \leq\left[\mu\left(\mathcal{B}\left(x_{0}, 2 \varrho_{0}\right)\right)\right]^{2_{*} \eta /\left(1-2_{*} \eta\right)} \mu\left(\mathcal{B}_{j}\right) \leq L^{2_{*} \eta /\left(1-2_{*} \eta\right)} \mu\left(\mathcal{B}_{j}\right) \tag{5-85}
\end{equation*}
$$

We now take $\kappa_{4} \in(0,1)$ in order to satisfy

$$
\begin{equation*}
\left[\frac{6 H(L+1) \kappa_{4}}{\varepsilon^{1 / 2_{*}-1 / 2}}\right]^{2_{*} /\left(1-2_{*} \eta\right)} \leq \frac{1}{2} \quad \Longrightarrow \quad \kappa_{4} \leq\left(\frac{1}{2}\right)^{\left(1-2_{*} \eta\right) / 2_{*}} \frac{\varepsilon^{1 / 2_{*}-1 / 2}}{6 H(L+1)} \tag{5-86}
\end{equation*}
$$

Using this choice and combining the content of the last four displays (and recalling that $\left.2_{*} \eta /\left(1-2_{*} \eta\right) \leq 1\right)$ then yields that

$$
\mu\left(\mathcal{B}_{j}\right) \leq 4\left(\frac{3 H}{\varepsilon^{1 / 2_{*}-1 / 2} \kappa \lambda}\right)^{2_{*} /\left(1-2_{*} \eta\right)}\left(\int_{\mathcal{B}_{j} \cap\left\{F>\kappa_{4} \kappa \lambda\right\}} F^{2_{*}} d \mu\right)^{1 /\left(1-2_{*} \eta\right)}
$$

Now, by means of (5-78)-(5-79), we have

$$
\begin{align*}
\int_{\mathcal{B}_{j} \cap\left\{F>\kappa_{4} \kappa \lambda\right\}} F^{2_{*}} d \mu & \leq\left(\kappa_{4} \kappa \lambda\right)^{2_{*}} \int_{\mathcal{B}_{j} \cap\left\{F>\kappa_{4} \kappa \lambda\right\}}\left(\frac{F}{\kappa_{4} \kappa \lambda}\right)^{2_{*}+\delta_{f}} d \mu \\
& \leq \frac{\mu\left(2^{m-1} \mathcal{B}_{j}\right)}{\left(\kappa_{4} \kappa \lambda\right)^{\delta_{f}}} f_{2^{m-1} \mathcal{B}_{j}} F^{2_{*}+\delta_{f}} d \mu \\
& \leq \frac{\mu\left(\mathcal{B}\left(x_{0}, 2 \varrho_{0}\right)\right)}{\left(\kappa_{4} \kappa \lambda\right)^{\delta_{f}}}\left[\Upsilon_{0}\left(2^{m-1} \mathcal{B}_{j}\right)\right]^{2_{*}+\delta_{f}} \leq \frac{L \tilde{\lambda}_{0}^{2_{*}+\delta_{f}}}{\left(\kappa_{4} \kappa \lambda\right)^{\delta_{f}}}, \tag{5-87}
\end{align*}
$$

and hence

$$
\begin{equation*}
\mu\left(\mathcal{B}_{j}\right) \leq \frac{c_{4} \tilde{\lambda}_{0}^{\left(2_{*}+\delta_{f}\right) 2_{*} \eta /\left(1-2_{*} \eta\right)}}{\left(\kappa_{4} \kappa \lambda\right)^{\left(1+\eta \delta_{f}\right) 2_{*} /\left(1-2_{*} \eta\right)}} \int_{\mathcal{B}_{j} \cap\left\{F>\kappa_{4} \kappa \lambda\right\}} F^{2_{*}} d \mu \tag{5-88}
\end{equation*}
$$

where

$$
\begin{equation*}
c_{4}:=4\left[\frac{3 H(L+1)}{\varepsilon^{1 / 2_{*}-1 / 2}}\right]^{2_{* /\left(1-2_{*} \eta\right)}} \tag{5-89}
\end{equation*}
$$

and $H$ has been defined in (5-81). A similar argument can be used in case (5-76) holds. Specifically, we have

$$
\mu\left(\mathcal{B}_{j}\right) \leq\left(\frac{3 M}{\varepsilon^{1 / p-1 / 2} \kappa \lambda}\right)^{p /(1-p \theta)}\left(\int_{\mathcal{B}_{j}} G^{p} d \mu\right)^{1 /(1-p \theta)}
$$

and then

$$
\left(\int_{\mathcal{B}_{j}} G^{p} d \mu\right)^{\frac{1}{1-p \theta}} \leq 2^{p \theta /(1-p \theta)}\left(\int_{\mathcal{B}_{j} \cap\left\{G>\kappa_{5} \kappa \lambda\right\}} G^{p} d \mu\right)^{\frac{1}{1-p \theta}}+[2(L+1)]^{p /(1-p \theta)}\left(\kappa_{5} \kappa \lambda\right)^{p /(1-p \theta)} \mu\left(\mathcal{B}_{j}\right)
$$

This time we select a number $\kappa_{5} \in(0,1)$ such that

$$
\begin{equation*}
\kappa_{5} \leq\left(\frac{1}{2}\right)^{(1-p \theta) / p} \frac{\varepsilon^{1 / p-1 / 2}}{6 M(L+1)} \tag{5-90}
\end{equation*}
$$

and recall Remark 4.5 in order to get

$$
\mu\left(\mathcal{B}_{j}\right) \leq 2^{\Lambda_{\theta}+1}\left(\frac{3 M}{\varepsilon^{1 / p-1 / 2} \kappa \lambda}\right)^{p /(1-p \theta)}\left(\int_{\mathcal{B}_{j} \cap\left\{G>\kappa_{5} \kappa \lambda\right\}} G^{p} d \mu\right)^{1 /(1-p \theta)}
$$

We then estimate as in (5-87), thereby obtaining

$$
\int_{\mathcal{B}_{j} \cap\left\{G>\kappa_{5} \kappa \lambda\right\}} G^{p} d \mu \leq \frac{\mu\left(\mathcal{B}\left(x_{0}, 2 \varrho_{0}\right)\right)}{\left(\kappa_{5} \kappa \lambda\right)^{\delta_{g}}}\left[\Upsilon_{0}\left(2^{m-1} \mathcal{B}_{j}\right)\right]^{p+\delta_{g}} \leq \frac{L \tilde{\lambda}_{0}^{p+\delta_{g}}}{\left(\kappa_{5} \kappa \lambda\right)^{\delta_{g}}}
$$

and we conclude that

$$
\begin{equation*}
\mu\left(\mathcal{B}_{j}\right) \leq \frac{c_{5} \tilde{\lambda}_{0}^{\left(p+\delta_{g}\right) p \theta /(1-p \theta)}}{\left(\kappa_{5} \kappa \lambda\right)^{\left(1+\theta \delta_{g}\right) p /(1-p \theta)}} \int_{\mathcal{B}_{j} \cap\left\{G>\kappa_{5} \kappa \lambda\right\}} G^{p} d \mu \tag{5-91}
\end{equation*}
$$

where

$$
\begin{equation*}
c_{5}:=2^{\Lambda_{\theta}+1}\left[\frac{3 M(L+1)}{\varepsilon^{1 / p-1 / 2}}\right]^{p /(1-p \theta)} \tag{5-92}
\end{equation*}
$$

All in all, taking (5-84), (5-88) and (5-91) into account, we obtain

$$
\begin{aligned}
\mu\left(\mathcal{B}_{j}\right) \leq \frac{c_{3}}{(\kappa \lambda)^{q}} \int_{2 \mathcal{B}_{j} \cap\left\{U>\kappa_{3} \kappa \lambda\right\}} U^{q} d \mu+\frac{c_{4} \tilde{\lambda}_{0}^{\left(2_{*}+\delta_{f}\right) 2_{*} \eta /\left(1-2_{*} \eta\right)}}{\left(\kappa_{4} \kappa \lambda\right)^{\left(1+\eta \delta_{f}\right) 2_{*} /\left(1-2_{*} \eta\right)}} & \int_{\mathcal{B}_{j} \cap\left\{F>\kappa_{4} \kappa \lambda\right\}} F^{2_{*}} d \mu \\
& +\frac{c_{5} \tilde{\lambda}_{0}^{\left(p+\delta_{g}\right) p \theta /(1-p \theta)}}{\left(\kappa_{5} \kappa \lambda\right)^{\left(1+\theta \delta_{g}\right) p /(1-p \theta)}} \int_{\mathcal{B}_{j} \cap\left\{G>\kappa_{5} \kappa \lambda\right\}} G^{p} d \mu
\end{aligned}
$$

Since $\left\{2 \mathcal{B}_{j}\right\}_{j}$ is a disjoint family and all members belong to $\mathcal{B}\left(x_{0}, s\right)$, we have that

$$
\begin{align*}
\sum_{j \in J_{D}} \mu\left(\mathcal{B}_{j}\right) \leq \frac{c_{3}}{(\kappa \lambda)^{q}} \int_{\mathcal{B}\left(x_{0}, s\right) \cap\left\{U>\kappa_{3} \kappa \lambda\right\}} U^{q} d \mu & +\frac{c_{4} \tilde{\lambda}_{0}^{\left(2_{*}+\delta_{f}\right) 2_{*} \eta /\left(1-2_{*} \eta\right)}}{\left(\kappa_{4} \kappa \lambda\right)^{\left(1+\eta \delta_{f}\right) 2_{*} /\left(1-2_{*} \eta\right)}} \int_{\mathcal{B}\left(x_{0}, s\right) \cap\left\{F>\kappa_{4} \kappa \lambda\right\}} F^{2_{*}} d \mu \\
& +\frac{c_{5} \tilde{\lambda}_{0}^{\left(p+\delta_{g}\right) p \theta /(1-p \theta)}}{\left(\kappa_{5} \kappa \lambda\right)^{\left(1+\theta \delta_{g}\right) p /(1-p \theta)}} \int_{\mathcal{B}\left(x_{0}, s\right) \cap\left\{G>\kappa_{5} \kappa \lambda\right\}} G^{p} d \mu . \tag{5-93}
\end{align*}
$$

The constants $c_{3}, c_{4}, c_{5}$ have been defined in (5-84), (5-89) and (5-92), respectively, while the numbers $\kappa, \kappa_{3}, \kappa_{4}, \kappa_{5} \in(0,1)$ must be taken in order to satisfy (5-55), (5-83), (5-86) and (5-90), respectively.

5L. Conclusion of the proof. We start by combining (5-73) and (5-93). Using the elementary estimate

$$
\int_{\mathcal{B}\left(x_{0}, t\right) \cap\left\{U>\kappa_{3} \kappa \lambda\right\}} U^{2} d \mu \leq \lambda^{2-q} \int_{\mathcal{B}\left(x_{0}, t\right) \cap\left\{U>\kappa_{3} \kappa \lambda\right\}} U^{q} d \mu+\int_{\mathcal{B}\left(x_{0}, t\right) \cap\{U>\lambda\}} U^{2} d \mu
$$

(5-73) and (5-93) yield, after a few elementary manipulations, the estimate

$$
\begin{align*}
& \int_{\mathcal{B}\left(x_{0}, t\right) \cap\left\{U>\kappa_{3} \kappa \lambda\right\}} U^{2} d \mu \leq \frac{c}{\left(\kappa_{3} \kappa\right)^{2-q}}\left(\kappa_{3} \kappa \lambda\right)^{2-q} \int_{\mathcal{B}\left(x_{0}, s\right) \cap\left\{U>\kappa_{3} \kappa \lambda\right\}} U^{q} d \mu \\
&+\frac{c_{4} \tilde{\lambda}_{0}^{\left(2_{*}+\delta_{f}\right) 2_{*} \eta /\left(1-2_{*} \eta\right)}}{\kappa_{4}^{2}\left(\kappa_{4} \kappa \lambda\right)^{\left(1+\eta \delta_{f}\right) 2_{*} /\left(1-2_{*} \eta\right)-2}} \int_{\mathcal{B}\left(x_{0}, s\right) \cap\left\{F>\kappa_{4} \kappa \lambda\right\}} F^{2_{*}} d \mu \\
& \quad+\frac{c_{5} \tilde{\lambda}_{0}^{\left(p+\delta_{g}\right) p \theta /(1-p \theta)}}{\kappa_{5}^{2}\left(\kappa_{5} \kappa \lambda\right)^{\left(1+\theta \delta_{g}\right) p /(1-p \theta)-2}} \int_{\mathcal{B}\left(x_{0}, s\right) \cap\left\{G>\kappa_{5} \kappa \lambda\right\}} G^{p} d \mu . \tag{5-94}
\end{align*}
$$

The constant $c$ appearing above depends on $n, \alpha, \Lambda$, but is still independent of $\varepsilon$, and we have also used the fact that $\kappa, \kappa_{3} \in(0,1)$. We can therefore reformulate estimate (5-94) as

$$
\begin{align*}
\int_{\mathcal{B}\left(x_{0}, t\right) \cap\{U>\lambda\}} U^{2} d \mu \leq \frac{c \lambda^{2-q}}{\left(\kappa_{3} \kappa \varepsilon\right)^{2-q}} \int_{\mathcal{B}\left(x_{0}, s\right) \cap\{U>\lambda\}} & U^{q} d \mu+\frac{c_{6} \tilde{\lambda}_{0}^{\left(2_{*}+\delta_{f}\right) 2_{*} \eta /\left(1-2_{*} \eta\right)}}{\lambda^{\left(1+\eta \delta_{f}\right) 2_{*} /\left(1-2_{*} \eta\right)-2}} \int_{\mathcal{B}\left(x_{0}, s\right) \cap\left\{F>\kappa_{4} \lambda / \kappa_{3}\right\}} F^{2_{*}} d \mu \\
& +\frac{c_{7} \tilde{\lambda}_{0}^{\left(p+\delta_{g}\right) p \theta /(1-p \theta)}}{\lambda^{\left(1+\theta \delta_{g}\right) p /(1-p \theta)-2}} \int_{\mathcal{B}\left(x_{0}, s\right) \cap\left\{G>\kappa_{5} \lambda / \kappa_{3}\right\}} G^{p} d \mu . \tag{5-95}
\end{align*}
$$

The constant $c \equiv c(n, \alpha, \Lambda)$ is independent of $\varepsilon$, while

$$
c_{6} \equiv c_{6}(n, \alpha, \Lambda, L, \varepsilon) \quad \text { and } \quad c_{7} \equiv c_{7}(n, \alpha, \Lambda, \beta, \gamma, p, L, \varepsilon) ;
$$

the constant $c_{7}$ exhibits a blow-up behavior with respect to $p$ as described in (3-5). Since estimate (5-94) holds for $\lambda \geq \lambda_{1}$ — and $\lambda_{1}$ has been defined in (5-33) — we have that (5-95) holds whenever $\lambda \geq \kappa \kappa_{3} \lambda_{1}$. We remark that the previous inequality holds for a choice of $\kappa, \kappa_{3}, \kappa_{4}, \kappa_{5} \in(0,1)$ that satisfy (5-55), (5-83), (5-86) and (5-90), respectively. In order to conclude with (5-7) we now need to estimate a few constants. We are primarily interested in an explicit dependence on $\varepsilon$ in the second integral appearing in (5-95). We therefore look at (5-55) and (5-83), and we infer that we can in fact choose $\kappa, \kappa_{3}$ in order to have

$$
\begin{equation*}
\kappa_{3} \kappa \approx \frac{\varepsilon^{3 / q-1}}{c_{*}} \tag{5-96}
\end{equation*}
$$

for a constant $c_{*}$ which is now independent of $\varepsilon$, but just depends on $n, \alpha, \Lambda$. We next find an upper bound for the numbers $\tilde{\lambda}_{0}$ and $\lambda_{1}$ introduced in (5-10) and (5-33), respectively; this will allow us to verify estimate (5-7) in the range dictated by (5-8). Let us notice that if $x \in B\left(x_{0}, t\right)$ and $(s-t) / 40^{n} \leq \varrho \leq \frac{1}{2} \varrho_{0}$, then $\mathcal{B}(x, \varrho) \subset \mathcal{B}\left(x_{0}, 2 \varrho_{0}\right)$. Therefore, recalling (4-2), whenever $\widetilde{U}$ is a $\mu$-integrable function we can estimate

$$
\begin{equation*}
f_{\mathcal{B}(x, \varrho)} \widetilde{U} d \mu \leq \frac{\mu\left(\mathcal{B}\left(x_{0}, 2 \varrho_{0}\right)\right)}{\mu(\mathcal{B}(x, \varrho))} f_{\mathcal{B}\left(x_{0}, 2 \varrho_{0}\right)} \tilde{U} d \mu \leq c\left(\frac{\varrho_{0}}{s-t}\right)^{n+2 \varepsilon} f_{\mathcal{B}\left(x_{0}, 2 \varrho_{0}\right)} \widetilde{U} d \mu \tag{5-97}
\end{equation*}
$$

for a constant $c$ depending on $n$ but independent of $\varepsilon$. Applying the inequality in the last display to $U^{2}, G^{p}, F^{2_{*}}, G^{p+\delta_{g}}$ and $F^{2_{*}+\delta_{f}}$ - and eventually on different balls $2^{k} \mathcal{B}(x, \varrho) \subset 2^{k} \mathcal{B}\left(x_{0}, 2 \varrho_{0}\right)$ - yields

$$
\begin{align*}
& \kappa^{-1}\left\{\Psi_{H, M}(x, \varrho)+\Upsilon_{0}(x, \varrho)+\Upsilon_{1}(x, \varrho)+\Upsilon_{2, M}(x, \varrho)\right\} \\
& \quad \leq \frac{c}{\varepsilon^{1 / q}}\left(\frac{\varrho_{0}}{s-t}\right)^{n+2 \varepsilon}\left\{\Psi_{H, M}\left(x_{0}, 2 \varrho_{0}\right)+\Upsilon_{0}\left(x_{0}, 2 \varrho_{0}\right)+\Upsilon_{1}\left(x_{0}, 2 \varrho_{0}\right)+\Upsilon_{2, M}\left(x_{0}, 2 \varrho_{0}\right)\right\} \\
& \quad \leq \frac{c}{\varepsilon^{1 / q}}\left(\frac{\varrho_{0}}{s-t}\right)^{n+2 \varepsilon} \operatorname{ADD}\left(x_{0}, 2 \varrho_{0}\right) \tag{5-98}
\end{align*}
$$

In order, we have also used (5-56), (5-81) to get rid of the presence of $M$ and $H$ and that $\varrho_{0} /(s-t)$ is bounded away from zero. We recall that the functional $\operatorname{ADD}(\cdot)$ has been introduced in (5-5). We now obtain an upper bound for $\lambda_{1}$ defined in (5-33). The quantity appearing on the right-hand side of (5-98) provides an upper bound on $\tilde{\lambda}_{0}$. In a similar way, if $\mathcal{K}=K_{1} \times K_{2} \in \Xi_{k_{0}}$, with $k_{0}$ as in (5-19), then
$\mathcal{K} \subset \mathcal{B}\left(x_{0}, s\right) \subset \mathcal{B}\left(x_{0}, 2 \varrho_{0}\right)$ and therefore we have

$$
\mu(\mathcal{K}) \geq \frac{c}{\varrho_{0}^{n-2 \varepsilon}} \int_{K_{1}} \int_{K_{2}} d x d y=\frac{c(s-t)^{2 n}}{\varrho_{0}^{n-2 \varepsilon}}
$$

Hence, as for (5-97), we have

$$
\begin{equation*}
f_{\mathcal{K}} \widetilde{U} d \mu \leq \frac{\mu\left(\mathcal{B}\left(x_{0}, 2 \varrho_{0}\right)\right)}{\mu(\mathcal{K})} f_{\mathcal{B}\left(x_{0}, 2 \varrho_{0}\right)} \widetilde{U} d \mu \leq \frac{c}{\varepsilon}\left(\frac{\varrho_{0}}{s-t}\right)^{2 n} f_{\mathcal{B}\left(x_{0}, 2 \varrho_{0}\right)} \widetilde{U} d \mu \tag{5-99}
\end{equation*}
$$

By using (5-98)-(5-99), and recalling that $\varepsilon<1$, we get

$$
\lambda_{1} \leq \frac{c}{\varepsilon}\left(\frac{\varrho_{0}}{s-t}\right)^{2 n} \operatorname{ADD}\left(x_{0}, 2 \varrho_{0}\right)
$$

where $c$ depends only on $n, \alpha, \Lambda, \beta, p, \gamma, \varepsilon$. Summarizing the content of these manipulations, we can finally arrive at (5-7), with the restriction on $\lambda$ described in (5-8). Specifically, we use (5-96) to estimate the constant in front of the second integral appearing in (5-95), and the bounds found for $\tilde{\lambda}_{0}$ and $\lambda_{1}$ to conclude with the admissible range of values $\lambda \geq \lambda_{0}$ described via (5-8). Needless to say, we are taking $\kappa_{f}:=\kappa_{4} / \kappa_{3}$ and $\kappa_{g}:=\kappa_{5} / \kappa_{3}$.

## 6. Self-improving inequalities

This section is dedicated to the proof of a fractional reverse Hölder-type inequality on diagonal balls with increasing supports, that is, the estimate (6-1) below. This will eventually imply Theorem 1.1 at the end of the section.

Theorem 6.1 (reverse Hölder-type inequality). Let $u \in W^{\alpha, 2}\left(\mathbb{R}^{n}\right)$ be a solution to (1-14) under the assumptions of Theorem 1.1; in particular, (3-1) and (3-3) are in force. Define the functions $U, F$ and $G$ as in (4-5). Then there exist positive constants $\varepsilon \in(0,1-\alpha), \delta \in(0,1)$ and $c_{8} \geq 1$, depending on $n, \alpha, \Lambda, \beta, p, \gamma, \delta_{1}$, such that whenever $\mathcal{B} \equiv \mathcal{B}\left(x_{0}, \varrho_{0}\right) \subset \mathbb{R}^{2 n}$ we have the inequality

$$
\begin{align*}
& \left(f_{\mathcal{B}} U^{2+\delta} d \mu\right)^{1 /(2+\delta)} \leq c_{8} \sum_{k=1}^{\infty} 2^{-k(\alpha-\varepsilon)}\left(f_{2^{k} \mathcal{B}} U^{2} d \mu\right)^{1 / 2} \\
& \quad+c_{8} \varrho_{0}^{\alpha-\varepsilon}\left(f_{2 \mathcal{B}} F^{2_{*}+\delta_{0}} d \mu\right)^{1 /\left(2_{*}+\delta_{0}\right)}+c_{8} \varrho_{0}^{\gamma-2 \beta+\alpha+\varepsilon(2 / p-1)}\left(f_{2 \mathcal{B}} G^{p\left(1+\delta_{1}\right)} d \mu\right)^{1 /\left[p\left(1+\delta_{1}\right)\right]} \\
& \quad+c_{8} \varrho_{0}^{\gamma-2 \beta+\alpha+\varepsilon(2 / p-1)} \sum_{k=1}^{\infty} 2^{-k(2 \beta-\gamma-2 \varepsilon / p)}\left(f_{2^{k} \mathcal{B}} G^{p} d \mu\right)^{1 / p} \tag{6-1}
\end{align*}
$$

All the terms on the right-hand side of this inequality are finite.
Proof. Step 1: Determining the exponents. Let us observe that, whenever $\varepsilon \in\left(0, \frac{1}{2} \alpha\right)$, we have

$$
\frac{8 \varepsilon}{n+2 \varepsilon}<\frac{2 \varepsilon(n+2 \alpha)}{n(\alpha-\varepsilon)}
$$

Therefore, we can always find two positive numbers $\varepsilon \in\left(0, \frac{1}{2} \alpha\right)$ and $\delta_{f}>0$, satisfying (4-6) and $\delta_{f} \leq \delta_{0}$, respectively, such that

$$
\begin{equation*}
\frac{8 \varepsilon}{n+2 \varepsilon}<\delta_{f} \leq \frac{2 \varepsilon(n+2 \alpha)}{n(\alpha-\varepsilon)} \quad \text { and } \quad \varepsilon<1-\alpha \tag{6-2}
\end{equation*}
$$

We recall that $F \in L_{\text {loc }}^{2_{*}+\delta_{f}}\left(\mathbb{R}^{n} ; \mu\right)$ by (4-7). Next, we determine the positive number $\delta>0$ by imposing different restrictions on it; we start by assuming that

$$
\begin{equation*}
\delta \leq \frac{4 \varepsilon(n+2 \alpha)}{n^{2}+4 \varepsilon(n+\alpha)} \quad \text { and } \quad \delta \leq \frac{(\gamma-2 \beta+\alpha) \delta_{g}}{4 n} \tag{6-3}
\end{equation*}
$$

Let us briefly discuss a few consequences of the two conditions above, starting with the first one. Specifically, we start by showing that

$$
\begin{equation*}
\delta \leq \delta_{f}\left[\frac{(n+2 \alpha)(n+2 \varepsilon)}{n^{2}+4 \varepsilon(n+\alpha)}\right]-\frac{4 \varepsilon(n+2 \alpha)}{n^{2}+4 \varepsilon(n+\alpha)} \tag{6-4}
\end{equation*}
$$

Indeed, using the first inequality in (6-3), we have

$$
\begin{aligned}
\delta \leq \frac{4 \varepsilon(n+2 \alpha)}{n^{2}+4 \varepsilon(n+\alpha)} & =\frac{8 \varepsilon}{n+2 \varepsilon} \frac{(n+2 \alpha)(n+2 \varepsilon)}{n^{2}+4 \varepsilon(n+\alpha)}-\frac{4 \varepsilon(n+2 \alpha)}{n^{2}+4 \varepsilon(n+\alpha)} \\
& \leq \delta_{f}\left[\frac{(n+2 \alpha)(n+2 \varepsilon)}{n^{2}+4 \varepsilon(n+\alpha)}\right]-\frac{4 \varepsilon(n+2 \alpha)}{n^{2}+4 \varepsilon(n+\alpha)}
\end{aligned}
$$

Next, the definition in (4-16) and the fact that $\varepsilon<\frac{1}{2} \alpha$ gives that $1>\theta>(\gamma-2 \beta+\alpha) /(n+\alpha)$. Then the fact that the function $t \rightarrow t /(1-t)$ is increasing in the interval $(0,1)$ allows to estimate

$$
\frac{\gamma-2 \beta+\alpha}{2 n} \leq \frac{\gamma-2 \beta+\alpha}{n-\gamma+2 \beta} \leq \frac{\theta}{1-\theta}<\frac{p \theta}{1-p \theta}
$$

so that, from the second inequality in (6-3), it follows that

$$
\begin{equation*}
\delta<\frac{(\gamma-2 \beta+\alpha) \delta_{g}}{4 n} \leq \frac{\delta_{g}}{2} \frac{p \theta}{1-p \theta} \tag{6-5}
\end{equation*}
$$

Finally, for $t \in(0,1)$, we define the function

$$
\begin{equation*}
S(t):=\frac{2 c_{s}(n+4)}{4 \alpha t^{6}} \geq \frac{2 c_{s}}{(2-q) t^{3(2-q) / q}} \tag{6-6}
\end{equation*}
$$

where $c_{s}$ is the constant introduced in Proposition 5.1 and $q$ has been introduced in (4-13); in the last estimation we have used that $\varepsilon \in\left(0, \frac{1}{2} \alpha\right)$. We then impose the last restriction on $\delta$, that is,

$$
\begin{equation*}
\delta S(\varepsilon) \leq \frac{1}{4} \tag{6-7}
\end{equation*}
$$

All in all, the choices made in (6-3) and (6-7) allow us to determine $\delta$ as a positive number depending only on $n, \alpha, \Lambda, \beta, p, \gamma, \delta_{1}$, as required in the statement of Theorem 6.1.

Step 2: Reverse Hölder-type inequalities. In this step, by applying Proposition 5.1 with the numbers $\varepsilon, \delta, \delta_{f}$ as chosen in Step 1 , we are going to prove that $U \in L_{\text {loc }}^{2+\delta}\left(\mathbb{R}^{2 n} ; \mu\right)$. The finiteness of the terms on the right-hand side of (6-1) has already been discussed in Section 4C. First of all, we show that we can
reduce to the case $\varrho_{0}=1$ and $\mathcal{B}=B(0,1) \times B(0,1)$; this eventually allows us to apply Proposition 5.1. Indeed, notice that the rescaled functions

$$
\tilde{u}(x):=u\left(x_{0}+\varrho_{0} x\right), \quad \tilde{g}(x):=\varrho_{0}^{2 \alpha-2 \beta} g\left(x_{0}+\varrho_{0} x\right), \quad \tilde{f}(x):=\varrho_{0}^{2 \alpha} f\left(x_{0}+\varrho_{0} x\right)
$$

still solve (1-14). Therefore, applying (6-1) in this case and in $B(0,1) \times B(0,1)$, and scaling back to the original functions and to the original diagonal ball $\mathcal{B}$, leads to (6-1) in the general case. We now pass to the proof of (6-1) when $\mathcal{B}=B(0,1) \times B(0,1)$. We define the truncated function $U_{m}:=\min \{U, m\}$ for $m$ being a positive integer, and the measure $d \nu=U^{2} d \mu$. Moreover, we use the abbreviation $\mathcal{B}_{s}:=\mathcal{B}(0, s)$. With the aim of applying Proposition 5.1, we then consider balls

$$
\mathcal{B} \equiv \mathcal{B}_{1} \subset \mathcal{B}_{t} \subset \mathcal{B}_{s} \subset \mathcal{B}_{2}
$$

as in (5-6), while $\lambda_{0}$ is accordingly defined as in (5-8). We shall derive uniform higher integrability for the functions $U_{m}$ and will recover the final result by letting $m \rightarrow \infty$. With $\delta \in(0,1)$ being the number determined in Step 1, by Cavalieri's principle we have that

$$
\begin{align*}
\int_{\mathcal{B}_{t}} U_{m}^{\delta} U^{2} d \mu & =\int_{\mathcal{B}_{t}} U_{m}^{\delta} d \nu \\
& =\delta \int_{0}^{\infty} \lambda^{\delta-1} v\left(\mathcal{B}_{t} \cap\left\{U_{m}>\lambda\right\}\right) d \lambda \\
& =\delta \int_{0}^{m} \lambda^{\delta-1} \int_{\mathcal{B}_{t} \cap\{U>\lambda\}} U^{2} d \mu d \lambda \\
& \leq \lambda_{0}^{\delta} \int_{\mathcal{B}_{t}} U^{2} d \mu+\delta \int_{\lambda_{0}}^{m} \lambda^{\delta-1} \int_{\mathcal{B}_{t} \cap\{U>\lambda\}} U^{2} d \mu d \lambda \tag{6-8}
\end{align*}
$$

The second-last integral appearing in this display can be easily estimated by recalling the definition of $\lambda_{0}$ in (5-8) and that $\varrho_{0} /(s-t) \geq 1$, and using (4-2):

$$
\begin{equation*}
\lambda_{0}^{\delta} \int_{\mathcal{B}_{t}} U^{2} d \mu \leq \mu\left(\mathcal{B}_{2}\right) \lambda_{0}^{\delta} \int_{2 \mathcal{B}} U^{2} d \mu \leq c \mu\left(\mathcal{B}_{1}\right) \lambda_{0}^{2+\delta} \tag{6-9}
\end{equation*}
$$

We proceed with the remaining term in (6-8); using (5-7) we gain

$$
\begin{align*}
\delta \int_{\lambda_{0}}^{m} \lambda^{\delta-1} \int_{\mathcal{B}_{t} \cap\{U>\lambda\}} U^{2} d \mu d \lambda \leq & \frac{c_{s} \delta}{\varepsilon^{3(2-q) / q}} \int_{\lambda_{0}}^{m} \lambda^{\delta+1-q} \int_{\mathcal{B}_{s} \cap\{U>\lambda\}} U^{q} d \mu d \lambda \\
& +c_{f} \delta \int_{\lambda_{0}}^{m} \frac{\lambda_{0}^{\left(2_{*}+\delta_{f}\right) 2_{*} \eta /\left(1-2_{*} \eta\right)}}{\lambda^{\left(1+\eta \delta_{f}\right) 2_{*} /\left(1-2_{*} \eta\right)-1-\delta}} \int_{\mathcal{B}_{s} \cap\left\{F>\kappa_{f} \lambda\right\}} F^{2_{*}} d \mu d \lambda \\
& +c_{g} \delta \int_{\lambda_{0}}^{m} \frac{\lambda_{0}^{\left(p+\delta_{g}\right) p \theta /(1-p \theta)}}{\lambda^{\left(1+\theta \delta_{g}\right) p /(1-p \theta)-1-\delta}} \int_{\mathcal{B}_{s} \cap\left\{G>\kappa_{g} \lambda\right\}} G^{p} d \mu d \lambda \\
= & \mathcal{J}_{1}+\mathcal{J}_{2}+\mathcal{J}_{3} . \tag{6-10}
\end{align*}
$$

Using (6-6)-(6-7) and Fubini's theorem, we get

$$
\begin{align*}
\mathcal{J}_{1} & \leq \frac{c_{s} \delta}{\varepsilon^{3(2-q) / q}} \int_{0}^{\infty} \lambda^{\delta+1-q} \int_{\mathcal{B}_{s} \cap\left\{U_{m}>\lambda\right\}} U^{q} d \mu d \lambda \\
& =\frac{c_{s} \delta}{(\delta+2-q) \varepsilon^{3(2-q) / q}} \int_{\mathcal{B}_{s}} U_{m}^{2+\delta-q} U^{q} d \mu \\
& \leq \delta S(\varepsilon) \int_{\mathcal{B}_{s}} U_{m}^{\delta} U^{2} d \mu \leq \frac{1}{4} \int_{\mathcal{B}_{s}} U_{m}^{\delta} U^{2} d \mu \tag{6-11}
\end{align*}
$$

We next estimate $\mathcal{J}_{2}$. Changing variables, using Fubini's theorem, and recalling the dependence $\kappa_{f} \equiv$ $\kappa_{f}(n, \alpha, \Lambda, \varepsilon)$, we have

$$
\begin{align*}
\int_{\lambda_{0}}^{m} & \lambda^{\delta+1-\left(1+\eta \delta_{f}\right) 2_{*} /\left(1-2_{*} \eta\right)} \int_{\mathcal{B}_{s} \cap\left\{F>\kappa_{f} \lambda\right\}} F^{2_{*}} d \mu d \lambda \\
& \leq c \int_{0}^{\infty} \lambda^{\delta+1-\left(1+\eta \delta_{f}\right) 2_{*} /\left(1-2_{*} \eta\right)} \int_{\mathcal{B}_{s} \cap\{F>\lambda\}} F^{2_{*}} d \mu d \lambda \\
& =\frac{c \mu\left(\mathcal{B}_{2}\right)}{\delta+2-\left(1+\eta \delta_{f}\right) 2_{*} /\left(1-2_{*} \eta\right)} \int_{\mathcal{B}_{2}} F^{\delta+2-\left(1+\eta \delta_{f}\right) 2_{*} /\left(1-2_{*} \eta\right)+2_{*}} d \mu \\
& \leq \frac{c \mu\left(\mathcal{B}_{2}\right)}{\delta} \int_{\mathcal{B}_{2}} F^{\delta+2-\left(1+\eta \delta_{f}\right) 2_{*} /\left(1-2_{*} \eta\right)+2_{*}} d \mu, \tag{6-12}
\end{align*}
$$

again for a constant depending on $n, \alpha, \Lambda$ and $\varepsilon$. In writing the last inequality we have used that (6-2) is in force and the fact that

$$
\delta_{f} \leq \frac{2 \varepsilon(n+2 \alpha)}{n(\alpha-\varepsilon)} \Longleftrightarrow 2-\frac{\left(1+\eta \delta_{f}\right) 2_{*}}{1-2_{*} \eta} \geq 0
$$

The last integral appearing in (6-12) is finite if $\delta+2-\left(1+\eta \delta_{f}\right) 2_{*} /\left(1-2_{*} \eta\right)+2_{*} \leq 2_{*}+\delta_{f}$, and a lengthy computation shows that this is equivalent to (6-4). Therefore, using Hölder's inequality, we can estimate

$$
\begin{align*}
\mathcal{J}_{2} & \leq c \mu\left(\mathcal{B}_{2}\right) \lambda_{0}^{\left(2_{*}+\delta_{f}\right) 2_{*} \eta /\left(1-2_{*} \eta\right)}\left(f_{\mathcal{B}_{2}} F^{2_{*}+\delta_{f}} d \mu\right)^{\frac{\delta+2-\left(1+\eta \delta_{f}\right) 2_{*} /\left(1-2_{*} \eta\right)+2_{*}}{2_{*}+\delta_{f}}} \\
& \leq c \mu\left(\mathcal{B}_{1}\right) \lambda_{0}^{\left(2_{*}+\delta_{f}\right) 2_{*} \eta /\left(1-2_{*} \eta\right)+\delta+2-\left(1+\eta \delta_{f}\right) 2_{*} /\left(1-2_{*} \eta\right)+2_{*}} \\
& =c \mu\left(\mathcal{B}_{1}\right) \lambda_{0}^{2+\delta}, \tag{6-13}
\end{align*}
$$

where $c$ depends only on $n, \alpha, \Lambda$ and $\varepsilon$. We finally come to the estimation of $\mathcal{J}_{3}$. For this we notice that the definitions of $p$ and $\theta$ give, independently of $\varepsilon$, that

$$
\begin{equation*}
p \geq \frac{2 n}{n+2(\gamma-2 \beta+\alpha)} \quad \Longleftrightarrow \quad \frac{p}{1-p \theta} \geq 2 \tag{6-14}
\end{equation*}
$$

and then, recalling that $\kappa_{g} \equiv \kappa_{g}(n, \alpha, \Lambda, \varepsilon, \gamma, \beta, p)$, we have

$$
\begin{aligned}
\int_{\lambda_{0}}^{m} \lambda^{\delta+1-\left(1+\theta \delta_{g}\right) p /(1-p \theta)} \int_{\mathcal{B}_{s} \cap\left\{G>\kappa_{g} \lambda\right\}} G^{p} d \mu d \lambda & \leq \int_{\lambda_{0}}^{\infty} \lambda^{\delta+1-\left(1+\theta \delta_{g}\right) p /(1-p \theta)} d \lambda \int_{\mathcal{B}_{s}} G^{p} d \mu \\
& \leq \frac{c \lambda_{0}^{\delta+2-\left(1+\theta \delta_{g}\right) p /(1-p \theta)} \mu\left(\mathcal{B}_{2}\right)}{\left(1+\theta \delta_{g}\right) p /(1-p \theta)-\delta-2} f_{\mathcal{B}_{2}} G^{p} d \mu \\
& \leq \frac{c \lambda_{0}^{\delta+2-\left(1+\theta \delta_{g}\right) p /(1-p \theta)} \mu\left(\mathcal{B}_{2}\right)}{\theta \delta_{g} p /(1-p \theta)-\delta}\left(f_{\mathcal{B}_{2}} G^{p+\delta_{g}} d \mu\right)^{p /\left(p+\delta_{g}\right)} \\
& \leq \frac{c}{\delta} \lambda_{0}^{\delta+2-\left(1+\theta \delta_{g}\right) p /(1-p \theta)+p} \mu\left(\mathcal{B}_{2}\right)
\end{aligned}
$$

Observe that in order to perform the last two estimations we have also used (6-14) and (6-5), respectively. Therefore we can estimate as in (6-13), that is,

$$
\begin{equation*}
\mathcal{J}_{3} \leq c \mu\left(\mathcal{B}_{2}\right) \lambda_{0}^{\left(p+\delta_{g}\right) p \theta /(1-p \theta)+\delta+2-\left(1+\theta \delta_{g}\right) p /(1-p \theta)+p}=c \mu\left(\mathcal{B}_{2}\right) \lambda_{0}^{2+\delta} \tag{6-15}
\end{equation*}
$$

with $c \equiv c(n, \alpha, \Lambda, \varepsilon, \gamma, \beta, p)$. Connecting (6-11), (6-13) and (6-15) to (6-10), and combining the resulting inequality with (6-8) and (6-9), we get

$$
\int_{\mathcal{B}_{t}} U_{m}^{\delta} U^{2} d \mu \leq \frac{1}{4} \int_{\mathcal{B}_{s}} U_{m}^{\delta} U^{2} d \mu+c \mu\left(\mathcal{B}_{1}\right) \lambda_{0}^{2+\delta}
$$

By recalling the definition of $\lambda_{0}$ in (5-8), and using several times the doubling property of $\mu$, after a few elementary manipulations we come to

$$
\left(f_{\mathcal{B}_{t}} U_{m}^{\delta} U^{2} d \mu\right)^{1 /(2+\delta)} \leq \frac{1}{2}\left(f_{\mathcal{B}_{s}} U_{m}^{\delta} U^{2} d \mu\right)^{1 /(2+\delta)}+\frac{c}{\varepsilon}\left(\frac{\varrho_{0}}{s-t}\right)^{2 n} \operatorname{ADD}(2 \mathcal{B})
$$

We can therefore rewrite the above inequality as

$$
\phi(t) \leq \frac{1}{2} \phi(s)+\frac{c}{\varepsilon}\left(\frac{\varrho_{0}}{s-t}\right)^{2 n} \mathrm{ADD}(2 \mathcal{B})
$$

for a constant $c \equiv c(n, \alpha, \Lambda, \varepsilon, \gamma, \beta, p)$ which is still independent of $m \in \mathbb{N}$, and where, obviously, we have set

$$
\phi(\varrho):=\left(f_{\mathcal{B}_{\varrho}} U_{m}^{\delta} U^{2} d \mu\right)^{1 /(2+\delta)}
$$

for $\varrho \in\left[\varrho_{0}, \frac{3}{2} \varrho_{0}\right]$. We are therefore in position to apply the standard iteration Lemma 6.2 below, which gives, after returning to the full notation,

$$
\left(f_{\mathcal{B}} U_{m}^{\delta} U^{2} d \mu\right)^{1 /(2+\delta)} \leq c \operatorname{ADD}(2 \mathcal{B})
$$

The previous inequality holds for a constant $c \equiv c(n, \alpha, \Lambda, \varepsilon, \gamma, \beta, p)$ which is independent of $m \in \mathbb{N}$. Therefore, letting $m \rightarrow \infty$ yields

$$
\left(f_{\mathcal{B}} U^{2+\delta} d \mu\right)^{1 /(2+\delta)} \leq c \operatorname{ADD}(2 \mathcal{B})
$$

At this point (6-1) follows by recalling the definition of $\operatorname{ADD}(2 \mathcal{B})$ in (5-5) and using a few elementary manipulations involving Hölder's inequality. In particular, we use the fact that $2_{*}+\delta_{f} \leq 2_{*}+\delta_{0}$ and $p+\delta_{g} \leq p\left(1+\delta_{1}\right)$; see Lemma 4.2.

Lemma 6.2. Let $\phi:\left[\varrho_{0}, \frac{3}{2} \varrho_{0}\right] \rightarrow[0, \infty)$ be a function such that

$$
\phi(t) \leq \frac{1}{2} \phi(s)+\frac{A}{(s-t)^{\gamma}}
$$

whenever $\varrho_{0}<t<s<\frac{3}{2} \varrho_{0}$, where $A$ and $\gamma$ are positive constants. Then the inequality

$$
\phi\left(\varrho_{0}\right) \leq \frac{c A}{\varrho_{0}^{\gamma}}
$$

holds for a constant $c \equiv c(\gamma)$.
For a proof of this lemma, see for instance [Giusti 2003, Chapter 6].
Proof of Theorem 1.1. The proof is now a simple consequence of Theorem 6.1, that gives that $U \in$ $L^{2+\delta}(\mathcal{B} ; \mu)$ whenever $\mathcal{B}=B \times B$ and $B \subset \mathbb{R}^{n}$ is a ball (that for simplicity we take to be centered at the origin). We now translate this information in terms of fractional norms of the original function $u$. In fact, this means that, whenever $B \subset \mathbb{R}^{n}$ is a ball centered at the origin, we have

$$
\int_{B \times B} U^{2+\delta} d \mu=\int_{B} \int_{B} \frac{|u(x)-u(y)|^{2+\delta}}{|x-y|^{n+(2+\delta) \alpha+\varepsilon \delta}} d x d y<\infty
$$

Rewriting the last integral, we find

$$
\int_{B} \int_{B} \frac{|u(x)-u(y)|^{2+\delta}}{|x-y|^{n+(2+\delta)[\alpha+\varepsilon \delta /(2+\delta)]}} d x d y<\infty
$$

whenever $B \subset \mathbb{R}^{n}$ is a ball, and this means that $u \in W_{\text {loc }}^{\alpha+\varepsilon \delta /(2+\delta), 2+\delta}\left(\mathbb{R}^{n}\right)$; observe that since $\varepsilon<1-\alpha$ then $\alpha+\varepsilon \delta /(2+\delta)<1$. We have therefore improved the regularity of $u$ both in the fractional and in the differentiability scale, and Theorem 1.1 follows by suitably renaming (via embedding theorems) the number $\delta$ considered in its statement.

Proof of Theorem 1.3. The proof is just a consequence of the arguments developed to prove Theorem 6.1. In fact the only thing needed there is Proposition 4.4, whose content is now considered as an assumption in (1-23), provided that we take $F=G=0$; the rest of the argument then remains unchanged.
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# SYMBOL CALCULUS FOR OPERATORS OF LAYER POTENTIAL TYPE ON LIPSCHITZ SURFACES WITH VMO NORMALS, AND RELATED PSEUDODIFFERENTIAL OPERATOR CALCULUS 

Steve Hofmann, Marius Mitrea and Michael E. Taylor


#### Abstract

We show that operators of layer potential type on surfaces that are locally graphs of Lipschitz functions with gradients in vmo are equal, modulo compacts, to pseudodifferential operators (with rough symbols), for which a symbol calculus is available. We build further on the calculus of operators whose symbols have coefficients in $L^{\infty} \cap$ vmo, and apply these results to elliptic boundary problems on domains with such boundaries, which in turn we identify with the class of Lipschitz domains with normals in vmo. This work simultaneously extends and refines classical work of Fabes, Jodeit and Rivière, and also work of Lewis, Salvaggi and Sisto, in the context of $\mathscr{C}^{1}$ surfaces.
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## 1. Introduction

We produce a symbol calculus for a class of operators of layer potential type, of the form

$$
\begin{equation*}
K f(x)=\operatorname{PV} \int_{\partial \Omega} k(x, x-y) f(y) d \sigma(y), \quad x \in \partial \Omega \tag{1.1}
\end{equation*}
$$

in the following setting. First,

$$
\begin{equation*}
k \in \mathscr{C}^{\infty}\left(\mathbb{R}^{n+1} \times\left(\mathbb{R}^{n+1} \backslash 0\right)\right) \tag{1.2}
\end{equation*}
$$

with $k(x, z)$ homogeneous of degree $-n$ in $z$ and $k(x,-z)=-k(x, z)$. Next, $\Omega \subset \mathbb{R}^{n+1}$ is a bounded Lipschitz domain with a little extra regularity. Namely, $\Omega$ is locally the upper graph of a function $\varphi_{0}: \mathbb{R}^{n} \rightarrow \mathbb{R}$ satisfying

$$
\begin{equation*}
\nabla \varphi_{0} \in L^{\infty}\left(\mathbb{R}^{n}\right) \cap \operatorname{vmo}\left(\mathbb{R}^{n}\right) \tag{1.3}
\end{equation*}
$$

We say $\Omega$ is a $\operatorname{Lip} \cap \mathrm{vmo}_{1}$ domain.
Since we will be dealing with a number of variants of BMO, we recall some definitions. First,

$$
\begin{equation*}
\operatorname{BMO}\left(\mathbb{R}^{n}\right):=\left\{f \in L_{\mathrm{loc}}^{1}\left(\mathbb{R}^{n}\right): f^{\#} \in L^{\infty}\left(\mathbb{R}^{n}\right)\right\} \tag{1.4}
\end{equation*}
$$

where

$$
\begin{equation*}
f^{\#}(x):=\sup _{B \in \mathscr{B}(x)} \frac{1}{V(B)} \int_{B}\left|f(y)-f_{B}\right| d y \tag{1.5}
\end{equation*}
$$

with $\mathscr{B}(x):=\left\{B_{r}(x): 0<r<\infty\right\}, B_{r}(x)$ being the ball centered at $x$ of radius $r$, and $f_{B}$ the mean value of $f$ on $B$. There are variants giving the same space. For example, one could use cubes containing $x$ instead of balls centered at $x$, and one could replace $f_{B}$ in (1.5) by $c_{B}$, chosen to minimize the integral. We set

$$
\begin{equation*}
\|f\|_{\mathrm{BMO}}:=\left\|f^{\#}\right\|_{L^{\infty}} \tag{1.6}
\end{equation*}
$$

This is not a norm, since $\|c\|_{\mathrm{BMO}}=0$ if $c$ is a constant; it is a seminorm. The space $\operatorname{bmo}\left(\mathbb{R}^{n}\right)$ is defined by

$$
\begin{equation*}
\operatorname{bmo}\left(\mathbb{R}^{n}\right):=\left\{f \in L_{\mathrm{loc}}^{1}\left(\mathbb{R}^{n}\right):{ }^{\#} f \in L^{\infty}\left(\mathbb{R}^{n}\right)\right\} \tag{1.7}
\end{equation*}
$$

where

$$
\begin{equation*}
{ }^{\#} f(x):=\sup _{B \in \mathscr{F}_{1}(x)} \frac{1}{V(B)} \int_{B}\left|f(y)-f_{B}\right| d y+\frac{1}{V\left(B_{1}(x)\right)} \int_{B_{1}(x)}|f(y)| d y \tag{1.8}
\end{equation*}
$$

with $\mathscr{B}_{1}(x):=\left\{B_{r}(x): 0<r \leq 1\right\}$. We set

$$
\begin{equation*}
\|f\|_{\text {bmo }}:=\left\|^{\#} f\right\|_{L^{\infty}} . \tag{1.9}
\end{equation*}
$$

This is a norm, and $\operatorname{bmo}\left(\mathbb{R}^{n}\right)$ has good localization properties.
Now, $\operatorname{VMO}\left(\mathbb{R}^{n}\right)$ is the closure in $\operatorname{BMO}\left(\mathbb{R}^{n}\right)$ of $\operatorname{UC}\left(\mathbb{R}^{n}\right) \cap \operatorname{BMO}\left(\mathbb{R}^{n}\right)$, where $\operatorname{UC}\left(\mathbb{R}^{n}\right)$ is the space of uniformly continuous functions on $\mathbb{R}^{n}$, and $\operatorname{vmo}\left(\mathbb{R}^{n}\right)$ is the closure in $\operatorname{bmo}\left(\mathbb{R}^{n}\right)$ of $\operatorname{UC}\left(\mathbb{R}^{n}\right) \cap \operatorname{bmo}\left(\mathbb{R}^{n}\right)$. One can use local coordinates and partitions of unity to define $\operatorname{bmo}(M)$ and $v m o(M)$ on a class of Riemannian manifolds $M$ (see [Taylor 2009]). See also Appendix C of this paper for a discussion of $\mathrm{BMO}(M)$ and $\mathrm{VMO}(M)$ on spaces $M$ of homogeneous type. If $M$ is compact, $\mathrm{BMO}(M)$ coincides with $\operatorname{bmo}(M)$ and $\mathrm{VMO}(M)$ coincides with $\operatorname{vmo}(M)$.

With this in mind, $\Omega$ could be an open set in a compact $(n+1)$-dimensional Riemannian manifold $M$, whose boundary, in local coordinates on $M$, is locally a graph as in (1.3), and $k(x, x-y)$ in (1.1) could be the integral kernel of a pseudodifferential operator on $M$ of order -1 with odd symbol. In fact, lower-order terms in $k(x, x-y)$ yield weakly singular integral operators on functions on $L^{p}(\partial \Omega)$, which are compact on $L^{p}(\partial \Omega)$, for $1<p<\infty$, on elementary grounds. Thus it suffices for the principal symbol to have this property.

The analysis of operators of the form (1.1) as bounded operators on $L^{p}(\partial \Omega)$ for $p \in(1, \infty)$, together with nontangential maximal function estimates for

$$
\begin{equation*}
\mathscr{K} f(x)=\int_{\partial \Omega} k(x, x-y) f(y) d \sigma(y), \quad x \in \mathbb{R}^{n+1} \backslash \partial \Omega, \tag{1.10}
\end{equation*}
$$

and nontangential convergence, was done for general Lipschitz domains in [Coifman et al. 1982], carrying through the breakthrough initiated in [Calderón 1977], at least for $k=k(x-y)$.

Also key was [Fabes et al. 1978], which treated (1.1) (again with $k=k(x-y)$ ) when $\Omega$ has a $\mathscr{C}^{1}$ boundary and gave some applications to PDE. These applications involved looking at double layer potentials

$$
\begin{equation*}
K_{d} f(x)=\operatorname{PV} \int_{\partial \Omega} \nu(x) \cdot(x-y) E(x-y) f(y) d \sigma(y), \quad x \in \partial \Omega \tag{1.11}
\end{equation*}
$$

where $\nu(x)$ is the unit normal to $\partial \Omega$ and $E(z)=c_{n}|z|^{-(n+1)}$. Such an operator is of the form $K_{d} f(x)=v(x) \cdot K f(x)$, where $K$ is as in (1.1) with $k(z)=z E(z)$ vector-valued. In [Fabes et al. 1978] it was shown that $K_{d}$ is compact when $\Omega$ is a bounded domain of class $\mathscr{C}^{1}$. (See Section 3D of this paper for a proof that $K_{d}$ is compact more generally when $\Omega$ is a bounded $\operatorname{Lip} \cap \mathrm{vmo}_{1}$ domain.) This compactness was applied to the Dirichlet problem for the Laplace operator on bounded $\mathscr{C}^{1}$ domains. In fact, if

$$
\begin{equation*}
\mathscr{K}_{d} f(x)=\int_{\partial \Omega} v(x) \cdot(x-y) E(x-y) f(y) d \sigma(y), \quad x \in \Omega, \tag{1.12}
\end{equation*}
$$

one has

$$
\begin{equation*}
\left.\mathscr{K}_{d} f\right|_{\partial \Omega}=\left(\frac{1}{2} I+K_{d}\right) f, \tag{1.13}
\end{equation*}
$$

so solving the Dirichlet problem $\Delta u=0$ on $\Omega,\left.u\right|_{\partial \Omega}=g$, in the form $u=\mathscr{K}_{d} f$, leads to solving

$$
\begin{equation*}
\left(\frac{1}{2} I+K_{d}\right) f=g \tag{1.14}
\end{equation*}
$$

and the compactness of $K_{d}$ implies $\frac{1}{2} I+K_{d}$ is Fredholm of index 0 .
For a general bounded Lipschitz domain $\Omega \subset \mathbb{R}^{n+1}$, (1.12)-(1.14) still hold but $K_{d}$ is typically not compact. However, it was shown in [Verchota 1984] that $\frac{1}{2} I+K_{d}$ is still Fredholm of index 0, using Rellich identities as a tool. This led to much work on other elliptic boundary problems, including boundary problems for the Stokes system, linear elasticity systems, and the Hodge Laplacian. In [Mitrea and Taylor 1999] a program was initiated that extended the study of (1.1) from $k=k(x-y)$ to $k=k(x, x-y)$, a development that enabled the authors to work on Lipschitz domains in Riemannian manifolds. This led to a series of papers, including [Mitrea and Taylor 2000; Mitrea et al. 2001], in which variants of Rellich identities also played major roles.

Meanwhile, [Hofmann 1994] established compactness of $K_{d}$ in (1.11) when $\Omega \subset \mathbb{R}^{n+1}$ is a bounded $\mathrm{VMO}_{1}$ domain, i.e., its boundary is locally a graph of a function $\varphi_{0}$ satisfying

$$
\begin{equation*}
\nabla \varphi_{0} \in \operatorname{VMO}\left(\mathbb{R}^{n}\right) \tag{1.15}
\end{equation*}
$$

which is weaker than (1.3). This led [Hofmann et al. 2010] to establish compactness of a somewhat broader class of operators called regular SKT domains, not just $\mathrm{VMO}_{1}$ domains; this class was introduced by [Semmes 1991; Kenig and Toro 1997], who called them chord-arc domains with vanishing constant. This was applied in [Hofmann et al. 2010] to the Dirichlet boundary problem for the Laplace operator, on regular SKT domains in Riemannian manifolds, and also to a variety of boundary problems for other second-order elliptic systems.

In these works on various elliptic boundary problems, both on Lipschitz domains and on regular SKT domains, each elliptic system seemed to need a separate treatment. This is in striking contrast to the now-standard theory of regular elliptic boundary problems on smoothly bounded domains for operators with smooth coefficients. Such cases yield operators of the form (1.1) that are pseudodifferential operators on $\partial \Omega$, for which a symbol calculus is effective to power the analysis. One can, for example, see the treatment of regular elliptic boundary problems in [Taylor 1996, Chapter 7, §12].

Our goal here is to develop a symbol calculus for operators of the form (1.1) in $\operatorname{Lip} \cap \mathrm{vmo}_{1}$ domains, and to apply this symbol calculus to the analysis of some elliptic boundary problems.

We work in local graph coordinates, in which (1.1) takes the form

$$
\begin{equation*}
K f(x)=\operatorname{PV} \int_{\mathbb{R}^{n}} k(\varphi(x), \varphi(x)-\varphi(y)) f(y) \Sigma(y) d y, \quad x \in \mathbb{R}^{n} \tag{1.16}
\end{equation*}
$$

where $\varphi(x)=\left(x, \varphi_{0}(x)\right)$ with $\varphi_{0}: \mathbb{R}^{n} \rightarrow \mathbb{R}$ as in (1.3). In fact, we allow $\varphi_{0}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{\ell}$. The surface area element $d \sigma(y)$ equals $\Sigma(y) d y$. Our first major result is that, with $K^{\#}$ given by

$$
\begin{equation*}
K^{\#} f(x)=\operatorname{PV} \int_{\mathbb{R}^{n}} k(\varphi(x), D \varphi(x)(x-y)) f(y) \Sigma(y) d y, \quad x \in \mathbb{R}^{n} \tag{1.17}
\end{equation*}
$$

we have

$$
\begin{equation*}
K-K^{\#} \quad \text { compact on } L^{p}(B) \tag{1.18}
\end{equation*}
$$

for $p \in(1, \infty)$, for any ball $B \subset \mathbb{R}^{n}$. Then, as we show, $K^{\#} f=p(x, D)(\Sigma f)$, with

$$
\begin{equation*}
p(x, D) \in \mathrm{OP}\left(L^{\infty} \cap \mathrm{vmo}\right) S_{\mathrm{cl}}^{0}\left(\mathbb{R}^{n}\right) \tag{1.19}
\end{equation*}
$$

a class of pseudodifferential operators studied in [Taylor 2000] and shown to have a viable symbol calculus. Definitions and basic results are given in Appendix C of this paper. The proof of (1.18), given in Section 2, makes essential use of results in [Hofmann 1994] and further material in [Hofmann et al. 2010].

Since (1.16) and (1.17) are given in local graph coordinates, it is important to record how operators are related when represented in two different such coordinates and how a symbol can be associated to such an operator independently of the coordinate representation. These matters are handled in Section 3.

In connection with this, we mention work of Lewis, Salvaggi and Sisto [Lewis et al. 1993], providing such an analysis on $\mathscr{C}^{1}$ manifolds. In particular, (1.18) (for $\varphi \in \mathscr{C}^{1}$ ) plays a central role there. In that work, the function $k(x, z)$ is required to be analytic in $z \in \mathbb{R}^{n+1} \backslash\{0\}$. The need for such analyticity arises from technical issues, which we can overcome here thanks to the advances in [Hofmann 1994; Hofmann et al. 2010]. One desirable effect of not requiring such analyticity is that our results readily allow for microlocalization. Though we do not pursue microlocal analysis on boundaries of Lip $\cap \mathrm{vmo}_{1}$ domains here, we are pleased to advertise the potential to pursue such analysis.

The structure of the rest of this paper is as follows. Section 2 is devoted to a proof of the basic result (1.18). Section 3 builds on this to produce a symbol calculus, making essential use of results on operators of the form (1.19), recalled in Appendix C. Section 4 applies these results to some boundary problems for elliptic systems on $\operatorname{Lip} \cap \mathrm{vmo}_{1}$ domains. These include the Dirichlet problem for a general class of second-order, strongly elliptic systems and a class of oblique derivative problems. We also produce a general result on regular boundary problems for first-order elliptic systems, and show how this plays out for the Hodge-Dirac operator $d+\delta$ acting on differential forms.

A set of appendices deals with auxiliary results. Appendix A gives material used in Section 2A. Appendix B gives a detailed analysis of just how a principal value integral like (1.1) works for such domains as we consider here. Appendix C reviews material on the class of pseudodifferential operators (1.19). Appendix D reviews matters related to $\mathrm{BMO}(M)$ and $\mathrm{VMO}(M)$ when $M$ is a space of homogeneous type. Appendix $E$ proves that a bounded domain $\Omega \subset \mathbb{R}^{n+1}$ is locally the upper-graph of a function satisfying (1.3) if and only if its outward unit normal belongs to $\operatorname{VMO}(\partial \Omega)$.

## 2. From layer potential operators to pseudodifferential operators

The primary goal of this section is to establish the compactness of the difference between a singular integral operator $K$ of layer potential type as in (1.1) and a related operator $K^{\#}$, which belongs to the class of pseudodifferential operators $\operatorname{OP}\left(L^{\infty} \cap \mathrm{vmo}\right) S_{\mathrm{cl}}^{0}$, a class that is reviewed in Appendix C. We proceed in stages.

2A. General local compactness results. Below, the principal value integrals PV $\int$ are understood in the sense of removing small balls centered at the singularity and passing to the limit by letting their radii
approach zero; for a more flexible view on this topic see the discussion in Appendix B. We begin by recalling the following local compactness result:

Theorem 2.1. Assume $\varphi: \mathbb{R}^{n} \rightarrow \mathbb{R}$ and $\psi: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ are two locally integrable functions satisfying

$$
\begin{equation*}
\nabla \varphi \in \operatorname{vmo}\left(\mathbb{R}^{n}\right), \quad D \psi \in \operatorname{bmo}\left(\mathbb{R}^{n}\right) \tag{2A.1}
\end{equation*}
$$

and set

$$
\begin{equation*}
\Gamma(x, y):=\varphi(x)-\varphi(y)-\nabla \varphi(x)(x-y), \quad x, y \in \mathbb{R}^{n} . \tag{2A.2}
\end{equation*}
$$

Given $F: \mathbb{R}^{m} \rightarrow \mathbb{R}$ smooth (of a sufficiently large order $M=M(m, n) \in \mathbb{N}$ ), even on $\mathbb{R}^{m}$ and such that

$$
\begin{align*}
& |F(w)| \leq C(1+|w|)^{-1} \quad \text { for every } w \in \mathbb{R}^{m}  \tag{2A.3}\\
& \text { and } \quad \partial^{\alpha} F \in L^{1}\left(\mathbb{R}^{m}\right) \quad \text { whenever }|\alpha| \leq M \tag{2A.4}
\end{align*}
$$

consider the principal value integral operator

$$
\begin{equation*}
T f(x):=\operatorname{PV} \int_{\mathbb{R}^{n}}|x-y|^{-(n+1)} F\left(\frac{\psi(x)-\psi(y)}{|x-y|}\right) \Gamma(x, y) f(y) d y, \quad x \in \mathbb{R}^{n} \tag{2A.5}
\end{equation*}
$$

and the associated maximal operator

$$
\begin{equation*}
T_{*} f(x): \left.=\sup _{\varepsilon>0}\left|\int_{\substack{y \in \mathbb{R}^{n} \\|x-y|>\varepsilon}}\right| x-\left.y\right|^{-(n+1)} F\left(\frac{\psi(x)-\psi(y)}{|x-y|}\right) \Gamma(x, y) f(y) d y \right\rvert\,, \quad x \in \mathbb{R}^{n} . \tag{2A.6}
\end{equation*}
$$

Then for each $p \in(1, \infty)$ there exists $C_{n, p} \in(0, \infty)$ such that

$$
\begin{align*}
\left\|T_{*} f\right\|_{L^{p}\left(\mathbb{R}^{n}\right)} \leq C_{n, p}\left(\sum_{|\alpha| \leq M}\left\|\partial^{\alpha} F\right\|_{L^{1}\left(\mathbb{R}^{m}\right)}\right. & \left.+\sup _{w \in \mathbb{R}^{m}}[(1+|w|)|F(w)|]\right) \\
& \times\|\nabla \varphi\|_{\operatorname{BMO}\left(\mathbb{R}^{n}\right)}\left(1+\|D \psi\|_{\operatorname{BMO}\left(\mathbb{R}^{n}\right)}\right)^{N}\|f\|_{L^{p}\left(\mathbb{R}^{n}\right)} \tag{2A.7}
\end{align*}
$$

for every $f \in L^{p}\left(\mathbb{R}^{n}\right)$. Also, with $B_{R}$ abbreviating $B(0, R):=\left\{x \in \mathbb{R}^{n}:|x|<R\right\}$, it follows that for each $R \in(0, \infty)$ and $p \in(1, \infty)$ the operator

$$
\begin{equation*}
T: L^{p}\left(B_{R}\right) \longrightarrow L^{p}\left(B_{R}\right) \quad \text { is compact. } \tag{2A.8}
\end{equation*}
$$

This result is given in [Hofmann et al. 2010, Theorem 4.34, p. 2725 and Theorem 4.35, p. 2726]. As noted there, the analysis behind it is from [Hofmann 1994]. Of course, there is a natural analogue of Theorem 2.1 when the function $\varphi$ is vector-valued (implied by the scalar case by working componentwise). Here, the goal is to prove the following version of Theorem 2.1:

Theorem 2.2. Suppose $\varphi: \mathbb{R}^{n} \rightarrow \mathbb{R}$ and $\psi: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ are two locally integrable functions satisfying

$$
\begin{equation*}
\nabla \varphi \in \operatorname{vmo}\left(\mathbb{R}^{n}\right), \quad D \psi \in L^{\infty}\left(\mathbb{R}^{n}\right) \tag{2A.9}
\end{equation*}
$$

and let the symbol $\Gamma(x, y)$ retain the same significance as in (2A.2). Given an even, real-valued function $F \in \mathscr{C}^{M}\left(\mathbb{R}^{k}\right)$ (for a sufficiently large $M \in \mathbb{N}$ ) along with some matrix-valued function

$$
\begin{equation*}
A: \mathbb{R}^{n} \longrightarrow \mathbb{R}^{k \times m}, \quad A \in L^{\infty}\left(\mathbb{R}^{n}\right) \tag{2A.10}
\end{equation*}
$$

consider the principal value singular integral operator

$$
\begin{equation*}
T_{A} f(x):=\operatorname{PV} \int_{\mathbb{R}^{n}}|x-y|^{-(n+1)} F\left(A(x) \frac{\psi(x)-\psi(y)}{|x-y|}\right) \Gamma(x, y) f(y) d y, \quad x \in \mathbb{R}^{n} \tag{2A.11}
\end{equation*}
$$

Then for each $R \in(0, \infty)$ and $p \in(1, \infty)$ the operator

$$
\begin{equation*}
T_{A}: L^{p}\left(B_{R}\right) \longrightarrow L^{p}\left(B_{R}\right) \quad \text { is compact. } \tag{2A.12}
\end{equation*}
$$

Once again, there is a natural analogue of Theorem 2.2 when the function $\varphi$ is vector-valued (implied by the scalar case by working componentwise).

Proof of Theorem 2.2. Fix a finite number

$$
\begin{equation*}
R_{*}>\|D \psi\|_{L^{\infty}\left(\mathbb{R}^{n}\right)} \tag{2A.13}
\end{equation*}
$$

and abbreviate $B_{*}:=\left\{w \in \mathbb{R}^{m}:|w|<R_{*}\right\}$. Also, select a real-valued function $\chi$ satisfying

$$
\begin{equation*}
\chi \in \mathscr{C}^{\infty}\left(\mathbb{R}^{m}\right), \quad \chi \text { even in } \mathbb{R}^{m}, \quad \text { supp } \chi \subseteq B_{*}, \quad \chi(z)=1 \quad \text { whenever }|z| \leq\|D \psi\|_{L^{\infty}\left(\mathbb{R}^{n}\right)} \tag{2A.14}
\end{equation*}
$$

To proceed, let $\left\{\vartheta_{j}\right\}_{j \in \mathbb{N}} \subset L^{2}\left(B_{*}\right)$ denote an orthonormal basis of $L^{2}\left(B_{*}\right)$ consisting of real-valued eigenfunctions of the Dirichlet Laplacian in $B_{*}$ (as discussed in Appendix A). For $x \in \mathbb{R}^{n}$, we can write in $L^{2}\left(B_{*}\right)$ and for a.e. $z \in B_{*}$,

$$
\begin{equation*}
F(A(x) z)=\sum_{j \in \mathbb{N}} b_{j}(x) \vartheta_{j}(z) \tag{2A.15}
\end{equation*}
$$

where, for each $j \in \mathbb{N}$, we have set

$$
\begin{equation*}
b_{j}(x):=\int_{B_{*}} F(A(x) z) \vartheta_{j}(z) d z, \quad x \in \mathbb{R}^{n} \tag{2A.16}
\end{equation*}
$$

To estimate the $b_{j}$, fix $j \in \mathbb{N}, x \in \mathbb{R}^{n}$, and observe that for each $N \in \mathbb{N}$ we may write

$$
\begin{align*}
\lambda_{j}^{N}\left|b_{j}(x)\right| & =\left|\int_{B_{*}} F(A(x) z)\left((-\Delta)^{N} \vartheta_{j}\right)(z) d z\right| \\
& =\left|\int_{B_{*}}\left(-\Delta_{z}\right)^{N}[F(A(x) z)] \vartheta_{j}(z) d z\right| \\
& \leq C_{N}\|A\|_{L^{\infty}\left(\mathbb{R}^{n}\right)}^{2 N}\left\{\begin{array}{c}
|w| \leq R_{*}\|A\|_{L} \infty_{\left(\mathbb{R}^{n}\right)}^{|\alpha|=2 N} \\
\sup ^{|\alpha| n}
\end{array}\left|\left(\partial^{\alpha} F\right)(w)\right|\right\}\left\|\vartheta_{j}\right\|_{L^{\infty}\left(B_{*}\right)} \\
& \leq C_{A, F, R_{*}, N} j^{1 / 2+2 / n} \tag{2A.17}
\end{align*}
$$

by (A.9). In light of (A.8) this ultimately shows that for each $N \in \mathbb{N}$ there exists a constant $C_{N} \in(0, \infty)$ such that

$$
\begin{equation*}
\left\|b_{j}\right\|_{L^{\infty}\left(\mathbb{R}^{n}\right)} \leq C_{N} j^{-N} \quad \text { for all } j \in \mathbb{N} \tag{2A.18}
\end{equation*}
$$

Moving on, we note that combining (2A.15) with its version written for $-z$ in place of $z$, and keeping in mind that $F$ is even, yields

$$
\begin{equation*}
F(A(x) z)=\sum_{j \in \mathbb{N}} b_{j}(x) \tilde{\vartheta}_{j}(z) \tag{2A.19}
\end{equation*}
$$

where, for each $j \in \mathbb{N}$, we have set

$$
\begin{equation*}
\tilde{\vartheta}_{j}(z):=\frac{1}{2}\left(\vartheta_{j}(z)+\vartheta_{j}(-z)\right), \quad z \in B_{*} . \tag{2A.20}
\end{equation*}
$$

In particular, for each $j \in \mathbb{N}$,

$$
\begin{equation*}
\widetilde{\vartheta}_{j} \in \mathscr{C}_{l o c}^{\infty}\left(B_{*}\right) \text { is even, vanishes on } \partial B_{*}, \text { and satisfies }-\Delta \widetilde{\vartheta}_{j}=\lambda_{j} \widetilde{\vartheta}_{j} \text { in } B_{*} \text {. } \tag{2A.21}
\end{equation*}
$$

Multiplying both sides of (2A.19) with the cut-off function $\chi$ from (2A.14) then finally yields

$$
\begin{equation*}
\chi(z) F(A(x) z)=\sum_{j \in \mathbb{N}} b_{j}(x) F_{j}(z), \quad x \in \mathbb{R}^{n}, z \in \mathbb{R}^{m} \tag{2A.22}
\end{equation*}
$$

where, for each $j \in \mathbb{N}$, we have set

$$
\begin{equation*}
F_{j}(z):=\chi(z) \tilde{\vartheta}_{j}(z), \quad z \in \mathbb{R}^{m} \tag{2A.23}
\end{equation*}
$$

naturally viewed as zero outside $B_{*}$. Hence, for each $j \in \mathbb{N}$,

$$
\begin{equation*}
F_{j} \in \mathscr{C}^{\infty}\left(\mathbb{R}^{m}\right) \text { is an even function supported in } B_{*}, \tag{2A.24}
\end{equation*}
$$

and (A.11) implies that for every multi-index $\alpha \in \mathbb{N}_{0}^{m}$ there exists a constant $C_{m, \alpha} \in(0, \infty)$ such that

$$
\begin{equation*}
\left\|\partial^{\alpha} F_{j}\right\|_{L^{\infty}\left(\mathbb{R}^{m}\right)} \leq C_{m, \alpha} j^{1 / 2+2 / n} \tag{2A.25}
\end{equation*}
$$

Since

$$
\begin{equation*}
z=\frac{\psi(x)-\psi(y)}{|x-y|} \Longrightarrow \quad|z| \leq\|D \psi\|_{L^{\infty}\left(\mathbb{R}^{m}\right)} \quad \Longrightarrow \quad \chi(z)=1 \tag{2A.26}
\end{equation*}
$$

we deduce from (2A.22) that

$$
\begin{equation*}
T_{A} f(x)=\sum_{j \in \mathbb{N}} b_{j}(x) T_{j} f(x) \tag{2A.27}
\end{equation*}
$$

where, for each $j \in \mathbb{N}$, we have set

$$
\begin{equation*}
T_{j} f(x):=\operatorname{PV} \int_{\mathbb{R}^{n}}|x-y|^{-(n+1)} F_{j}\left(\frac{\psi(x)-\psi(y)}{|x-y|}\right) \Gamma(x, y) f(y) d y, \quad x \in \mathbb{R}^{n} \tag{2A.28}
\end{equation*}
$$

At this stage, Theorem 2.1 applies to each operator $T_{j}$. In concert, estimates (2A.7) and (2A.25) yield a polynomial bound in $j \in \mathbb{N}$ on the operator norms of $T_{j}$ on $L^{p}\left(\mathbb{R}^{n}\right)$. Then, in the context of the expansion (2A.27), the rapid decrease (2A.18) implies the desired compactness on $L^{p}\left(B_{R}\right)$ for $T_{A}$ for each $R \in(0, \infty)$ and $p \in(1, \infty)$.

It is possible to prove Theorem 2.2 using the Fourier transform in place of spectral methods, based on Dirichlet eigenfunction decompositions. We shall do so below and, in the process, derive further information about the family of truncated operators (indexed by $\varepsilon>0$ )

$$
\begin{equation*}
T_{A, \varepsilon} f(x):=\int_{\left\{y \in \mathbb{R}^{n}:|x-y|>\varepsilon\right\}}|x-y|^{-(n+1)} F\left(A(x) \frac{\psi(x)-\psi(y)}{|x-y|}\right) \Gamma(x, y) f(y) d y \tag{2A.29}
\end{equation*}
$$

where $x \in \mathbb{R}^{n}$, including the pointwise a.e. existence of the associated principal value singular integral operator.

Theorem 2.3. For each $\varepsilon>0$ let $T_{A, \varepsilon}$ be as in (2A.29), where $\Gamma(x, y)$ is defined as in (2A.2) for a function $\varphi: \mathbb{R}^{n} \rightarrow \mathbb{R}$ satisfying $\nabla \varphi \in \operatorname{BMO}\left(\mathbb{R}^{n}\right), A \in L^{\infty}\left(\mathbb{R}^{n}\right)$ is a $k \times m$ matrix-valued function, $\psi: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ is Lipschitz, and $F \in \mathscr{C}^{M}\left(\mathbb{R}^{k}\right)$ is even.

Then, if $M=M(m, n) \in \mathbb{N}$ is large enough, there is a positive $M_{0}<\infty$ such that, for $1<p<\infty$,

$$
\begin{equation*}
\sup _{\varepsilon>0}\left\|T_{A, \varepsilon} f\right\|_{L^{p}\left(\mathbb{R}^{n}\right)} \leq\left\|\sup _{\varepsilon>0}\left|T_{A, \varepsilon} f\right|\right\|_{L^{p}\left(\mathbb{R}^{n}\right)} \leq C_{0}\left(1+\|\nabla \psi\|_{\left.L^{\infty}\left(\mathbb{R}^{n}\right)\right)^{M_{0}}\|\nabla \varphi\|_{\mathrm{BMO}\left(\mathbb{R}^{n}\right)}\|f\|_{L^{p}\left(\mathbb{R}^{n}\right)}, ~, ~, ~}\right. \tag{2A.30}
\end{equation*}
$$

where the constant $C_{0}$ depends on $\|A\|_{\infty}, p, n, m, k$ and $\|F\|_{\mathscr{C}^{M}\left(B\left(0,\|A\|_{\infty} R_{*}\right)\right)}$ with

$$
\begin{equation*}
R_{*}:=2\left(\|\nabla \psi\|_{\infty}+1\right) . \tag{2A.31}
\end{equation*}
$$

Moreover,

$$
\begin{equation*}
\nabla \varphi \in \operatorname{VMO}\left(\mathbb{R}^{n}\right) \quad \Longrightarrow \quad \lim _{\varepsilon \rightarrow 0^{+}} T_{A, \varepsilon} f(x) \quad \text { exists for a.e. } x \in \mathbb{R}^{n} \text { for all } f \in L^{p}\left(\mathbb{R}^{n}\right) \tag{2A.32}
\end{equation*}
$$

In fact, a more general result of this nature holds. Specifically, if $B: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m^{\prime}}$ is a bi-Lipschitz function and if, for each, $\varepsilon>0$ we set

$$
\begin{equation*}
T_{A, B, \varepsilon} f(x):=\int_{\left\{y \in \mathbb{R}^{n}:|B(x)-B(y)|>\varepsilon\right\}}|x-y|^{-(n+1)} F\left(A(x) \frac{\psi(x)-\psi(y)}{|x-y|}\right) \Gamma(x, y) f(y) d y \tag{2A.33}
\end{equation*}
$$

where $x \in \mathbb{R}^{n}$, then

$$
\begin{equation*}
\nabla \varphi \in \operatorname{VMO}\left(\mathbb{R}^{n}\right) \quad \Longrightarrow \quad \lim _{\varepsilon \rightarrow 0^{+}} T_{A, B, \varepsilon} f(x) \quad \text { exists for a.e. } x \in \mathbb{R}^{n} \text { for all } f \in L^{p}\left(\mathbb{R}^{n}\right) \tag{2A.34}
\end{equation*}
$$

We shall prove estimate (2A.30) by reducing it to the scalar-valued case $k=m=1$, with $A \equiv 1$, which is Theorem 1.10 in [Hofmann 1994]. Given (2A.30), for $\varphi \in \operatorname{vmo}\left(\mathbb{R}^{n}\right)$ one then gets local compactness (as in the statement of Theorem 2.2: compare (2A.12)) of the associated principal value operator by the usual methods.

Proof of Theorem 2.3. For $z \in \mathbb{R}^{m}$, set $F_{x}(z):=F(A(x) z)$. Note that, since $A \in L^{\infty}$, we have that $F_{x}(\cdot) \in \mathscr{C}^{M}$ with

$$
\begin{equation*}
\sup _{0 \leq j \leq M}\left\|\nabla^{j} F_{x}(\cdot)\right\|_{L^{\infty}(B)} \quad \text { controlled uniformly in } x \text { for every ball } B \subset \mathbb{R}^{m} \tag{2A.35}
\end{equation*}
$$

Moreover, as before, we may suppose that

$$
\begin{equation*}
F_{x}(\cdot) \text { is supported in the ball } B\left(0, R_{*}\right) \subset \mathbb{R}^{m} \text { for every } x \in \mathbb{R}^{n}, \tag{2A.36}
\end{equation*}
$$

where $R_{*}$ is as in (2A.31). For notational convenience, we normalize $F$ so that

$$
\begin{equation*}
\sup _{0 \leq j \leq M}\left\|\nabla^{j} F(\cdot)\right\|_{L^{\infty}\left(B\left(0,\|A\|_{\infty} R_{*}\right)\right)}=1 \tag{2A.37}
\end{equation*}
$$

We may write

$$
\begin{equation*}
F_{x}(z)=c \int_{\mathbb{R}^{m}} \hat{F}_{x}(\xi) \cos (z \cdot \xi) d \xi \tag{2A.38}
\end{equation*}
$$

where $\widehat{F}_{x}$ is the Fourier transform of $F_{x}$, and we observe that, by standard estimates for the Fourier transform and our normalization of $F$ from (2A.37),

$$
\begin{equation*}
\underset{x \in \mathbb{R}^{n}}{\operatorname{ess} \sup }\left|\widehat{F}_{x}(\xi)\right| \leq C R_{*}^{m}(1+|\xi|)^{-M} \tag{2A.39}
\end{equation*}
$$

Let $\eta \in \mathscr{C}_{0}^{\infty}(-2,2)$ be an even function with $\eta \equiv 1$ on $[-1,1]$ and, for $\xi \in \mathbb{R}^{m}, t \in \mathbb{R}$, set

$$
\begin{equation*}
E_{\xi}(t):=\cos (t) \eta\left(\frac{t}{(1+|\xi|) R_{*}}\right) \tag{2A.40}
\end{equation*}
$$

Observe that, for $z \in B\left(0, R_{*}\right) \subset \mathbb{R}^{m}$, we may replace $\cos (z \cdot \xi)$ by $E_{\xi}(z \cdot \xi)$ in (2A.38). In concert with (2A.29) and (2A.38), this permits us to write

$$
\begin{align*}
T_{A, \varepsilon} f(x) & =\int_{\left\{y \in \mathbb{R}^{n}:|x-y|>\varepsilon\right\}}|x-y|^{-(n+1)} F\left(A(x) \frac{\psi(x)-\psi(y)}{|x-y|}\right) \Gamma(x, y) f(y) d y \\
& =c \int_{\mathbb{R}^{m}} \widehat{F}_{x}(\xi)\left\{\int_{\left\{y \in \mathbb{R}^{n}:|x-y|>\varepsilon\right\}}|x-y|^{-(n+1)} E_{\xi}\left(\xi \cdot \frac{\psi(x)-\psi(y)}{|x-y|}\right) \Gamma(x, y) f(y) d y\right\} d \xi \\
& =c \int_{\mathbb{R}^{m}}(1+|\xi|)^{M-N} \hat{F}_{x}(\xi) T_{\xi, \varepsilon} f(x) d \xi, \tag{2A.41}
\end{align*}
$$

where

$$
\begin{equation*}
T_{\xi, \varepsilon} f(x):=\int_{\left\{y \in \mathbb{R}^{n}:|x-y|>\varepsilon\right\}}|x-y|^{-(n+1)} \widetilde{E}_{\xi}\left(\xi \cdot \frac{\psi(x)-\psi(y)}{|x-y|}\right) \Gamma(x, y) f(y) d y \tag{2A.42}
\end{equation*}
$$

and, with $N$ a large number to be chosen later,

$$
\begin{equation*}
\widetilde{E}_{\xi}(t):=(1+|\xi|)^{N-M} E_{\xi}(t) \quad \text { for all } t \in \mathbb{R} \tag{2A.43}
\end{equation*}
$$

In turn, from (2A.41) and (2A.39) we deduce that

$$
\begin{equation*}
\left\|\sup _{\varepsilon>0}\left|T_{A, \varepsilon} f\right|\right\|_{L^{p}\left(\mathbb{R}^{n}\right)} \leq C R_{*}^{m} \int_{\mathbb{R}^{m}}(1+|\xi|)^{-N}\left\|\sup _{\varepsilon>0}\left|T_{\xi, \varepsilon} f\right|\right\|_{L^{p}\left(\mathbb{R}^{n}\right)} d \xi \tag{2A.44}
\end{equation*}
$$

We now set

$$
\begin{equation*}
N:=M-2 \tag{2A.45}
\end{equation*}
$$

and note that this choice ensures that, for all nonnegative integers $j$,

$$
\left|\left(\frac{d}{d t}\right)^{j} \widetilde{E}_{\xi}(t)\right| \leq C_{j}(1+|\xi|)^{-2}\left(\frac{1}{1+|t| /\left((1+|\xi|) R_{*}\right)}\right)^{2} \leq C_{j} R_{*}^{2}(1+|t|)^{-2}
$$

where the constant $C_{j}$ may depend on $j$ but is independent of $\xi$. By [Hofmann 1994, Theorem 1.10, p. 470] applied to the scalar-valued Lipschitz function $\xi \cdot \psi$, we then have that, for some $M_{1}<\infty$,

$$
\begin{equation*}
\left\|\sup _{\varepsilon>0}\left|T_{\xi, \varepsilon} f(x)\right|\right\|_{L_{x}^{p}\left(\mathbb{R}^{n}\right)} \leq C R_{*}^{2}\left(1+|\xi| R_{*}\right)^{M_{1}}\|\nabla \varphi\|_{\mathrm{BMO}\left(\mathbb{R}^{n}\right)}\|f\|_{L^{p}\left(\mathbb{R}^{n}\right)} \tag{2A.46}
\end{equation*}
$$

Plugging the latter estimate into (2A.44) and finally choosing

$$
\begin{equation*}
M:=M_{1}+m+3 \tag{2A.47}
\end{equation*}
$$

we obtain (2A.30) thanks to (2A.45).
Finally, it remains to consider the issue of the existence of the limits in (2A.32) and (2A.34). We treat in detail the former, since the argument for the latter is similar, granted our results in Appendix B. To justify (2A.32), make the standing assumption that

$$
\begin{equation*}
\nabla \varphi \in \operatorname{VMO}\left(\mathbb{R}^{n}\right) \tag{2A.48}
\end{equation*}
$$

and recall from (2A.41), (2A.45) that

$$
\begin{equation*}
T_{A, \varepsilon} f(x)=c \int_{\mathbb{R}^{m}}(1+|\xi|)^{2} \widehat{F}_{x}(\xi) T_{\xi, \varepsilon} f(x) d \xi \tag{2A.49}
\end{equation*}
$$

where $T_{\xi, \varepsilon} f(x)$ is as in (2A.42). To proceed, observe that, for each $f \in L^{p}\left(\mathbb{R}^{n}\right)$,

$$
\begin{equation*}
\sup _{\varepsilon>0}\left|(1+|\xi|)^{2} \widehat{F}_{x}(\xi) T_{\xi, \varepsilon} f(x)\right| \in L_{\xi}^{1}\left(\mathbb{R}^{m}\right) \quad \text { for a.e. fixed } x \in \mathbb{R}^{n} \tag{2A.50}
\end{equation*}
$$

To see that this is the case, use Minkowski's inequality along with (2A.39) and (2A.46) to estimate

$$
\begin{align*}
&\left\{\int_{\mathbb{R}^{n}}\left(\int_{\mathbb{R}^{m}} \sup _{\varepsilon>0}\left|(1+|\xi|)^{2} \widehat{F}_{x}(\xi) T_{\xi, \varepsilon} f(x)\right| d \xi\right)^{p} d x\right\}^{\frac{1}{p}} \\
& \leq \int_{\mathbb{R}^{m}}\left\|\sup _{\varepsilon>0}\left|(1+|\xi|)^{2} \widehat{F}_{x}(\xi) T_{\xi, \varepsilon} f(x)\right|\right\|_{L_{x}^{p}\left(\mathbb{R}^{n}\right)} d \xi \\
& \leq \int_{\mathbb{R}^{m}}(1+|\xi|)^{2}\left[\underset{x \in \mathbb{R}^{n}}{\operatorname{ess} \sup }\left|\widehat{F}_{x}(\xi)\right|\right]\| \|_{\varepsilon>0}\left|\sup _{\xi, \varepsilon} f(x)\right| \|_{L_{x}^{p}\left(\mathbb{R}^{n}\right)} d \xi \\
& \leq C R_{*}^{m+2}\|\nabla \varphi\|_{\mathrm{BMO}\left(\mathbb{R}^{n}\right)}\|f\|_{L^{p}\left(\mathbb{R}^{n}\right)} \int_{\mathbb{R}^{m}}(1+|\xi|)^{2-M}\left(1+|\xi| R_{*}\right)^{M_{1}} d \xi<+\infty \tag{2A.51}
\end{align*}
$$

thanks to (2A.47). With (2A.51) in hand, the claim in (2A.50) readily follows. Next, granted (2A.48), we claim that for each fixed function $f \in L^{p}\left(\mathbb{R}^{n}\right)$ the following holds:

$$
\begin{equation*}
\text { for each fixed } \xi \in \mathbb{R}^{m}, \quad \lim _{\varepsilon \rightarrow 0^{+}} T_{\xi, \varepsilon} f(x) \quad \text { exists for a.e. } x \in \mathbb{R}^{n} \tag{2A.52}
\end{equation*}
$$

Given that we have already established (2A.30), this may be justified along the lines of the proof of Theorem 5.11, pp. 500-501 in [Hofmann 1994], based on Proposition B. 2 and keeping in mind that VMO functions may be approximated in the BMO norm by continuous functions with compact support, which, in turn, are uniformly approximable by functions in $\mathscr{C}_{0}^{\infty}$.

In concert with the uniform integrability property (2A.50), the existence of the limit in (2A.52) makes it possible to use Lebesgue's dominated convergence theorem in order to write that, for a.e. $x \in \mathbb{R}^{n}$,

$$
\begin{align*}
\lim _{\varepsilon \rightarrow 0^{+}} T_{A, \varepsilon} f(x) & =c \lim _{\varepsilon \rightarrow 0^{+}} \int_{\mathbb{R}^{m}}(1+|\xi|)^{2} \widehat{F}_{x}(\xi) T_{\xi, \varepsilon} f(x) d \xi \\
& =c \int_{\mathbb{R}^{m}}(1+|\xi|)^{2} \widehat{F}_{x}(\xi) \lim _{\varepsilon \rightarrow 0^{+}} T_{\xi, \varepsilon} f(x) d \xi \tag{2A.53}
\end{align*}
$$

This proves the claim in (2A.32) and finishes the proof of the theorem.
2B. The local compactness of the remainder. Let $\varphi: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n+\ell}$ be a Lipschitz map of "graph" type, i.e., assume that

$$
\begin{equation*}
\varphi(x)=\left(x, \varphi_{0}(x)\right) \quad \text { for all } x \in \mathbb{R}^{n} \tag{2B.1}
\end{equation*}
$$

for some

$$
\begin{equation*}
\varphi_{0}: \mathbb{R}^{n} \longrightarrow \mathbb{R}^{\ell} \quad \text { Lipschitz. } \tag{2B.2}
\end{equation*}
$$

Note that this implies

$$
\begin{equation*}
|\varphi(x)-\varphi(y)| \geq|x-y| \quad \text { for all } x, y \in \mathbb{R}^{n} . \tag{2B.3}
\end{equation*}
$$

Let

$$
\begin{gather*}
k: \mathbb{R}^{n+\ell} \backslash\{0\} \rightarrow \mathbb{R} \text { be a smooth function, positive, homogeneous of degree }-n  \tag{2B.4}\\
\text { and satisfying } k(-w)=-k(w) \text { for all } w \in \mathbb{R}^{n+\ell} \backslash\{0\} .
\end{gather*}
$$

Then

$$
\begin{align*}
K f(x) & :=\operatorname{PV} \int_{\mathbb{R}^{n}} k(\varphi(x)-\varphi(y)) f(y) d y \\
& =\operatorname{PV} \int_{\mathbb{R}^{n}}|x-y|^{-n} k\left(\frac{\varphi(x)-\varphi(y)}{|x-y|}\right) f(y) d y, \quad x \in \mathbb{R}^{n} \tag{2B.5}
\end{align*}
$$

defines a bounded operator on $L^{p}\left(\mathbb{R}^{n}\right)$ for each $p \in(1, \infty)$. We aim to establish a finer structure when $\varphi \in \mathscr{C}^{1}\left(\mathbb{R}^{n}\right)$ or, more generally, when the Jacobian $D \varphi$ of $\varphi$ satisfies

$$
\begin{equation*}
D \varphi \in L^{\infty}\left(\mathbb{R}^{n}\right) \cap \operatorname{vmo}\left(\mathbb{R}^{n}\right) \tag{2B.6}
\end{equation*}
$$

Namely, we set

$$
\begin{equation*}
R:=K-K_{0} \tag{2B.7}
\end{equation*}
$$

with

$$
\begin{equation*}
K_{0} f(x):=\mathrm{PV} \int_{\mathbb{R}^{n}} k(D \varphi(x)(x-y)) f(y) d y, \quad x \in \mathbb{R}^{n} \tag{2B.8}
\end{equation*}
$$

Note that (2B.3) implies $|D \varphi(x) z| \geq|z|$ for all $z \in \mathbb{R}^{n}$. We have

$$
\begin{align*}
\varphi \in \mathscr{C}^{1}\left(\mathbb{R}^{n}\right) & \Longrightarrow K_{0} \in \operatorname{OP} \mathscr{C}^{0} S_{\mathrm{cl}}^{0} \\
D \varphi \in L^{\infty}\left(\mathbb{R}^{n}\right) \cap \operatorname{vmo}\left(\mathbb{R}^{n}\right) & \Longrightarrow K_{0} \in \operatorname{OP}\left(L^{\infty} \cap \mathrm{vmo}\right) S_{\mathrm{cl}}^{0} . \tag{2B.9}
\end{align*}
$$

The latter class is studied in [Taylor 2000, Chapter 1, §11] and, for the reader's convenience, useful background material on this topic is presented in Appendix C. See Theorem 2.6 for a derivation of the
second part of (2B.9) in a more general setting. As for the "remainder" $R$ in (2B.7), we have

$$
\begin{equation*}
R f(x)=\operatorname{PV} \int_{\mathbb{R}^{n}} r(x, y) f(y) d y, \quad x \in \mathbb{R}^{n} \tag{2B.10}
\end{equation*}
$$

where

$$
\begin{equation*}
r(x, y):=k(\varphi(x)-\varphi(y))-k(D \varphi(x)(x-y))=\int_{0}^{1} r_{\tau}(x, y) d \tau \tag{2B.11}
\end{equation*}
$$

with

$$
\begin{align*}
r_{\tau}(x, y) & :=(\nabla k)(\varphi(x)-\varphi(y)+\tau \Gamma(x, y)) \cdot \Gamma(x, y)  \tag{2B.12}\\
\Gamma(x, y) & :=\varphi(x)-\varphi(y)-D \varphi(x)(x-y)
\end{align*}
$$

The following is our first major result:
Theorem 2.4. Let $\varphi$ be as in (2B.1)-(2B.2), suppose $k$ is as in (2B.4) and define $R$ as in (2B.7), where $K, K_{0}$ are as in (2B.5) and (2B.8), respectively. Finally, assume that (2B.6) holds. Then, for each ball $B \subset \mathbb{R}^{n}$ and $p \in(1, \infty)$, the operator

$$
\begin{equation*}
R: L^{p}(B) \longrightarrow L^{p}(B) \quad \text { is compact. } \tag{2B.13}
\end{equation*}
$$

In the case when $\varphi \in \mathscr{C}^{1}\left(\mathbb{R}^{n}\right)$ and $D \varphi$ has a modulus of continuity satisfying a Dini condition, the compactness result (2B.13) is straightforward. See [Taylor 2000, Chapter 3, §4].

Proof of Theorem 2.4. Note that

$$
\begin{equation*}
R=\int_{0}^{1} R_{\tau} d \tau \tag{2B.14}
\end{equation*}
$$

interpreted as a Bochner integral, with

$$
\begin{equation*}
R_{\tau} f(x):=\operatorname{PV} \int_{\mathbb{R}^{n}} r_{\tau}(x, y) f(y) d y, \quad x \in \mathbb{R}^{n} \tag{2B.15}
\end{equation*}
$$

and the integral kernel $r_{\tau}(x, y)$ as in (2B.12). Given this, and bearing in mind that the collection of compact operators on $L^{p}(B)$ is a closed linear subspace of $\mathscr{L}\left(L^{p}(B), L^{p}(B)\right)$, it suffices to show that each operator $R_{\tau}$ has the compactness property (2B.13).

With this goal in mind, for each $\tau \in[0,1]$ observe that the operator $R_{\tau}$ has the form

$$
\begin{equation*}
R_{\tau} f(x)=\mathrm{PV} \int_{\mathbb{R}^{n}}|x-y|^{-(n+1)} F\left(\frac{D \varphi(x)(x-y)+\tau \Gamma(x, y)}{|x-y|}\right) \Gamma(x, y) f(y) d y \tag{2B.16}
\end{equation*}
$$

with $\Gamma(x, y)$ as in (2B.12) and $F:=\nabla k$. Note that the argument of $F$ in (2B.23) is

$$
\begin{equation*}
D \varphi(x)(x-y)+\tau \Gamma(x, y)=\left(x-y, D \varphi_{0}(x)(x-y)+\tau \Gamma_{0}(x, y)\right) \tag{2B.17}
\end{equation*}
$$

with $\varphi_{0}$ as in (2B.1)-(2B.2) and $\Gamma_{0}(x, y)$ as in (2B.12), but with $\varphi$ replaced by $\varphi_{0}$. In particular, there exists a constant $C \in(1, \infty)$ such that

$$
\begin{equation*}
1 \leq \frac{|D \varphi(x)(x-y)+\tau \Gamma(x, y)|}{|x-y|} \leq C \tag{2B.18}
\end{equation*}
$$

for all $x, y \in \mathbb{R}^{n}$ and all $\tau \in[0,1]$. As such, we can alter the function $F(w)$ at will off the set $\left\{w \in \mathbb{R}^{n+\ell}: 1 \leq|w| \leq C\right\}$ and arrange that

$$
\begin{equation*}
F \in \mathscr{C}_{0}^{\infty}\left(\mathbb{R}^{n+\ell}\right) \tag{2B.19}
\end{equation*}
$$

while keeping $F$ even.
Moving on, observe that another way of looking at the argument of $F$ in (2B.23) is to write

$$
\begin{align*}
D \varphi(x)(x-y)+\tau \Gamma(x, y) & =\tau(\varphi(x)-\varphi(y))+(1-\tau) D \varphi(x)(x-y) \\
& =[\tau \varphi(x)+(1-\tau) D \varphi(x) x]-[\tau \varphi(y)+(1-\tau) D \varphi(x) y] \\
& =A_{\tau}(x)(\psi(x)-\psi(y)) \tag{2B.20}
\end{align*}
$$

with

$$
\begin{equation*}
A_{\tau}(x):=(\tau I \quad(1-\tau) D \varphi(x)) \tag{2B.21}
\end{equation*}
$$

and

$$
\begin{equation*}
\psi(x):=\binom{\varphi(x)}{x}, \quad \psi: \mathbb{R}^{n} \longrightarrow \mathbb{R}^{2 n+\ell} \tag{2B.22}
\end{equation*}
$$

The bottom line is that for each $\tau \in[0,1]$ we have

$$
\begin{equation*}
R_{\tau} f(x)=\mathrm{PV} \int_{\mathbb{R}^{n}}|x-y|^{-(n+1)} F\left(A_{\tau}(x) \frac{\psi(x)-\psi(y)}{|x-y|}\right) \Gamma(x, y) f(y) d y, \quad x \in \mathbb{R}^{n} \tag{2B.23}
\end{equation*}
$$

where $A_{\tau}, \psi$ are as in (2B.21)-(2B.22) and we can assume $F$ is even and satisfies (2B.19). Granted this, Theorem 2.2 applies and yields that each $R_{\tau}$ has the compactness property (2B.13).

2C. A variable coefficient version of the local compactness theorem. Here the goal is to work out a variable coefficient version of Theorem 2.4 by treating the following class of operators. Let $k$ be in $\mathscr{C}^{\infty}\left(\mathbb{R}^{n+\ell} \times\left(\mathbb{R}^{n+\ell} \backslash 0\right)\right)$. Suppose $k(w, z)$ is odd in $z$ and homogeneous of degree $-n$ in $z$. In addition, assume bounds

$$
\begin{equation*}
\left|D_{w}^{\alpha} D_{z}^{\beta} k(w, z)\right| \leq C_{\alpha \beta}|z|^{-n-|\beta|} \tag{2C.1}
\end{equation*}
$$

We take $\varphi: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n+\ell}$ as in (2B.1)-(2B.2), (2B.6), and consider

$$
\begin{equation*}
K f(x):=\mathrm{PV} \int_{\mathbb{R}^{n}} k(\varphi(x), \varphi(x)-\varphi(y)) f(y) d y, \quad x \in \mathbb{R}^{n} \tag{2C.2}
\end{equation*}
$$

To analyze this type of singular integral operator with variable coefficient kernel, it is convenient to expand

$$
\begin{equation*}
k(w, z)=\sum_{j} a_{j}(w) \Omega_{n, j}(z) \tag{2C.3}
\end{equation*}
$$

where, starting with orthonormal, real-valued, spherical harmonics $\Omega_{j}$ on $S^{n-1}$, we have set

$$
\begin{equation*}
\Omega_{n, j}(z):=\Omega_{j}\left(\frac{z}{|z|}\right)|z|^{-n}, \quad z \in \mathbb{R}^{n} \backslash\{0\} \tag{2C.4}
\end{equation*}
$$

and where the coefficient functions $a_{j}$ are given by

$$
\begin{equation*}
a_{j}(w):=\int_{S^{n-1}} k(w, z) \Omega_{j}(z) d z \tag{2C.5}
\end{equation*}
$$

We can arrange that all the functions $\Omega_{n, j}(z)$ in (2C.3) are odd. There is a polynomial bound in $j$ on the $\mathscr{C}^{m}$ norm of $\left.\Omega_{n, j}\right|_{S^{n-1}}$ for each $m \in \mathbb{N}$, and the coefficients $a_{j}$ are rapidly decreasing in $\mathscr{C}^{m}$ norm for each $m \in \mathbb{N}$. We have

$$
\begin{equation*}
K=\sum_{j} K_{j} \tag{2C.6}
\end{equation*}
$$

where, for each $j$,

$$
\begin{equation*}
K_{j} f(x):=a_{j}(\varphi(x)) \mathrm{PV} \int_{\mathbb{R}^{n}} \Omega_{n, j}(\varphi(x)-\varphi(y)) f(y) d y, \quad x \in \mathbb{R}^{n} \tag{2C.7}
\end{equation*}
$$

The series (2C.6) converges rapidly in $L^{p}$-operator norm for each $p \in(1, \infty)$.
Let us compare $K$ with $K^{\#}$, defined as

$$
\begin{equation*}
K^{\#} f(x):=\operatorname{PV} \int_{\mathbb{R}^{n}} k(\varphi(x), D \varphi(x)(x-y)) f(y) d y, \quad x \in \mathbb{R}^{n} \tag{2C.8}
\end{equation*}
$$

This time (2C.3) yields

$$
\begin{equation*}
K^{\#}=\sum_{j} K_{j}^{\#} \tag{2C.9}
\end{equation*}
$$

with $K_{j}^{\#}$ given by

$$
\begin{equation*}
K_{j}^{\#} f(x):=a_{j}(\varphi(x)) \mathrm{PV} \int_{\mathbb{R}^{n}} \Omega_{n, j}(D \varphi(x)(x-y)) f(y) d y, \quad x \in \mathbb{R}^{n} \tag{2C.10}
\end{equation*}
$$

We claim that the series (2C.9) is rapidly convergent in $L^{p}$-operator norm for each $p \in(1, \infty)$. Indeed, Theorem 2.4 directly implies that, for each $j$,

$$
\begin{equation*}
K_{j}-K_{j}^{\#} \quad \text { is compact on } L^{p}(B) \tag{2C.11}
\end{equation*}
$$

for each ball $B \subset \mathbb{R}^{n}$ and each $p \in(1, \infty)$. The operator norm convergence of (2C.6) and (2C.9) then yield the following variable coefficient counterpart to Theorem 2.4:

Theorem 2.5. Given $K$ as in (2C.3) and $K^{\#}$ as in (2C.8),

$$
\begin{equation*}
K-K^{\#} \quad \text { is compact on } L^{p}(B) \tag{2C.12}
\end{equation*}
$$

Moving on, we propose to further analyze (2C.8) and show that (again, see the discussion in Appendix C for relevant definitions)

$$
\begin{equation*}
K^{\#} \in \mathrm{OP}\left(L^{\infty} \cap \mathrm{vmo}\right) S_{\mathrm{cl}}^{0} \tag{2C.13}
\end{equation*}
$$

To this end, it is convenient to write

$$
\begin{equation*}
k(w, A z)=\sum_{j} b_{j}(w, A) \Omega_{n, j}(z) \tag{2C.14}
\end{equation*}
$$

for $A: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n+\ell}$ of the form

$$
\begin{equation*}
A=\binom{I}{A_{0}} \tag{2C.15}
\end{equation*}
$$

with

$$
\begin{equation*}
b_{j}(w, A):=\int_{S^{n-1}} k(w, A z) \Omega_{j}(z) d \sigma(z) \tag{2C.16}
\end{equation*}
$$

Again, we can arrange that only odd functions $\Omega_{n, j}$ arise in (2C.14). As $A_{0}$ varies over a compact subset of $\mathscr{L}\left(\mathbb{R}^{n}, \mathbb{R}^{\ell}\right)$, the space of linear transformations from $\mathbb{R}^{n}$ to $\mathbb{R}^{\ell}$, we have uniform rapid decay of $b_{j}(w, A)$ and each of its derivatives. We have the following conclusion:

Theorem 2.6. The operator $K^{\#}$ defined by (2C.8) satisfies

$$
\begin{equation*}
K^{\#} f(x)=\sum_{j} b_{j}(\varphi(x), D \varphi(x)) \mathrm{PV} \int_{\mathbb{R}^{n}} \Omega_{n, j}(x-y) f(y) d y, \quad x \in \mathbb{R}^{n} \tag{2C.17}
\end{equation*}
$$

hence

$$
\begin{equation*}
K^{\#} f(x)=p(x, D) f(x), \quad x \in \mathbb{R}^{n} \tag{2C.18}
\end{equation*}
$$

with

$$
\begin{equation*}
p(x, \xi):=\sum_{j} b_{j}(\varphi(x), D \varphi(x)) \widehat{\Omega}_{n, j}(\xi) \tag{2C.19}
\end{equation*}
$$

Consequently,

$$
\begin{equation*}
p \in\left(L^{\infty} \cap \mathrm{vmo}\right) S_{\mathrm{cl}}^{0} \tag{2C.20}
\end{equation*}
$$

and (2C.13) follows.

## 3. Symbol calculus

Our goals here are to associate symbols to the operators studied in Section 2 and to examine how these operators behave under coordinate changes.

3A. Principal symbols. Let $\Omega \subset \mathbb{R}^{n+1}$ be a bounded $\operatorname{Lip} \cap \mathrm{vmo}_{1}$ domain, so $\partial \Omega$ is locally a graph of the form (2B.1)-(2B.2), (2B.6) with $\ell=1$. Let $\partial^{*} \Omega$ denote the subset of $\partial \Omega$ of the form $\varphi(x)$ such that $x$ is an $L^{p}$-Lebesgue point of $D \varphi$ with $p>n$ (so in particular $\varphi$ is differentiable at $x$ ). Then we set

$$
\begin{equation*}
T_{\varphi(x)} \partial^{*} \Omega:=\left\{D \varphi(x) v: v \in \mathbb{R}^{n}\right\} \quad \text { whenever } \varphi(x) \in \partial^{*} \Omega \tag{3A.1}
\end{equation*}
$$

In this fashion, we can talk about the tangent bundle and cotangent bundle over $\partial^{*} \Omega$,

$$
\begin{equation*}
T \partial^{*} \Omega \quad \text { and } \quad T^{*} \partial^{*} \Omega \tag{3A.2}
\end{equation*}
$$

where, in the latter case, the fiber $T_{\varphi(x)}^{*} \partial^{*} \Omega$ is the dual space to (3A.1).
Let $k(w, z)$ be smooth on $\mathbb{R}^{n+1} \times\left(\mathbb{R}^{n+1} \backslash 0\right)$, odd in $z$ and homogeneous of degree $-n$ in $z$. Consider

$$
\begin{equation*}
K f(x):=\operatorname{PV} \int_{\partial \Omega} k(x, x-y) f(y) d \sigma(y), \quad K: L^{p}(\partial \Omega) \rightarrow L^{p}(\partial \Omega), \quad p \in(1, \infty) \tag{3A.3}
\end{equation*}
$$

In the local coordinate system described above,

$$
\begin{equation*}
K f(x)=\operatorname{PV} \int_{0} k(\varphi(x), \varphi(x)-\varphi(y)) f(y) \Sigma(y) d y \tag{3~A.4}
\end{equation*}
$$

with $\bigcirc \subset \mathbb{R}^{n}$ and $d \sigma(y)=\Sigma(y) d y$. Note that $\Sigma \in L^{\infty} \cap$ vmo. As we have seen in Section 2 C ,

$$
\begin{equation*}
K=p(x, D) \quad \text { mod compact } \tag{3A.5}
\end{equation*}
$$

with $p(x, \xi) \in\left(L^{\infty} \cap \operatorname{vmo}\right) S_{\mathrm{cl}}^{0}$ odd and homogeneous of degree 0 in $\xi$. We want to associate to $K$ a principal symbol $\sigma_{K}$ defined on $T^{*} \partial^{*} \Omega$. We propose

$$
\begin{equation*}
\sigma_{K}(\varphi(x), \xi):=p\left(x, D \varphi(x)^{\mathrm{T}} \xi\right) \tag{3A.6}
\end{equation*}
$$

for $x \in \mathcal{O}, \varphi(x) \in \partial^{*} \Omega$, with $p$ as in (3A.5). If $\partial \Omega$ is smooth, this coincides with the classical transformation formula for the symbol of a pseudodifferential operator. Now $K=K^{\#} \bmod$ compact, with $K^{\#}$ given by (2C.8) with a factor of $\Sigma(y)$ thrown in. This factor can be changed to $\Sigma(x) \bmod$ compact, so we can take

$$
\begin{equation*}
p(x, D) f(x)=\operatorname{PV} \int k(\varphi(x), D \varphi(x)(x-y)) \Sigma(x) f(y) d y \tag{3A.7}
\end{equation*}
$$

The standard formula connecting a pseudodifferential operator and its symbol yields

$$
\begin{equation*}
p(x, \zeta)=\int_{\mathbb{R}^{n}} k(\varphi(x), D \varphi(x) z) e^{-i z \cdot \zeta} \Sigma(x) d z \tag{3A.8}
\end{equation*}
$$

so (compare (3B.22)-(3B.23))

$$
\begin{align*}
p\left(x, D \varphi(x)^{\mathrm{T}} \xi\right) & =\int_{\mathbb{R}^{n}} k(\varphi(x), D \varphi(x) z) e^{-i D \varphi(x) z \cdot \xi} \Sigma(x) d z \\
& =\int_{T_{\varphi(x)} \partial^{*} \Omega} k\left(\varphi(x), z^{0}\right) e^{-i z^{0} \cdot \xi} d z^{0} \tag{3A.9}
\end{align*}
$$

since the area element of $\partial \Omega$ at $w \in \partial^{*} \Omega$ coincides with that of $T_{w} \partial^{*} \Omega$. Hence,

$$
\begin{equation*}
\sigma_{K}(w, \xi)=\int_{T_{w} \partial^{*} \Omega} k\left(w, z^{0}\right) e^{-i z^{0} \cdot \xi} d z^{0}, \quad w \in \partial^{*} \Omega \tag{3A.10}
\end{equation*}
$$

This last formula is independent of the choice of local coordinates on $\partial \Omega$. If $\partial \Omega$ is smooth, (3A.10) is the standard formula. We note that $T_{w}^{*} \partial^{*} \Omega$ inherits an inner product, and hence a volume form, as a linear subspace of $\mathbb{R}^{n+1}$, and $d z^{0}=\Sigma(x) d z$ when $w=\varphi(x)$.

Suppose $K$ is an $\ell \times \ell$ system of singular integral operators. We say $K$ is elliptic on $\partial \Omega$ if there exists a constant $C>0$ such that

$$
\begin{equation*}
\left\|\sigma_{K}(w, \xi) v\right\| \geq C\|v\| \quad \text { for all } v \in \mathbb{C}^{\ell} \text { and } \sigma \text {-a.e. } w \in \partial^{*} \Omega \tag{3A.11}
\end{equation*}
$$

In such a case, by (3A.6), the operator $p(x, D) \in \mathrm{OP}\left(L^{\infty} \cap \mathrm{vmo}\right) S_{\mathrm{cl}}^{0}$ associated to $K$ in a local graph coordinate system is elliptic, i.e., its symbol $p(x, \xi)$ satisfies the analogue of (3A.11). We can thus prove the following:

Theorem 3.1. Let $\Omega \subset \mathbb{R}^{n+1}$ be a bounded $\operatorname{Lip} \cap \mathrm{vmo}_{1}$ domain. If $K$ is an $\ell \times \ell$ elliptic system of singular integral operators of the form (3A.3) and satisfies the ellipticity condition (3A.11), then

$$
\begin{equation*}
K: L^{p}(\partial \Omega) \longrightarrow L^{p}(\partial \Omega) \quad \text { is Fredholm for all } p \in(1, \infty) \tag{3A.12}
\end{equation*}
$$

Moreover, the index of $K$ in (3A.12) is independent of $p \in(1, \infty)$, and we have the regularity result

$$
\begin{equation*}
1<p<q<\infty \quad \text { and } \quad f \in L^{p}(\partial \Omega), K f \in L^{q}(\partial \Omega) \quad \Longrightarrow \quad f \in L^{q}(\partial \Omega) \tag{3A.13}
\end{equation*}
$$

Proof. Let $\left\{\mathbb{O}_{j}\right\}_{j}$ be an open cover of $\partial \Omega$ on which we have graph coordinates. (We also identify each $\mathbb{O}_{j}$ with an open subset of $\mathbb{R}^{n}$.) Let $\left\{\psi_{j}\right\}_{j}$ be a Lipschitz partition of unity on $\partial \Omega$ subordinate to this cover. Let $\varphi_{j} \in \operatorname{Lip}\left(\mathbb{O}_{j}\right)$ have compact support and satisfy $\varphi_{j} \equiv 1$ on a neighborhood of $\operatorname{supp} \psi_{j}$. Then

$$
\begin{equation*}
K=\sum_{j} K M_{\psi_{j}}=\sum_{j} M_{\varphi_{j}} K M_{\psi_{j}} \quad \bmod \text { compacts } \tag{3A.14}
\end{equation*}
$$

where, generally speaking, $M_{\psi} f:=\psi f$. Now we have (see (3A.5))

$$
\begin{equation*}
M_{\varphi_{j}} K M_{\psi_{j}}=M_{\varphi_{j}} p_{j}(x, D) M_{\psi_{j}} \quad \bmod \text { compacts } \tag{3A.15}
\end{equation*}
$$

with $p_{j}(x, D) \in \mathrm{OP}\left(L^{\infty} \cap \mathrm{vmo}\right) S_{\mathrm{cl}}^{0}$ elliptic. We have a parametrix $e_{j}(x, D) \in \mathrm{OP}\left(L^{\infty} \cap \mathrm{vmo}\right) S_{\mathrm{cl}}^{0}$, satisfying

$$
\begin{equation*}
M_{\varphi_{i}} e_{i}(x, D) M_{\psi_{i}} M_{\varphi_{j}} K M_{\psi_{j}}=M_{\psi_{i} \psi_{j}} \quad \bmod \text { compacts. } \tag{3A.16}
\end{equation*}
$$

Set

$$
\begin{equation*}
E:=\sum_{i} M_{\varphi_{i}} e_{i}(x, D) M_{\psi_{i}} \tag{3A.17}
\end{equation*}
$$

Then

$$
\begin{align*}
E K & =\sum_{i, j} M_{\varphi_{i}} e_{i}(x, D) M_{\psi_{i}} M_{\varphi_{j}} K M_{\psi_{j}} \quad \bmod \text { compacts } \\
& =\sum_{i, j} M_{\psi_{i} \psi_{j}} \bmod \text { compacts } \\
& =I \quad \bmod \text { compacts. } \tag{3A.18}
\end{align*}
$$

Similarly, $E$ is a right Fredholm inverse of $K$, and we have (3A.12).
Going further, for each $p \in(1, \infty)$ let $\iota_{p}(K)$ denote the index of $K$ on $L^{p}(\partial \Omega)$. Then, if $1<p<q<\infty$ and $\mathcal{N}_{p}$ denotes the null space of $K$ on $L^{p}(\partial \Omega)$, and $\mathcal{N}_{p}^{\prime}$ that of $K^{*}$ on $L^{p^{\prime}}(\partial \Omega)$, we have

$$
\begin{equation*}
\mathcal{N}_{q} \subset \mathcal{N}_{p}, \quad \mathcal{N}_{p}^{\prime} \subset \mathcal{N}_{q}^{\prime}, \quad \text { hence } \quad \iota_{p}(K) \geq \iota_{q}(K) \tag{3A.19}
\end{equation*}
$$

The same type of argument applies to $E$, yielding $\iota_{p}(E) \geq \iota_{q}(E)$, hence

$$
\begin{equation*}
\iota_{p}(K)=\iota_{q}(K) \tag{3A.20}
\end{equation*}
$$

as wanted. Note that, together with (3A.19), this actually forces

$$
\begin{equation*}
\mathcal{N}_{q}=\mathcal{N}_{p} \quad \text { and } \quad \mathcal{N}_{p}^{\prime}=\mathcal{N}_{q}^{\prime} \tag{3A.21}
\end{equation*}
$$

Finally, for (3A.13), if $f \in L^{p}(\partial \Omega)$ and $K f=g \in L^{q}(\partial \Omega)$, then $g$ annihilates $\mathcal{N}_{p}^{\prime}$. Since $\mathcal{N}_{q}^{\prime}=\mathcal{N}_{p}^{\prime}$, $g$ annihilates $\mathcal{N}_{q}^{\prime}$, so $g=K \tilde{f}$ for some $\tilde{f} \in L^{q}(\partial \Omega)$. Given $p<q$, we have $f-\tilde{f} \in \mathcal{N}_{p}$. Hence $f-\tilde{f} \in \mathcal{N}_{q}$, and thus $f \in L^{q}(\partial \Omega)$, as asserted in (3A.13).

3B. Transformations of operators under coordinate changes. Let $\varphi: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ be a bi-Lipschitz map, so there exist $a, b \in(0, \infty)$ such that

$$
\begin{equation*}
a|x-y| \leq|\varphi(x)-\varphi(y)| \leq b|x-y| \quad \text { for all } x, y \in \mathbb{R}^{n} . \tag{3B.1}
\end{equation*}
$$

In addition, we assume

$$
\begin{equation*}
D \varphi \in \operatorname{vmo}\left(\mathbb{R}^{n}\right) . \tag{3B.2}
\end{equation*}
$$

Given

$$
\begin{equation*}
k \in \mathscr{C}^{\infty}\left(\mathbb{R}^{n} \backslash 0\right) \quad \text { homogeneous of degree }-n, \quad k(-z)=-k(z) \tag{3B.3}
\end{equation*}
$$

we set

$$
\begin{equation*}
K f(x):=\operatorname{PV} \int_{\mathbb{R}^{n}} k(x-y) f(y) d y, \quad x \in \mathbb{R}^{n} \tag{3B.4}
\end{equation*}
$$

Let us also set

$$
\begin{equation*}
K_{\varphi} f(x):=\operatorname{PV} \int_{\mathbb{R}^{n}} k(\varphi(x)-\varphi(y)) f(y) d y, \quad x \in \mathbb{R}^{n} \tag{3B.5}
\end{equation*}
$$

As in the past, we let $M_{\chi}$ denote the operator of pointwise multiplication by $\chi$.
Definition 3.2. Say that $\varphi$ is in $\mathfrak{T}\left(\mathbb{R}^{n}\right)$ provided that (3B.1)-(3B.2) hold and, in addition, whenever (3B.3) holds, the singular integral operator $K_{\varphi}$ associated with $\varphi$ as in (3B.5) may be decomposed as

$$
\begin{equation*}
K_{\varphi} f(x)=\operatorname{PV} \int_{\mathbb{R}^{n}} k(D \varphi(x)(x-y)) f(y) d y+R_{\varphi} f(x), \quad x \in \mathbb{R}^{n} \tag{3B.6}
\end{equation*}
$$

for a remainder with the property that for each cut-off function $\chi \in \mathscr{C}_{0}^{\infty}\left(\mathbb{R}^{n}\right)$ one has

$$
\begin{equation*}
M_{\chi} R_{\varphi} M_{\chi}: L^{p}\left(\mathbb{R}^{n}\right) \longrightarrow L^{p}\left(\mathbb{R}^{n}\right) \quad \text { compact for all } p \in(1, \infty) \tag{3B.7}
\end{equation*}
$$

By Theorem 2.6, the principal value integral on the right-hand side of (3B.6) defines an operator

$$
\begin{equation*}
\tilde{K}_{\varphi} \in \mathrm{OP}\left(L^{\infty} \cap \mathrm{vmo}\right) S_{\mathrm{cl}}^{0} \tag{3B.8}
\end{equation*}
$$

which is bounded on $L^{p}\left(\mathbb{R}^{n}\right)$ for each $p \in(1, \infty)$.
The following is a variant of Theorem 2.4, proven by the same sort of arguments.
Theorem 3.3. Assume $\varphi$ satisfies (3B.1)-(3B.2). Assume also that there exists $\kappa>0$ such that, for all $\tau \in[0,1]$,

$$
\begin{equation*}
|\tau[\varphi(x)-\varphi(y)]+(1-\tau) D \varphi(x)(x-y)| \geq \kappa|x-y| \quad \text { for all } x, y \in \mathbb{R}^{n} \tag{3B.9}
\end{equation*}
$$

Then $\varphi \in \mathfrak{T}\left(\mathbb{R}^{n}\right)$.
In fact, given a function $\chi \in \mathscr{C}_{0}^{\infty}\left(\mathbb{R}^{n}\right)$, one has (3B.7) provided the estimate in (3B.9) holds for all points $x, y \in \operatorname{supp} \chi$.

Note the similarity of (3B.9) and (2B.18). In this connection, if $\Sigma \subset \mathbb{R}^{n+\ell}$ is an $n$-dimensional graph over $\mathbb{R}^{n}$, as introduced in Section 2B, and if it is also represented as a graph over a nearby $n$-dimensional linear space $V$, then one gets a bi-Lipschitz map from $\mathbb{R}^{n}$ to $V \equiv \mathbb{R}^{n}$ satisfying (3B.9). In such a way, one can represent $\Sigma$ as a Lip $\cap \mathrm{vmo}_{1}$ manifold, whose transition maps satisfy the conditions of Theorem 3.3. See the next section for more on this.

We proceed to a variable coefficient version of (3B.3)-(3B.7). Take $k$ measurable on $\mathbb{R}^{n} \times \mathbb{R}^{n}$, satisfying

$$
\begin{equation*}
k(x, z) \text { homogeneous of degree }-n \text { in } z, \quad k(x,-z)=-k(x, z) \tag{3B.10}
\end{equation*}
$$

Assume $k(x, z)$ is smooth in $z \neq 0$ and that for each multiindex $\alpha$ there exists a finite constant $C_{\alpha}>0$ such that

$$
\begin{equation*}
\left\|\partial_{z}^{\alpha} k(\cdot, z)\right\|_{L^{\infty} \cap \mathrm{vmo}} \leq C_{\alpha}|z|^{-n-|\alpha|} \tag{3B.11}
\end{equation*}
$$

where, for $f \in L^{\infty}\left(\mathbb{R}^{n}\right)$,

$$
\|f\|_{L^{\infty} \cap \mathrm{vmo}}:= \begin{cases}\|f\|_{L^{\infty}} & \text { if } f \in \mathrm{vmo}  \tag{3B.12}\\ \infty & \text { if } f \notin \mathrm{vmo}\end{cases}
$$

Then we can write

$$
\begin{equation*}
k(x, z)=\sum_{j \geq 0} k_{j}(x)|z|^{-n} \Omega_{j}\left(\frac{z}{|z|}\right) \tag{3B.13}
\end{equation*}
$$

where $\left\{\Omega_{j}\right\}_{j}$ is an orthonormal set of spherical harmonics on $S^{n-1}$, all odd, and for each $j \in \mathbb{N}$ we have

$$
\begin{equation*}
\left\|k_{j}\right\|_{L^{\infty} \cap \mathrm{vmo}} \leq C_{N}\langle j\rangle^{-N} \quad \text { for every } N \in \mathbb{N} \tag{3B.14}
\end{equation*}
$$

In place of (3B.4)-(3B.6), we take

$$
\begin{align*}
K f(x) & :=\operatorname{PV} \int_{\mathbb{R}^{n}} k(x, x-y) f(y) d y, \quad x \in \mathbb{R}^{n},  \tag{3B.15}\\
K_{\varphi} f(x) & :=\operatorname{PV} \int_{\mathbb{R}^{n}} k(\varphi(x), \varphi(x)-\varphi(y)) f(y) d y, \quad x \in \mathbb{R}^{n}, \tag{3B.16}
\end{align*}
$$

and write

$$
\begin{equation*}
K_{\varphi} f(x)=\operatorname{PV} \int_{\mathbb{R}^{n}} k(\varphi(x), D \varphi(x)(x-y)) f(y) d y+R_{\varphi} f(x), \quad x \in \mathbb{R}^{n} \tag{3B.17}
\end{equation*}
$$

Using (3B.13)-(3B.14), we can write these as rapidly convergent series, and deduce that

$$
\begin{equation*}
\varphi \in \mathfrak{T}\left(\mathbb{R}^{n}\right) \quad \Longrightarrow \quad M_{\chi} R_{\varphi} M_{\chi}: L^{p}\left(\mathbb{R}^{n}\right) \rightarrow L^{p}\left(\mathbb{R}^{n}\right) \quad \text { compact for all } p \in(1, \infty) \tag{3B.18}
\end{equation*}
$$

whenever $\chi \in \mathscr{C}_{0}^{\infty}\left(\mathbb{R}^{n}\right)$. Implementing this for (3B.16) involves using the following result:
Lemma 3.4. The function spaces $\operatorname{bmo}\left(\mathbb{R}^{n}\right)$ and $\operatorname{vmo}\left(\mathbb{R}^{n}\right)$ are invariant under $u \mapsto u \circ \varphi$, provided $\varphi: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ is a bi-Lipschitz map.

Proof. This has the same proof as Proposition D. 5 (see also [Taylor 2009, Proposition 3.3; Bourdaud et al. 2002, Theorem 2, p. 516]).

As in (3B.8), the integral on the right-hand side of (3B.17) defines an operator

$$
\begin{equation*}
\widetilde{K}_{\varphi} \in \mathrm{OP}\left(L^{\infty} \cap \mathrm{vmo}\right) S_{\mathrm{cl}}^{0} \tag{3B.19}
\end{equation*}
$$

We use these results to analyze how an operator $P=p(x, D) \in \mathrm{OP}\left(L^{\infty} \cap \mathrm{vmo}\right) S_{\mathrm{cl}}^{0}$ transforms under a map $\varphi \in \mathfrak{T}\left(\mathbb{R}^{n}\right)$. In more detail, given $P: L^{p}\left(\mathbb{R}^{n}\right) \rightarrow L^{p}\left(\mathbb{R}^{n}\right)$, set

$$
\begin{equation*}
P_{\varphi} g(x):=P f(\varphi(x)), \quad f \in L^{p}\left(\mathbb{R}^{n}\right), g(x)=f(\varphi(x)) \tag{3B.20}
\end{equation*}
$$

Our hypothesis (3B.1) implies $\|g\|_{L^{p}} \approx\|f\|_{L^{p}}$, so $P_{\varphi}: L^{p}\left(\mathbb{R}^{n}\right) \rightarrow L^{p}\left(\mathbb{R}^{n}\right)$. We claim that $P_{\varphi} \in \mathrm{OP}\left(L^{\infty} \cap \mathrm{vmo}\right) S_{\mathrm{cl}}^{0}$, at least modulo an operator with the compactness property (3B.18). Furthermore, we obtain a formula for its principal symbol.

We take $p(x, \xi)$ to be homogeneous of degree 0 in $\xi$. To start, we assume

$$
\begin{equation*}
p(x, \xi)=-p(x,-\xi) \tag{3B.21}
\end{equation*}
$$

Now

$$
\begin{equation*}
P f(x)=\operatorname{PV} \int_{\mathbb{R}^{n}} k(x, x-y) f(y) d y, \quad x \in \mathbb{R}^{n}, \tag{3B.22}
\end{equation*}
$$

with

$$
\begin{equation*}
k(x, z)=(2 \pi)^{-n} \int_{\mathbb{R}^{n}} p(x, \xi) e^{i z \cdot \xi} d \xi \tag{3B.23}
\end{equation*}
$$

so

$$
\begin{equation*}
p(x, \xi)=\int_{\mathbb{R}^{n}} k(x, z) e^{-i z \cdot \xi} d z \tag{3B.24}
\end{equation*}
$$

Note that

$$
\begin{equation*}
p(x, \xi)=\sum_{j \geq 0} p_{j}(x) \Omega_{j}\left(\frac{\xi}{|\xi|}\right) \tag{3B.25}
\end{equation*}
$$

with $\left\{\Omega_{j}\right\}_{j}$ as in (3B.13) (again, all odd) and

$$
\begin{equation*}
\left\|p_{j}\right\|_{L^{\infty} \cap \mathrm{vmo}} \leq C_{N}\langle j\rangle^{-N} \quad \text { for all } N \in \mathbb{N} . \tag{3B.26}
\end{equation*}
$$

It follows that $k(x, z)$ satisfies (3B.10)-(3B.11). Hence, (3B.15)-(3B.19) apply. Consequently, with $J_{\varphi}(y):=|\operatorname{det} D \varphi(y)|$,

$$
\begin{align*}
P_{\varphi} g(x) & =\operatorname{Pf}(\varphi(x))  \tag{3B.27}\\
& =\operatorname{PV} \int_{\mathbb{R}^{n}} k\left(\varphi(x), \varphi(x)-y^{\prime}\right) f\left(y^{\prime}\right) d y^{\prime}  \tag{3B.28}\\
& =\operatorname{PV} \int_{\mathbb{R}^{n}} k(\varphi(x), \varphi(x)-\varphi(y)) f(\varphi(y)) J_{\varphi}(y) d y  \tag{3B.29}\\
& =\operatorname{PV} \int_{\mathbb{R}^{n}} k(\varphi(x), \varphi(x)-\varphi(y)) g(y) J_{\varphi}(y) d y \tag{3B.30}
\end{align*}
$$

Applying (3B.15)-(3B.18), we have

$$
\begin{equation*}
P_{\varphi} g(x)=\operatorname{PV} \int_{\mathbb{R}^{n}} k(\varphi(x), D \varphi(x)(x-y)) g(y) J_{\varphi}(y) d y+R_{1 \varphi}, \tag{3B.31}
\end{equation*}
$$

where $R_{1 \varphi}$ has the compactness property (3B.18). Also, $J_{\varphi} \in L^{\infty} \cap$ vmo, so we can use the commutator estimate from [Coifman et al. 1976] to replace $J_{\varphi}(y)$ by $J_{\varphi}(x)$ in (3B.31), replacing $R_{1 \varphi}$ by $R_{2 \varphi}$, also satisfying (3B.18). Consequently, we have

$$
\begin{equation*}
P_{\varphi} g(x)=(2 \pi)^{-n} \int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}} p_{\varphi}(x, \xi) e^{i(x-y) \cdot \xi} g(y) d y d \xi+R_{2 \varphi}, \tag{3B.32}
\end{equation*}
$$

and

$$
\begin{equation*}
(2 \pi)^{-n} \int_{\mathbb{R}^{n}} p_{\varphi}\left(x, \xi^{\prime}\right) e^{i z \cdot \xi^{\prime}} d \xi^{\prime}=J_{\varphi}(x) k(\varphi(x), D \varphi(x) z) \tag{3B.33}
\end{equation*}
$$

Taking $\xi^{\prime}=D \varphi(x)^{\mathrm{T}} \xi$ gives $d \xi^{\prime}=J_{\varphi}(x) d \xi$. We have cancellation of the factors $J_{\varphi}(x)$, hence

$$
\begin{equation*}
(2 \pi)^{-n} \int_{\mathbb{R}^{n}} p_{\varphi}\left(x, D \varphi(x)^{\mathrm{T}} \xi\right) e^{i \nabla \varphi(x) z \cdot \xi} d \xi=k(\varphi(x), D \varphi(x) z) \tag{3B.34}
\end{equation*}
$$

Hence, with

$$
\begin{equation*}
\sigma(x, \xi)=p_{\varphi}\left(x, D \varphi(x)^{\mathrm{T}} \xi\right), \quad z^{\prime}=D \varphi(x) z \tag{3B.35}
\end{equation*}
$$

we have

$$
\begin{equation*}
(2 \pi)^{-n} \int_{\mathbb{R}^{n}} \sigma(x, \xi) e^{i z^{\prime} \cdot \xi} d \xi=k\left(\varphi(x), z^{\prime}\right) \tag{3B.36}
\end{equation*}
$$

so

$$
\begin{equation*}
\sigma(x, \xi)=\int_{\mathbb{R}^{n}} k\left(\varphi(x), z^{\prime}\right) e^{-i z^{\prime} \cdot \xi} d z^{\prime} \tag{3B.37}
\end{equation*}
$$

Comparison with (3B.24) yields the formula

$$
\begin{equation*}
p_{\varphi}\left(x, D \varphi(x)^{\mathrm{T}} \xi\right)=p(\varphi(x), \xi) \tag{3B.38}
\end{equation*}
$$

This has been derived for $p(x, \xi)$ satisfying (3B.21). We now address the general case.
Theorem 3.5. Assume $\varphi \in \mathfrak{T}\left(\mathbb{R}^{n}\right)$. Given $P \in \mathrm{OP}\left(L^{\infty} \cap \mathrm{vmo}\right) S_{\mathrm{cl}}^{0}$ with principal symbol $p(x, \xi)$ and $P_{\varphi}$ defined by (3B.20), one can decompose

$$
\begin{equation*}
P_{\varphi}=p_{\varphi}(x, D)+R_{\varphi} \tag{3B.39}
\end{equation*}
$$

with $R_{\varphi}$ satisfying (3B.18) and $p_{\varphi}(x, D) \in \mathrm{OP}\left(L^{\infty} \cap \mathrm{vmo}\right) S_{\mathrm{cl}}^{0}$ satisfying (3B.38).
Proof. We have this when $p(x, \xi)$ satisfies (3B.21). It remains to treat the case $p(x,-\xi)=p(x, \xi)$. For this, we can write

$$
\begin{equation*}
p(x, D)=\sum_{j=1}^{n} q_{j}(x, D) s_{j}(x, D), \quad \text { where } \quad s_{j}(x, \xi)=\frac{\xi_{j}}{|\xi|}, \quad q_{j}(x, \xi)=p(x, \xi) \frac{\xi_{j}}{|\xi|} \tag{3B.40}
\end{equation*}
$$

The previous analysis holds for the factors $q_{j}(x, D)$ and $s_{j}(x, D)$, and our conclusion follows by basic operator calculus for $\operatorname{OP}\left(L^{\infty} \cap \mathrm{vmo}\right) S_{\mathrm{cl}}^{0}$.

3C. Admissible coordinate changes on a Lip $\cap \operatorname{vmo}_{1}$ surface. Let $\varphi: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n+\ell}$ have the form $\varphi(x)=\left(x, \varphi_{0}(x)\right)$ with $D \varphi_{0}(x) \in L^{\infty}\left(\mathbb{R}^{n}\right) \cap \operatorname{vmo}\left(\mathbb{R}^{n}\right)$, as in Section 2B. Thus $\varphi$ maps $\mathbb{R}^{n}$ onto an $n$-dimensional surface $\Sigma$. Let $V \subset \mathbb{R}^{n+\ell}$ be an $n$-dimensional linear space. If $V$ is not too far from $\mathbb{R}^{n}$ (depending on $\left\|D \varphi_{0}\right\|_{L^{\infty}}$ ), then $\Sigma$ is also a graph over $V$ and we have the coordinate change map

$$
\begin{equation*}
\psi: \mathbb{R}^{n} \longrightarrow V, \quad \psi(x)=Q \varphi(x) \tag{3C.1}
\end{equation*}
$$

where $Q: \mathbb{R}^{n+\ell} \rightarrow V$ is the orthogonal projection. Consequently,

$$
\begin{equation*}
\psi(x)=Q\binom{x}{\varphi_{0}(x)}, \quad D \psi(x) v=Q\binom{v}{D \varphi_{0}(x) v} \tag{3C.2}
\end{equation*}
$$

Consequently,

$$
\begin{equation*}
\tau[\psi(x)-\psi(y)]+(1-\tau) D \psi(x)(x-y)=Q\binom{x-y}{\tau\left[\varphi_{0}(x)-\varphi_{0}(y)\right]+(1-\tau) D \varphi_{0}(x)(x-y)} \tag{3C.3}
\end{equation*}
$$

Recall that the condition for Theorem 3.3 to apply is that (3C.3) has norm at least $\kappa|x-y|$ for some $\kappa>0$, for $x, y \in \mathbb{R}^{n}, \tau \in[0,1]$. We see that the norm of (3C.3) is at least

$$
\begin{equation*}
\|Q(x-y)\|-\gamma(x, y) \tag{3C.4}
\end{equation*}
$$

where, with $Q_{0}$ denoting the orthogonal projection of $\mathbb{R}^{n+\ell}$ onto $\mathbb{R}^{n}$,

$$
\begin{align*}
\gamma(x, y) & =\left\|Q\left(I-Q_{0}\right)\left(\tau\left[\varphi_{0}(x)-\varphi_{0}(y)\right]+(1-\tau) D \varphi_{0}(x)(x-y)\right)\right\| \\
& \leq\left\|D \varphi_{0}\right\|_{L^{\infty}}\left\|Q\left(I-Q_{0}\right)\right\| \cdot|x-y| . \tag{3C.5}
\end{align*}
$$

Since $Q(x-y)=(x-y)+(I-Q) Q_{0}(x-y)$, we deduce that the norm of (3C.3) is at least

$$
\begin{equation*}
\left(1-\left\|(I-Q) Q_{0}\right\|-\left\|\left(I-Q_{0}\right) Q\right\| \cdot\left\|D \varphi_{0}\right\|_{L^{\infty}}\right)|x-y| \tag{3C.6}
\end{equation*}
$$

Consequently, Theorem 3.3 applies as long as

$$
\begin{equation*}
\left\|(I-Q) Q_{0}\right\|+\left\|\left(I-Q_{0}\right) Q\right\| \cdot\left\|D \varphi_{0}\right\|_{L^{\infty}}<1 \tag{3C.7}
\end{equation*}
$$

This in turn holds provided

$$
\begin{equation*}
\left\|Q-Q_{0}\right\|<\left(1+\left\|D \varphi_{0}\right\|_{L^{\infty}}\right)^{-1} \tag{3C.8}
\end{equation*}
$$

We have the following conclusion:
Proposition 3.6. Let $\psi: \mathbb{R}^{n} \rightarrow V$ be as constructed in (3C.1). Assume (3C.8) holds, where $Q$ and $Q_{0}$ are the orthogonal projections of $\mathbb{R}^{n+\ell}$ onto $V$ and $\mathbb{R}^{n}$, respectively. Take a linear isomorphism $J: V \rightarrow \mathbb{R}^{n}$. Then $J \circ \psi$ belongs to $\mathfrak{T}\left(\mathbb{R}^{n}\right)$.

3D. Remark on double layer potentials. Assume that a kernel
$E: \mathbb{R}^{n+1} \backslash\{0\} \rightarrow \mathbb{R}$, which is a smooth function, positive homogeneous of degree $-(n+1)$ and satisfying $E(-X)=E(X)$ for all $X \in \mathbb{R}^{n+1} \backslash\{0\}$,
has been given. Also, let $\Omega \subset \mathbb{R}^{n+1}$ be a bounded $\operatorname{Lip} \cap \mathrm{vmo}_{1}$ domain and consider the singular integral operator

$$
\begin{equation*}
K f(X):=\operatorname{PV} \int_{\partial \Omega}\langle v(X), X-Y\rangle E(X-Y) f(Y) d \sigma(Y), \quad X \in \partial \Omega \tag{3D.2}
\end{equation*}
$$

where $v$ and $\sigma$ are, respectively, the outward unit normal and surface measure on $\partial \Omega$. To study this, focus on a local version of (3D.2) of the following sort. Let

$$
\begin{equation*}
\varphi_{0}: \mathbb{O} \longrightarrow \mathbb{R} \quad \text { Lipschitz with } \nabla \varphi_{0} \in \text { vmo } \tag{3D.3}
\end{equation*}
$$

where $0 \subset \mathbb{R}^{n}$ is open, be such that its graph is contained in $\partial \Omega$ and define the Lipschitz map $\varphi: \mathbb{O} \rightarrow \mathbb{R}^{n+1}$ by setting

$$
\begin{equation*}
\varphi(x):=\left(x, \varphi_{0}(x)\right) \quad \text { for all } x \in \mathbb{O} . \tag{3D.4}
\end{equation*}
$$

Then, in these local coordinates, $K$ takes the form

$$
\begin{equation*}
K_{\varphi} f(x)=\operatorname{PV} \int_{0}\left\langle\left(\nabla \varphi_{0}(x),-1\right), \varphi(x)-\varphi(y)\right\rangle E(\varphi(x)-\varphi(y)) f(y) d y \tag{3D.5}
\end{equation*}
$$

Its "sharp" form, obtained by replacing $\varphi(x)-\varphi(y)$ with $D \varphi(x)(x-y)$, is then

$$
\begin{align*}
K_{\varphi}^{\#} f(x) & :=\operatorname{PV} \int_{0}\left\langle\left(\nabla \varphi_{0}(x),-1\right), D \varphi(x)(x-y)\right\rangle E(D \varphi(x)(x-y)) f(y) d y \\
& =\operatorname{PV} \int_{0}\left\langle D \varphi(x)^{\mathrm{T}}\left(\nabla \varphi_{0}(x),-1\right), x-y\right\rangle E(D \varphi(x)(x-y)) f(y) d y \\
& =0 \tag{3D.6}
\end{align*}
$$

since

$$
D \varphi(x)=\binom{I_{n \times n}}{\nabla \varphi_{0}(x)} \quad \Longrightarrow \quad D \varphi(x)^{\mathrm{T}}\left(\nabla \varphi_{0}(x),-1\right)=\left(\begin{array}{ll}
I_{n \times n} & \nabla \varphi_{0}(x) \tag{3D.7}
\end{array}\right)\binom{\nabla \varphi_{0}(x)^{\mathrm{T}}}{-1}=0
$$

In concert with our local compactness result, according to which $K_{\varphi}-K_{\varphi}^{\#}$ is compact on $L^{p}$ for each $p \in(1, \infty)$, this ultimately gives that

$$
\begin{align*}
& \text { if } \Omega \subset \mathbb{R}^{n+1} \text { is a bounded Lip } \cap \mathrm{vmo}_{1} \text { domain and } E \text { is as in (3D.1) }  \tag{3D.8}\\
& \text { then } K \text { from (3D.2) is compact on } L^{p}(\partial \Omega) \text {, for each } p \in(1, \infty) \text {. }
\end{align*}
$$

Of course, the above result contains as a particular case the fact (which is a key result in the work of Fabes, Jodeit and Rivière [Fabes et al. 1978]) that the principal value, harmonic, double layer operator

$$
\begin{equation*}
K f(X):=\lim _{\varepsilon \rightarrow 0^{+}} \frac{1}{\omega_{n}} \int_{\substack{Y \in \partial \Omega \\|X-Y|>\varepsilon}} \frac{\langle v(Y), Y-X\rangle}{|X-Y|^{n+1}} f(Y) d \sigma(Y), \quad X \in \partial \Omega \tag{3D.9}
\end{equation*}
$$

is compact on $L^{p}(\partial \Omega)$ for each $p \in(1, \infty)$ if $\Omega \subset \mathbb{R}^{n+1}$ is a bounded $\mathscr{C}^{1}$ domain.
3E. Cauchy integrals and their symbols. Given $\ell \in \mathbb{N}$, let $M(\ell, \mathbb{C})$ denote the collection of $\ell \times \ell$ matrices with complex entries. Let $\mathscr{D}$ be a first-order elliptic $\ell \times \ell$ system of differential operators on $\mathbb{R}^{n+1}$,

$$
\begin{equation*}
\mathscr{D} u(x)=\sum_{j} A_{j} \partial_{j} u, \quad A_{j} \in M(\ell, \mathbb{C}) \tag{3E.1}
\end{equation*}
$$

Thus $\sigma_{\mathscr{D}}(\zeta)=i \sum_{j} A_{j} \zeta_{j}$ is invertible for each nonzero $\zeta \in \mathbb{R}^{n+1}$ and $\mathscr{D}$ has a fundamental solution

$$
\begin{equation*}
k(z)=(2 \pi)^{-(n+1)} \int_{\mathbb{R}^{n+1}} E(\zeta) e^{i z \cdot \zeta} d \zeta, \quad E(\zeta)=\sigma_{\mathscr{D}}(\zeta)^{-1} \tag{3E.2}
\end{equation*}
$$

odd and homogeneous of degree $-n$ in $z$. If $\Omega \subset \mathbb{R}^{n+1}$ is a bounded UR (uniformly rectifiable) domain, we can form

$$
\begin{equation*}
\mathscr{B} f(x)=\int_{\partial \Omega} k(x-y) f(y) d \sigma(y), \quad x \in \Omega \tag{3E.3}
\end{equation*}
$$

with nontangential limits (see (4A.3))

$$
\begin{equation*}
\left(\left.\mathscr{B} f\right|_{\partial \Omega} ^{\text {n.t. }}\right)(z):=\lim _{\Gamma_{\kappa}(x) \ni z \rightarrow x} \mathscr{B} f(z)=\frac{1}{2 i} \sigma_{\mathscr{D}}(v(x))^{-1} f(x)+B f(x) \tag{3E.4}
\end{equation*}
$$

for $\sigma$-a.e. $x \in \partial \Omega$, where $\Gamma_{\kappa}(x) \subset \Omega$ is a region of nontangential approach to $x \in \partial \Omega$ (see (4A.2)) and

$$
\begin{equation*}
B f(x):=\operatorname{PV} \int_{\partial \Omega} k(x-y) f(y) d \sigma(y), \quad x \in \partial \Omega \tag{3E.5}
\end{equation*}
$$

One is hence motivated to consider the "Cauchy integral"

$$
\begin{equation*}
\mathscr{C}_{\mathscr{D}} f(x)=i \int_{\partial \Omega} k(x-y) \sigma_{\mathscr{D}}(v(y)) f(y) d \sigma(y), \quad x \in \Omega, \tag{3E.6}
\end{equation*}
$$

with nontangential limits

$$
\begin{equation*}
\left.\mathscr{C}_{\mathscr{D}} f\right|_{\partial \Omega} ^{\text {n.t. }}(x)=\frac{1}{2} f(x)+C_{\mathscr{D}} f(x) \tag{3E.7}
\end{equation*}
$$

for $\sigma$-a.e. $x \in \partial \Omega$, where

$$
\begin{equation*}
C_{\mathscr{D}} f(x):=i \operatorname{PV} \int_{\partial \Omega} k(x-y) \sigma_{\mathscr{D}}(\nu(y)) f(y) d \sigma(y), \quad x \in \partial \Omega . \tag{3E.8}
\end{equation*}
$$

As shown in [Mitrea et al. 2015], a reproducing formula yields

$$
\begin{equation*}
P_{\mathscr{D}}=\frac{1}{2} I+C_{\mathscr{D}} \quad \Longrightarrow \quad P_{\mathscr{D}}^{2}=P_{\mathscr{D}} . \tag{3E.9}
\end{equation*}
$$

They study this in the setting of UR domains (and also for variable coefficient situations, which for simplicity we do not take up here in detail). The operator $P_{\mathscr{D}}$ is a Calderón projector.

Here, we take $\Omega$ to be a $\operatorname{Lip} \cap \mathrm{vmo}_{1}$ domain and analyze the principal symbol of $P_{\mathscr{D}}$ as a projectionvalued function on $T^{*} \partial^{*} \Omega \backslash 0$. To start, we recall from (3A.10) that, for $B$ in (3E.5),

$$
\begin{equation*}
\sigma_{B}(w, \xi)=\int_{T_{w} \partial^{*} \Omega} k\left(z^{0}\right) e^{-i z^{0} \cdot \xi} d z^{0}, \quad w \in \partial^{*} \Omega \tag{3E.10}
\end{equation*}
$$

Plugging in (3E.2) and using basic Fourier analysis, we obtain

$$
\begin{equation*}
\sigma_{B}(w, \xi)=\frac{1}{2 \pi} \mathrm{PV} \int_{-\infty}^{\infty} E(\xi+s v(w)) d s \tag{3E.11}
\end{equation*}
$$

We then have

$$
\begin{equation*}
\sigma_{C_{\mathscr{D}}}(w, \xi)=\frac{i}{2 \pi} \mathrm{PV} \int_{-\infty}^{\infty} \sigma_{\mathscr{D}}(\xi+i s v(w))^{-1} \sigma_{\mathscr{D}}(v(w)) d s \tag{3E.12}
\end{equation*}
$$

Now $\sigma_{\mathscr{D}}(\xi+s v(w))=\sigma_{\mathscr{D}}(\xi)+s \sigma_{\mathscr{D}}(\nu(w))$, so

$$
\begin{equation*}
\sigma_{\mathscr{D}}(\xi+s v(w))^{-1} \sigma_{\mathscr{D}}(v(w))=(M(w, \xi)+s I)^{-1} \tag{3E.13}
\end{equation*}
$$

with

$$
\begin{equation*}
M(w, \xi)=\sigma_{\mathscr{D}}(v(w))^{-1} \sigma_{\mathscr{D}}(\xi) \tag{3E.14}
\end{equation*}
$$

The invertibility of $\sigma_{\mathscr{D}}(\xi+s v(w))$ and of $\sigma_{\mathscr{D}}(\nu(w))$ imply that

$$
\begin{equation*}
\operatorname{Spec} M(w, \xi) \cap \mathbb{R}=\varnothing \tag{3E.15}
\end{equation*}
$$

We have

$$
\begin{equation*}
\sigma_{C_{\mathscr{D}}}(w, \xi)=\frac{i}{2 \pi} \mathrm{PV} \int_{-\infty}^{\infty}(s I+M(w, \xi))^{-1} d s \tag{3E.16}
\end{equation*}
$$

Lemma 3.7. Assume $A \in M(\ell, \mathbb{C})$ and $\operatorname{Spec} A \cap \mathbb{R}=\varnothing$. Then

$$
\frac{1}{2 \pi i} \int_{-\infty}^{\infty}(s-A)^{-1} e^{i \varepsilon s} d s= \begin{cases}e^{i \varepsilon A} P_{+}(A) & \text { if } \varepsilon>0  \tag{3E.17}\\ -e^{i \varepsilon A} P_{-}(A) & \text { if } \varepsilon<0\end{cases}
$$

where $P_{+}(A)$ is the projection of $\mathbb{C}^{\ell}$ onto the linear span of the generalized eigenvectors of $A$ associated to eigenvalues in $\operatorname{Spec} A$ with positive imaginary part annihilating those associated to eigenvectors with negative imaginary part, and $P_{-}(A)=I-P_{+}(A)$. Hence

$$
\begin{equation*}
\frac{1}{2 \pi i} \mathrm{PV} \int_{-\infty}^{\infty}(s-A)^{-1} d s=P_{+}(A)-\frac{1}{2} I \tag{3E.18}
\end{equation*}
$$

Proof. If $\varepsilon>0$, the left-hand side of (3E.17) is equal to

$$
\begin{equation*}
\lim _{R \rightarrow \infty} \frac{1}{2 \pi i} \int_{\partial D_{R}^{+}}(s-A)^{-1} d s \tag{3E.19}
\end{equation*}
$$

where $D_{R}:=\{s \in \mathbb{C}:|s|<R\}$ and $D_{R}^{+}:=D_{R} \cap\{s \in \mathbb{C}: \operatorname{Im} s>0\}$. This path integral stabilizes when $R>\|A\|$ and the desired conclusion in this case follows from the Riesz functional calculus. The treatment of the case when $\varepsilon<0$ is similar. Then (3E.18) follows readily from (3E.17).

We apply Lemma 3.7 to (3E.16) with $A:=-M(w, \xi)$. Making use of the identity $P_{+}(-M)=P_{-}(M)$, we have the following conclusion:

Proposition 3.8. The operator $C_{\mathscr{D}}$ and the associated Calderón projector, derived from the Cauchy integral (3E.6) via (3E.7)-(3E.9), have symbols given by

$$
\begin{equation*}
\sigma_{C_{\mathscr{D}}}(w, \xi)=-\left(P_{-}(M(w, \xi))-\frac{1}{2} I\right)=\frac{1}{2} I-P_{-}(M(w, \xi)) \tag{3E.20}
\end{equation*}
$$

and

$$
\begin{equation*}
\sigma_{P_{\mathscr{T}}}(w, \xi)=P_{+}(M(w, \xi)) \tag{3E.21}
\end{equation*}
$$

respectively, with $M(w, \xi)$ as in (3E.14) and $P_{+}(A)$ as described in Lemma 3.7.
Remark 3.9. Extensions of the results in this section to variable coefficient operators (acting between vector bundles) and to domains on manifolds can be worked out using the formalism developed in [Mitrea et al. 2015; $\geq 2015$ ].

## 4. Applications to elliptic boundary problems

Here we apply the results of Sections 2-3 to several classes of elliptic boundary problems, including the Dirichlet problem for general strongly elliptic, second-order systems and general regular boundary problems for first-order elliptic systems of differential operators.

4A. Single layers and boundary problems for elliptic systems. Let $M$ be a smooth, compact, ( $n+1$ )dimensional manifold equipped with a Riemannian metric tensor

$$
\begin{equation*}
g=\sum_{j, k} g_{j k} d x_{j} \otimes d x_{k} \quad \text { with } g_{j k} \in \mathscr{C}^{2} \tag{4A.1}
\end{equation*}
$$

Also, consider a $\operatorname{Lip} \cap \mathrm{vmo}_{1}$ domain $\Omega \subset M$ (see the discussion in the last part of Appendix E). Having some fixed $\kappa \in(0, \infty)$, for each $x \in \partial \Omega$ define the nontangential approach region with vertex at $x$ by setting

$$
\begin{equation*}
\Gamma_{\kappa}(x):=\{y \in \Omega: \operatorname{dist}(x, y)<(1+\kappa) \operatorname{dist}(y, \partial \Omega)\} \tag{4A.2}
\end{equation*}
$$

Next, given an arbitrary $u: \Omega \rightarrow \mathbb{C}$, define its nontangential maximal function and its pointwise nontangential boundary trace at $x \in \partial \Omega$, respectively, as

$$
\begin{equation*}
\left(\mathcal{N}_{\kappa} u\right)(x):=\sup \left\{|u(y)|: y \in \Gamma_{\kappa}(x)\right\}, \quad\left(\left.u\right|_{\partial \Omega} ^{\text {n.t. }}\right)(x):=\lim _{\Gamma_{\kappa}(x) \ni y \rightarrow x} u(y) \tag{4A.3}
\end{equation*}
$$

whenever the limit exists. The parameter $\kappa$ plays a somewhat secondary role in the proceedings, since for any $\kappa_{1}, \kappa_{2} \in(0, \infty)$ and $p \in(0, \infty)$ there exists $C=C\left(\kappa_{1}, \kappa_{2}, p\right) \in(1, \infty)$ with the property that

$$
\begin{equation*}
C^{-1}\left\|\mathcal{N}_{\kappa_{1}} u\right\|_{L^{p}(\partial \Omega)} \leq\left\|\mathcal{N}_{\kappa_{2}} u\right\|_{L^{p}(\partial \Omega)} \leq C\left\|\mathcal{N}_{\kappa_{1}} u\right\|_{L^{p}(\partial \Omega)} \tag{4A.4}
\end{equation*}
$$

for each $u: \Omega \rightarrow \mathbb{C}$. Given this, we will simplify notation and write $\mathcal{N}$ in place of $\mathcal{N}_{\kappa}$.
Moving on, let $L$ be a second-order, strongly elliptic, $k \times k$ system of differential operators on $M$. Assume that, locally,

$$
\begin{equation*}
L u=\sum_{i, j} \partial_{j} A^{i j}(x) \partial_{j} u+\sum_{j} B^{j}(x) \partial_{j} u+V(x) u \tag{4A.5}
\end{equation*}
$$

where

$$
\begin{equation*}
A^{i j} \in \mathscr{C}^{2}, \quad B^{j} \in \mathscr{C}^{1}, \quad V \in L^{\infty} \tag{4A.6}
\end{equation*}
$$

Also, suppose

$$
\begin{equation*}
L: H^{1, p}(M) \longrightarrow H^{-1, p}(M) \quad \text { is an isomorphism for } 1<p<\infty \tag{4A.7}
\end{equation*}
$$

We want to solve the Dirichlet boundary problem

$$
\begin{equation*}
L u=0 \quad \text { on } \Omega,\left.\quad u\right|_{\partial \Omega} ^{\text {n.t. }}=f \in L^{p}(\partial \Omega), \quad \mathcal{N} u \in L^{p}(\partial \Omega) \tag{4A.8}
\end{equation*}
$$

via the layer potential method. To this end, let $E$ denote the Schwartz kernel of $L^{-1}$, so that

$$
\begin{equation*}
L^{-1} v(x)=\int_{M} E(x, y) v(y) d \operatorname{Vol}(y), \quad x \in M \tag{4A.9}
\end{equation*}
$$

where $d$ Vol stands for the volume element on $M$. Then, with $\sigma$ denoting the surface measure on $\partial \Omega$, define the single layer potential operator and its boundary version by

$$
\begin{equation*}
\mathscr{Y} g(x):=\int_{\partial \Omega} E(x, y) g(y) d \sigma(y), \quad x \in M \backslash \partial \Omega, \quad \text { and } \quad S g:=\left.\mathscr{Y} g\right|_{\partial \Omega} ^{\text {n.t. }} \quad \text { on } \partial \Omega \tag{4A.10}
\end{equation*}
$$

We want to solve (4A.8) in the form

$$
\begin{equation*}
u=\mathscr{Y} g, \quad \text { where } g \text { is chosen so that } S g=f \tag{4A.11}
\end{equation*}
$$

As such, if $H^{s, p}(\partial \Omega)$ with $1<p<\infty$ and $-1 \leq s \leq 1$ denotes the $L^{p}$-based scale of Sobolev spaces of fractional order $s$ on $\partial \Omega$, we would like to show

$$
\begin{equation*}
S: H^{-1, p}(\partial \Omega) \longrightarrow L^{p}(\partial \Omega) \quad \text { is Fredholm of index } 0 \tag{4A.12}
\end{equation*}
$$

Since the adjoint of $S$ is the single layer associated with $L^{*}$ (which continues to be a second-order, strongly elliptic, $k \times k$ system of differential operators on $M$ ), this is further equivalent (with $q:=p^{\prime}$ the

Hölder conjugate exponent of $p$ ) to the condition that

$$
\begin{equation*}
S: L^{q}(\partial \Omega) \longrightarrow H^{1, q}(\partial \Omega) \quad \text { is Fredholm of index } 0 \tag{4A.13}
\end{equation*}
$$

Such a result was established for $q$ close to 2 , when $\Omega$ is a Lipschitz domain, in Chapter 3 of [Mitrea et al. 2001]. The argument made use of a Rellich-type identity. In the scalar case the result was established (in the setting of regular SKT domains) in [Hofmann et al. 2010, Section 6.4], and applied in Section 7.1 of that paper to the Dirichlet problem. If $\partial \Omega$ is smooth, it is standard that $S$ is in $\operatorname{OP} S^{-1}(\partial \Omega)$ and it is strongly elliptic, from which (4A.12) and (4A.13) follow. Here is what we propose:

Proposition 4.1. Let $\Omega$ be a $\operatorname{Lip} \cap \mathrm{vmo}_{1}$ domain and let L be a second-order, strongly elliptic, $k \times k$ system of differential operators on $M$ as in (4A.5)-(4A.6) and satisfying (4A.7). Then (4A.12) holds for all $p \in(1, \infty)$ and (4A.13) holds for all $q \in(1, \infty)$.

Proof. We start with the proof of (4A.13). Pick $L^{\infty} \cap$ vmo vector fields $X_{j}, 1 \leq j \leq N$, tangent to $\partial \Omega$, such that

$$
\begin{equation*}
\sum_{j=1}^{N}\left|X_{j}(x)\right| \geq A>0 \quad \text { for a.e. } x \in \partial \Omega \tag{4A.14}
\end{equation*}
$$

Then let $\nabla_{T} f:=\left\{X_{j} f: 1 \leq j \leq N\right\}$. We have $\nabla_{T} S: L^{q}(\partial \Omega) \rightarrow L^{q}(\partial \Omega)$ for all $q \in(1, \infty)$. Theorem 2.4 (or rather its standard "variable coefficient" extension) implies

$$
\begin{equation*}
\nabla_{T} S=k_{0}(x, D)+R, \quad k_{0}(x, D) \in \mathrm{OP}\left(L^{\infty} \cap \mathrm{vmo}\right) S_{\mathrm{cl}}^{0} \tag{4A.15}
\end{equation*}
$$

with $R$ compact on $L^{q}(\partial \Omega)$. At this point we make the following:
Claim. We have the (overdetermined) ellipticity property

$$
\begin{equation*}
\left\|k_{0}(x, \xi) v\right\| \geq A_{0}\|v\|, \quad A_{0}>0 \tag{4A.16}
\end{equation*}
$$

Assuming for now this claim (whose proof will be provided later), we obtain that

$$
\begin{equation*}
k_{0}^{*}(x, D) k_{0}(x, D) \in \mathrm{OP}\left(L^{\infty} \cap \mathrm{vmo}\right) S_{\mathrm{cl}}^{0} \quad \bmod \text { compacts } \tag{4A.17}
\end{equation*}
$$

is a (determined) elliptic operator, so it has a parametrix $Q \in \mathrm{OP}\left(L^{\infty} \cap \mathrm{vmo}\right) S_{\mathrm{cl}}^{0}$ (see Appendix C). Hence,

$$
\begin{equation*}
Q k_{0}^{*}(x, D) \nabla_{T} S=I+R_{1}, \quad \text { with } R_{1} \text { compact on } L^{q}(\partial \Omega) \tag{4A.18}
\end{equation*}
$$

This implies that

$$
\begin{equation*}
S: L^{q}(\partial \Omega) \longrightarrow H^{-1, q}(\partial \Omega) \quad \text { is semi-Fredholm; } \tag{4A.19}
\end{equation*}
$$

namely, it has closed range and finite-dimensional null space.
To complete the argument, we take a continuous family $L_{\tau}, \tau \in[0,1]$, of second-order, strongly elliptic operators on $M$ such that $L_{1}=L$ and $L_{0}$ is scalar. This gives a norm-continuous family

$$
\begin{equation*}
S_{\tau}: L^{q}(\partial \Omega) \longrightarrow H^{1, q}(\partial \Omega), \quad \text { all semi-Fredholm. } \tag{4A.20}
\end{equation*}
$$

We know that $S_{0}$ is Fredholm of index 0 . Hence, so are all the operators $S_{\tau}$ in (4A.20). This gives (4A.13), which, by duality, also yields (4A.12).

Now we return to the proof of the claim made in (4A.16). That is, we shall establish the (overdetermined) ellipticity of $k_{0}(x, D) \in \mathrm{OP}\left(L^{\infty} \cap \mathrm{vmo}\right) S_{\mathrm{cl}}^{0}$ arising in (4A.15) (which is equal modulo a compact operator to $\nabla_{T} S$ ). To begin, we discuss the smooth case. If $\partial \Omega$ is smooth and $L$ is strongly elliptic of second order with smooth coefficients, then actually $S$ is in $\operatorname{OPS}^{-1}(\partial \Omega)$ and this operator is strongly elliptic. In fact, given $(x, \xi) \in T^{*} \partial \Omega \backslash 0$, and with $v \in T_{x}^{*} \partial \Omega$ the outward unit conormal to $\partial \Omega$, we have

$$
\begin{equation*}
\sigma_{S}(x, \xi)=C_{n} \int_{-\infty}^{+\infty} \sigma_{E}(x, \xi+t v) d t=C_{n} \int_{-\infty}^{+\infty} \sigma_{L}(x, \xi+t v)^{-1} d t \tag{4A.21}
\end{equation*}
$$

This is seen as in [Taylor 1996, (11.11)-(11.12) in Chapter 7], where we take $m=-2, x_{n}=0$. Strong ellipticity of $S$ then follows from (4A.21), keeping in mind the strong ellipticity of $L$. Specifically, $\sigma_{S}(x, \xi)$ is positive homogeneous of degree -1 in $\xi$ and the integrals in (4A.21) are absolutely convergent since $\left|\sigma_{L}(x, \xi+t \nu(x))^{-1}\right| \leq C\left(|\xi|^{2}+t^{2}\right)^{-1}$. Thus, for any section $\eta$ and any $0 \neq \xi \in T_{x}^{*} \partial \Omega \subset T_{x}^{*} M$, we may estimate

$$
\begin{align*}
\left\langle-\sigma_{S}(x, \xi) \eta, \eta\right\rangle_{x}=C_{n} \int_{-\infty}^{+\infty}\left\langle-\sigma_{L}(x, \xi+t v(x))^{-1} \eta, \eta\right\rangle d t & \geq C|\eta|^{2} \int_{-\infty}^{+\infty}\left(|\xi|^{2}+t^{2}\right)^{-1} d t \\
& \geq C|\eta|^{2}|\xi|^{-1} \tag{4A.22}
\end{align*}
$$

for some $C>0$. This yields the strong ellipticity of $S$. Next, since $\sigma_{X_{j}} S=\sigma_{X_{j}} \sigma_{S}$, the ellipticity of $\nabla_{T} S$ is an immediate consequence of what we have just proved and (4A.14).

To tackle the case when $\Omega$ is a $\operatorname{Lip} \cap \mathrm{vmo}_{1}$ domain, we take local graph coordinates $\varphi(x)=\left(x, \varphi_{0}(x)\right)$ and arrange that the vector fields $\left\{X_{j}\right\}_{1 \leq j \leq N}$ include those associated with coordinate differentiation. The integral kernel $E(x, y)$ has the form

$$
\begin{equation*}
E(x, y)=E_{0}(x, x-y)+r(x, y) \tag{4A.23}
\end{equation*}
$$

where $E_{0}(x, z)$ is smooth on $\{z \neq 0\}$ and homogeneous of degree $-(n-1)$ in $z$ (note that $\operatorname{dim} \partial \Omega=n$ ) and $r(x, y)$ has lower order. See the analysis in [Mitrea et al. 2001]. Locally, the operator $S$ has the form

$$
\begin{equation*}
S g(x)=\int_{\mathbb{R}^{n}} E_{0}(\varphi(x), \varphi(x)-\varphi(y)) g(y) \Sigma(y) d y+\operatorname{Rg}(x), \quad x \in \mathbb{R}^{n} \tag{4A.24}
\end{equation*}
$$

where $d \sigma(y)=\Sigma(y) d y$ and $R$ denotes the integral operator with kernel $r(x, y)$. Hence, for each $j \in\{1, \ldots, n\}$,

$$
\begin{equation*}
\partial_{j} S g(x)=\operatorname{PV} \int_{\mathbb{R}^{n}} \partial_{j} \varphi(x) \cdot \nabla_{2} E_{0}(\varphi(x), \varphi(x)-\varphi(y)) g(y) \Sigma(y) d y+R_{j} g(x), \quad x \in \mathbb{R}^{n} \tag{4A.25}
\end{equation*}
$$

where here and below $R_{j}$ will denote (perhaps different) operators that are compact on $L^{p}$ for $1<p<\infty$. Theorem 2.4 (or rather its natural "variable coefficient" extension from Section 2C) gives

$$
\begin{equation*}
\partial_{j} S g(x)=\operatorname{PV} \int_{\mathbb{R}^{n}} \partial_{j} \varphi(x) \cdot \nabla_{2} E_{0}(\varphi(x), D \varphi(x)(x-y)) g(y) \Sigma(y) d y+R_{j} g(x), \quad x \in \mathbb{R}^{n} \tag{4A.26}
\end{equation*}
$$

that is,

$$
\begin{equation*}
\partial_{j} S g(x)=T_{j}(x, D)(\Sigma g)(x)+R_{j} g(x), \quad x \in \mathbb{R}^{n} \tag{4A.27}
\end{equation*}
$$

where $T_{j}(x, D)(\Sigma g)(x)$ is given by the principal value integral in (4A.26). We therefore have that $T_{j}(x, D)$ is in $\mathrm{OP}\left(L^{\infty} \cap \mathrm{vmo}\right) S_{\mathrm{cl}}^{0}$, with symbol

$$
\begin{equation*}
T_{j}(x, \xi)=\int_{\mathbb{R}^{n}} e^{-i z \cdot \xi} \partial_{j} \varphi(x) \cdot \nabla_{2} E_{0}(\varphi(x), D \varphi(x) z) d z \tag{4A.28}
\end{equation*}
$$

Given that $L$ is a $k \times k$ system, $T_{j}(x, \xi)$ is a $k \times k$ matrix, i.e., $T_{j}(x, \xi) \in M(k, \mathbb{C})$ for $\xi \neq 0$ and a.e. $x$. We need to show that there exists $C>0$ such that, for all $\xi \neq 0$ and $v \in \mathbb{C}^{k}$,

$$
\begin{equation*}
\sum_{j}\left\|T_{j}(x, \xi) v\right\| \geq C\|v\| \quad \text { for a.e. } x \tag{4A.29}
\end{equation*}
$$

Recall that $\varphi$ has the form (2B.1), so $D \varphi(x): \mathbb{R}^{n} \rightarrow \mathbb{R}^{n+1}$ has the form

$$
\begin{equation*}
D \varphi(x)=\binom{I}{D \varphi_{0}(x)}, \quad D \varphi_{0}(x): \mathbb{R}^{n} \rightarrow \mathbb{R} \tag{4A.30}
\end{equation*}
$$

for a.e. $x \in \mathbb{R}^{n}$. Freezing coefficients at a point where $\varphi$ is differentiable, we can rephrase our task as follows: Let $L_{0}(\zeta)$ be a matrix in $M(k, \mathbb{C})$ whose entries are homogeneous polynomials of degree 2 in $\zeta \in \mathbb{R}^{n+1}$ and which is positive definite for each $\zeta \neq 0$. For $\zeta \neq 0$ set $E_{0}(\zeta):=L_{0}(\zeta)^{-1}$. In addition, consider a linear mapping $A: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n+1}$ of the form

$$
\begin{equation*}
A=\binom{I}{A_{0}}, \quad A_{0}: \mathbb{R}^{n} \rightarrow \mathbb{R} \tag{4A.31}
\end{equation*}
$$

Let $A_{0}$ run over a compact set in $\mathscr{L}\left(\mathbb{R}^{n}, \mathbb{R}\right)$. Also let $L_{0}$ and $E_{0}=L_{0}^{-1}$ run over compact sets of symbols. Take

$$
\begin{equation*}
T_{j}(\xi):=\int_{\mathbb{R}^{n}} e^{-i z \cdot \xi} A e_{j} \cdot \nabla E_{0}(A z) d z \tag{4A.32}
\end{equation*}
$$

where $\left\{e_{j}\right\}_{1 \leq j \leq n}$ denotes the standard orthonormal basis of $\mathbb{R}^{n}$. We need to prove that there exists a finite constant $C>0$ such that, for all $v \in \mathbb{C}^{k}$ and $\xi \neq 0$,

$$
\begin{equation*}
\sum_{j}\left\|T_{j}(\xi) v\right\| \geq C\|v\| \tag{4A.33}
\end{equation*}
$$

uniformly in $A_{0}, L_{0}, E_{0}$. This is equivalent to the ellipticity of $\nabla_{T} S$ if $\varphi(x)=A x$, so $\partial \Omega$ is a hyperplane in $\mathbb{R}^{n+1}$. In this case, the previous analysis applies, since $S \in \operatorname{OPS}^{-1}(\partial \Omega)$ is strongly elliptic, and (4A.33) follows.

This finishes the proof of the claim in (4A.16), which, in turn, finishes the proof of Proposition 4.1.
We next note a regularity result, under the assumption that $\Omega$ is a $\operatorname{Lip} \cap \mathrm{vmo}_{1}$ domain. Let us temporarily denote

$$
\begin{equation*}
S_{s, p}=S: H^{s, p}(\partial \Omega) \longrightarrow H^{s+1, p}(\partial \Omega), \quad s \in\{0,-1\} \tag{4A.34}
\end{equation*}
$$

with adjoint

$$
\begin{equation*}
S_{s, p}^{*}=S^{*}: H^{-1-s, q}(\partial \Omega) \longrightarrow H^{-s, q}(\partial \Omega), \quad q=p^{\prime} \tag{4A.35}
\end{equation*}
$$

Clearly the null spaces $\operatorname{Ker}\left(S_{s, p}\right)$ and $\operatorname{Ker}\left(S_{s, p}^{*}\right)$ of these operators satisfy

$$
\begin{equation*}
\operatorname{Ker}\left(S_{0, p}\right) \subset \operatorname{Ker}\left(S_{-1, p}\right), \quad \operatorname{Ker}\left(S_{-1, p}^{*}\right) \subset \operatorname{Ker}\left(S_{0, p}^{*}\right) \tag{4A.36}
\end{equation*}
$$

so the vanishing index property established in Proposition 4.1 forces

$$
\begin{equation*}
\operatorname{Ker}\left(S_{0, p}\right)=\operatorname{Ker}\left(S_{-1, p}\right) \quad \text { and } \quad \operatorname{Ker}\left(S_{-1, p}^{*}\right)=\operatorname{Ker}\left(S_{0, p}^{*}\right) \tag{4A.37}
\end{equation*}
$$

Also,

$$
\begin{equation*}
1<p<\tilde{p}<\infty \quad \Longrightarrow \quad \operatorname{Ker}\left(S_{0, \tilde{p}}\right)=\operatorname{Ker}\left(S_{0, p}\right), \quad \operatorname{Ker}\left(S_{0, p}^{*}\right)=\operatorname{Ker}\left(S_{0, \tilde{p}}^{*}\right) \tag{4A.38}
\end{equation*}
$$

and, again, the aforementioned vanishing index property implies

$$
\begin{equation*}
\operatorname{Ker}\left(S_{0, p}\right)=\operatorname{Ker}\left(S_{0, \tilde{p}}\right) \tag{4A.39}
\end{equation*}
$$

Collectively, (4A.37) and (4A.39) prove the following regularity result:
Proposition 4.2. Assume that $\Omega$ is a $\operatorname{Lip} \cap \mathrm{vmo}_{1}$ domain in $M$ and suppose $L$ is a second-order, strongly elliptic system of differential operators on $M$ as in (4A.5)-(4A.6) and satisfying (4A.7). Then, given $f \in H^{-1, p}(\partial \Omega)$ for some $p \in(1, \infty)$, one has

$$
\begin{equation*}
S f=0 \Longrightarrow f \in \bigcap_{1<q<\infty} L^{q}(\partial \Omega) \tag{4A.40}
\end{equation*}
$$

Recall that standard Lipschitz theory (see [Mitrea et al. 2001]) gives

$$
f \in L^{p}(\partial \Omega) \text { with } p \in(1, \infty) \text { and } u:=\mathscr{Y} f \Longrightarrow\left\{\begin{array}{l}
L u=0 \quad \text { on } M \backslash \partial \Omega  \tag{4A.41}\\
\mathcal{N} u, \mathcal{N}(\nabla u) \in L^{p}(\partial \Omega) \\
\left.u\right|_{\partial \Omega} ^{\text {n.t. }}=S f
\end{array}\right.
$$

and

$$
f \in H^{-1, p}(\partial \Omega) \text { with } p \in(1, \infty) \text { and } u:=\mathscr{Y} f \Longrightarrow\left\{\begin{array}{l}
L u=0 \quad \text { on } M \backslash \partial \Omega  \tag{4A.42}\\
\mathcal{N} u \in L^{p}(\partial \Omega) \\
\left.u\right|_{\partial \Omega} ^{\text {n.t. }}=S f
\end{array}\right.
$$

In addition, we single out the following additional properties. Let $H^{s, p}(\Omega)$, with $s \in \mathbb{R}$ and $p \in(1, \infty)$ stand for the $L^{p}$-based Sobolev space of fractional smoothness $s$ in $\Omega$. Also, let $\operatorname{Tr}: H^{1,2}(\Omega) \rightarrow H^{\frac{1}{2}, 2}(\partial \Omega)$ denote the boundary trace operator in the sense of Sobolev spaces, and set $H_{0}^{1,2}(\Omega):=\operatorname{Ker} \operatorname{Tr}$. Then

$$
\begin{equation*}
f \in L^{2}(\partial \Omega) \quad \Longrightarrow \quad u:=\mathscr{Y} f \in H^{1}(\Omega), \quad \operatorname{Tr} u=\left.u\right|_{\partial \Omega} ^{\text {n.t. }}=S f \tag{4A.43}
\end{equation*}
$$

These considerations are relevant in the context of the following well-posedness result:
Theorem 4.3. Suppose $\Omega \subset M$ is a $\operatorname{Lip} \cap \mathrm{vmo}_{1}$ domain and suppose $L$ is a second-order, strongly elliptic system of differential operators on $M$ as in (4A.5)-(4A.6) and satisfying (4A.7). Set

$$
\begin{equation*}
\Omega_{+}:=\Omega, \quad \Omega_{-}:=M \backslash \bar{\Omega} \tag{4A.44}
\end{equation*}
$$

and assume that the following nondegeneracy conditions hold:

$$
\begin{gather*}
u \in H_{0}^{1,2}\left(\Omega_{+}\right), \quad L u=0 \text { in } \Omega_{+} \quad \Longrightarrow \quad u=0 \quad \text { in } \Omega_{+},  \tag{4A.45}\\
u \in H_{0}^{1,2}\left(\Omega_{-}\right), \quad L u=0 \text { in } \Omega_{-} \quad \Longrightarrow \quad u=0 \quad \text { in } \Omega_{-} .
\end{gather*}
$$

Then

$$
\begin{align*}
S: H^{-1, p}(\partial \Omega) \longrightarrow L^{p}(\partial \Omega) & \text { is invertible for each } p \in(1, \infty) \\
S: L^{p}(\partial \Omega) \longrightarrow H^{1, p}(\partial \Omega) & \text { is invertible for each } p \in(1, \infty) \tag{4A.46}
\end{align*}
$$

In particular, the Dirichlet problem

$$
\begin{equation*}
L u=0 \quad \text { in } \Omega,\left.\quad u\right|_{\partial \Omega} ^{\text {n.t. }}=f \in L^{p}(\partial \Omega), \quad \mathcal{N} u \in L^{p}(\partial \Omega) \tag{4A.47}
\end{equation*}
$$

is well posed and its unique solution is given by $u=\mathscr{S}\left(S^{-1} f\right)$, where $S^{-1} f \in H^{-1, p}(\partial \Omega)$.
Furthermore, the regularity problem

$$
\begin{equation*}
L u=0 \quad \text { in } \Omega,\left.\quad u\right|_{\partial \Omega} ^{\text {n.t. }}=f \in H^{1, p}(\partial \Omega), \quad \mathcal{N} u, \mathcal{N}(\nabla u) \in L^{p}(\partial \Omega) \tag{4A.48}
\end{equation*}
$$

is well posed and its unique solution is given by $u=\mathscr{S}\left(S^{-1} f\right)$, where $S^{-1} f \in L^{p}(\partial \Omega)$.
It is worth pointing out that the nondegeneracy conditions in (4A.45) hold, in particular, if the system in question is of the form

$$
\begin{equation*}
L=\mathfrak{D}^{*} \mathfrak{D}, \tag{4A.49}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathfrak{D} \text { is a first-order system with the unique continuation property, } \tag{4A.50}
\end{equation*}
$$

in the sense that, if $u \in H^{1,2}(M)$ is such that $\mathfrak{D} u=0$ on $M$ and $u$ vanishes on some nonempty open subset of $M$, then necessarily $u=0$ everywhere on $M$. As a consequence, Theorem 4.3 applies to the Laplace-Beltrami operator on a Riemannian manifold, in which scenario the present well-posedness results complement those in [Mitrea and Taylor 1999].

Proof of Theorem 4.3. First, we shall show that

$$
\begin{equation*}
f \in L^{2}(\partial \Omega) \quad \text { and } \quad S f=0 \quad \Longrightarrow \quad f=0 \tag{4A.51}
\end{equation*}
$$

Suppose $f$ is as in the left-hand side of (4A.51) and set $u:=\mathscr{S} f$ in $M \backslash \partial \Omega$. In light of (4A.43), the hypothesis (4A.45) then yields $u=0$ both in $\Omega_{+}$and in $\Omega_{-}$. Recall that $L$ is as in (4A.5)-(4A.6) and set (with $v=\left(v_{i}\right)_{i}$ denoting the outward unit conormal to $\Omega$ )

$$
\begin{equation*}
\Xi_{ \pm} f:=\left.\sum_{i, j} v_{i} A^{i j}\left(\partial_{j} \mathscr{P} f\right)\right|_{\partial \Omega_{ \pm}} ^{\text {n.t. }} \tag{4A.52}
\end{equation*}
$$

Then, on the one hand, the jump formulas from [Mitrea et al. 2001, Theorem 2.9, p. 21] yield

$$
\begin{equation*}
\Xi_{ \pm} f=\left(\mp \frac{1}{2} I+K^{*}\right) f \tag{4A.53}
\end{equation*}
$$

where $K^{*}$ is a principal value singular integral operator on $\partial \Omega$ and $I$ is the identity. As such, we have the jump relation

$$
\begin{equation*}
f=\Xi_{-} f-\Xi_{+} f \tag{4A.54}
\end{equation*}
$$

On the other hand, clearly $u=\mathscr{S} f=0$ on $\Omega_{+} \cup \Omega_{-}$implies $\Xi_{ \pm} f=0$. We conclude that $f=0$, finishing the proof of (4A.51).

In turn, (4A.51), Proposition 4.2, and Proposition 4.1 imply that, for each $p \in(1, \infty)$, the operator $S$ is an isomorphism in (4A.12) and (4A.13). This proves the claims in (4A.46). With these in hand, the fact that the Dirichlet and regularity boundary value problems (4A.47)-(4A.48) may be solved in the form $u=\mathscr{S}\left(S^{-1} f\right)$ follows from (4A.41)-(4A.42).

Turning to the uniqueness part, it suffices to show that any solution $u$ of the homogeneous version of the Dirichlet problem (4A.47) vanishes identically in $\Omega$. To this end, we introduce the Green function

$$
\begin{equation*}
G(x, y):=\Gamma(x, y)-\mathscr{S}\left[S^{-1}\left(\left.E(x, \cdot)\right|_{\partial \Omega}\right)\right](y), \quad(x, y) \in \Omega \times \Omega \backslash \operatorname{diag}, \tag{4A.55}
\end{equation*}
$$

where the intervening single layer potential operators are associated with $L^{*}$. For each fixed $x \in \Omega$, the function $\left.E(x, \cdot)\right|_{\partial \Omega}$ belongs to $H^{1, q}(\partial \Omega)$ for any $q \in(1, \infty)$. Thus, on account of (4A.46) we see that $G(x, y)$ is well defined. To proceed, consider a sequence of Lipschitz subdomains $\Omega_{j}$ of $\Omega$ such that $\Omega_{j} \nearrow \Omega$ as $j \rightarrow \infty$ as in [Mitrea and Taylor 1999, Appendix A]; in particular, their Lipschitz character is controlled uniformly in $j$. Let $G_{j}$ stand for the Green function corresponding to $\Omega_{j}$. By construction, $\left.G_{j}(x, \cdot)\right|_{\partial \Omega_{j}}=0$ and we claim that, for each $q \in(1, \infty)$, there exists a constant $C_{q} \in(0, \infty)$ with the property that

$$
\begin{equation*}
\sup _{j \in \mathbb{N}}\left\|\mathcal{N}_{j}\left(\nabla_{2} G_{j}(x, \cdot)\right)\right\|_{L^{q}\left(\partial \Omega_{j}\right)} \leq C_{q} \tag{4A.56}
\end{equation*}
$$

This follows from the fact that if $S_{j}$ denotes the single layer constructed in relation to $\partial \Omega_{j}$ then, for each $q \in(1, \infty)$, the operator norm of $S_{j}^{-1}: H^{1, q}\left(\partial \Omega_{j}\right) \rightarrow L^{q}\left(\partial \Omega_{j}\right)$ is uniformly bounded in $j$. In turn, this is seen from (4A.18) and reasoning by contradiction.

For each $j \in \mathbb{N}$ let $\sigma_{j}$ denote the surface measure on $\partial \Omega_{j}$. Integrations by parts against these Green functions give that, if $u$ solves the homogeneous version of the Dirichlet problem (4A.47) and if $x \in \Omega$ is an arbitrary fixed point, then for $j \in \mathbb{N}$ sufficiently large we have

$$
\begin{align*}
|u(x)| & =\left|\int_{\Omega_{j}}\left\langle\left(L^{*} G_{j}(x, \cdot)\right)(y), u(y)\right\rangle d \operatorname{Vol}(y)\right| \\
& =\int_{\partial \Omega_{j}} O\left(|u| \cdot\left|\nabla_{2} G_{j}(x, \cdot)\right|\right) d \sigma_{j} \\
& \leq C\|u\|_{L^{p}\left(\partial \Omega_{j}\right)} \tag{4A.57}
\end{align*}
$$

where the last step utilizes Hölder's inequality and (4A.56). Because $\|u\|_{L^{p}\left(\partial \Omega_{j}\right)} \rightarrow 0$ by Lebesgue's dominated convergence theorem (and the manner in which $\Omega_{j} \nearrow \Omega$ as $j \rightarrow \infty$ ), we ultimately obtain $u(x)=0$. Given that $x \in \Omega$ was arbitrary, the desired uniqueness statement follows.

Note that for the proof of uniqueness we could have avoided using the approximating family $\Omega_{j} \nearrow \Omega$ and, instead, worked directly with the Green function for $L^{*}$ constructed as in (4A.55), by reasoning as in the proof of [Hofmann et al. 2010, Theorem 7.2, p. 2831] as carried out in Step 3 on pp. 2832-2837.

In the last part of this section we discuss the Poisson problem for strongly elliptic systems with data in Sobolev-Besov spaces in Lipschitz domains with normal in vmo. Throughout, retain the setting of

Theorem 4.3. For starters, from (4A.46) and complex interpolation we deduce, with the help of [Fabes et al. 1998, Lemma 8.4], that

$$
\begin{equation*}
S: H^{s-1, p}(\partial \Omega) \longrightarrow H^{s, p}(\partial \Omega) \quad \text { is invertible for each } p \in(1, \infty) \text { and } s \in[0,1] . \tag{4A.58}
\end{equation*}
$$

With $B_{s}^{p, q}(\partial \Omega)$ for $p, q \in(0, \infty]$ and $0 \neq s \in(-1,1)$ denoting the scale of Besov spaces on $\partial \Omega$, real interpolation then also gives that

$$
\begin{equation*}
S: B_{s-1}^{p, q}(\partial \Omega) \longrightarrow B_{s}^{p, q}(\partial \Omega) \quad \text { is invertible for } p \in(1, \infty), q \in(0, \infty] \text { and } s \in(0,1) \tag{4A.59}
\end{equation*}
$$

Furthermore, the action of the single layer potential operator $\mathscr{S}$ on Sobolev-Besov spaces on Lipschitz domains has been studied in [Mitrea and Taylor 2000]. The emphasis there is on the Hodge-Laplacian but the approach (which utilizes size estimates for the integral kernel and its derivatives) is general enough to work in the present setting. Indeed, the mapping properties from [Mitrea and Taylor 2000, Lemmas 7.2-7.3] are directly applicable here. They imply that if $B_{s}^{p, q}(\Omega)$ for $p, q \in(0, \infty]$ and $s \in \mathbb{R}$ stands for the scale of Besov spaces in $\Omega$, the single layer operator induces well-defined and bounded linear mappings in the following contexts:

$$
\begin{array}{cl}
\mathscr{S}: B_{-s}^{p, p}(\partial \Omega) \longrightarrow B_{1+\frac{1}{p}-s}^{p, p}(\Omega) & \text { for } 1 \leq p \leq \infty \text { and } 0<s<1 \\
\mathscr{S}: B_{-s}^{p, p}(\partial \Omega) \longrightarrow H^{1+\frac{1}{p}-s, p}(\Omega) & \text { for } 1<p<\infty \text { and } 0<s<1 \\
\mathscr{S}: H^{-s, p}(\partial \Omega) \longrightarrow B_{1-s+\frac{1}{p}}^{p, \max \{p, 2\}}(\Omega) & \text { for } 1<p<\infty \text { and } 0 \leq s \leq 1 \tag{4A.62}
\end{array}
$$

Theorem 4.4. Suppose $\Omega \subset M$ is a $\operatorname{Lip} \cap \mathrm{vmo}_{1}$ domain and suppose $L$ is a second-order, strongly elliptic system of differential operators on $M$ as in (4A.5)-(4A.6) and satisfying (4A.7) and (4A.45). In addition, assume that $L^{*}$, the adjoint of $L$, also satisfies the nondegeneracy conditions in (4A.45).

Then, for any $p \in(1, \infty)$ and any $s \in(0,1)$, the Poisson problem with a Dirichlet boundary condition,

$$
\left\{\begin{array}{l}
L u=f \in H^{s+\frac{1}{p}-2, p}(\Omega)  \tag{4A.63}\\
\operatorname{Tr} u=g \in B_{s}^{p, p}(\partial \Omega) \\
u \in H^{s+\frac{1}{p}, p}(\Omega)
\end{array}\right.
$$

has a unique solution.
Proof. Extend the given $f \in H^{s+\frac{1}{p}-2, p}(\Omega)$ to some $\tilde{f} \in H^{s+\frac{1}{p}-2, p}(M)$, then consider

$$
\begin{equation*}
v:=\left.\left(L^{-1} \tilde{f}\right)\right|_{\Omega} \in H^{s+\frac{1}{p}, p}(\Omega) \tag{4A.64}
\end{equation*}
$$

In particular, $h:=\operatorname{Tr} v \in B_{s}^{p, p}(\partial \Omega)$ and a solution $u$ of the boundary value problem (4A.63) is given by

$$
\begin{equation*}
\left.u:=v-\mathscr{(} S^{-1}(h-g)\right) \quad \text { in } \Omega \tag{4A.65}
\end{equation*}
$$

with $S^{-1}$ the inverse of the operator in (4A.59) (with $q=p$ ) and $\mathscr{S}$ considered as in (4A.61).
There remains to prove uniqueness. The existence result just established may be interpreted (taking $g=0$ ) as the statement that

$$
\begin{equation*}
L: H_{0}^{s+\frac{1}{p}, p}(\Omega) \longrightarrow H^{s+\frac{1}{p}-2, p}(\Omega) \quad \text { is surjective for each } p \in(1, \infty) \text { and } s \in(0,1) \tag{4A.66}
\end{equation*}
$$

in the class of operators $L$ described in the statement. Since the class in question is stable under taking adjoints, writing (4A.66) for $L^{*}$ then taking adjoints yields (after adjusting notation) that

$$
\begin{equation*}
L: H_{0}^{s+\frac{1}{p}, p}(\Omega) \longrightarrow H^{s+\frac{1}{p}-2, p}(\Omega) \quad \text { is injective for each } p \in(1, \infty) \text { and } s \in(0,1) \tag{4A.67}
\end{equation*}
$$

With this in hand, the fact that any null solution of (4A.63) necessarily vanishes identically in $\Omega$ readily follows. This completes the proof of the theorem.

4B. Oblique derivative problems. To start, let $\Omega \subset \mathbb{R}^{n}$ be a bounded, regular SKT domain, so its unit normal field $\nu$ belongs to $\operatorname{vmo}(\partial \Omega)$. We have tangential vector fields

$$
\begin{equation*}
\partial_{\tau_{j k}}=v_{k} \partial_{j}-v_{j} \partial_{k}, \quad 1 \leq j, k \leq n \tag{4B.1}
\end{equation*}
$$

(see [Hofmann et al. 2010, Section 3.6]).
Let $\xi_{j k}, 1 \leq j, k \leq n$, be real-valued functions on $\partial \Omega$ and define the tangential vector field

$$
\begin{equation*}
X:=\sum_{j, k=1}^{n} \xi_{j k} \partial_{\tau_{j k}} \tag{4B.2}
\end{equation*}
$$

Assume that for each $j, k \in\{1, \ldots, n\}$ we have

$$
\begin{equation*}
\xi_{j k} v_{j}, \xi_{j k} v_{k} \in \operatorname{vmo}(\partial \Omega) \cap L^{\infty}(\partial \Omega) \tag{4B.3}
\end{equation*}
$$

Given $p \in(1, \infty)$, the goal here is to study the oblique derivative problem

$$
\begin{equation*}
\Delta u=0 \quad \text { on } \Omega, \quad\left(\partial_{v}+X\right) u=f \quad \text { on } \partial \Omega, \quad \mathcal{N} u, \mathcal{N}(\nabla u) \in L^{p}(\partial \Omega), \tag{4B.4}
\end{equation*}
$$

where $f \in L^{p}(\partial \Omega)$ is given. Above, $\partial_{\nu} u$ and $X u$ are understood, respectively, as

$$
\begin{equation*}
\partial_{\nu} u:=\sum_{j=1}^{n} v_{j}\left(\left.\left(\partial_{j} u\right)\right|_{\partial \Omega} ^{\text {n.t. }}\right) \quad \text { and } \quad X u:=\sum_{j, k=1}^{n} \xi_{j k} \partial_{\tau_{j k}}\left(\left.u\right|_{\partial \Omega} ^{\text {n.t. }}\right) \tag{4B.5}
\end{equation*}
$$

We look for a solution of (4B.4) in the form

$$
\begin{equation*}
u:=\mathscr{S}_{g} \quad \text { in } \Omega \tag{4B.6}
\end{equation*}
$$

where $g \in L^{p}(\partial \Omega)$ is yet to be determined and $\mathscr{S}$ is the harmonic single layer potential operator associated with $\Omega$. That is,

$$
\begin{equation*}
\mathscr{S g}(x):=\int_{\partial \Omega} E(x-y) g(y) d \sigma(y), \quad x \in \Omega \tag{4B.7}
\end{equation*}
$$

with $E$ denoting the standard fundamental solution for the Laplacian in $\mathbb{R}^{n}$, i.e., for all $x \in \mathbb{R}^{n} \backslash\{0\}$,

$$
E(x):= \begin{cases}|x|^{2-n} /\left(\omega_{n-1}(2-n)\right) & \text { if } n \geq 3  \tag{4B.8}\\ \frac{1}{2 \pi} \ln |x| & \text { if } n=2\end{cases}
$$

where $\omega_{n-1}$ is the surface measure of the unit sphere $S^{n-1}$ in $\mathbb{R}^{n}$. As shown in [Hofmann et al. 2010, Section 4],

$$
\begin{equation*}
\left.\partial_{\nu} \mathscr{S} g\right|_{\partial \Omega} ^{\text {n.t. }}=\left(-\frac{1}{2} I+K^{*}\right) g \tag{4B.9}
\end{equation*}
$$

where

$$
\begin{equation*}
K^{*}: L^{p}(\partial \Omega) \rightarrow L^{p}(\partial \Omega) \quad \text { is compact for every } p \in(1, \infty) \tag{4B.10}
\end{equation*}
$$

Meanwhile,

$$
\begin{equation*}
X(\mathscr{Y} g)=C g:=\sum_{j, k}\left(A_{j k} g-B_{j k} g\right) \quad \text { on } \partial \Omega \tag{4B.11}
\end{equation*}
$$

where

$$
\begin{equation*}
A_{j k} g(x):=\mathrm{PV} \int_{\partial \Omega} a_{j k}(x) \partial_{j} E(x-y) g(y) d \sigma(y), \quad x \in \partial \Omega \tag{4B.12}
\end{equation*}
$$

and

$$
\begin{equation*}
B_{j k} g(x):=\mathrm{PV} \int_{\partial \Omega} b_{j k}(x) \partial_{k} E(x-y) g(y) d \sigma(y), \quad x \in \partial \Omega \tag{4B.13}
\end{equation*}
$$

with

$$
\begin{equation*}
a_{j k}(x):=\xi_{j k}(x) v_{k}(x), \quad b_{j k}(x):=\xi_{j k}(x) v_{j}(x) \tag{4B.14}
\end{equation*}
$$

The following provides a key to the study of (4B.4):
Lemma 4.5. If $\Omega \subset \mathbb{R}^{n}$ is a bounded, regular SKT domain and (4B.3) holds, then

$$
\begin{equation*}
A_{j k}+A_{j k}^{*} \quad \text { and } \quad B_{j k}+B_{j k}^{*} \quad \text { are compact on } L^{p}(\partial \Omega) \text { for all } p \in(1, \infty) \tag{4B.15}
\end{equation*}
$$

Proof. For each $j \in\{1, \ldots, n\}$,

$$
\begin{equation*}
F_{j} g(x):=\mathrm{PV} \int_{\partial \Omega} \partial_{j} E(x-y) g(y) d \sigma(y), \quad x \in \partial \Omega \tag{4B.16}
\end{equation*}
$$

defines an operator of Calderón-Zygmund type that is bounded on $L^{p}(\partial \Omega)$ for all $p \in(1, \infty)$, since $\Omega$ is a UR domain. Then

$$
\begin{equation*}
A_{j k}+A_{j k}^{*}=\left[a_{j k}, F_{j}\right], \quad B_{j k}+B_{j k}^{*}=\left[b_{j k}, F_{k}\right], \tag{4B.17}
\end{equation*}
$$

so (4B.15) follows from a general commutator estimate of Coifman-Rochberg-Weiss-type (see [Hofmann et al. 2010, Section 2.4]), since $a_{j k}, b_{j k} \in \operatorname{vmo}(\partial \Omega)$.

In light of (4B.9) and (4B.11), solving the oblique derivative boundary value problem (4B.4) via the single layer representation (4B.6) is equivalent to finding a function $g \in L^{p}(\partial \Omega)$ satisfying

$$
\begin{equation*}
\left(-\frac{1}{2} I+C+K^{*}\right) g=f \tag{4B.18}
\end{equation*}
$$

In this regard, the following Fredholmness result is particularly relevant.
Proposition 4.6. If $\Omega$ is bounded, regular SKT domain in $\mathbb{R}^{n}$ and if (4B.3) holds, then

$$
\begin{equation*}
-\frac{1}{2} I+C+K^{*}: L^{2}(\partial \Omega) \rightarrow L^{2}(\partial \Omega) \quad \text { is Fredholm of index } 0 \tag{4B.19}
\end{equation*}
$$

Proof. By Lemma 4.5, we can write $C+K^{*}=\widetilde{C}+K_{2}$, where

$$
\begin{equation*}
\widetilde{C}^{*}:=-\widetilde{C} \quad \text { and } \quad K_{2} \text { is a compact operator on } L^{p}(\partial \Omega) \text { for all } p \in(1, \infty) \tag{4B.20}
\end{equation*}
$$

Then, for $g \in L^{2}(\partial \Omega)$,

$$
\begin{equation*}
\mathfrak{R}\left(\left(-\frac{1}{2} I+\widetilde{C}\right) g, g\right)=-\frac{1}{2}\|g\|_{L^{2}(\partial \Omega)}^{2} \tag{4B.21}
\end{equation*}
$$

which, in turn, shows that

$$
\begin{equation*}
-\frac{1}{2} I+\widetilde{C} \quad \text { is invertible on } L^{2}(\partial \Omega) \tag{4B.22}
\end{equation*}
$$

Since the operator in (4B.19) is a compact perturbation of this, the desired conclusion follows.
Corollary 4.7. In the setting of Proposition 4.6, there exists $\varepsilon>0$ such that

$$
\begin{equation*}
-\frac{1}{2} I+C+K^{*}: L^{p}(\partial \Omega) \rightarrow L^{p}(\partial \Omega) \quad \text { is Fredholm of index } 0 \tag{4B.23}
\end{equation*}
$$

whenever $|p-2|<\varepsilon$.
Proof. For $p$ close to 2, that

$$
\begin{equation*}
-\frac{1}{2} I+\widetilde{C}: L^{p}(\partial \Omega) \rightarrow L^{p}(\partial \Omega) \quad \text { is invertible } \tag{4B.24}
\end{equation*}
$$

follows from (4B.22) and the stability results in [Šneĭberg 1974] (see also [Kalton and Mitrea 1998]). Meanwhile, the operator in (4B.23) is a compact perturbation of that in (4B.24) for all $p \in(1, \infty)$.

In the context of Corollary 4.7, one wonders whether (4B.23) holds for all $p \in(1, \infty)$. We show that it does hold if $\Omega$ is a bounded $\operatorname{Lip} \cap \mathrm{vmo}_{1}$ domain in $\mathbb{R}^{n}$ :

Proposition 4.8. If $\Omega$ is a bounded $\operatorname{Lip} \cap \mathrm{vmo}_{1}$ domain in $\mathbb{R}^{n}$ and if (4B.3) holds, then the Fredholmness result (4B.23) is true for all $p \in(1, \infty)$.

Proof. For starters, we note that, since (4B.3) and (4B.14) imply that $a_{j k}, b_{j k} \in \operatorname{vmo}(\partial \Omega)$, it follows from Lemma E. 1 that $a_{j k} \circ \phi, b_{j k} \circ \phi \in \operatorname{vmo}(U)$ whenever $\phi: U \rightarrow \partial \Omega$ is a coordinate chart for $\partial \Omega$ (in the sense of Definition E.3). Keeping this in mind it follows that, in the present setting, the operator $C$ defined by (4B.11) belongs to $\mathrm{OP}\left(L^{\infty} \cap \mathrm{vmo}\right) S_{\mathrm{cl}}^{0}$, and (4B.20) implies that its principal symbol is purely imaginary. Hence, for each $s \in \mathbb{R}, F_{s}:=-\frac{1}{2} I+s C$ is an elliptic operator in $\operatorname{OP}\left(L^{\infty} \cap \mathrm{vmo}\right) S_{\mathrm{cl}}^{0}$. Thus, these operators $F_{s}$ are all Fredholm on $L^{p}(\partial \Omega)$ and all have index independent of $s$. Clearly, $F_{0}$ has index zero, hence so does $F_{1}$, and the desired conclusion follows.

We are now ready to state our main Fredholm solvability result for the oblique derivative problem. This builds on the earlier work of Calderón [1985]. Other extensions in the Euclidean setting are in [Kenig and Pipher 1988; Pipher 1987]; see also [Mitrea et al. $\geq$ 2015] for some recent refinements in the two-dimensional setting. For Lipschitz domains on manifolds see [Mitrea and Taylor 1999].
Theorem 4.9. Let $\Omega$ is a bounded $\operatorname{Lip} \cap \mathrm{vmo}_{1}$ domain in $\mathbb{R}^{n}$ with outward unit normal $v$. Assume that (4B.3) holds and define the tangential vector field $X$ as in (4B.2). Finally, fix $p \in(1, \infty)$.

Then, for any boundary datum $f \in L^{p}(\partial \Omega)$ satisfying finitely many (necessary) linear conditions, the oblique derivative problem (4B.4) has a solution. Moreover, such a solution is unique modulo a finite-dimensional linear space, whose dimension coincides with the number of linearly independent constraints required for the boundary data.

Hence, the oblique derivative problem (4B.4) is Fredholm solvable with index zero.
Proof. Fatou results in Lipschitz domains give that

$$
\begin{equation*}
\Delta u=0 \text { on } \Omega \text { and } \mathcal{N} u,\left.\mathcal{N}(\nabla u) \in L^{p}(\partial \Omega) \quad \Longrightarrow \quad u\right|_{\partial \Omega} ^{\text {n.t. }} \text { exists and }\left.u\right|_{\partial \Omega} ^{\text {n.t. }} \in H^{1, p}(\partial \Omega) \tag{4B.25}
\end{equation*}
$$

Going further, from (4B.25) and the well-posedness of the $L^{p}$ regularity problem for the Laplacian in bounded $\operatorname{Lip} \cap \mathrm{vmo}_{1}$ domains established in Theorem 4.3, it follows that

$$
\begin{equation*}
u=0 \text { on } \Omega \text { and } \mathcal{N} u, \mathcal{N}(\nabla u) \in L^{p}(\partial \Omega) \quad \Longrightarrow \quad u=\mathscr{S} g \text { in } \Omega \text { for some (unique) } g \in L^{p}(\partial \Omega) \tag{4B.26}
\end{equation*}
$$

In turn, from (4B.26) we deduce that, if the boundary datum $f \in L^{p}(\partial \Omega)$ is such that the oblique derivative problem (4B.4) has a solution $u$, then there exists a (unique) function $g \in L^{p}(\partial \Omega)$ with the property that

$$
\begin{equation*}
f=\left(\partial_{v}+X\right) u=\left(\partial_{v}+X\right)(\mathscr{Y} g)=\left(-\frac{1}{2} I+C+K^{*}\right) g \tag{4B.27}
\end{equation*}
$$

This analysis shows that the oblique derivative problem (4B.4) is solvable precisely for boundary data $f$ belonging to the image of the operator $-\frac{1}{2} I+C+K^{*}$ on $L^{p}(\partial \Omega)$. By Proposition 4.8, this is a closed subspace of $L^{p}(\partial \Omega)$ of finite codimension. The above analysis also shows that the space of null solutions for the oblique derivative problem (4B.4) is isomorphic to the kernel of the operator $-\frac{1}{2} I+C+K^{*}$ on $L^{p}(\partial \Omega)$. Again, by Proposition 4.8, this is a finite-dimensional subspace of $L^{p}(\partial \Omega)$. Moreover, since the operator in question has index zero, we conclude that the number of (necessary) linear conditions which the boundary data must satisfy coincides with the dimension of the space of null solutions. Hence, the problem in question is Fredholm solvable with index zero.

4C. Regular boundary problems for first-order elliptic systems. Suppose $\Omega \subset M$ a Lip $\cap \mathrm{vmo}_{1}$ domain and let $\mathscr{D}$ be a first-order elliptic differential operator on $M$. It is permissible that $\mathscr{D}$ acts on sections of a vector bundle $E \rightarrow M$. In local coordinates, assume that

$$
\begin{equation*}
\mathscr{D} u(x)=\sum_{j} A_{j}(x) \partial_{j} u(x)+B(x) u(x), \quad \text { where } A_{j} \in \mathscr{C}^{2}, B \in \mathscr{C}^{1} \tag{4C.1}
\end{equation*}
$$

As in Section 3E (see especially Remark 3.9), we associate to $\mathscr{D}$ a Cauchy integral $\mathscr{C}_{\mathscr{D}}$ and a projection $P_{\mathscr{D}}$, which is an element of $\operatorname{OP}\left(L^{\infty} \cap \mathrm{vmo}\right) S_{\mathrm{cl}}^{0}$ in local graph coordinates.

When $\Omega$ is smooth, there is a well-established theory of regular boundary problems associated to $\mathscr{D}$ (though sometimes regular boundary conditions do not exist). We want to investigate the situation where $\Omega \subset M$ is a $\operatorname{Lip} \cap \mathrm{vmo}_{1}$ domain.

Let $F \rightarrow \partial^{*} \Omega$ be an $L^{\infty} \cap$ vmo vector bundle of rank $k$, so $F$ is locally trivializable to $\mathbb{C}^{k} \times \mathbb{O}$ with transition matrices in $L^{\infty} \cap$ vmo. Let

$$
\begin{equation*}
B: L^{p}(\partial \Omega, E) \longrightarrow L^{p}(\partial \Omega, F) \tag{4C.2}
\end{equation*}
$$

be an operator that, in local graph coordinates and local trivializations of $E$ and $F$, satisfies

$$
\begin{equation*}
B \in \mathrm{OP}\left(L^{\infty} \cap \mathrm{vmo}\right) S_{\mathrm{cl}}^{0} \tag{4C.3}
\end{equation*}
$$

We can use analogues of (3A.6)-(3A.10) to define

$$
\begin{equation*}
\sigma_{B}(x, \xi): E_{x} \longrightarrow F_{x} \tag{4C.4}
\end{equation*}
$$

for almost all $(x, \xi) \in T^{*} \partial^{*} \Omega \backslash 0$. Extending the setup used when $\partial \Omega$ is smooth, we propose the following criterion for regularity:

$$
\begin{equation*}
\sigma_{B}(x, \xi): \sigma_{P_{\mathscr{I}}}(x, \xi) E_{x} \longrightarrow F_{x} \quad \text { is an isomorphism for a.e. }(x, \xi) \in T^{*} \partial^{*} \Omega \backslash 0 \tag{4C.5}
\end{equation*}
$$

and there exists $C>0$ such that, for almost all $(x, \xi) \in T^{*} \partial^{*} \Omega \backslash 0$,

$$
\begin{equation*}
v \in E_{x}, \sigma_{P_{\mathscr{~}}} v=v \quad \Longrightarrow \quad\left\|\sigma_{B}(x, \xi) v\right\| \geq C\|v\| . \tag{4C.6}
\end{equation*}
$$

Note that (4C.5)-(4C.6) is equivalent to (4C.6) alone plus

$$
\begin{equation*}
\operatorname{dim} \sigma_{P_{\mathscr{D}}}(x, \xi) E_{x}=\operatorname{dim} F_{x} \tag{4C.7}
\end{equation*}
$$

Also, $\sigma_{P_{\mathscr{T}}}(x,-\xi)=I-\sigma_{P_{\mathscr{I}}}(x, \xi)$, so, if $\operatorname{dim} \partial \Omega \geq 2$, the left-hand side of (4C.7) is equal to $\frac{1}{2} \operatorname{dim} E_{x}$.
Here is our basic Fredholm result:
Proposition 4.10. Assume $\Omega \subset M$ is $a \operatorname{Lip} \cap \mathrm{vmo}_{1}$ domain and suppose $\mathscr{D}: E \rightarrow E$ is a first-order elliptic differential operator as in (4C.1). Under the hypotheses (4C.5)-(4C.6), the operator

$$
\begin{equation*}
B: P_{\mathscr{D}} L^{p}(\partial \Omega, E) \longrightarrow L^{p}(\partial \Omega, F) \quad \text { is Fredholm } \tag{4C.8}
\end{equation*}
$$

for each $p \in(1, \infty)$.
Proof. The hypotheses imply that $\sigma_{B P_{\mathscr{V}}}(x, \xi): E_{x} \rightarrow F_{x}$ is surjective for almost every $(x, \xi)$, and furthermore

$$
\begin{equation*}
B P_{\mathscr{D}} P_{\mathscr{D}}^{*} B^{*} \in \mathrm{OP}\left(L^{\infty} \cap \mathrm{vmo}\right) S_{\mathrm{cl}}^{0} \quad \text { is elliptic. } \tag{4C.9}
\end{equation*}
$$

Hence $B$ has a right Fredholm inverse, so $B$ in (4C.8) has closed range of finite codimension. Also,

$$
\begin{equation*}
f \in P_{\mathscr{D}} L^{p}(\partial \Omega, E), \quad B f=0 \tag{4C.10}
\end{equation*}
$$

is equivalent to

$$
\begin{equation*}
\binom{B}{I-P_{\mathscr{D}}} f=0, \quad f \in L^{p}(\partial \Omega, E) \tag{4C.11}
\end{equation*}
$$

and the operator on the left-hand side of (4C.11) (call it $Q$ ) is an element of $\mathrm{OP}\left(L^{\infty} \cap \mathrm{vmo}\right) S_{\mathrm{cl}}^{0}$ (mod compacts) with symbol $\sigma_{Q}(x, \xi)$ injective, and furthermore

$$
\begin{equation*}
Q^{*} Q \in \mathrm{OP}\left(L^{\infty} \cap \mathrm{vmo}\right) S_{\mathrm{cl}}^{0} \quad \text { is elliptic. } \tag{4C.12}
\end{equation*}
$$

Thus, $Q$ has a left Fredholm inverse, so its null space in $L^{p}(\partial \Omega, E)$ is finite dimensional. This proves (4C.8).

Theorem 4.11. Under the hypotheses of Proposition 4.10, the boundary problem

$$
\left\{\begin{array}{l}
\mathscr{D} u=0 \quad \text { on } \Omega  \tag{4C.13}\\
\mathcal{N} u \in L^{p}(\partial \Omega) \\
B u=f \in L^{p}(\partial \Omega, F),
\end{array}\right.
$$

is Fredholm solvable for each $p \in(1, \infty)$.

Proof. To restate the result, consider

$$
\begin{equation*}
\mathscr{H}^{p}(\Omega, \mathscr{D}):=\left\{u \in \mathscr{C}^{1}(\Omega, E): \mathscr{D} u=0 \text { on } \Omega, \mathcal{N} u \in L^{p}(\partial \Omega)\right\} . \tag{4C.14}
\end{equation*}
$$

In [Mitrea et al. $\geq$ 2015], a Fatou-type lemma is established showing that each $u \in \mathscr{H}^{p}(\Omega, \mathscr{D})$ has a boundary trace provided $\Omega$ is a regular SKT domain. From there, results in [Mitrea et al. 2015, §3.1] (see also [Mitrea et al. $\geq 2015$ ]) imply that the boundary trace yields an isomorphism

$$
\begin{equation*}
\tau: \mathscr{H}^{p}(\Omega, \mathscr{D}) \xrightarrow{\sim} P_{\mathscr{D}} L^{p}(\partial \Omega, E) \tag{4C.15}
\end{equation*}
$$

for $p \in(1, \infty)$. The assertion of Theorem 4.11 is that, if $B$ satisfies the hypotheses of Proposition 4.10, then

$$
\begin{equation*}
B \circ \tau: \mathscr{H}^{p}(\Omega, \mathscr{D}) \longrightarrow L^{p}(\partial \Omega, F) \quad \text { is Fredholm. } \tag{4C.16}
\end{equation*}
$$

In light of (4C.15), the result (4C.16) is equivalent to (4C.8).
As we have mentioned, sometimes $\mathscr{D}$ has no boundary conditions of the form (4C.2)-(4C.4) satisfying the regularity condition (4C.5)-(4C.6). In Section 4D we shall give important examples (well known for smooth boundaries) of regular boundary conditions for $\mathscr{D}=d+d^{*}$ acting on differential forms. Here, we record a simple example (also well known) of a first-order elliptic operator with no such regular boundary condition. Namely, we take a bounded $\Omega \subset \mathbb{R}^{2}$ (possibly with smooth boundary) and set

$$
\begin{equation*}
\mathscr{D}=\frac{\partial}{\partial x_{1}}+i \frac{\partial}{\partial x_{2}} \tag{4C.17}
\end{equation*}
$$

acting on complex-valued $u$, so $E_{x}=\mathbb{C}$. In this case, $\sigma_{\mathscr{D}}(x, \xi) u=i\left(\xi_{1}+i \xi_{2}\right) u$, or, if we identify $\xi=\left(\xi_{1}, \xi_{2}\right) \in \mathbb{R}^{2}$ with $\xi_{1}+i \xi_{2} \in \mathbb{C}, \sigma_{\mathscr{D}}(x, \xi) u=i \xi u$; hence,

$$
\begin{equation*}
M(x, \xi)=v^{-1} \xi \tag{4C.18}
\end{equation*}
$$

Now $\xi$ runs over the orthogonal complement of $v$, i.e., over real multiples of $i v$. We have

$$
\begin{equation*}
M(x, i v)=i, \quad M(x,-i v)=-i \tag{4C.19}
\end{equation*}
$$

so

$$
\begin{equation*}
P_{+}(M(x, i v))=I, \quad P_{+}(M(x,-i v))=0 \tag{4C.20}
\end{equation*}
$$

Since the ranges have different dimensions, there is no way to achieve (4C.5) for both $\xi=i v$ and $\xi=-i v$.
Returning to the setting of Proposition 4.10 and Theorem 4.11, we see from (4C.9) that the operator $B$ in (4C.8) has a right Fredholm inverse that is an element of $\mathrm{OP}\left(L^{\infty} \cap \mathrm{vmo}\right) S_{\mathrm{cl}}^{0}$, and that this operator is independent of $p \in(1, \infty)$. Since $B$ in (4C.8) is Fredholm, this right Fredholm inverse is also a left Fredholm inverse for each $p \in(1, \infty)$. Call it

$$
\begin{equation*}
H: L^{p}(\partial \Omega, F) \longrightarrow P_{\mathscr{D}} L^{p}(\partial \Omega, E) \tag{4C.21}
\end{equation*}
$$

Using this observation, we can prove the following:
Proposition 4.12. Under the hypotheses of Proposition 4.10, the index of B in (4C.8), and hence the index of $B \circ \tau$ in (4C.11), is independent of $p$.

Proof. Setting $V_{p}=P_{\mathscr{D}} L^{p}(\partial \Omega, E)$ and $W_{p}=L^{p}(\partial \Omega, F)$, our setup is

$$
\begin{equation*}
B: V_{p} \rightarrow W_{p}, \quad H: W_{p} \rightarrow V_{p} \quad \text { Fredholm inverses } \tag{4C.22}
\end{equation*}
$$

for $p \in(1, \infty)$. Setting

$$
\begin{equation*}
\operatorname{Ker}_{p} B:=\left\{f \in V_{p}: B f=0\right\}, \quad \operatorname{Coker}_{p} B:=\left\{\varphi \in W_{p}^{\prime}: B^{*} \varphi=0\right\} \tag{4C.23}
\end{equation*}
$$

we have

$$
\begin{align*}
1<p<q<\infty & \Longrightarrow \quad \operatorname{Ker}_{q} B \subset \operatorname{Ker}_{p} B, \operatorname{Coker}_{p} B \subset \operatorname{Coker}_{q} B \\
& \Longrightarrow \quad \operatorname{index}_{q} B \leq \operatorname{index}_{p} B . \tag{4C.24}
\end{align*}
$$

The same argument gives

$$
\begin{equation*}
1<p<q<\infty \quad \Longrightarrow \quad \operatorname{index}_{q} H \leq \operatorname{index}_{p} H \tag{4C.25}
\end{equation*}
$$

and, since $\operatorname{index}_{p} B=-\operatorname{index}_{p} H$, we have

$$
\begin{equation*}
1<p, q<\infty \quad \Longrightarrow \quad \operatorname{index}_{p} B=\operatorname{index}_{q} B \tag{4C.26}
\end{equation*}
$$

as desired.
The results (4C.24)-(4C.26) also imply that

$$
\begin{equation*}
1<p, q<\infty \quad \Longrightarrow \quad \operatorname{Ker}_{p} B=\operatorname{Ker}_{q} B \tag{4C.27}
\end{equation*}
$$

Let us set

$$
\begin{equation*}
\mathscr{H}_{B}^{p}(\Omega):=\left\{u \in \mathscr{H}^{p}(\Omega, \mathscr{D}): B u=0 \text { on } \partial \Omega\right\} . \tag{4C.28}
\end{equation*}
$$

Then, the isomorphism (4C.15) gives

$$
\begin{equation*}
\tau: \mathscr{H}_{B}^{p}(\Omega) \xrightarrow{\sim} P_{\mathscr{D}} L^{p}(\partial \Omega, E) \cap \operatorname{Ker} B=\operatorname{Ker}_{p} B . \tag{4C.29}
\end{equation*}
$$

Thus (4C.27) yields the following:
Corollary 4.13. Under the hypotheses of Proposition 4.10, the space $\mathscr{H}_{B}^{p}(\Omega)$ defined in (4C.28) is independent of $p \in(1, \infty)$.

4D. Absolute and relative boundary conditions for the Hodge-Dirac operator. Let $\Omega$ be a Lip $\cap \mathrm{vmo}_{1}$ domain in a smooth Riemannian manifold $M$. Let $d$ denote the exterior derivative on $M$, denote by $\delta=d^{*}$ its adjoint, then define the Hodge-Dirac operator

$$
\begin{equation*}
\mathscr{D}:=d+\delta \tag{4D.1}
\end{equation*}
$$

acting on sections of

$$
\begin{equation*}
E:=\Lambda_{\mathbb{C}}^{*} M \tag{4D.2}
\end{equation*}
$$

We take $F:=\Lambda_{\mathbb{C}}^{*} \partial^{*} \Omega$ and

$$
\begin{equation*}
B u:=j^{*} u, \tag{4D.3}
\end{equation*}
$$

the pull-back associated to $j: \partial^{*} \Omega \hookrightarrow M$. We claim that ( $\mathscr{D}, B$ ) given by (4D.1) and (4D.3) satisfy the regularity conditions (4C.5)-(4C.6), i.e.,

$$
\begin{equation*}
\sigma_{B}(x, \xi): P_{+}(M(x, \xi)) E_{x} \longrightarrow F_{x} \quad \text { isomorphically } \tag{4D.4}
\end{equation*}
$$

for almost every $(x, \xi) \in T^{*} \partial^{*} \Omega \backslash 0$, with a uniform lower bound of the form

$$
\begin{equation*}
v \in F_{x}, \quad P_{+}(M(x, \xi)) v=v \quad \Longrightarrow \quad\left\|\sigma_{B}(x, \xi) v\right\| \geq C\|v\| \tag{4D.5}
\end{equation*}
$$

Recall that $P_{+}(M(x, \xi))$ is the projection of $E_{x}$ onto the span of the generalized eigenvectors of $M(x, \xi)$ associated with eigenvalues with positive imaginary part, annihilating those associated with eigenvalues with negative imaginary part, where

$$
\begin{equation*}
M(x, \xi)=\sigma_{\mathscr{D}}(x, v)^{-1} \sigma_{\mathscr{D}}(x, \xi) \tag{4D.6}
\end{equation*}
$$

Checking (4D.4)-(4D.5) is a purely algebraic problem, and to do this algebra it suffices to take the case

$$
\begin{equation*}
M:=\mathbb{R}^{n+1}, \quad \Omega:=\left\{x \in \mathbb{R}^{n+1}: x_{n+1}<0\right\} \tag{4D.7}
\end{equation*}
$$

Let $\wedge$ and $\vee$ denote, respectively, the exterior and interior product of forms. The following calculation shows that we have symbols independent of $x$ :

$$
\begin{equation*}
\sigma_{\mathscr{D}}(\xi) u=i \xi \wedge u-i \xi \vee u, \quad \sigma_{B}(\xi) u=j^{*} u=v \vee(v \wedge u) \tag{4D.8}
\end{equation*}
$$

In addition, $\sigma_{\mathscr{D}}(\xi)^{2}=|\xi|^{2} I$ and, more generally, the anticommutator identity holds:

$$
\begin{equation*}
\sigma_{\mathscr{D}}(\xi) \sigma_{\mathscr{D}}(\eta)+\sigma_{\mathscr{D}}(\eta) \sigma_{\mathscr{D}}(\xi)=2\langle\xi, \eta\rangle I \tag{4D.9}
\end{equation*}
$$

Consequently, $\sigma_{\mathscr{D}}(v)^{-1}=\sigma_{\mathscr{D}}(\nu)$ and, for $\xi \in T^{*} \partial \Omega \backslash 0$,

$$
\begin{equation*}
M(\xi)=\sigma_{\mathscr{D}}(\nu) \sigma_{\mathscr{D}}(\xi)=-\sigma_{\mathscr{D}}(\xi) \sigma_{\mathscr{D}}(\nu) ; \tag{4D.10}
\end{equation*}
$$

hence

$$
\begin{equation*}
M(\xi)^{2}=-|\xi|^{2} I \tag{4D.11}
\end{equation*}
$$

so

$$
\begin{equation*}
\operatorname{Spec} M(\xi)=\{i|\xi|,-i|\xi|\} \tag{4D.12}
\end{equation*}
$$

Note that if $\xi, \eta$ belong to $T^{*} \partial \Omega=\mathbb{R}^{n}$ and have the same length, then $M(\xi)$ and $M(\eta)$ are conjugate if $n \geq 2$, since then one can pass from $\xi$ to $\eta$ by an element of $\operatorname{SO}(n)$. On the other hand, $M(-\xi)=-M(\xi)$. It follows that

$$
\begin{equation*}
\operatorname{dim} P_{+}(M(\xi))=\frac{1}{2} \operatorname{dim} E_{x}=\operatorname{dim} F_{x} \tag{4D.13}
\end{equation*}
$$

for all $\xi \neq 0$. For $n=1$, this can be checked by a simple direct calculation.
Having this, all we need to show to establish (4D.4)-(4D.5) is that

$$
\begin{equation*}
v \in \Lambda_{\mathbb{C}}^{*} \mathbb{R}^{n+1}, \quad \xi \in \mathbb{R}^{n}, \quad|\xi|=1, \quad M(\xi) v=i v, \quad j^{*} v=0 \tag{4D.14}
\end{equation*}
$$

implies

$$
\begin{equation*}
v=0 \tag{4D.15}
\end{equation*}
$$

Indeed, (4D.14) implies

$$
\begin{equation*}
\sigma_{\mathscr{D}}(\xi) v=i \sigma_{\mathscr{D}}(v) v=-v \wedge v+v \vee v ; \tag{4D.16}
\end{equation*}
$$

hence, since $j^{*} v=0$ forces $v \wedge v=0$, we obtain

$$
\begin{equation*}
\sigma_{\mathscr{D}}(\xi) v=v \vee v . \tag{4D.17}
\end{equation*}
$$

Now the right-hand side of (4D.17) belongs to $\Lambda_{\mathbb{C}}^{*} \mathbb{R}^{n}$. But, if $v \wedge v=0$ and $\xi \in \mathbb{R}^{n} \backslash 0$, the left-hand side of (4D.17) cannot belong to $\Lambda_{\mathbb{C}}^{*} \mathbb{R}^{n}$ unless it is zero. This implies $\sigma_{\mathscr{D}}(\xi) v=0$, and hence (4D.15) follows.

A similar argument applies if we replace $B$ in (4D.3) by

$$
\begin{equation*}
B u=\left.v \vee u\right|_{\partial \Omega} ^{\text {n.t. }} \tag{4D.18}
\end{equation*}
$$

Then we need to show that

$$
\begin{equation*}
v \in \Lambda_{\mathbb{C}}^{*} \mathbb{R}^{n+1}, \quad \xi \in \mathbb{R}^{n}, \quad|\xi|=1, \quad M(\xi) v=i v, \quad v \vee v=0 \tag{4D.19}
\end{equation*}
$$

implies (4D.15). Indeed, (4D.19) implies

$$
\begin{equation*}
\sigma_{\mathscr{D}}(\xi) v=-v \wedge v \tag{4D.20}
\end{equation*}
$$

If $v \vee v=0$ and $\xi \in \mathbb{R}^{n} \backslash 0$, one cannot factor out a $v$ on the left-hand side of (4D.20) unless this term vanishes, so again we get (4D.15).

The boundary condition (4D.3) is called the relative boundary condition for $d+\delta$, and (4D.18) is called the absolute boundary condition for $d+\delta$. The arguments above establish the following:

Proposition 4.14. The absolute boundary condition (4D.18) and the relative boundary condition (4D.3) are each regular boundary conditions for the elliptic operator $d+\delta$. Consequently, specializing (4C.28), the spaces

$$
\begin{align*}
& \mathscr{H}_{A}(\Omega):=\left\{u \in \mathscr{H}^{p}(\Omega, d+\delta):\left.v \vee u\right|_{\partial \Omega} ^{\text {n.t. }}=0\right\}, \\
& \mathscr{H}_{R}(\Omega):=\left\{u \in \mathscr{H}^{p}(\Omega, d+\delta):\left.v \wedge u\right|_{\partial \Omega} ^{\text {n.t. }}=0\right\}, \tag{4D.21}
\end{align*}
$$

where $p \in(1, \infty)$ and, as in (4C.14),

$$
\begin{equation*}
\mathscr{H}^{p}(\Omega, d+\delta):=\left\{u \in \mathscr{C}^{1}\left(\Omega, \Lambda_{\mathbb{C}}^{*}\right):(d+\delta) u=0 \text { in } \Omega, \mathcal{N} u \in L^{p}(\partial \Omega)\right\}, \tag{4D.22}
\end{equation*}
$$

are finite dimensional. Furthermore, by Corollary 4.13 the spaces in (4D.21) are independent of $p \in(1, \infty)$.
Here, $\Lambda_{\mathbb{C}}^{*}:=\bigoplus_{\ell=0}^{n} \Lambda_{\mathbb{C}}^{\ell}$, where $n:=\operatorname{dim} \Omega$. We also set

$$
\begin{gather*}
\Lambda_{\mathbb{C}}^{o}:=\bigoplus_{\ell \text { odd }} \Lambda_{\mathbb{C}}^{\ell}, \quad \Lambda_{\mathbb{C}}^{e}:=\bigoplus_{\ell \text { even }} \Lambda_{\mathbb{C}}^{\ell},  \tag{4D.23}\\
\mathscr{H}_{\sigma}^{p}(\Omega, d+\delta):=\mathscr{H}^{p}(\Omega, d+\delta) \cap \mathscr{C}^{0}\left(\Omega, \Lambda_{\mathbb{C}}^{\sigma}\right), \quad \sigma=o \text { or } e,  \tag{4D.24}\\
\mathcal{H}_{b}^{\sigma}(\Omega):=\mathscr{H}_{b}(\Omega) \cap \mathscr{C}^{0}\left(\Omega, \Lambda_{\mathbb{C}}^{\sigma}\right), \quad b=A \text { or } R, \sigma=o \text { or } e . \tag{4D.25}
\end{gather*}
$$

Note that

$$
\begin{align*}
& d+\delta: \mathscr{C}^{1}\left(\Omega, \Lambda_{\mathbb{C}}^{o}\right) \longrightarrow \mathscr{C}^{0}\left(\Omega, \Lambda_{\mathbb{C}}^{e}\right), \\
& d+\delta: \mathscr{C}^{1}\left(\Omega, \Lambda_{\mathbb{C}}^{e}\right) \longrightarrow \mathscr{C}^{0}\left(\Omega, \Lambda_{\mathbb{C}}^{o}\right), \tag{4D.26}
\end{align*}
$$

So

$$
\begin{gather*}
\mathscr{H}^{p}(\Omega, d+\delta)=\mathscr{H}_{e}^{p}(\Omega, d+\delta) \oplus \mathscr{H}_{o}^{p}(\Omega, d+\delta),  \tag{4D.27}\\
\mathscr{H}_{b}(\Omega)=\mathscr{H}_{b}^{e}(\Omega) \oplus \mathscr{H}_{b}^{o}(\Omega), \quad b=A \text { or } R . \tag{4D.28}
\end{gather*}
$$

In this vein, we wish to note that if we also consider

$$
\begin{align*}
& \tilde{\mathscr{H}}_{A}(\Omega):=\left\{u \in \mathscr{H}^{p}(\Omega, d \oplus \delta):\left.v \vee u\right|_{\partial \Omega} ^{\text {n.t. }}=0\right\},  \tag{4D.29}\\
& \tilde{\mathscr{H}}_{R}(\Omega):=\left\{u \in \mathscr{H}^{p}(\Omega, d \oplus \delta):\left.v \wedge u\right|_{\partial \Omega} ^{\text {n.t. }}=0\right\}, \tag{4D.30}
\end{align*}
$$

where

$$
\begin{equation*}
\mathscr{H}^{p}(\Omega, d \oplus \delta):=\left\{u \in \mathscr{C}^{1}\left(\Omega, \Lambda_{\mathbb{C}}^{*}\right): d u=\delta u=0 \text { on } \Omega, \mathcal{N} u \in L^{p}(\partial \Omega)\right\} \tag{4D.31}
\end{equation*}
$$

then from [Mitrea 2001, Theorem 6.1] it follows that

$$
\begin{equation*}
\tilde{\mathscr{H}}_{A}(\Omega)=\mathscr{H}_{A}(\Omega) \quad \text { and } \quad \tilde{\mathscr{H}}_{R}(\Omega)=\mathscr{H}_{R}(\Omega) . \tag{4D.32}
\end{equation*}
$$

In more detail, (4D.32) was demonstrated for $p$ close to 2 in [Mitrea 2001] in the setting of a general Lipschitz domain. However, the independence of $\mathscr{H}_{A}(\Omega)$ and $\mathscr{H}_{R}(\Omega)$ from $p$, plus the obvious inclusions $\widetilde{\mathscr{H}}_{A}(\Omega) \subset \mathscr{H}_{A}(\Omega)$ and $\tilde{\mathscr{H}}_{R}(\Omega) \subset \mathscr{H}_{R}(\Omega)$, imply that $\tilde{\mathscr{H}}_{A}(\Omega)$ and $\widetilde{\mathscr{H}}_{R}(\Omega)$ are also independent of $p$.

## Auxiliary results

We collect here a number of auxiliary results that are useful in the body of the paper.
Appendix A. Spectral theory for the Dirichlet Laplacian. Specifically, fix an arbitrary bounded open set $\mathbb{O} \subseteq \mathbb{R}^{n}$ and, for any given $p \in(1, \infty)$ and $k \in \mathbb{Z}$, denote by $W^{k, p}(\mathbb{O})$ the standard $L^{p}$-based Sobolev space of smoothness order $k$. Also, let $\stackrel{\circ}{W}^{k, p}(\mathbb{O})$ be the closure of $\mathscr{C}_{0}^{\infty}(\mathbb{O})$ in $W^{k, p}(\mathbb{O})$.

Let $\Delta_{D}$ be the realization of the Laplacian with (homogeneous) Dirichlet boundary condition as an unbounded linear operator in the context of the Hilbert space $L^{2}(0)$, with domain

$$
\begin{equation*}
\operatorname{Dom}\left(\Delta_{D}\right):=\left\{u \in \stackrel{\circ}{W}^{1,2}(\mathbb{O}): \Delta u \in L^{2}(\mathbb{O})\right\} \tag{A.1}
\end{equation*}
$$

Then $-\Delta_{D}$ is a nonnegative self-adjoint operator mapping $\operatorname{Dom}\left(\Delta_{D}\right)$ isomorphically onto $L^{2}(\mathbb{O})$, and its inverse

$$
\begin{equation*}
G_{D}:=\left(-\Delta_{D}\right)^{-1}: L^{2}(\mathbb{O}) \longrightarrow L^{2}(\mathbb{O}) \tag{A.2}
\end{equation*}
$$

is self-adjoint, nonnegative and compact. In particular, $-_{D}$ has a pure point spectrum

$$
\begin{equation*}
0<\lambda_{1} \leq \lambda_{2} \leq \cdots \leq \lambda_{j} \leq \lambda_{j+1} \leq \cdots \tag{A.3}
\end{equation*}
$$

listed according to their (finite) multiplicities. See, for example, [Dautray and Lions 1990, p. 82].

Let us temporarily write $\lambda_{j}(\mathbb{O})$ in place of $\lambda_{j}$ in order to emphasize the dependence on the underlying domain 0. The classical Rayleigh-Ritz min-max principle asserts (see, e.g., [Dautray and Lions 1990, Theorem 10, p. 102]) that, for each $j \in \mathbb{N}$,

$$
\begin{equation*}
\lambda_{j}(\mathbb{O})=\min _{\substack{V_{j} \subseteq \stackrel{W}{W}^{1,2}(\mathbb{O}) \\ \operatorname{dim} V_{j}=j}} \max _{u \in V_{j} \backslash\{0\}} \frac{\int_{\mathbb{O}}|\nabla u|^{2}}{\int_{\mathbb{O}}|u|^{2}} . \tag{A.4}
\end{equation*}
$$

Assume now that $\widetilde{\mathbb{O}}$ is a bounded, open subset of $\mathbb{R}^{n}$ such that $\mathbb{O} \subseteq \widetilde{\mathbb{O}}$. Given that extension by zero is a well-defined, norm-preserving mapping from $\stackrel{\circ}{W}^{1,2}(\mathbb{O})$ into $\stackrel{\circ}{W}^{1,2}(\widetilde{O})$, it readily follows from (A.4) that the following domain monotonicity property holds:

$$
\begin{equation*}
\lambda_{j}(\mathbb{O}) \geq \lambda_{j}(\widetilde{\mathbb{O}}) \quad \text { for all } j \in \mathbb{N} . \tag{A.5}
\end{equation*}
$$

In this vein, let us also mention that each $\lambda_{j}(\mathbb{O})$ is invariant with respect to translations and rotations of $\mathcal{O}$, and one has the scaling property

$$
\begin{equation*}
\lambda_{j}(c \mathbb{O})=c^{-2} \lambda_{j}(\mathbb{O}) \quad \text { for all } c \in(0, \infty), j \in \mathbb{N} \tag{A.6}
\end{equation*}
$$

Finally, pick a complete set of normalized eigenfunctions $\left\{\vartheta_{j}\right\}_{j \in \mathbb{N}} \subset L^{2}(\mathbb{O})$ for $-\Delta_{D}$. Thus,

$$
\begin{equation*}
\vartheta_{j} \in \stackrel{\circ}{W}^{1,2}(\mathbb{O}), \quad\left\|\vartheta_{j}\right\|_{L^{2}(0)}=1 \quad \text { and } \quad-\Delta \vartheta_{j}=\lambda_{j} \vartheta_{j} \quad \text { for each } j \in \mathbb{N} \tag{A.7}
\end{equation*}
$$

Lemma A.1. Let $\mathbb{O}$ be a bounded, open subset of $\mathbb{R}^{n}$.
Then there exist $c_{1}, c_{2} \in(0, \infty)$ depending only on $n$ and $\mathbb{O}$ such that

$$
\begin{equation*}
c_{1} j^{2 / n} \leq \lambda_{j} \leq c_{2} j^{2 / n} \quad \text { for each } j \in \mathbb{N} \tag{A.8}
\end{equation*}
$$

Also, there exists $C_{0, n} \in(0, \infty)$ with the property that

$$
\begin{equation*}
\left\|\vartheta_{j}\right\|_{L^{\infty}(0)} \leq C_{0, n} j^{1 / 2+2 / n} \quad \text { for each } j \in \mathbb{N} . \tag{A.9}
\end{equation*}
$$

Moreover, for each $j \in \mathbb{N}$ one has

$$
\begin{equation*}
\vartheta_{j} \in \mathscr{C}_{l o c}^{\infty}(\mathbb{O}) \tag{A.10}
\end{equation*}
$$

and, for every compact subset $K$ of $\mathbb{O}$ and every multi-index $\alpha \in \mathbb{N}_{0}^{n}$, there exists a constant $C_{0, K, \alpha} \in(0, \infty)$ with the property that

$$
\begin{equation*}
\left\|\partial^{\alpha} \vartheta_{j}\right\|_{L^{\infty}(K)} \leq C_{\overparen{O}, K, \alpha} j^{1 / 2+2 / n} \tag{A.11}
\end{equation*}
$$

Proof. When 0 is the cube $(0,1)^{n}$ in $\mathbb{R}^{n}$, the pure point spectrum of the Dirichlet Laplacian is given by

$$
\begin{equation*}
\left\{\lambda_{j}\left((0,1)^{n}\right)\right\}_{j \in \mathbb{N}}=\left\{4 \pi^{2}\left(k_{1}^{2}+\cdots+k_{n}^{2}\right): k_{i} \in \mathbb{N}, 1 \leq i \leq n\right\} \tag{A.12}
\end{equation*}
$$

an identification that takes into account multiplicities. From this one can deduce Weyl's asymptotic formula

$$
\begin{equation*}
\lambda_{j}\left((0,1)^{n}\right) \approx \frac{4 \pi^{2} j^{2 / n}}{\pi^{n / 2} \Gamma(n / 2+1)} \tag{A.13}
\end{equation*}
$$

valid for large values of $j \in \mathbb{N}$, and the estimates in (A.8) follow in this scenario from (A.13). The general situation when $\mathbb{O}$ is an arbitrary bounded open set in $\mathbb{R}^{n}$ may then be handled based on the special case just treated and the comments in (A.5)-(A.6).

The operator $G_{D}$ in (A.2) is an integral operator whose kernel is the negative of the Green function for 0, i.e.,

$$
\begin{equation*}
G_{D} u(x)=-\int_{0} G(x, y) u(y) d y, \quad x \in \mathbb{O} \tag{A.14}
\end{equation*}
$$

for each $u \in L^{2}(\mathbb{O})$. Since (see [Grüter and Widman 1982]) we have

$$
\begin{equation*}
|G(x, y)| \leq \frac{C_{n}}{|x-y|^{n-2}}, \quad x, y \in \mathbb{O} \tag{A.15}
\end{equation*}
$$

(assuming $n>2$; the case $n=2$, when a logarithm is involved, is treated analogously), it follows that $G_{D}$ behaves like a fractional integral operator of order 2; hence (see [Stein 1970]),
$G_{D}: L^{p}(\mathbb{O}) \longrightarrow L^{q}(\mathbb{O})$ linearly and boundedly if $\left\{\begin{array}{l}q<\infty \text { and } 1 / q \geq 1 / p-2 / n, \text { or } \\ q=\infty \text { and } p>n / 2 .\end{array}\right.$
Iterating, it follows that

$$
\begin{equation*}
\left(G_{D}\right)^{k}: L^{2}(\mathbb{O}) \longrightarrow L^{\infty}(\mathbb{O}) \quad \text { boundedly if } k>n / 4 \tag{A.17}
\end{equation*}
$$

On the other hand, for each fixed $j \in \mathbb{N}$, from (A.7) we have $\vartheta_{j}=\lambda_{j} G_{D} \vartheta_{j}$, which, inductively, implies $\vartheta_{j}=\lambda_{j}^{k}\left(G_{D}\right)^{k} \vartheta_{j}$ for each $k \in \mathbb{N}$. Consequently, if $k:=[n / 4]+1$ then $k \in \mathbb{N}$ satisfies $k \in(n / 4, n / 4+1]$; hence, we may estimate

$$
\begin{align*}
\left\|\vartheta_{j}\right\|_{L^{\infty}(\mathbb{O})} & =\left\|\lambda_{j}^{k}\left(G_{D}\right)^{k} \vartheta_{j}\right\|_{L^{\infty}(\mathbb{O})} \\
& \leq\left\|\left(G_{D}\right)^{k}\right\|_{\mathscr{L}\left(L^{2}(\mathbb{O}), L^{\infty}(0)\right)} \lambda_{j}^{k}\left\|\vartheta_{j}\right\|_{L^{2}(0)} \\
& \leq C_{\odot, n} j^{2 k / n} \leq C_{\overparen{C}, n} j^{1 / 2+2 / n} \tag{A.18}
\end{align*}
$$

by (A.17), (A.7) and (A.8). This proves (A.9).
Finally, (A.10)-(A.11) follow from (A.7), (A.9) and elliptic regularity.
Appendix B. Truncating singular integrals. If $U \subseteq \mathbb{R}^{n}$, call $\Phi: U \rightarrow \mathbb{R}^{m}$ bi-Lipschitz if there exist $M_{1}, M_{2}$ with $0<M_{1} \leq M_{2}<\infty$ such that

$$
\begin{equation*}
M_{1}|x-y| \leq|\Phi(x)-\Phi(y)| \leq M_{2}|x-y| \quad \text { for all } x, y \in U \tag{B.1}
\end{equation*}
$$

When $U$ is an open set, it is known from [Rademacher 1919] that necessarily $m \geq n$, $\Phi$ is an open mapping, the Jacobian matrix $D \Phi=\left(\partial_{k} \Phi_{j}\right)_{1 \leq j \leq m, 1 \leq k \leq n}$ exists a.e. in $U$, and

$$
\begin{equation*}
\operatorname{rank} D \Phi(x)=n \quad \text { for a.e. } x \in U \tag{B.2}
\end{equation*}
$$

Lemma B.1. Let $A: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ and $B: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m^{\prime}}$ be functions satisfying

$$
\begin{gather*}
|A(x)-A(y)| \leq M|x-y| \quad \text { and }  \tag{B.3}\\
M^{-1}|x-y| \leq|B(x)-B(y)| \leq M|x-y| \quad \text { for all } x, y \in \mathbb{R}^{n} \tag{B.4}
\end{gather*}
$$

for some positive constant $M$. Also let $F: \mathbb{R}^{m} \rightarrow \mathbb{R}$ be an odd function of class $\mathscr{C}^{1}$. Finally, fix a point $x \in \mathbb{R}^{n}$ where both $D A(x), D B(x)$ exist, rank $D B(x)=n$ and, for each $\varepsilon>0$, consider

$$
\begin{align*}
U(\varepsilon) & :=\left\{y \in \mathbb{R}^{n}: 1>|x-y|>\varepsilon\right\} \\
V(\varepsilon) & :=\left\{y \in \mathbb{R}^{n}:|D B(x)(x-y)|>\varepsilon,|x-y|<1\right\},  \tag{B.5}\\
W(\varepsilon) & :=\left\{y \in \mathbb{R}^{n}:|B(x)-B(y)|>\varepsilon,|x-y|<1\right\} .
\end{align*}
$$

Then, whenever any of the three limits

$$
\begin{align*}
& \lim _{\varepsilon \searrow 0} \int_{U(\varepsilon)} \frac{1}{|x-y|^{n}} F\left(\frac{A(x)-A(y)}{|x-y|}\right) d y  \tag{B.6}\\
& \lim _{\varepsilon \searrow 0} \int_{V(\varepsilon)} \frac{1}{|x-y|^{n}} F\left(\frac{A(x)-A(y)}{|x-y|}\right) d y  \tag{B.7}\\
& \lim _{\varepsilon \searrow 0} \int_{W(\varepsilon)} \frac{1}{|x-y|^{n}} F\left(\frac{A(x)-A(y)}{|x-y|}\right) d y \tag{B.8}
\end{align*}
$$

exists $($ in $\mathbb{R})$, it follows that all exist and are equal.
Proof. Without loss of generality we can take $x=0$ and assume that $A(0)=0, B(0)=0$. As a consequence of this normalization and (B.3), we have

$$
\begin{equation*}
\frac{|A(y)|}{|y|} \leq M \quad \text { for all } y \in \mathbb{R}^{n} \backslash\{0\} \tag{B.9}
\end{equation*}
$$

The fact that $D A(0), D B(0)$ exist implies that we can find a function $\eta:(0, \infty) \rightarrow[0, \infty)$ with the property that $\eta(t) \searrow 0$ as $t \searrow 0$ and

$$
\begin{equation*}
|B(y)-D B(0) y|+|A(y)-D A(0) y| \leq|y| \eta(|y|) \quad \text { for all } y \in \mathbb{R}^{n} . \tag{B.10}
\end{equation*}
$$

In particular,

$$
\begin{align*}
|A(y)+A(-y)| & =|(A(y)-D A(0) y)+(A(-y)-D A(0)(-y))| \\
& \leq|A(y)-D A(0) y|+|A(-y)-D A(0)(-y)| \\
& \leq 2|y| \eta(|y|) \quad \text { for all } y \in \mathbb{R}^{n} . \tag{B.11}
\end{align*}
$$

Recall that the matrix $D B(0)$ is assumed to have rank $n$. Hence, $\|D B(0)\|>0$ and, letting

$$
\begin{equation*}
\Delta(\varepsilon):=\left\{y \in \mathbb{R}^{n}: \varepsilon \geq|y| \geq \varepsilon /\|D B(0)\|\right\} \tag{B.12}
\end{equation*}
$$

for each $\varepsilon>0$,

$$
\begin{equation*}
V(\varepsilon) \backslash U(\varepsilon) \subseteq \Delta(\varepsilon) \quad \text { for all } \varepsilon>0 \tag{B.13}
\end{equation*}
$$

Observing that $U(\varepsilon)$ and $V(\varepsilon)$ are symmetric with respect to the origin, employing the properties of $F$ and $\eta$, and keeping in mind (B.10), (B.13), (B.11) and (B.9), we may use the mean value theorem in order
to estimate the absolute value of the difference of the limits in (B.6) and (B.7) by

$$
\begin{array}{rl}
\lim _{\varepsilon \searrow 0} \left\lvert\, \int_{V(\varepsilon) \backslash U(\varepsilon)} \frac{1}{|y|^{n}} F\right. & \left.F\left(\frac{A(y)}{|y|}\right) d y \right\rvert\, \\
& =\lim _{\varepsilon \searrow 0} \frac{1}{2}\left|\int_{V(\varepsilon) \backslash U(\varepsilon)} \frac{1}{|y|^{n}}\left[F\left(\frac{A(y)}{|y|}\right)+F\left(\frac{A(-y)}{|y|}\right)\right] d y\right| \\
& =\lim _{\varepsilon \searrow 0} \frac{1}{2}\left|\int_{V(\varepsilon) \backslash U(\varepsilon)} \frac{1}{|y|^{n}}\left[F\left(\frac{A(y)}{|y|}\right)-F\left(-\frac{A(-y)}{|y|}\right)\right] d y\right| \\
& \leq\left[\sup _{|\xi| \leq M}|\nabla F(\xi)|\right] \lim _{\varepsilon \searrow 0} \int_{\Delta(\varepsilon)} \eta(|y|)|y|^{-n} d y \\
& \leq C \lim _{\varepsilon \searrow 0} \eta(\varepsilon)=0 . \tag{B.15}
\end{array}
$$

This proves that the limits in (B.6) and (B.7) exist simultaneously and are equal.
In order to prove the simultaneous existence and coincidence of the limits in (B.7) and (B.8), observe that for each $y \in V(\varepsilon) \backslash W(\varepsilon)$ we have $M^{-1}|y| \leq|B(y)| \leq \varepsilon$, so $|y| \leq \varepsilon M$. That is,

$$
\begin{equation*}
y \in V(\varepsilon) \backslash W(\varepsilon) \quad \Longrightarrow \quad|y| \leq \varepsilon M . \tag{B.16}
\end{equation*}
$$

In turn, this forces

$$
\begin{equation*}
|(D B)(0) y| \leq|(D B)(0) y-B(y)|+|B(y)| \leq \varepsilon M \eta(\varepsilon M)+\varepsilon \tag{B.17}
\end{equation*}
$$

and, further,

$$
\begin{equation*}
y \in V(\varepsilon) \backslash W(\varepsilon) \quad \Longrightarrow \quad \varepsilon<|(D B)(0) y| \leq \varepsilon M \eta(\varepsilon M)+\varepsilon . \tag{B.18}
\end{equation*}
$$

From (B.16) and (B.18) we may therefore conclude that

$$
\begin{equation*}
V(\varepsilon) \backslash W(\varepsilon) \subseteq Z[\varepsilon ; M \eta(\varepsilon M)] \tag{B.19}
\end{equation*}
$$

where, in general, we define

$$
\begin{equation*}
Z[\varepsilon ; a]:=\left\{y \in \mathbb{R}^{n}: \varepsilon<|D B(0) y| \leq \varepsilon a+\varepsilon\right\} \quad \text { for all } \varepsilon>0 \text { and } a>0 \tag{B.20}
\end{equation*}
$$

Let $\mathscr{H}_{N}^{k}$ be the $k$-dimensional Hausdorff measure in $\mathbb{R}^{N}$. To estimate the $n$-dimensional Lebesgue measure of $Z[\varepsilon ; a]$, note first that, for each $a>0$ fixed,

$$
\begin{equation*}
Z[\varepsilon ; a]=\varepsilon Z[1 ; a] \quad \text { for all } \varepsilon>0 \tag{B.21}
\end{equation*}
$$

On the other hand, if we set $H_{n}:=\left\{D B(0) y: y \in \mathbb{R}^{n}\right\} \subseteq \mathbb{R}^{m^{\prime}}$ then, since $D B(0)$ is a rank- $n$ matrix, it follows that $H_{n}$ is an $n$-dimensional plane in $\mathbb{R}^{m^{\prime}}$ and $D B(0): \mathbb{R}^{n} \rightarrow H_{n}$ is a linear isomorphism. As such, we obtain

$$
\begin{align*}
\mathscr{H}_{n}^{n}(Z[1 ; a]) & =\mathscr{H}_{n}^{n}\left(\left\{y \in \mathbb{R}^{n}: 1<|D B(0) y| \leq a+1\right\}\right) \\
& \leq C \mathscr{H}_{m^{\prime}}^{n}\left(\left\{z \in H_{n}: 1<|z| \leq a+1\right\}\right) . \tag{B.22}
\end{align*}
$$

A moment's reflection shows that

$$
\begin{equation*}
\lim _{a \rightarrow 0^{+}} \mathscr{H}_{m^{\prime}}^{n}\left(\left\{z \in H_{n}: 1<|z| \leq a+1\right\}\right)=0 . \tag{B.23}
\end{equation*}
$$

From this, (B.21), (B.19) and the fact that $\eta(\varepsilon M) \rightarrow 0$ as $\varepsilon \rightarrow 0^{+}$, we may conclude that

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0^{+}} \frac{\mathscr{H}_{n}^{n}(V(\varepsilon) \backslash W(\varepsilon))}{\varepsilon^{n}}=0 . \tag{B.24}
\end{equation*}
$$

Since the expression $\left(1 /|y|^{n}\right) F(A(y) /|y|)$ restricted to $V(\varepsilon) \backslash W(\varepsilon)$ is pointwise of the order $\varepsilon^{-n}$ in a uniform fashion, we deduce from (B.24) that

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0^{+}} \int_{V(\varepsilon) \backslash W(\varepsilon)} \frac{1}{|y|^{n}} F\left(\frac{A(y)}{|y|}\right) d y=0 \tag{B.25}
\end{equation*}
$$

as desired.
Finally, an argument analogous to (B.18) gives that

$$
\begin{equation*}
\varepsilon-\varepsilon M \eta(\varepsilon M)<|(D B)(0) y| \leq \varepsilon \quad \text { for all } y \in W(\varepsilon) \backslash V(\varepsilon) \tag{B.26}
\end{equation*}
$$

Thus, for reasons similar to those discussed above, we also have

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0^{+}} \int_{W(\varepsilon) \backslash V(\varepsilon)} \frac{1}{|y|^{n}} F\left(\frac{A(y)}{|y|}\right) d y=0 \tag{B.27}
\end{equation*}
$$

which completes the proof of the lemma.
The main result in this appendix, pertaining to the manner in which singular integrals are truncated, reads as follows:

Proposition B.2. Let $A: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ be a Lipschitz function and assume that $F: \mathbb{R}^{m} \rightarrow \mathbb{R}$ is an odd function of class $\mathscr{C}^{N}$ for some sufficiently large integer $N=N(m)$. Also, suppose $B: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m^{\prime}}$ is a bi-Lipschitz function and pick $p \in(1, \infty)$. Then, for each fixed $f \in L^{p}\left(\mathbb{R}^{n}\right)$, the limit

$$
\begin{equation*}
\lim _{\varepsilon \searrow 0} \int_{\left\{y \in \mathbb{R}^{n}:|B(x)-B(y)|>\varepsilon\right\}} \frac{1}{|x-y|^{n}} F\left(\frac{A(x)-A(y)}{|x-y|}\right) f(y) d y \tag{B.28}
\end{equation*}
$$

exists at a.e. point $x \in \mathbb{R}^{n}$. Moreover, this limit is independent of the choice of the function $B$, in the sense that for each given $f \in L^{p}\left(\mathbb{R}^{n}\right)$ the limit $(\mathrm{B} .28)$ is equal to

$$
\begin{equation*}
\lim _{\varepsilon \searrow 0} \int_{\left\{y \in \mathbb{R}^{n}:|x-y|>\varepsilon\right\}} \frac{1}{|x-y|^{n}} F\left(\frac{A(x)-A(y)}{|x-y|}\right) f(y) d y \tag{B.29}
\end{equation*}
$$

for a.e. $x \in \mathbb{R}^{n}$.
As a preamble, we deal with a simple technical result. In the sequel, we agree to let $\mathcal{M}$ stand for the usual Hardy-Littlewood maximal operator.

Lemma B.3. Assume that

$$
\begin{equation*}
C_{1}|x-y| \leq \rho(x, y) \leq C_{2}|x-y| \quad \text { for all } x, y \in \mathbb{R}^{n} \tag{B.30}
\end{equation*}
$$

and

$$
\begin{equation*}
|k(x, y)| \leq \frac{C_{0}}{|x-y|^{n}} \quad \text { for all } x, y \in \mathbb{R}^{n} \tag{B.31}
\end{equation*}
$$

for some finite positive constants $C_{0}, C_{1}, C_{2}$. Then

$$
\begin{align*}
\Delta(x) & :=\left|\int_{\substack{|x-y|>\varepsilon \\
y \in \mathbb{R}^{n}}} k(x, y) f(y) d y-\int_{\substack{\rho(x-y)>\varepsilon \\
y \in \mathbb{R}^{n}}} k(x, y) f(y) d y\right| \\
& \leq C_{0}\left(C_{1}^{-n}+C_{2}^{n}\right) M f(x) \tag{B.32}
\end{align*}
$$

for all $x \in \mathbb{R}^{n}$.
Proof. A direct size estimate gives

$$
\begin{equation*}
\Delta(x) \leq \int_{|x-y|>\varepsilon, \rho(x, y)<\varepsilon}^{y \in \mathbb{R}^{n}}\left|<\frac{C_{0}}{|x-y|^{n}}\right| f(y)\left|d y+\int_{|x-y|<\varepsilon, \rho(x, y)>\varepsilon}^{y \in \mathbb{R}^{n}}\right| C_{0} \frac{C_{0}}{|x-y|^{n}}|f(y)| d y=: I+I I, \tag{B.33}
\end{equation*}
$$

where the last equality defines $I, I I$. We have:

$$
\begin{equation*}
I \leq \frac{C_{0}}{\varepsilon^{n}} \int_{C_{1}|x-y|<\varepsilon}|f(y)| d y \leq \frac{C_{0}}{C_{1}^{n}} \mathcal{M} f(x) \tag{B.34}
\end{equation*}
$$

and

$$
\begin{equation*}
I I \leq \frac{C_{0} C_{2}^{n}}{\varepsilon^{n}} \int_{|x-y|<\varepsilon}|f(y)| d y \leq C_{0} C_{2}^{n} \mathcal{M} f(x) \tag{B.35}
\end{equation*}
$$

The desired conclusion follows.
Below, we shall also make use of the following standard result:
Lemma B.4. Let $\left\{T_{\varepsilon}\right\}_{\varepsilon>0}$ be a family of operators with the following properties:
(1) There exists a dense subset $\mathscr{V}$ of $L^{p}\left(\mathbb{R}^{n}\right)$ such that for any $f \in \mathscr{V}$ the limit $\lim _{\varepsilon \rightarrow 0^{+}} T_{\varepsilon} f(x)$ exists for almost every $x \in \mathbb{R}^{n}$.
(2) The maximal operator $T_{*} f(x):=\sup \left\{\left|T_{\varepsilon} f(x)\right|: \varepsilon>0\right\}$ is bounded on $L^{p}\left(\mathbb{R}^{n}\right)$.

Then, the limit $\lim _{\varepsilon \rightarrow 0^{+}} T_{\varepsilon} f(x)$ exists for any $f \in L^{p}\left(\mathbb{R}^{n}\right)$ at almost any $x \in \mathbb{R}^{n}$, and the operator

$$
\begin{equation*}
T f(x):=\lim _{\varepsilon \rightarrow 0^{+}} T_{\varepsilon} f(x) \tag{B.36}
\end{equation*}
$$

is bounded on $L^{p}\left(\mathbb{R}^{n}\right)$.
Proof. The boundedness of the operator $T$ is an immediate consequence of (2), once we prove the existence of the limit in (B.36). In this regard, having fixed $f \in L^{p}\left(\mathbb{R}^{n}\right)$, we aim to show that

$$
\begin{equation*}
\left|\left\{x \in \mathbb{R}^{n}: \limsup _{\varepsilon \rightarrow 0^{+}} T_{\varepsilon} f(x) \neq \liminf _{\varepsilon \rightarrow 0^{+}} T_{\varepsilon} f(x)\right\}\right|=0 \tag{B.37}
\end{equation*}
$$

Fix $\theta>0$ and consider

$$
\begin{equation*}
S:=\left\{x \in \mathbb{R}^{n}:\left|\limsup _{\varepsilon \rightarrow 0^{+}} T_{\varepsilon} f(x)-\liminf _{\varepsilon \rightarrow 0^{+}} T_{\varepsilon} f(x)\right|>\theta\right\} \tag{B.38}
\end{equation*}
$$

Also, fix $\delta>0$ and select $h \in \mathscr{V}$ such that $\|f-h\|_{L^{p}\left(\mathbb{R}^{n}\right)}<\delta$. Then

$$
\begin{equation*}
S \subset S_{1} \cup S_{2} \tag{B.39}
\end{equation*}
$$

where

$$
\begin{align*}
& S_{1}:=\left\{x \in \mathbb{R}^{n}:\left|\limsup _{\varepsilon \rightarrow 0^{+}} T_{\varepsilon} f(x)-\lim _{\varepsilon \rightarrow 0^{+}} T_{\varepsilon} h(x)\right|>\frac{1}{2} \theta\right\},  \tag{B.40}\\
& S_{2}:=\left\{x \in \mathbb{R}^{n}:\left|\liminf _{\varepsilon \rightarrow 0^{+}} T_{\varepsilon} f(x)-\lim _{\varepsilon \rightarrow 0^{+}} T_{\varepsilon} h(x)\right|>\frac{1}{2} \theta\right\} .
\end{align*}
$$

Then the measure of the set $S_{1}$ can be estimated by

$$
\begin{align*}
\left|S_{1}\right| & \leq\left|\left\{x \in \mathbb{R}^{n}: T_{*}(f-h)(x)>\theta / 2\right\}\right| \leq\left(\frac{2}{\theta}\right)^{p} \int_{\mathbb{R}^{n}}\left|T_{*}(f-h)(x)\right|^{p} d x \\
& \leq C\left(\frac{2}{\theta}\right)^{p}\|f-h\|_{L^{p}\left(\mathbb{R}^{n}\right)}^{p} \leq C\left(\frac{2}{\theta}\right)^{p} \delta^{p} . \tag{B.41}
\end{align*}
$$

Since $\delta>0$ was arbitrary, this proves that $\left|S_{1}\right|=0$. The same consideration works for the set $S_{2}$; hence also $|S|=0$ by (B.39). This concludes the proof of Lemma B.4.

We are now ready to present:
Proof of Proposition B.2. For each bi-Lipschitz function $B$ defined in $\mathbb{R}^{n}$, consider the truncated singular integral operator

$$
\begin{equation*}
T_{B, \varepsilon} f(x):=\int_{\left\{y \in \mathbb{R}^{n}:|B(x)-B(y)|>\varepsilon\right\}} \frac{1}{|x-y|^{n}} F\left(\frac{A(x)-A(y)}{|x-y|}\right) f(y) d y, \quad x \in \mathbb{R}^{n}, \tag{B.42}
\end{equation*}
$$

where $\varepsilon>0$. The maximal operator associated with the family $\left\{T_{B, \varepsilon}\right\}_{\varepsilon>0}$ is defined as

$$
\begin{equation*}
T_{B, *} f(x):=\sup _{\varepsilon>0}\left|T_{B, \varepsilon} f(x)\right|, \quad x \in \mathbb{R}^{n} \tag{B.43}
\end{equation*}
$$

In particular, corresponding to the case when $B=I$, the identity on $\mathbb{R}^{n}$, we have

$$
\begin{equation*}
T_{I, \varepsilon} f(x)=\int_{\left\{y \in \mathbb{R}^{n}:|x-y|>\varepsilon\right\}} \frac{1}{|x-y|^{n}} F\left(\frac{A(x)-A(y)}{|x-y|}\right) f(y) d y, \quad x \in \mathbb{R}^{n} \tag{B.44}
\end{equation*}
$$

and

$$
\begin{equation*}
T_{I, *} f(x)=\sup _{\varepsilon>0}\left|T_{I, \varepsilon} f(x)\right|, \quad x \in \mathbb{R}^{n} \tag{B.45}
\end{equation*}
$$

We proceed is a number of steps.
Step 1. Given $p \in(1, \infty)$ there exists a constant $C \in(0, \infty)$ with the property that, for each Lipschitz function $A: \mathbb{R} \rightarrow \mathbb{R}$ and for each $\varepsilon>0$, the truncated Cauchy integral operator

$$
\begin{equation*}
\mathscr{C}_{A, \varepsilon} f(x):=\int_{\{y \in \mathbb{R}:|x-y|>\varepsilon\}} \frac{f(y)}{x-y+i(A(x)-A(y))} d y, \quad x \in \mathbb{R} \tag{B.46}
\end{equation*}
$$

satisfies

$$
\begin{equation*}
\left\|\mathscr{C}_{A, \varepsilon} f\right\|_{L^{p}(\mathbb{R})} \leq C\left(1+\left\|A^{\prime}\right\|_{L^{\infty}(\mathbb{R})}\right)\|f\|_{L^{p}(\mathbb{R})} \tag{B.47}
\end{equation*}
$$

This is the Coifman-McIntosh-Meyer theorem [Coifman et al. 1982]. An elegant proof is given by M. Melnikov and J. Verdera [1995].

Step 2. Given $p \in(1, \infty)$ there exists a constant $C \in(0, \infty)$ with the property that, if $\beta \in(1, \infty)$ and if $B: \mathbb{R} \rightarrow \mathbb{R}$ is a Lipschitz function satisfying $\beta^{-1}<B^{\prime}(x)<\beta$ for a.e. $x \in \mathbb{R}$, then for each $\varepsilon>0$ and each $\eta \in[-1,1]$ the operator

$$
\begin{equation*}
\widetilde{\mathscr{C}}_{B, \eta, \varepsilon} f(x):=\int_{\{y \in \mathbb{R}:|x-y|>\varepsilon\}} \frac{f(y)}{\eta(x-y) i+B(x)-B(y)} d y, \quad x \in \mathbb{R}, \tag{B.48}
\end{equation*}
$$

satisfies

$$
\begin{equation*}
\left\|\tilde{\mathscr{C}}_{B, \eta, \varepsilon} f\right\|_{L^{p}(\mathbb{R})} \leq C \beta^{4}\|f\|_{L^{p}(\mathbb{R})} \tag{B.49}
\end{equation*}
$$

To prove (B.49), changing variables $s:=B(x)$ and $t:=B(y)$ allows us to write

$$
\begin{equation*}
\left(\tilde{\mathscr{C}}_{B, \eta, \varepsilon} f\right)\left(B^{-1}(s)\right)=\int_{\left|B^{-1}(s)-B^{-1}(t)\right|>\varepsilon} \frac{f\left(B^{-1}(t)\right)\left[B^{\prime}\left(B^{-1}(t)\right)\right]^{-1}}{s-t+i \eta\left(B^{-1}(s)-B^{-1}(t)\right)} d t \tag{B.50}
\end{equation*}
$$

Based on this and Lemma B.3, we then obtain the pointwise estimate

$$
\begin{equation*}
\left|\left(\widetilde{\mathscr{C}}_{B, \eta, \varepsilon} f\right)\left(B^{-1}(s)\right)\right| \leq\left|\mathscr{C}_{\eta B^{-1}, \varepsilon}\left(\left(f / B^{\prime}\right) \circ B^{-1}\right)(s)\right|+C \beta^{3} \mathcal{M} f\left(B^{-1}(s)\right) \tag{B.51}
\end{equation*}
$$

for all $s \in \mathbb{R}$. Then (B.49) follows from (B.51) with the help of (B.47).
Step 3. Suppose $F(z)$ is an analytic function in the open strip $\{z \in \mathbb{C}:|\operatorname{Im} z|<2\}$. Let $A: \mathbb{R} \rightarrow \mathbb{R}$ be a Lipschitz function with $\left\|A^{\prime}\right\|_{L^{\infty}(\mathbb{R})} \leq M$. Then, for each $p \in(1, \infty)$ there exists a constant $C=C_{p} \in(0, \infty)$ such that, for each $\varepsilon>0$, the operator

$$
\begin{equation*}
K_{A, F, \varepsilon} f(x):=\int_{|x-y|>\varepsilon} \frac{1}{x-y} F\left(\frac{A(x)-A(y)}{x-y}\right) f(y) d y, \quad x \in \mathbb{R} \tag{B.52}
\end{equation*}
$$

satisfies

$$
\begin{equation*}
\left\|K_{A, F, \varepsilon} f\right\|_{L^{p}(\mathbb{R})} \leq C\left(1+M^{4}\right) \sup \{|F(z)|: z \in \mathbb{C},|\operatorname{Im} z|<2\}\|f\|_{L^{p}(\mathbb{R})} \tag{B.53}
\end{equation*}
$$

To justify (B.53), let $\gamma_{ \pm}^{1}:=\{\zeta=u \pm i:|u| \leq 2 M\}, \gamma_{ \pm}^{2}:=\{\zeta= \pm 2 M+i v:|v| \leq 1\}$, and set $\gamma:=\gamma_{+}^{1} \cup \gamma_{+}^{2} \cup \gamma_{-}^{1} \cup \gamma_{-}^{2}$. Since $F$ is analytic for $z \in \mathbb{C}$ with $|\operatorname{Im} z|<2$, Cauchy's reproducing formula yields

$$
\begin{equation*}
F(s)=\frac{1}{2 \pi i} \int_{\gamma} \frac{F(\zeta)}{\zeta-s} d \zeta=\frac{1}{2 \pi i} \int_{\gamma_{+}^{1} \cup \gamma_{-}^{1}} \frac{F(\zeta)}{\zeta-s} d \zeta+\frac{1}{2 \pi i} \int_{\gamma_{+}^{2} \cup \gamma^{2}} \frac{F(\zeta)}{\zeta-s} d \zeta \tag{B.54}
\end{equation*}
$$

Accordingly,

$$
\begin{align*}
K_{A, F, \varepsilon} f(x)= & \frac{1}{2 \pi i} \int_{\gamma_{+}^{1} \cup \gamma_{-}^{1}} F(\zeta) \int_{|x-y|>\varepsilon} \frac{1}{x-y} \frac{f(y)}{\zeta-\frac{A(x)-A(y)}{x-y}} d y d \zeta \\
& +\frac{1}{2 \pi i} \int_{\gamma_{+}^{2} \cup \gamma_{-}^{2}} F(\zeta) \int_{|x-y|>\varepsilon} \frac{1}{x-y} \frac{f(y)}{\zeta-\frac{A(x)-A(y)}{x-y}} d y d \zeta \\
= & I_{+}+I_{-}+I I_{+}+I I_{-} \tag{B.55}
\end{align*}
$$

where

$$
\begin{equation*}
I_{ \pm}:=\mp \frac{1}{2 \pi} \int_{\gamma_{ \pm}^{1}} F(\zeta) \int_{|x-y|>\varepsilon} \frac{f(y)}{x-y+i\left[A_{\zeta}^{ \pm}(x)-A_{\zeta}^{ \pm}(y)\right]} d y d \zeta \tag{B.56}
\end{equation*}
$$

with $A_{\zeta}^{ \pm}(x):=\mp[A(x)-(\Re \zeta) x]$, and

$$
\begin{equation*}
I I_{ \pm}:=\frac{1}{2 \pi i} \int_{\gamma_{ \pm}^{2}} F(\zeta) \int_{|x-y|>\varepsilon} \frac{f(y)}{(\operatorname{Im} \zeta)(x-y) i+\left[B^{ \pm}(x)-B^{ \pm}(y)\right]} d y d \zeta \tag{B.57}
\end{equation*}
$$

with $B^{ \pm}(x):=-[A(x) \mp 2 M x]$. At this point, the proof of (B.53) is concluded by invoking the results from Steps 1-2.

Step 4. Suppose $F \in \mathscr{C}^{N}(\mathbb{R}), N \geq 6$, and assume that $A: \mathbb{R} \rightarrow \mathbb{R}$ is a Lipschitz function with $\left\|A^{\prime}\right\|_{L^{\infty}(\mathbb{R})} \leq M$. Then, for each $p \in(1, \infty)$, there exists a constant $C=C_{p} \in(0, \infty)$ such that the operator (B.52) satisfies, for each $\varepsilon>0$,

$$
\begin{equation*}
\left\|K_{A, F, \varepsilon} f\right\|_{L^{p}(\mathbb{R})} \leq C\left(1+M^{4}\right) \sup \left\{\left|F^{(k)}(x)\right|:|x| \leq M+1,0 \leq k \leq 6\right\}\|f\|_{L^{p}(\mathbb{R})} \tag{B.58}
\end{equation*}
$$

In dealing with (B.58), there is no loss of generality in assuming that $F$ is supported in the interval $[-M-1, M+1]$. With "hat" denoting the Fourier transform we have

$$
\begin{equation*}
K_{A, F, \varepsilon} f(x)=\int_{\mathbb{R}} \widehat{F}(\xi)\left(\int_{\{y \in \mathbb{R}:|x-y|>\varepsilon\}} \frac{1}{x-y} e^{i \xi \frac{A(x)-A(y)}{x-y}} f(y) d y\right) d \xi \tag{B.59}
\end{equation*}
$$

Note that the inner integral above is precisely the truncated Cauchy operator (B.46) corresponding to the choice $F(z):=\exp (i z)$ and with $A$ replaced by $\xi A$. Consequently, (B.58) follows from (B.59) with the help of (B.53).

Step 5. Suppose $F \in \mathscr{C}^{N}\left(\mathbb{R}^{m}\right), N \geq m+5, F$ is odd, and assume that $A: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ is a Lipschitz function with $\|D A\|_{L^{\infty}\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right)} \leq M$. Then, for each $p \in(1, \infty)$, there exists a constant $C=C_{p} \in(0, \infty)$ such that, for each $\varepsilon>0$, the operator

$$
\begin{equation*}
K_{A, F, \varepsilon} f(x):=\int_{|x-y|>\varepsilon} \frac{1}{|x-y|^{n}} F\left(\frac{A(x)-A(y)}{|x-y|}\right) f(y) d y, \quad x \in \mathbb{R}^{n}, \tag{B.60}
\end{equation*}
$$

satisfies

$$
\begin{equation*}
\left\|K_{A, F, \varepsilon} f\right\|_{L^{p}\left(\mathbb{R}^{n}\right)} \leq C\left(1+M^{4}\right) \sup \left\{\left|\partial^{\alpha} F(x)\right|:|x| \leq M+1,|\alpha| \leq m+5\right\}\|f\|_{L^{p}\left(\mathbb{R}^{n}\right)} \tag{B.61}
\end{equation*}
$$

In the case $n=1$, since $F$ is odd we may write

$$
\begin{equation*}
\frac{1}{|x-y|} F\left(\frac{A(x)-A(y)}{|x-y|}\right)=\frac{1}{x-y} F\left(\frac{A(x)-A(y)}{x-y}\right) \tag{B.62}
\end{equation*}
$$

so (B.61) follows from an argument similar to the one used in the treatment of Step 4, based on writing

$$
\begin{equation*}
K_{A, F, \varepsilon} f(x)=\int_{\mathbb{R}^{m}} \widehat{F}(\xi)\left(\int_{\{y \in \mathbb{R}:|x-y|>\varepsilon\}} \frac{1}{x-y} e^{i\left\langle\xi, \frac{A(x)-A(y)}{x-y}\right\rangle} f(y) d y\right) d \xi \tag{B.63}
\end{equation*}
$$

and invoking the result established in Step 3. For $n>1$ we can reduce the problem to the one-dimensional case by the classical method of rotation.
Step 6. Retain the same assumptions as in Step 5. Then there is a constant $C$ such that

$$
\begin{equation*}
\left|\left\{x \in \mathbb{R}^{n}:\left|K_{A, F, \varepsilon} f(x)\right|>\lambda\right\}\right| \leq \frac{C}{\lambda}\|f\|_{L^{1}\left(\mathbb{R}^{n}\right)} \tag{B.64}
\end{equation*}
$$

for every function $f \in L^{1}\left(\mathbb{R}^{n}\right) \cap L^{2}\left(\mathbb{R}^{n}\right)$ and every positive number $\lambda$. In particular, $K_{A, F, \varepsilon}$ extends to $a$ bounded operator from $L^{1}\left(\mathbb{R}^{n}\right)$ into $L^{1, \infty}\left(\mathbb{R}^{n}\right)$ (where $L^{1, \infty}\left(\mathbb{R}^{n}\right)$ stands for the weak- $L^{1}$ space in $\left.\mathbb{R}^{n}\right)$.

This follows from Step 5 (with $p=2$ ) and the classical Calderón-Zygmund lemma.
Step 7. Retain the same assumptions as in Step 5. There exists a finite constant $C>0$ depending only on the dimension with the property that, for each fixed $\varepsilon_{0}>0$, the following Cotlar-type estimate holds:

$$
\begin{equation*}
K_{A, F, *}^{(\varepsilon)} f(x) \leq C M f(x)+2 \mathcal{M}\left(K_{A, F, \varepsilon_{0}} f\right)(x) \quad \text { for all } \varepsilon>\varepsilon_{0} \tag{B.65}
\end{equation*}
$$

for each $f \in \operatorname{Lip}_{\text {comp }}\left(\mathbb{R}^{n}\right)$ and each $x \in \mathbb{R}^{n}$, where

$$
\begin{equation*}
K_{A, F, *}^{(\varepsilon)} f(x):=\sup _{\varepsilon^{\prime}>\varepsilon}\left|K_{A, F, \varepsilon^{\prime}} f(x)\right| \tag{B.66}
\end{equation*}
$$

Without loss of generality, it suffices to prove (B.65) for $x=0$, so we focus on showing that

$$
\begin{equation*}
\left|K_{A, F, \varepsilon} f(0)\right| \leq C \mathcal{M} f(0)+2 \mathcal{M}\left(K_{A, F, \varepsilon_{0}}\right) f(0) \quad \text { for all } \varepsilon>\varepsilon_{0} \tag{B.67}
\end{equation*}
$$

Then (B.67) implies (B.65) by suitably taking the supremum.
The first step is to observe that, for all $x \in \mathbb{R}^{n}$ and for all $\varepsilon>0$,

$$
\begin{equation*}
\left|K_{A, F, \varepsilon} f\left(x^{\prime}\right)-K_{A, F, \varepsilon} f(x)\right| \leq C \mathcal{M} f(0) \quad \text { provided }\left|x-x^{\prime}\right| \leq \varepsilon / 2 \tag{B.68}
\end{equation*}
$$

To see that this is the case, abbreviate $k(x, y):=F((A(x)-A(y)) /|x-y|) /|x-y|^{n}$, then write

$$
\begin{align*}
\left|K_{A, F, \varepsilon} f\left(x^{\prime}\right)-K_{A, F, \varepsilon} f(x)\right| \leq & \left|\int_{|x-y| \geq \varepsilon}\left(k\left(x^{\prime}, y\right)-k(x, y)\right) f(y) d y\right| \\
& +\left|\int_{\left|x^{\prime}-y\right| \geq \varepsilon} k\left(x^{\prime}, y\right) f(y) d y-\int_{|x-y| \geq \varepsilon} k\left(x^{\prime}, y\right) f(y) d y\right| \\
= & I+I I . \tag{B.69}
\end{align*}
$$

The term II can be bounded by a multiple of $\mathcal{M} f(0)$ using an argument similar to that in Lemma B.3. The estimate for $I$ follows from the mean vale theorem, the nature of the kernel $k(x, y)$, and the standard inequality

$$
\begin{equation*}
\varepsilon \int_{|y| \geq \varepsilon}|y|^{-n-1}|f(y)| d y \leq C M f(0) \quad \text { for all } \varepsilon>0 \tag{B.70}
\end{equation*}
$$

Turning to the proof of (B.67) in earnest, fix $\varepsilon>\varepsilon_{0}>0$ then introduce $f_{1}:=f \chi_{B(0, \varepsilon)}$ and set $f_{2}:=f-f_{1}$. In particular, this entails

$$
\begin{equation*}
K_{A, F, \varepsilon} f(0)=K_{A, F, \varepsilon_{0}} f_{2}(0) \tag{B.71}
\end{equation*}
$$

Then, for each $x \in B(0, \varepsilon / 2)$, by (B.68) we have

$$
\begin{equation*}
\left|K_{A, F, \varepsilon_{0}} f_{2}(x)-K_{A, F, \varepsilon_{0}} f_{2}(0)\right| \leq C \mathcal{M} f(0) \tag{B.72}
\end{equation*}
$$

therefore,

$$
\begin{equation*}
\left|K_{A, F, \varepsilon_{0}} f_{2}(0)\right| \leq\left|K_{A, F, \varepsilon_{0}} f(x)\right|+\left|K_{A, F, \varepsilon_{0}} f_{1}(x)\right|+C \mathcal{M} f(0) \quad \text { for a.e. } x \in B(0, \varepsilon / 2) \tag{B.73}
\end{equation*}
$$

We finish the proof by analyzing the weak- $L^{1}$ norms of the above functions. To this end, define

$$
\begin{equation*}
N(f):=\sup _{\lambda>0}[\lambda \mu(\{x \in B:|f(x)|>\lambda\})] \tag{B.74}
\end{equation*}
$$

where $B:=B(0, \varepsilon / 2)$ and $\mu$ stands for the $n$-dimensional Lebesgue measure restricted to the ball $B$ of constant density $|B|^{-1}$. Observe that $f(x)=\alpha$ on $B$ implies $N(f)=\alpha$ for any constant $\alpha$, and that $N\left(f_{1}+f_{2}+f_{3}\right) \leq 2 N\left(f_{1}\right)+4 N\left(f_{2}\right)+4 N\left(f_{3}\right)$ for all functions $f_{1}, f_{2}$ and $f_{3}$. Then the estimate

$$
\begin{equation*}
\left|K_{A, F, \varepsilon} f(0)\right|=\left|K_{A, F, \varepsilon_{0}} f_{2}(0)\right| \leq 2 N\left(K_{A, F, \varepsilon_{0}} f\right)+4 N\left(K_{A, F, \varepsilon_{0}} f_{1}\right)+4 C \mathcal{M} f(0) \tag{B.75}
\end{equation*}
$$

follows from (B.71), these observations and (B.73). It remains to note that the right-hand side above can be further bounded using Chebyshev's inequality, which yields $N\left(K_{A, F, \varepsilon_{0}} f\right) \leq C \mathcal{M}\left(K_{A, F, \varepsilon_{0}} f\right)(0)$, and the weak- $L^{1}$ boundedness result from Step 6 , which eventually gives $N\left(K_{A, F, \varepsilon_{0}} f_{1}\right) \leq C \mathcal{M} f(0)$. From these, (B.67) follows.

Step 8. Retain the same assumptions as in Step 5 and consider the maximal operator

$$
\begin{equation*}
K_{A, F, *} f(x):=\sup _{\varepsilon>0}\left|K_{A, F, \varepsilon} f(x)\right|, \quad x \in \mathbb{R}^{n} \tag{B.76}
\end{equation*}
$$

Then for each $p \in(1, \infty)$ there exists a constant $C=C(F, A, m, n, p) \in(0, \infty)$ with the property that

$$
\begin{equation*}
\left\|K_{A, F, *} f\right\|_{L^{p}\left(\mathbb{R}^{n}\right)} \leq C\|f\|_{L^{p}\left(\mathbb{R}^{n}\right)} \quad \text { for all } f \in L^{p}\left(\mathbb{R}^{n}\right) \tag{B.77}
\end{equation*}
$$

To see this, fix an arbitrary $f \in L^{p}\left(\mathbb{R}^{n}\right)$ and first observe from (B.66) that for each $x \in \mathbb{R}^{n}$ we have

$$
\begin{equation*}
K_{A, F, *}^{(\varepsilon)} f(x) \nearrow K_{A, F, *} f(x) \quad \text { as } \varepsilon \searrow 0 \tag{B.78}
\end{equation*}
$$

Based on this, Lebesgue's monotone convergence theorem, (B.65), (B.61) and the boundedness of the Hardy-Littlewood maximal function, we obtain

$$
\begin{align*}
\left\|K_{A, F, *} f\right\|_{L^{p}\left(\mathbb{R}^{n}\right)} & =\lim _{\varepsilon \rightarrow 0^{+}}\left\|K_{A, F, *}^{(\varepsilon)} f\right\|_{L^{p}\left(\mathbb{R}^{n}\right)} \\
& \leq C \lim _{\varepsilon \rightarrow 0^{+}}\left(\|\mathcal{M} f\|_{L^{p}\left(\mathbb{R}^{n}\right)}+\left\|\mathcal{M}\left(K_{A, F, \varepsilon / 2} f\right)\right\|_{L^{p}\left(\mathbb{R}^{n}\right)}\right) \leq C\|f\|_{L^{p}\left(\mathbb{R}^{n}\right)} \tag{B.79}
\end{align*}
$$

completing the proof of (B.77).
In terms of the maximal operator $T_{I, *}$ from (B.45), estimate (B.77) yields

$$
\begin{equation*}
\left\|T_{I, *} f\right\|_{L^{p}\left(\mathbb{R}^{n}\right)} \leq C\|f\|_{L^{p}\left(\mathbb{R}^{n}\right)} \quad \text { for all } f \in L^{p}\left(\mathbb{R}^{n}\right) \tag{B.80}
\end{equation*}
$$

In order to show the existence of the pointwise limit in (B.29), the strategy is to return to the various particular operators discussed in Steps 1-5 and show that, in each case, such a pointwise convergence holds for such operators acting on functions in $L^{p}$, almost everywhere in $\mathbb{R}^{n}$. In all cases, we shall make use of the abstract scheme described in Lemma B.4.

Step 9. Pointwise convergence for the Cauchy operator $(B .46):$ Let $\mathscr{V}:=\left(1+i A^{\prime}\right) \operatorname{Lip}_{\text {comp }}(\mathbb{R})$, which is a dense subclass of $L^{p}(\mathbb{R}), 1<p<\infty$, since $A$ is real-valued and Lipschitz. We claim that

$$
\begin{equation*}
\text { for any } h \in \mathscr{V}, \lim _{\varepsilon \rightarrow 0^{+}} \mathscr{C}_{A, \varepsilon} h(x) \text { exists for a.e. } x \in \mathbb{R} . \tag{B.81}
\end{equation*}
$$

Indeed, if $h=\left(1+i A^{\prime}\right) f$ with $f \in \operatorname{Lip}_{\text {comp }}(\mathbb{R})$, then we can write

$$
\begin{align*}
\mathscr{C}_{A, \varepsilon} h(x)= & \int_{1>|x-y|>\varepsilon} \frac{1+i A^{\prime}(y)}{x-y+i(A(x)-A(y))}(f(y)-f(x)) d y \\
& -f(x) \int_{1>|x-y|>\varepsilon} \frac{-\left(1+i A^{\prime}(y)\right)}{x-y+i(A(x)-A(y))} d y \\
& +\int_{|x-y|>1} \frac{1+i A^{\prime}(y)}{x-y+i(A(x)-A(y))} f(y) d y \\
= & I+I I+I I I . \tag{B.82}
\end{align*}
$$

Using the fact that $f$ is a compactly supported Lipschitz function, it is immediate that $\lim _{\varepsilon \rightarrow 0^{+}} I$ and $\lim _{\varepsilon \rightarrow 0^{+}}$III exist at every $x \in \mathbb{R}$. Furthermore, the fundamental theorem of calculus gives

$$
\begin{equation*}
I I=-f(x) \ln \left(\frac{-1+i(A(x)-A(x+\varepsilon)) / \varepsilon}{1+i(A(x)-A(x-\varepsilon)) / \varepsilon}\right) \tag{B.83}
\end{equation*}
$$

and the limit as $\varepsilon \rightarrow 0^{+}$of the right-hand side exists for almost every $x \in \mathbb{R}$ since, by Rademacher's theorem, the Lipschitz function $A$ is a.e. differentiable. This concludes the proof of (B.81).

Finally, a combination of (B.81), Lemma B. 4 and (a suitable version of) the maximal inequality (B.80) gives that for $f \in L^{p}(\mathbb{R})$ the limit $\lim _{\varepsilon \rightarrow 0^{+}} \mathscr{C}_{A, \varepsilon} f(x)$ exists for almost every $x \in \mathbb{R}$.
Step 10. Pointwise convergence for the Cauchy operator (B.48).
Using Step 9, (B.50) and Lemma B.1, it follows that, for each function $f \in L^{p}(\mathbb{R})$, the limit $\lim _{\varepsilon \rightarrow 0^{+}} \widetilde{\mathscr{C}}_{B, \eta, \varepsilon} f(x)$ exists for almost every $x \in \mathbb{R}$.
Step 11. Pointwise convergence for the operator (B.52). Specifically, we claim that, if $f \in L^{p}(\mathbb{R})$, the limit $\lim _{\varepsilon \rightarrow 0} K_{A, F, \varepsilon} f(x)$ exists for almost every $x \in \mathbb{R}$.

In order to prove this claim, fix $f \in L^{p}(\mathbb{R})$ and recall $I_{ \pm}, I I_{ \pm}$as defined in (B.55). The goal is to first show that $\lim _{\varepsilon \rightarrow 0} I_{+}$exists for almost every $x \in \mathbb{R}$. To this end, for $x, \zeta \in \mathbb{R}$ set

$$
\begin{equation*}
F_{\varepsilon}^{\zeta, x}:=F(\zeta) \int_{|x-y|>\varepsilon} \frac{f(y)}{x-y+i\left[A_{\zeta}^{ \pm}(x)-A_{\zeta}^{ \pm}(y)\right]} d y \tag{B.84}
\end{equation*}
$$

Then, employing Step 9 it follows that for each $\zeta \in \gamma_{+}^{1}$ the limit

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0^{+}} F_{\varepsilon}^{\zeta, x} \tag{B.85}
\end{equation*}
$$

exists for almost every $x \in \mathbb{R}$. Next, we want to prove that $\sup _{\varepsilon>0}\left|F_{\varepsilon}^{\zeta, x}\right| \in L_{\zeta}^{1}\left(\gamma_{+}^{1}\right)$ for almost every $x \in \mathbb{R}$. To see the latter we write

$$
\begin{equation*}
\int_{\mathbb{R}}\left|\int_{\gamma_{+}^{1}} \sup _{\varepsilon>0}\right| F_{\varepsilon}^{\zeta, x}|d \zeta|^{2} d x \leq \int_{\gamma_{+}^{1}} \int_{\mathbb{R}}\left(\sup _{\varepsilon>0}\left|F_{\varepsilon}^{\zeta, x}\right|\right)^{2} d x d \zeta \leq C\|f\|_{L^{2}(\mathbb{R})} \tag{B.86}
\end{equation*}
$$

The first inequality in (B.86) is standard, while for the second one we have used (a suitable version of) the maximal inequality (B.80). The above analysis provides all the ingredients necessary for invoking

Lebesgue's dominated convergence theorem, which, in turn, allows us to conclude that

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0^{+}} I_{+}=\lim _{\varepsilon \rightarrow 0^{+}}\left\{-\frac{1}{2 \pi} \int_{\gamma_{+}^{1}} F_{\varepsilon}^{\zeta, x} d \zeta\right\} \quad \text { exists at almost every point } x \in \mathbb{R} \tag{B.87}
\end{equation*}
$$

Similarly, one shows that $\lim _{\varepsilon \rightarrow 0^{+}} I_{-}, \lim _{\varepsilon \rightarrow 0^{+}} I I_{ \pm}$exist for almost every $x \in \mathbb{R}$, and thus the earlier claim is proved.

Step 12. Pointwise convergence for the operator (B.58).
The fact that for $f \in L^{p}(\mathbb{R})$, the limit $\lim _{\varepsilon \rightarrow 0^{+}} K_{A, F, \varepsilon} f(x)$ exists for almost every $x \in \mathbb{R}$ follows by a reasoning similar to the one in Step 11. This time the identity (B.59) replaces the expressions in (B.55) and the decay properties of the Fourier transform $\widehat{F}(\xi)$ in are used when applying Lebesgue's dominated convergence theorem.

Step 13. For each given $f \in L^{p}\left(\mathbb{R}^{n}\right)$, the limit (B.29) exists for a.e. $x \in \mathbb{R}^{n}$.
Indeed, the case $n=1$ has been treated in Step 12. Finally, in the case $n>1$, the existence of the limit in question for $f \in \mathscr{C}_{0}^{\infty}\left(\mathbb{R}^{n}\right)$ follows via the rotation method from the one-dimensional result (and Lebesgue's dominated convergence theorem). Granted this, we may invoke Lemma B. 4 and the maximal inequality (B.80) in order to finish, keeping in mind that $\mathscr{C}_{0}^{\infty}\left(\mathbb{R}^{n}\right)$ is dense in $L^{p}\left(\mathbb{R}^{n}\right)$.

In summary, at this point we know that

$$
\begin{equation*}
\text { for each } f \in L^{p}\left(\mathbb{R}^{n}\right) \text {, the limit } \lim _{\varepsilon \rightarrow 0^{+}} T_{I, \varepsilon} f(x) \text { exists for a.e. } x \in \mathbb{R}^{n} \text {. } \tag{B.88}
\end{equation*}
$$

In turn, this readily yields that

$$
\begin{equation*}
\lim _{\varepsilon \searrow 0} \int_{\left\{y \in \mathbb{R}^{n}: 1>|x-y|>\varepsilon\right\}} \frac{1}{|x-y|^{n}} F\left(\frac{A(x)-A(y)}{|x-y|}\right) d y \quad \text { exists for a.e. } x \in \mathbb{R}^{n} . \tag{B.89}
\end{equation*}
$$

With this in hand and relying on Lemma B.1, we deduce that, for each bi-Lipschitz function $B$,

$$
\begin{equation*}
\lim _{\varepsilon \searrow 0} \int_{\left\{y \in \mathbb{R}^{n}:|B(x)-B(y)|>\varepsilon,|x-y|<1\right\}} \frac{1}{|x-y|^{n}} F\left(\frac{A(x)-A(y)}{|x-y|}\right) d y \quad \text { exists for a.e. } x \in \mathbb{R}^{n} \tag{B.90}
\end{equation*}
$$

and the limits in (B.89) and (B.90) are equal. Having proved this, it follows that
for each $f \in \mathscr{C}_{0}^{\infty}\left(\mathbb{R}^{n}\right), \lim _{\varepsilon \rightarrow 0^{+}} T_{B, \varepsilon} f(x)$ exists for a.e. $x \in \mathbb{R}^{n}$ and is equal to $\lim _{\varepsilon \rightarrow 0^{+}} T_{I, \varepsilon} f(x)$.

Let us also note that, thanks to (B.80) and Lemma B.3,

$$
\begin{equation*}
\left\|T_{B, *} f\right\|_{L^{p}\left(\mathbb{R}^{n}\right)} \leq C\|f\|_{L^{p}\left(\mathbb{R}^{n}\right)} \quad \text { for all } f \in L^{p}\left(\mathbb{R}^{n}\right) \tag{B.92}
\end{equation*}
$$

From (B.91), (B.92) and Lemma B. 4 we may finally conclude that for each fixed $f \in L^{p}\left(\mathbb{R}^{n}\right)$ the limit (B.28) exists at a.e. point $x \in \mathbb{R}^{n}$ and is equal to (B.29). This finishes the proof of Proposition B.2.

Appendix C. Background on $\mathbf{O P}\left(\boldsymbol{L}^{\infty} \cap \mathrm{vmo}\right) \boldsymbol{S}_{\mathbf{c l}}^{\mathbf{0}}$. If $X$ is a Banach space of functions on $\mathbb{R}^{n}$, we say a function $p$ on points $(x, \xi) \in \mathbb{R}^{n} \times \mathbb{R}^{n}$ belongs to the symbol class $X S_{1,0}^{m}$,

$$
\begin{equation*}
p \in X S_{1,0}^{m} \tag{C.1}
\end{equation*}
$$

provided $p(\cdot, \xi) \in X$ for each $\xi \in \mathbb{R}^{n}$ and

$$
\begin{equation*}
\left\|\partial_{\xi}^{\alpha} p(\cdot, \xi)\right\|_{X} \leq C_{\alpha}\langle\xi\rangle^{m-|\alpha|} \quad \text { for all } \alpha \in \mathbb{N}_{0}^{n} \tag{C.2}
\end{equation*}
$$

where $\langle\xi\rangle:=\left(1+|\xi|^{2}\right)^{1 / 2}$ and $\mathbb{N}_{0}:=\mathbb{N} \cup\{0\}$. If, in addition,

$$
\begin{equation*}
p(x, \xi) \sim \sum_{j \geq 0} p_{j}(x, \xi), \quad p_{j}(x, r \xi)=r^{m-j} p_{j}(x, \xi) \quad \text { for } r,|\xi| \geq 1 \tag{C.3}
\end{equation*}
$$

in the sense that for every $k \in \mathbb{N}$ the difference $p-\sum_{j=0}^{k-1} p_{j}$ belongs to $X S_{1,0}^{m-k}$, we say

$$
\begin{equation*}
p \in X S_{\mathrm{cl}}^{m} \tag{C.4}
\end{equation*}
$$

The associated operator $p(x, D)$ is given by

$$
\begin{equation*}
p(x, D) u=(2 \pi)^{-n / 2} \int p(x, \xi) \hat{u}(\xi) e^{i x \cdot \xi} d \xi \tag{C.5}
\end{equation*}
$$

If (C.1) holds, we say $p(x, D) \in \mathrm{OPXS}_{1,0}^{m}$, and if (C.4) holds, we say $p(x, D) \in \mathrm{OPXS}_{\mathrm{cl}}^{m}$.
Here we single out the spaces

$$
\begin{equation*}
L^{\infty}\left(\mathbb{R}^{n}\right), \quad \operatorname{bmo}\left(\mathbb{R}^{n}\right), \quad \operatorname{vmo}\left(\mathbb{R}^{n}\right), \quad L^{\infty}\left(\mathbb{R}^{n}\right) \cap \operatorname{vmo}\left(\mathbb{R}^{n}\right) \tag{C.6}
\end{equation*}
$$

to play the role of $X$. Here bmo is the localized variant of BMO, and vmo that of VMO. We summarize some results about the associated pseudodifferential operators. Details can be found in [Taylor 2000, Chapter 1, §11], which builds on work in [Chiarenza et al. 1991; Taylor 1997, §6]. A key ingredient in the proofs of these results is the classical commutator estimate of [Coifman et al. 1976],

$$
\begin{equation*}
\left\|\left[M_{g}, B\right] u\right\|_{L^{p}} \leq C_{p}\|g\|_{\mathrm{bmo}}\|u\|_{L^{p}} \tag{C.7}
\end{equation*}
$$

given $B \in \operatorname{OPS}_{1,0}^{0}$. Here $M_{g} u:=g u$ is the operator of multiplication by $g$.
The following extension appears in [Taylor 2000, Proposition 11.1]:
Proposition C.1. If $p(x, D) \in \mathrm{OP}(\mathrm{bmo}) S_{\mathrm{cl}}^{0}$ and $B=b(x, D) \in \mathrm{OPS}_{1, \delta}^{0}, \delta<1$, with $B$ scalar, then

$$
\begin{equation*}
[p(x, D), B]: L^{p}\left(\mathbb{R}^{n}\right) \longrightarrow L^{p}\left(\mathbb{R}^{n}\right), \quad 1<p<\infty \tag{C.8}
\end{equation*}
$$

If $p \in \operatorname{vmo} S_{\mathrm{cl}}^{0}$ and $b \in S_{1, \delta}^{0}$ have compact $x$-support, this commutator is compact.
This result in turn helps prove the following, which may be found in [Taylor 2000, Proposition 11.3].
Proposition C.2. Assume that

$$
\begin{equation*}
p \in L^{\infty} S_{\mathrm{cl}}^{0}, \quad q \in\left(L^{\infty} \cap \mathrm{vmo}\right) S_{\mathrm{cl}}^{0} \tag{C.9}
\end{equation*}
$$

with compact $x$-support. Then

$$
\begin{equation*}
p(x, D) q(x, D)=a(x, D)+K, \quad a(x, \xi)=p(x, \xi) q(x, \xi) \tag{C.10}
\end{equation*}
$$

with $K$ compact on $L^{p}\left(\mathbb{R}^{n}\right)$ for $1<p<\infty$.
The following result has a proof parallel to that of Proposition C.2:
Proposition C.3. Assume $q \in\left(L^{\infty} \cap \mathrm{vmo}\right) S_{\mathrm{cl}}^{0}$, with compact $x$-support, and set

$$
\begin{equation*}
q^{*}(x, \xi)=q(x, \xi)^{*} \tag{C.11}
\end{equation*}
$$

Then

$$
\begin{equation*}
q(x, D)^{*}=q^{*}(x, D)+K \tag{C.12}
\end{equation*}
$$

with $K$ compact on $L^{p}\left(\mathbb{R}^{n}\right)$ for $1<p<\infty$.
To proceed, we have the following useful result, which appears in [Taylor 2000, Proposition 11.4].
Proposition C.4. The space $L^{\infty} \cap$ vmo is a closed subalgebra of $L^{\infty}\left(\mathbb{R}^{n}\right)$.
Putting Propositions C. 2 and C. 4 together yields the following:
Corollary C.5. Assume that

$$
\begin{equation*}
p, q \in\left(L^{\infty} \cap \mathrm{vmo}\right) S_{\mathrm{cl}}^{0} \tag{C.13}
\end{equation*}
$$

with compact $x$-support. Then

$$
\begin{equation*}
p(x, D) q(x, D)=a(x, D)+K \tag{C.14}
\end{equation*}
$$

with $K$ compact on $L^{p}\left(\mathbb{R}^{n}\right)$ for $1<p<\infty$ and

$$
\begin{equation*}
a=p q \in\left(L^{\infty} \cap \mathrm{vmo}\right) S_{\mathrm{cl}}^{0} . \tag{C.15}
\end{equation*}
$$

Generally, if $\mathscr{A}$ is a $C^{*}$-algebra and $\mathscr{B}$ a closed ${ }^{*}$-subalgebra of $\mathscr{A}$ containing the identity element, and if $f \in \mathscr{B}$, then $f$ is invertible in $\mathscr{B}$ if and only if it is invertible in $\mathscr{A}$. To see this, consider $h=f^{*} f$ and expand $H(z)=(h+1-z)^{-1}$ in a power series about $z=0$. The radius of convergence is greater than 1 if $f$ is invertible in $\mathscr{A}$. Clearly, $H(z) \in \mathscr{B}$ for $|z|<1$ if $f \in \mathscr{B}$, so $H(1) \in \mathscr{B}$.

Consequently, we have

$$
\begin{equation*}
a \in L^{\infty} \cap \mathrm{vmo}, \quad a^{-1} \in L^{\infty} \quad \Longrightarrow \quad a^{-1} \in L^{\infty} \cap \mathrm{vmo} \tag{C.16}
\end{equation*}
$$

This holds for matrix-valued $a(x)$. Similarly, if

$$
\begin{equation*}
p \in\left(L^{\infty} \cap \mathrm{vmo}\right) S_{\mathrm{cl}}^{0} \quad \text { is elliptic } \tag{C.17}
\end{equation*}
$$

so that there exist $C_{j}<\infty$ such that

$$
\begin{equation*}
\left|p(x, \xi)^{-1}\right| \leq C_{1} \quad \text { for }|\xi| \geq C_{2} \tag{C.18}
\end{equation*}
$$

then

$$
\begin{equation*}
(1-\varphi(\xi)) p(x, \xi)^{-1} \in\left(L^{\infty} \cap \mathrm{vmo}\right) S_{\mathrm{cl}}^{0} \tag{C.19}
\end{equation*}
$$

where $\varphi \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$ is equal to 1 for $|\xi| \leq C_{2}$. This allows the construction of Fredholm inverses of elliptic operators with coefficients in $L^{\infty} \cap$ vmo.

Appendix D. Analysis on spaces of homogeneous type. We begin by discussing a few results of a general nature, valid in the context of spaces of homogeneous type. Recall that $(\Sigma, \rho)$ is a quasimetric space if $\Sigma$ is a set (of cardinality at least two) and the mapping $\rho: \Sigma \times \Sigma \rightarrow[0, \infty)$ is a quasidistance; that is, there exists $C \in[1, \infty)$ such that, for every $x, y, z \in \Sigma, \rho$ satisfies

$$
\begin{equation*}
\rho(x, y)=0 \Longleftrightarrow x=y, \quad \rho(y, x)=\rho(x, y), \quad \rho(x, y) \leq C(\rho(x, z)+\rho(z, y)) \tag{D.1}
\end{equation*}
$$

A space of homogeneous type in the sense of Coifman and Weiss [1977] is a triplet ( $\Sigma, \rho, \mu$ ) such that ( $\Sigma, \rho$ ) is a quasimetric space and $\mu$ is a Borel measure on $\Sigma$ (equipped with the topology canonically induced by $\rho$ ) that is doubling. That is, there exists $C \in(0, \infty)$ such that

$$
\begin{equation*}
0<\mu\left(B_{\rho}(x, 2 r)\right) \leq C \mu\left(B_{\rho}(x, r)\right) \quad \text { for all } x \in \Sigma \text { and } r>0 \tag{D.2}
\end{equation*}
$$

where $B_{\rho}(x, r)$ is the $\rho$-ball of center $x$ and radius $r$ given by $\{y \in \Sigma: \rho(x, y)<r\}$.
Then the John-Nirenberg space of functions of bounded mean oscillations, $\operatorname{BMO}(\Sigma, \mu)$, consists of functions $f \in L_{\text {loc }}^{1}(\Sigma, \mu)$ for which $\|f\|_{\mathrm{BMO}(\Sigma, \mu)}<+\infty$. As usual, we have set

$$
\|f\|_{\mathrm{BMO}(\Sigma, \mu)}:= \begin{cases}\sup _{R>0} M_{1}(f ; R) & \text { if } \mu(\Sigma)=+\infty  \tag{D.3}\\ \left|\int_{\Sigma} f d \mu\right|+\sup _{R>0} M_{1}(f ; R) & \text { if } \mu(\Sigma)<+\infty\end{cases}
$$

where, for $p \in[1, \infty)$, we have set

$$
\begin{align*}
M_{p}(f ; R) & :=\sup _{x \in \Sigma} \sup _{r \in(0, R]}\left(f_{B_{\rho}(x, r)}\left|f-f_{B_{\rho}(x, r)} f d \mu\right|^{p} d \mu\right)^{\frac{1}{p}},  \tag{D.4}\\
\text { and } \quad f_{B_{\rho}(x, r)} f d \mu & :=\frac{1}{\mu\left(B_{\rho}(x, r)\right)} \int_{B_{\rho}(x, r)} f d \mu .
\end{align*}
$$

Following [Sarason 1975], if $\operatorname{UC}(\Sigma, \mu)$ stands for the space of uniformly continuous functions on $X$, we introduce $\operatorname{VMO}(\Sigma, \mu)$, the space of functions of vanishing mean oscillations on $\Sigma$, where

$$
\begin{equation*}
\operatorname{VMO}(\Sigma, \mu) \text { is the closure of } \operatorname{UC}(\Sigma, \mu) \cap \operatorname{BMO}(\Sigma, \mu) \text { in } \operatorname{BMO}(\Sigma, \mu) . \tag{D.5}
\end{equation*}
$$

We have the following useful equivalent characterization of VMO on compact spaces of homogeneous type. To state it, we denote by $\mathscr{C}^{\alpha}(\Sigma, \rho)$ the space of real-valued Hölder functions of order $\alpha>0$ on the quasimetric space $(\Sigma, \rho)$. That is, $\mathscr{C}^{\alpha}(\Sigma, \rho)$ is the collection of all real-valued functions $f$ on $\Sigma$ with the property that

$$
\begin{equation*}
\|f\|_{\mathscr{C}^{\alpha}(\Sigma, \rho)}:=\sup _{x \in \Sigma}|f(x)|+\sup _{x, y \in \Sigma, x \neq y} \frac{|f(x)-f(y)|}{\rho(x, y)^{\alpha}}<+\infty . \tag{D.6}
\end{equation*}
$$

For further reference, let us also set

$$
\begin{equation*}
\mathscr{C}_{0}^{\alpha}(X, \rho):=\left\{f \in \mathscr{C}^{\alpha}(\Sigma, \rho): \text { supp } f \text { bounded }\right\} \tag{D.7}
\end{equation*}
$$

The following two propositions contain results proved in [Hofmann et al. 2010; Mitrea et al. 2013].

Proposition D.1. Assume that $(\Sigma, \rho, \mu)$ is a compact space of homogeneous type. Then

$$
\begin{equation*}
\operatorname{VMO}(\Sigma, \mu) \text { is the closure of } \mathscr{C}^{\alpha}(\Sigma, \rho) \cap \operatorname{BMO}(\Sigma, \mu) \text { in } \operatorname{BMO}(\Sigma, \mu) \tag{D.8}
\end{equation*}
$$

for every $\alpha \in \mathbb{R}$ such that

$$
\begin{equation*}
0<\alpha \leq\left[\log _{2}\left(\sup _{\substack{x, y, z \in \Sigma \\ \text { not all equal }}} \frac{\rho(x, y)}{\max \{\rho(x, z), \rho(z, y)\}}\right)\right]^{-1} \tag{D.9}
\end{equation*}
$$

Proposition D.2. Let $(\Sigma, \rho, \mu)$ be a space of homogeneous type. Then, for each $p \in[1, \infty)$,

$$
\begin{align*}
\operatorname{dist}_{\mathrm{BMO}}(f, \mathrm{VMO}(\Sigma, \mu)) & \approx \limsup _{r \rightarrow 0^{+}}\left\{\sup _{x \in \Sigma} f_{B_{\rho}(x, r)} f_{B_{\rho}(x, r)}|f(y)-f(z)|^{p} d \mu(y) d \mu(z)\right\}^{\frac{1}{p}} \\
& \approx \limsup _{r \rightarrow 0^{+}}\left\{\sup _{x \in \Sigma} f_{B_{\rho}(x, r)}\left|f-f_{B_{\rho}(x, r)} f d \mu\right|^{p} d \mu\right\}^{\frac{1}{p}} \tag{D.10}
\end{align*}
$$

uniformly for $f \in \operatorname{BMO}(\Sigma, \mu)$ (i.e., the constants do not depend on $f$ ), where the distance is measured in the BMO norm. In particular, for each $p \in[1, \infty)$,

$$
\begin{equation*}
\operatorname{dist}_{\mathrm{BMO}}(f, \mathrm{VMO}(\Sigma, \mu)) \approx \lim _{R \rightarrow 0^{+}} M_{p}(f ; R) \quad \text { uniformly for } f \in \mathrm{BMO}(\Sigma, \mu) \tag{D.11}
\end{equation*}
$$

where $M_{p}(f ; R)$ is defined as in (D.4). Moreover, for each function $f \in \operatorname{BMO}(\Sigma, \mu)$ and each $p \in[1, \infty)$,

$$
\begin{equation*}
f \in \operatorname{VMO}(\Sigma, \mu) \Longleftrightarrow \lim _{r \rightarrow 0^{+}}\left\{\sup _{x \in \Sigma} f_{B_{\rho}(x, r)}\left|f-f_{B_{\rho}(x, r)} f d \mu\right|^{p} d \mu\right\}^{\frac{1}{p}}=0 \tag{D.12}
\end{equation*}
$$

For future purposes, we find it convenient to restate (D.11) in a slightly different form. More specifically, in the context of Proposition D.2, given $f \in L_{\mathrm{loc}}^{2}(\Sigma, \mu), x \in \Sigma$ and $R>0$, we set

$$
\begin{equation*}
\|f\|_{*}\left(B_{\rho}(x, R)\right):=\sup _{B \subseteq B_{\rho}(x, R)}\left(f_{B}\left|f-f_{B}\right|^{2} d \mu\right)^{\frac{1}{2}} \tag{D.13}
\end{equation*}
$$

where the supremum is taken over all $\rho$-balls $B$ included in $B_{\rho}(x, R)$ and $f_{B}:=\mu(B)^{-1} \int_{B} f d \mu$. It is then clear from the definitions that

$$
\begin{equation*}
\sup _{x \in \Sigma}\|f\|_{*}\left(B_{\rho}(x, R)\right) \approx M_{2}(f ; R) \tag{D.14}
\end{equation*}
$$

Consequently, (D.11) yields:
Corollary D.3. With the above notation and conventions,

$$
\begin{equation*}
\lim _{R \rightarrow 0^{+}}\left[\sup _{x \in \Sigma}\|f\|_{*}\left(B_{\rho}(x, R)\right)\right] \approx \operatorname{dist}_{\mathrm{BMO}}(f, \operatorname{VMO}(\Sigma, \mu)) \tag{D.15}
\end{equation*}
$$

uniformly for $f \in \operatorname{BMO}(\Sigma, \mu)$.
We continue by translating Proposition C. 4 (which was formulated in the Euclidean context) to spaces of homogeneous type.

Proposition D.4. Assume that $(\Sigma, \rho, \mu)$ is a space of homogeneous type. Then there exists a constant $C \in(0, \infty)$ such that

$$
\begin{align*}
& \operatorname{dist}_{\mathrm{BMO}}(f g, \operatorname{VMO}(\Sigma, \mu)) \\
& \quad \leq C\|f\|_{L^{\infty}(\Sigma, \mu)} \operatorname{dist}_{\mathrm{BMO}}(g, \operatorname{VMO}(\Sigma, \mu))+C\|g\|_{L^{\infty}(\Sigma, \mu)} \operatorname{dist}_{\mathrm{BMO}}(f, \operatorname{VMO}(\Sigma, \mu)) \text {, } \tag{D.16}
\end{align*}
$$

for any $f, g \in L^{\infty}(\Sigma, \mu)$, where all distances are considered in the space $\operatorname{BMO}(\Sigma, \mu)$.
Moreover,

$$
\begin{equation*}
\operatorname{VMO}(\Sigma, \mu) \cap L^{\infty}(\Sigma, \mu) \quad \text { is a closed } C^{*} \text { subalgebra of } L^{\infty}(\Sigma, \mu) \tag{D.17}
\end{equation*}
$$

and

$$
\begin{equation*}
f \in \operatorname{VMO}(\Sigma, \mu) \cap L^{\infty}(\Sigma, \mu) \text { and } \frac{1}{f} \in L^{\infty}(\Sigma, \mu) \quad \Longrightarrow \quad \frac{1}{f} \in \operatorname{VMO}(\Sigma, \mu) \cap L^{\infty}(\Sigma, \mu) \tag{D.18}
\end{equation*}
$$

Proof. Note that (D.16) implies (D.17) and also (D.18), via the same type of argument used to establish (C.16). As such, it suffices to prove (D.16). To this end, if $f, g \in L^{\infty}(\Sigma, \mu)$ then, for any $x \in \Sigma, r>0$ and $y, z \in B_{\rho}(x, r)$, we have

$$
\begin{align*}
|f(y) g(y)-f(z) g(z)| & \leq|f(y)||g(y)-g(z)|+|g(z)||f(y)-f(z)| \\
& \leq\|f\|_{L^{\infty}(X, \mu)}|g(y)-g(z)|+\|g\|_{L^{\infty}(X, \mu)}|f(y)-f(z)| \tag{D.19}
\end{align*}
$$

With this in hand, (D.16) follows with the help of the first equivalence in (D.10).
Another useful result pertains to the manner in which one can control the distance to VMO under composition by a Lipschitz function.

Proposition D.5. Assume that $(\Sigma, \rho, \mu)$ is a space of homogeneous type. Let $F: \mathbb{R}^{m} \rightarrow \mathbb{R}$ be a Lipschitz function. Then there exists a constant $C \in(0, \infty)$ such that, for every $f: \Sigma \rightarrow \mathbb{R}^{m}$ with components in $\operatorname{BMO}(\Sigma, \mu)$,

$$
\begin{equation*}
\operatorname{dist}_{\mathrm{BMO}}(F \circ f, \mathrm{VMO}(\Sigma, \mu)) \leq C\|\nabla F\|_{L^{\infty}\left(\mathbb{R}^{m}\right)} \operatorname{dist}_{\mathrm{BMO}}(f, \mathrm{VMO}(\Sigma, \mu)) \tag{D.20}
\end{equation*}
$$

where the distances are considered in the space $\operatorname{BMO}(\Sigma, \mu)$. In particular,

$$
\begin{equation*}
f \in \operatorname{VMO}(\Sigma, \mu) \quad \Longrightarrow \quad F \circ f \in \operatorname{VMO}(\Sigma, \mu) \tag{D.21}
\end{equation*}
$$

Proof. Fix $x \in \Sigma$ and $r>0$, arbitrary. Using the fact that $F$ is Lipschitz we may then estimate, for every $y, z \in B_{\rho}(x, r)$,

$$
\begin{equation*}
|F(f(y))-F(f(z))| \leq\|\nabla F\|_{L^{\infty}\left(\mathbb{R}^{m}\right)}|f(y)-f(x)| . \tag{D.22}
\end{equation*}
$$

Then the desired conclusion readily follows from this and the first equivalence in (D.10).

Appendix E. On the class of Lip $\cap \mathrm{vmo}_{1}$ domains. The starting point in this appendix is the following result.

Lemma E.1. Let $\varphi: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a Lipschitz function, with graph

$$
\begin{equation*}
\Sigma:=\left\{(x, \varphi(x)): x \in \mathbb{R}^{n}\right\} \subset \mathbb{R}^{n+1} \tag{E.1}
\end{equation*}
$$

Set $\mu:=\mathscr{H}^{n}\left\lfloor\Sigma\right.$, where $\mathscr{H}^{n}$ is the $n$-dimensional Hausdorff measure in $\mathbb{R}^{n+1}$. Then

$$
\begin{equation*}
f \in \operatorname{VMO}(\Sigma, \mu) \quad \Longleftrightarrow \quad f(\cdot, \varphi(\cdot)) \in \operatorname{VMO}\left(\mathbb{R}^{n}\right) \tag{E.2}
\end{equation*}
$$

Proof. For each given point $X=(x, \varphi(x)) \in \Sigma$ with $x \in \mathbb{R}^{n}$ and each given radius $r>0$, set $\Delta(X, r):=\{Y \in \Sigma:|Y-X|<r\}$. Then fix $X_{0}=\left(x_{0}, \varphi\left(x_{0}\right)\right) \in \Sigma$ for some $x_{0} \in \mathbb{R}^{n}$ and pick some $r>0$. Consider $c:=f_{B\left(x_{0}, r\right)} f(x, \varphi(x)) d x$. Then

$$
\begin{align*}
f_{\Delta\left(X_{0}, r\right)} \mid f-f_{\Delta\left(X_{0}, r\right)} & f d \mu \mid d \mu \\
& =f_{\Delta\left(X_{0}, r\right)}\left|(f-c)-f_{\Delta\left(X_{0}, r\right)}(f-c) d \mu\right| d \mu \\
& \leq 2 f_{\Delta\left(X_{0}, r\right)}|f-c| d \mu \\
& =2 f_{\left\{x \in \mathbb{R}^{n}:\left|x-x_{0}\right|^{2}+\left(\varphi(x)-\varphi\left(x_{0}\right)\right)^{2}<r^{2}\right\}}|f(x, \varphi(x))-c| \sqrt{1+|\nabla \varphi(x)|^{2}} d x \\
& \leq C f_{\left\{x \in \mathbb{R}^{n}:\left|x-x_{0}\right|<r\right\}}|f(x, \varphi(x))-c| d x \tag{E.3}
\end{align*}
$$

Bearing in mind the significance of $c$, the left-pointing implication in (E.2) follows from (D.12) (with $p=1$ ). For the opposite implication, pick $c^{\prime}:=f_{\Delta\left(X_{0}, r\right)} f d \mu$. Then, for some sufficiently large $M>0$ depending on the Lipschitz constant of $\varphi$, we have

$$
\begin{align*}
& f_{B\left(x_{0}, r\right)}\left|f(x, \varphi(x))-f_{B\left(x_{0}, r\right)} f(y, \varphi(y)) d y\right| d x \\
& \leq 2 f_{\left\{x \in \mathbb{R}^{n}:\left|x-x_{0}\right|<r\right\}}\left|f(x, \varphi(x))-c^{\prime}\right| d x \\
& \leq C f_{\left\{x \in \mathbb{R}^{n}:\left|x-x_{0}\right|^{2}+\left(\varphi(x)-\varphi\left(x_{0}\right)\right)^{2}<(M r)^{2}\right\}}\left|f(x, \varphi(x))-c^{\prime}\right| \sqrt{1+|\nabla \varphi(x)|^{2}} d x \\
& \leq C f_{\Delta\left(X_{0}, r\right)}\left|f-f_{\Delta\left(X_{0}, r\right)} f d \mu\right| d \mu . \tag{E.4}
\end{align*}
$$

Based on this and (D.12), the right-pointing implication in (E.2) now follows.
In turn, Lemma E. 1 is an important ingredient in the proof of the following result:
Lemma E.2. Assume that $\varphi: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is a Lipschitz function, and let $\Sigma$ as in (E.1) denote its graph. Set $\mu:=\mathscr{H}^{n}\left\lfloor\Sigma\right.$, where $\mathscr{H}^{n}$ is the $n$-dimensional Hausdorff measure in $\mathbb{R}^{n+1}$, and let $v=\left(v_{1}, \ldots, v_{n+1}\right)$
stand for the unit normal to $\Sigma$ (defined $v$-a.e.). Then

$$
\begin{equation*}
v_{j} \in \operatorname{VMO}(\Sigma, \mu) \quad \text { for } 1 \leq j \leq n+1 \quad \Longleftrightarrow \quad \partial_{j} \varphi \in \operatorname{VMO}\left(\mathbb{R}^{n}\right) \quad \text { for } 1 \leq j \leq n \tag{E.5}
\end{equation*}
$$

Proof. Recall that the components $v_{j}: \Sigma \rightarrow \mathbb{R}$ of the unit normal to the Lipschitz surface $\Sigma$ satisfy

$$
v_{j}(x, \varphi(x))= \begin{cases}\partial_{j} \varphi(x) / \sqrt{1+|\nabla \varphi(x)|^{2}} & \text { if } 1 \leq j \leq n  \tag{E.6}\\ -1 / \sqrt{1+|\nabla \varphi(x)|^{2}} & \text { if } j=n+1\end{cases}
$$

for a.e. $x \in \mathbb{R}^{n}$. As regards (E.5), assume first that

$$
\begin{equation*}
\partial_{j} \varphi \in \operatorname{VMO}\left(\mathbb{R}^{n}\right) \quad \text { for each } j \in\{1, \ldots, n\} \tag{E.7}
\end{equation*}
$$

and consider the functions $F_{j}: \mathbb{R}^{n} \rightarrow \mathbb{R}, 1 \leq j \leq n+1$, given by

$$
F_{j}(x):= \begin{cases}x_{j} / \sqrt{1+|x|^{2}} & \text { if } 1 \leq j \leq n  \tag{E.8}\\ -1 / \sqrt{1+|x|^{2}} & \text { if } j=n+1\end{cases}
$$

for each $x=\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n}$. A straightforward computation gives that there exists a dimensional constant such that, for every $x \in \mathbb{R}^{n}$,

$$
\left|\nabla F_{j}(x)\right| \leq \begin{cases}C_{n} / \sqrt{1+|x|^{2}} & \text { if } 1 \leq j \leq n  \tag{E.9}\\ C_{n} /\left(1+|x|^{2}\right) & \text { if } j=n+1\end{cases}
$$

In particular, each function $F_{j}: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is Lipschitz. Upon noting from (E.6) and (E.8) that $v_{j}(x, \varphi(x))=$ $F_{j}(\nabla \varphi(x))$ for a.e. $x \in \mathbb{R}^{n}$, this implies, in concert with (E.7) and (D.21), that $v_{j}(\cdot, \varphi(\cdot)) \in \operatorname{VMO}\left(\mathbb{R}^{n}\right)$ for each $j \in\{1, \ldots, n+1\}$. Having established this, we may then conclude that $v_{j} \in \operatorname{VMO}(\Sigma, \mu)$ for $1 \leq j \leq n+1$ by invoking Lemma E.1. This proves the left-pointing implication in (E.5).

In the opposite direction, assume

$$
\begin{equation*}
v_{j} \in \operatorname{VMO}(\Sigma, \mu) \quad \text { for each } j \in\{1, \ldots, n+1\} \tag{E.10}
\end{equation*}
$$

Then Lemma E. 1 gives

$$
\begin{equation*}
v_{j}(\cdot, \varphi(\cdot)) \in \operatorname{VMO}\left(\mathbb{R}^{n}\right) \cap L^{\infty}\left(\mathbb{R}^{n}\right) \quad \text { for each } j \in\{1, \ldots, n+1\} \tag{E.11}
\end{equation*}
$$

Since, from (E.6) and the fact that $\varphi$ is Lipschitz, we have

$$
\begin{equation*}
1 / v_{n+1}(\cdot, \varphi(\cdot)) \in L^{\infty}\left(\mathbb{R}^{n}\right) \tag{E.12}
\end{equation*}
$$

we deduce from (D.18), (E.11) with $j=n+1$, and (E.12) that

$$
\begin{equation*}
1 / v_{n+1}(\cdot, \varphi(\cdot)) \in \operatorname{VMO}\left(\mathbb{R}^{n}\right) \cap L^{\infty}\left(\mathbb{R}^{n}\right) \tag{E.13}
\end{equation*}
$$

Given that $\operatorname{VMO}\left(\mathbb{R}^{n}\right) \cap L^{\infty}\left(\mathbb{R}^{n}\right)$ is an algebra (see (D.17) in Proposition D.4), it follows from (E.11) and (E.13) that

$$
\begin{equation*}
v_{j}(\cdot, \varphi(\cdot)) / v_{n+1}(\cdot,, \varphi(\cdot)) \in \operatorname{VMO}\left(\mathbb{R}^{n}\right) \cap L^{\infty}\left(\mathbb{R}^{n}\right) \quad \text { for each } j \in\{1, \ldots, n\} \tag{E.14}
\end{equation*}
$$

In light of (E.6) this ultimately entails $\partial_{j} \varphi \in \operatorname{VMO}\left(\mathbb{R}^{n}\right)$ for $1 \leq j \leq n$, as wanted.
We are now in a position to define the class of $\operatorname{Lip} \cap \mathrm{vmo}_{1}$ domains.

Definition E.3. Assume that $C \in(0, \infty)$ and let $\Omega$ be a nonempty, open subset of $\mathbb{R}^{n}$, with diameter at most $C$. One calls $\Omega$ a bounded Lipschitz domain, with Lipschitz character controlled by $C$, if there exists $r \in(0, C)$ with the property that for every $x_{0} \in \partial \Omega$ one can find a rigid transformation $T: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ and a Lipschitz function $\varphi: \mathbb{R}^{n-1} \rightarrow \mathbb{R}$ with $\|\nabla \varphi\|_{L^{\infty}\left(\mathbb{R}^{n-1}\right)} \leq C$ such that

$$
\begin{equation*}
T\left(\Omega \cap B\left(x_{0}, r\right)\right)=T\left(B\left(x_{0}, r\right)\right) \cap\left\{\left(x^{\prime}, x_{n}\right) \in \mathbb{R}^{n-1} \times \mathbb{R}: x_{n}>\varphi\left(x^{\prime}\right)\right\} \tag{E.15}
\end{equation*}
$$

Whenever this is the case, call $\phi\left(x^{\prime}\right):=\left(x^{\prime}, \varphi\left(x^{\prime}\right)\right)$ a coordinate chart for $\partial \Omega$.
If, in addition, $\partial_{j} \varphi \in \operatorname{vmo}\left(\mathbb{R}^{n-1}\right)$ for each $j \in\{1, \ldots, n-1\}$, then we shall say that $\Omega$ is a bounded $\operatorname{Lip} \cap \mathrm{vmo}_{1}$ domain.

Both the class of Lipschitz domains and the class of $\operatorname{Lip} \cap \mathrm{vmo}_{1}$ domains may be naturally defined in the manifold setting by working in local coordinates, in a similar fashion as above (see also the discussion in [Hofmann et al. 2007]).

We conclude this appendix by proving the following characterization of the class of $\operatorname{Lip} \cap \mathrm{vmo}_{1}$ domains:

Proposition E.4. Let $\Omega$ be a Lipschitz domain with outward unit normal v. Then

$$
\begin{equation*}
v \in \operatorname{vmo}(\partial \Omega) \Longleftrightarrow \Omega \text { is a } \operatorname{Lip} \cap \mathrm{vmo}_{1} \text { domain } \tag{E.16}
\end{equation*}
$$

Proof. This is a consequence of Lemma E. 2 and definitions.
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# CRITERIA FOR HANKEL OPERATORS TO BE SIGN-DEFINITE 

Dimitri R. Yafaev


#### Abstract

We show that the total multiplicities of negative and positive spectra of a self-adjoint Hankel operator $H$ in $L^{2}\left(\mathbb{R}_{+}\right)$with integral kernel $h(t)$ and of the operator of multiplication by the inverse Laplace transform of $h(t)$, the distribution $\sigma(\lambda)$, coincide. In particular, $\pm H \geq 0$ if and only if $\pm \sigma(\lambda) \geq 0$. To construct $\sigma(\lambda)$, we suggest a new method of inversion of the Laplace transform in appropriate classes of distributions. Our approach directly applies to various classes of Hankel operators. For example, for Hankel operators of finite rank, we find an explicit formula for the total numbers of their negative and positive eigenvalues.


## 1. Introduction

1.1. Hankel operators can be defined as integral operators

$$
\begin{equation*}
(H f)(t)=\int_{0}^{\infty} h(t+s) f(s) d s \tag{1-1}
\end{equation*}
$$

in the space $L^{2}\left(\mathbb{R}_{+}\right)$with kernels $h$ that depend on the sum of variables only. Of course $H$ is symmetric if $h(t)=\overline{h(t)}$. In the fundamental paper [Megretskiĭ et al. 1995], A. V. Megretskiĭ, V. V. Peller, and S. R. Treil characterized the spectra of all bounded self-adjoint Hankel operators by a certain balance between the positive and negative parts of their spectra. The result of [Megretskiĭ et al. 1995] applies to all Hankel operators, and so it does not allow one to distinguish spectral properties of particular operators.

The cases where Hankel operators can be explicitly diagonalized are very scarce. We mention here the kernels $h(t)=t^{-1}$ [Carleman 1923], $h(t)=(t+1)^{-1}$ [Mehler 1881], and $h(t)=t^{-1} e^{-t}$ [Magnus 1950; Rosenblum 1958a; 1958b]. These kernels are treated in a unified way in [Yafaev 2010], where some new examples are also considered.

Our goal here is to find explicit expressions for the total numbers $N_{+}(H)$ and $N_{-}(H)$ of (strictly) positive and negative eigenvalues of self-adjoint Hankel operators $H$. Actually, we show that $N_{ \pm}(H)=$ $N_{ \pm}(\Sigma)$, where $\Sigma$ is the operator ${ }^{1}$ of multiplication by the function (distribution) $\sigma(\lambda)$ obtained through the inversion of the Laplace transform

$$
\begin{equation*}
h(t)=\int_{0}^{\infty} e^{-t \lambda} \sigma(\lambda) d \lambda \tag{1-2}
\end{equation*}
$$

We call $\sigma(\lambda)$ the sigma function of a Hankel operator $H$ or of its kernel $h(t)$.

[^4]In particular, we obtain necessary and sufficient conditions for the sign-definiteness of Hankel operators. Indeed, it formally follows from (1-2) that

$$
(H f, f)=\int_{0}^{\infty} d \lambda \sigma(\lambda)\left|\int_{0}^{\infty} f(t) e^{-t \lambda} d t\right|^{2}
$$

and hence $\pm H \geq 0$ if and only if $\pm \sigma \geq 0$. We usually discuss conditions for $H \geq 0$, but of course replacing $H$ by $-H$ we obtain conditions for $H \leq 0$. Note that positive ${ }^{2}$ distributions are always given by some measures, so that for positive Hankel operators $H$, representation (1-2) reduces to

$$
\begin{equation*}
h(t)=\int_{0}^{\infty} e^{-t \lambda} d m(\lambda) \tag{1-3}
\end{equation*}
$$

where $d m(\lambda)$ is a (positive) measure on $[0, \infty)$.
1.2. If a function $\sigma(\lambda)$ is sufficiently regular (for example, bounded), then its Laplace transform (1-2) is analytic in the right half-plane and satisfies certain decay conditions for $|t| \rightarrow \infty$. For example, such simple functions as the characteristic functions of intervals or $h(t)=e^{-t^{2}}$ do not satisfy these conditions. A regular function $\sigma(\lambda)$ can be recovered from its Laplace transform $h(t)$ by the integral of $h(a+i \tau)$, $a>0$, over $\tau \in \mathbb{R}$; alternatively, it can also be recovered (see, for example, [Paley and Wiener 1934, Section 13]) from the values of $h(t)$ for $t>0$. These methods are not sufficient for our purposes since, for example, for $h(t)=t^{k} e^{-\alpha t}, k \in \mathbb{Z}_{+}, \operatorname{Re} \alpha>0$ (such Hankel operators have rank $k$ ), the corresponding function

$$
\begin{equation*}
\sigma(\lambda)=\delta^{(k)}(\lambda-\alpha) \tag{1-4}
\end{equation*}
$$

$(\delta(\cdot)$ is the Dirac function) is a highly singular distribution, especially if $\operatorname{Im} \alpha \neq 0$.
Thus we are led to a solution of (1-2) for $\sigma(\lambda)$ in a class of distributions. Put

$$
\begin{equation*}
b(\xi)=\frac{1}{2 \pi} \frac{\int_{0}^{\infty} h(t) t^{-i \xi} d t}{\int_{0}^{\infty} e^{-t} t^{-i \xi} d t} \tag{1-5}
\end{equation*}
$$

and let $s(x)=\sqrt{2 \pi}\left(\Phi^{*} b\right)(x)$, where $\Phi$ is the Fourier transform. We show that the function

$$
\begin{equation*}
\sigma(\lambda):=s(-\ln \lambda) \tag{1-6}
\end{equation*}
$$

satisfies (1-2). We call $b(\xi)$ the $b$-function and $s(x)$ the sign function (or $s$-function) of the Hankel operator $H$ (or of its integral kernel $h(t)$ ). The sigma function $\sigma(\lambda)$ differs from $s(x)$ by a change of variables only. In specific examples we consider, functions $b(\xi)$ and $s(x)$ may be of a quite different nature. For instance, $s(x)$ may be a polynomial or, on the contrary, it may be a highly singular distribution such as a combination of delta functions and their derivatives. We emphasize that all our formulas are understood in the sense of distributions and of course no analyticity of $h(t)$ is required. From a purely formal point of view, our method of inversion of the Laplace transform is not too far from one of the methods described in [Paley and Wiener 1934], but the classes of functions (distributions) are quite different.

[^5]The precise meaning of formula (1-5) requires some discussion. Observe that the denominator in (1-5) coincides with the numerator for the special case $h(t)=e^{-t}$. It equals $\Gamma(1-i \xi)$, and hence exponentially tends to zero as $|\xi| \rightarrow \infty$. Therefore $b(\xi)$ is a "nice" function of $\xi$ only under very restrictive assumptions on the kernel $h(t)$. Thus, to cover natural examples, we are obliged to work with distributions $b(\xi)$ and $s(x)$. The choice of appropriate spaces of distributions is also very important. The Schwartz space $\mathscr{S}(\mathbb{R})^{\prime}$ is too restrictive for our purposes, which is seen already in the example of finite-rank Hankel operators. In order to be able to divide in (1-5) by an exponentially decaying function, we assume that the numerator belongs to the class of distributions $C_{0}^{\infty}(\mathbb{R})^{\prime}$. This means that the Fourier transform of the function $\theta(x)=e^{x} h\left(e^{x}\right)$ belongs to $C_{0}^{\infty}(\mathbb{R})^{\prime}$, that is, $\theta$ belongs to the space $\mathscr{L}^{\prime}$ dual to the space $\mathscr{L}=\mathscr{L}(\mathbb{R})$ of analytic test functions. The class of distributions $h(t)$ such that the corresponding function $\theta$ is in $\mathscr{L}^{\prime}$ will be denoted by $\mathscr{L}_{+}^{\prime}$. It follows from (1-5) that $b \in C_{0}^{\infty}(\mathbb{R})^{\prime}$ and $s \in \mathscr{L}^{\prime}$ if $h \in \mathscr{L}_{+}^{\prime}$.

A remarkable circumstance is that, in these classes, there is a one-to-one correspondence between kernels of Hankel operators and their sigma functions. To be precise, let us put $h^{\natural}(\lambda)=\lambda^{-1} \sigma(\lambda)$. We show that $h \in \mathscr{L}_{+}^{\prime}$ if and only if $h^{\natural} \in \mathscr{Z}_{+}^{\prime}$, and the correspondence $h \mapsto h^{\natural}$ is a continuous one-to-one mapping of $\mathscr{Z}_{+}^{\prime}$ onto itself. As an example, note that although the functions $h(t)=t^{k} e^{-\alpha t}$ and $h^{\natural}(\lambda)=\lambda^{-1} \delta^{(k)}(\lambda-\alpha)$ are of a completely different nature, both of them belong to the class $\mathscr{E}_{+}^{\prime}$.

In the case $h \in L_{\text {loc }}^{1}\left(\mathbb{R}_{+}\right)$, the condition $h \in \mathscr{L}_{+}^{\prime}$ means that

$$
\begin{equation*}
\int_{0}^{\infty}|h(t)|(1+|\ln t|)^{-\kappa} d t<\infty \tag{1-7}
\end{equation*}
$$

for some $\kappa$. Condition (1-7) is also quite general and does not require that the corresponding Hankel operator be bounded. For example, it admits kernels

$$
\begin{equation*}
h(t)=P(\ln t) t^{-1} \tag{1-8}
\end{equation*}
$$

where $P(x)$ is an arbitrary polynomial. Note that Hankel operators with such kernels are bounded for $P(x)=$ const only.
1.3. Our study of spectral properties of Hankel operators $H$ relies on their reduction to the operators $S$ of multiplication by the corresponding sign functions. This reduction is given by a transformation which is, in a suitable sense, invertible but not unitary. Let $B$,

$$
\begin{equation*}
(B g)(\xi)=\int_{-\infty}^{\infty} b(\xi-\eta) g(\eta) d \eta \tag{1-9}
\end{equation*}
$$

be the operator of convolution with the function (1-5), and let $S$ be the operator of multiplication by $s(x)$ so that $S=\Phi^{*} B \Phi$. If $h(t)=\overline{h(t)}$, then $b(-\xi)=\overline{b(\xi)}$ and $s(x)=\overline{s(x)}$ so that the operators $B$ and $S$ are formally symmetric.

We establish the identity

$$
\begin{equation*}
(H f, f)=(B g, g)=(S u, u), \tag{1-10}
\end{equation*}
$$

where

$$
\begin{equation*}
g(\xi)=\Gamma\left(\frac{1}{2}+i \xi\right) \tilde{f}(\xi)=:(\Xi f)(\xi), \quad u(x)=\left(\Phi^{*} g\right)(x) \tag{1-11}
\end{equation*}
$$

$\tilde{f}(\xi)$ is the Mellin transform of $f(t)$, and $\Gamma(\cdot)$ is the gamma function. We often write the identity (1-10) in short form as

$$
\begin{equation*}
H=\Xi^{*} B \Xi=\widehat{\Xi}^{*} S \widehat{\Xi} \tag{1-12}
\end{equation*}
$$

where $\widehat{\Xi}=\Phi^{*} \Xi$.
It follows from (1-12) that the total multiplicities of the strictly positive (negative) spectra of the operators $H$ and $B$, or $S$, coincide:

$$
\begin{equation*}
N_{ \pm}(H)=N_{ \pm}(B)=N_{ \pm}(S) \tag{1-13}
\end{equation*}
$$

This result can be compared with Sylvester's inertia theorem, which states the same for Hermitian matrices $H$ and $B$, or $S$, related by $(1-12)$ provided the matrix $\Xi$, or $\widehat{\Xi}$, is invertible. In contrast to linear algebra, in our case the operators $H$ and $B$, or $S$, are of a completely different nature and $B$ and $S$ (but not $H$ ) admit explicit spectral analysis.

Thus our calculation of the numbers $N_{ \pm}(H)$ consists of two parts. The first is the construction of the sign function (distribution) $s(x)$. The second is the study of the operator $S$ of multiplication by $s(x)$. Observe that since $s(x)$ is a distribution, the numbers $N_{ \pm}(S)$ are not necessarily zero or infinity. We also note that $N_{ \pm}(S)=N_{ \pm}(\Sigma)$ because the functions $s(x)$ and $\sigma(\lambda)$ differ by the change of variables (1-6) only.

In particular, we see that the Hankel operator $H$ is positive if and only if $B \geq 0$ or, equivalently, $S \geq 0$. This means that a Hankel operator $H$ is positive if and only if its sign function $s(x)$ is positive. In some cases the calculation of the sign function is not necessary. Actually, we show that if $|b(\xi)| \rightarrow \infty$ as $|\xi| \rightarrow \infty$, then $H$ is not sign-definite.

Under the assumption $h \in \mathscr{L}_{+}^{\prime}$, we prove the identity (1-10) for test functions $f(t)$ whose Mellin transforms $\tilde{f}$ are in $C_{0}^{\infty}(\mathbb{R})$. Then functions (1-11) belong to $C_{0}^{\infty}(\mathbb{R})$ and both sides of (1-10) are well defined. The condition $h \in \mathscr{L}_{+}^{\prime}$ is very general. It is satisfied for all bounded, but also for a wide class of unbounded, Hankel operators $H$. More than that, it is not even required that $H$ be defined by formula (1-1) on some dense set. Therefore we work with quadratic forms $(H f, f)$, which is more convenient and yields more general results. This context allows us to accommodate distributions $h(t)$ as kernels of Hankel operators and makes the theory self-consistent. Note that for bounded operators $H$, the identity (1-10) extends to all elements $f \in L^{2}\left(\mathbb{R}_{+}\right)$.
1.4. Representation (1-2) does not require the positivity of $H$. If, however, $H \geq 0$, then combining our results with the Bochner-Schwartz theorem, we obtain that $\sigma(\lambda) d \lambda=d m(\lambda)$, where $d m(\lambda)$ is a positive measure on $\mathbb{R}_{+}(m(\{0\})=0)$. In this case, representation $(1-2)$ reduces to $(1-3)$, with the measure $d m(\lambda)$ satisfying for some $\varkappa$ the condition

$$
\begin{equation*}
\int_{0}^{\infty}(1+|\ln \lambda|)^{-\varkappa} \lambda^{-1} d m(\lambda)<\infty \tag{1-14}
\end{equation*}
$$

which follows from the assumption $h \in \mathscr{L} \mathscr{L}_{+}^{\prime}$.
Recall that according to the Bernstein theorem (see the original paper [1929] or [Akhiezer 1965; Widder 1941]), the representation (1-3) is true if and only if the function $h(t)$ is completely monotonic. In
contrast to this classical result, we link the representation (1-3) to the positivity of the Hankel operator $H$ with kernel $h(t)$. This fact is not very surprising in view of the analogy with the discrete case when Hankel operators are given in the space $\ell^{2}\left(\mathbb{Z}_{+}\right)$by infinite matrices with elements $h_{n+m}$ where $n, m \in \mathbb{Z}_{+}$. Indeed, according to the classical Hamburger theorem (see, e.g., [Akhiezer 1965]), the positivity of a discrete Hankel operator is equivalent to the existence of a solution of the moment problem with moments $h_{n}$. In the continuous case, the role of the moment problem is played by the exponential representation (1-3).

We mention that Hankel operators $H$ with kernels $h(t)$ admitting representation (1-3) were considered by H. Widom [1966] and J. S. Howland [1971]. Such kernels $h(t)$ and operators $H$ are necessarily positive. Widom proved that $H$ is bounded if and only if $m([0, \lambda))=O(\lambda)$ as $\lambda \rightarrow 0$ and as $\lambda \rightarrow \infty$. In this case, $h(t) \leq C t^{-1}$ for some $C>0$. Howland showed that $H$ belongs to the trace class if and only if condition (1-14) is satisfied for $\varkappa=0$.
1.5. A large part of this paper is devoted to applying the general theory to various classes of Hankel operators $H$, although we do not try to cover all possible cases. In some examples, the sign-definiteness of $H$ can also be verified or refuted with the help of Bernstein's theorems. Note, however, that our approach yields additionally an explicit formula for the total numbers $N_{ \pm}(H)$ of positive and negative eigenvalues of $H$.

In Section 5, we calculate $N_{ \pm}(H)$ for Hankel operators $H$ of finite rank. Then we consider two specific examples. The first one is given by the formula

$$
\begin{equation*}
h(t)=t^{k} e^{-\alpha t}, \quad \alpha>0, k \geq-1 \tag{1-15}
\end{equation*}
$$

Note that the Hankel operator $H$ with such kernel has finite rank for $k \in \mathbb{Z}_{+}$only. We show that $H$ is positive if and only if $k \leq 0$. The second class of kernels is defined by the formula

$$
\begin{equation*}
h(t)=e^{-t^{r}}, \quad r>0 \tag{1-16}
\end{equation*}
$$

It turns out that the corresponding Hankel operator is positive if and only if $r \leq 1$.
Section 6 is devoted to a study of Hankel operators $H$ with kernels $h(t)$ having a singularity at a single point $t_{0}>0$. In this case the operators $H$ are compact, but both numbers $N_{ \pm}(H)$ are infinite. We find the asymptotics of positive $\left(\lambda_{n}^{(+)}\right)$and negative $\left(\lambda_{n}^{(-)}\right)$eigenvalues of $H$ as $n \rightarrow \infty$ for singularities of different strengths.

Finally, in Section 7, we consider perturbations of the Carleman operator $\boldsymbol{C}$, that is, of the Hankel operator with kernel $t^{-1}$, by various classes of compact Hankel operators $V$. The operator $\boldsymbol{C}$ can be explicitly diagonalized by the Mellin transform. We recall that it has the absolutely continuous spectrum $[0, \pi]$ of multiplicity 2 . The Carleman operator plays a distinguished role in the theory of Hankel operators. In particular, it is important for us that its sign function $s(x)$ equals 1 . As was pointed out by Howland [1992], Hankel operators are to a certain extent similar to differential operators. In this analogy, the Carleman operator $\boldsymbol{C}$ plays the role of the "free" Schrödinger operator $D^{2}, D=-i d / d x$, in the space $L^{2}(\mathbb{R})$. Furthermore, Hankel operators $H=C+V$ with "perturbed" kernels $h(t)=t^{-1}+v(t)$ can be compared to Schrödinger operators $D^{2}+\mathrm{V}(x)$. The assumption that $v(t)$ decays sufficiently rapidly as
$t \rightarrow \infty$ and is not too singular as $t \rightarrow 0$ corresponds to a sufficiently rapid decay of the potential $\mathrm{V}(x)$ as $|x| \rightarrow \infty$.

As shown in [Yafaev 2013], the results on the discrete spectrum of the operator $H$ lying above its essential spectrum $[0, \pi]$ are close in spirit to the results on the discrete spectrum of the Schrödinger operator $D^{2}+\mathrm{V}(x)$. On the other hand, the results on the negative spectrum of the Hankel operator $H$ are drastically different. In particular, contrary to the case of differential operators with decaying coefficients, the finiteness of the negative spectrum of the Hankel operator $H$ is not determined by the behavior of $v(t)$ at singular points $t=0$ and $t=\infty$. As an example, consider the Hankel operator with kernel

$$
h(t)=t^{-1}-\gamma e^{-t^{r}}, \quad r \in(0,1)
$$

Now the kernel of the perturbation is a function that decays faster than any power of $t^{-1}$ as $t \rightarrow \infty$, and it has a finite limit as $t \rightarrow 0$. Nevertheless, we show that the negative spectrum of $H$ is infinite if $\gamma>\gamma_{0}$ (here $\gamma_{0}=\gamma_{0}(r)$ is an explicit constant), while $H$ is positive if $\gamma \leq \gamma_{0}$. Such a phenomenon has no analogy for Schrödinger operators with decaying potentials, although a somewhat similar effect (known as the Efimov effect) occurs for three-particle Schrödinger operators. Note, however, that for $\gamma>\gamma_{0}$, a new band of the continuous spectrum appears for three-particle systems, while in our case, the continuous spectrum of $H$ is $[0, \pi]$ for all values of $\gamma$.

We also study perturbations of the Carleman operator $\boldsymbol{C}$ by Hankel operators $V$ of finite rank. Here we obtain a striking result: the total numbers of negative eigenvalues of the operators $H=C+V$ and $V$ coincide.

As examples, we consider only bounded Hankel operators in this paper. However, our general results directly apply to a wide class of unbounded operators, such as Hankel operators with kernels (1-8); see [Yafaev 2014a].
1.6. Let us briefly describe the structure of the paper. In Section 2, we define the basic objects, establish the inversion formula (1-2), and obtain the main identity (1-10). Necessary information on bounded Hankel operators (including a continuous version of the Nehari theorem) is collected in Section 3. In Sections 2 and 3, we do not assume that the function $h$ is real, i.e., the corresponding Hankel operator $H$ is not necessarily symmetric. Spectral consequences of the formula (1-10) and, in particular, criteria for the sign-definiteness of Hankel operators are stated in Section 4. In Sections 5, 6, and 7, we apply the general theory to particular classes of Hankel operators.

Let us introduce some standard notation. We denote by $\Phi$,

$$
(\Phi u)(\xi)=(2 \pi)^{-1 / 2} \int_{-\infty}^{\infty} u(x) e^{-i x \xi} d x
$$

the Fourier transform. The space $\mathscr{L}=\mathscr{L}(\mathbb{R})$ of test functions is defined as the subset of the Schwartz space $\mathscr{S}=\mathscr{S}(\mathbb{R})$ which consists of functions $\varphi$ admitting the analytic continuation to entire functions in the complex plane $\mathbb{C}$ and satisfying bounds

$$
|\varphi(z)| \leq C_{n}(1+|z|)^{-n} e^{r|\operatorname{Im} z|}, \quad \text { for all } z \in \mathbb{C}
$$

for some $r=r(\varphi)>0$ and all $n$. Note that $\mathscr{L}$ is invariant with respect to the complex conjugation $\varphi(z) \mapsto \varphi^{*}(z)=\overline{\varphi(\bar{z})}$. We recall that the Fourier transform $\Phi$ maps $\mathscr{Z} \rightarrow C_{0}^{\infty}(\mathbb{R})$ and that $\Phi^{*}: C_{0}^{\infty}(\mathbb{R}) \rightarrow \mathscr{L}$. The dual classes of distributions (continuous antilinear functionals) are denoted by $\mathscr{S}^{\prime}, C_{0}^{\infty}(\mathbb{R})^{\prime}$, and $\mathscr{L}^{\prime}$, respectively. In general, for a linear topological space $\mathscr{L}$, we use the notation $\mathscr{L}^{\prime}$ for its dual space.

We use the notation $\langle\cdot, \cdot\rangle$ and $\langle\cdot, \cdot\rangle$ for the duality symbols in $L^{2}\left(\mathbb{R}_{+}\right)$and $L^{2}(\mathbb{R})$, respectively. They are always linear in the first argument and antilinear in the second argument. The letter $C$ (sometimes with indices) denotes various positive constants whose precise values are inessential.

## 2. The main identity

2.1. Let us consider the Hankel operator $H$ defined by equality (1-1) in the space $L^{2}\left(\mathbb{R}_{+}\right)$. Actually, it is more convenient to work with sesquilinear forms $\left(H f_{1}, f_{2}\right)$ instead of operators.

Before giving precise definitions, let us explain our construction at a formal level. It follows from (1-1) that

$$
\begin{equation*}
\left(H f_{1}, f_{2}\right)=\int_{0}^{\infty} \int_{0}^{\infty} h(t+s) f_{1}(s) \overline{f_{2}(t)} d t d s=\int_{0}^{\infty} h(t) \overline{F(t)} d t=:\langle h, F\rangle \tag{2-1}
\end{equation*}
$$

where

$$
\begin{equation*}
F(t)=\int_{0}^{t} \overline{f_{1}(s)} f_{2}(t-s) d s=:\left(\bar{f}_{1} \star f_{2}\right)(t) \tag{2-2}
\end{equation*}
$$

is the Laplace convolution of the functions $\bar{f}_{1}$ and $f_{2}$. Formula (2-1) allows us to consider $h$ as a distribution with the test function $F$ defined by (2-2). Thus the Hankel quadratic form will be defined by the relation

$$
\begin{equation*}
h\left[f_{1}, f_{2}\right]:=\left\langle h, \bar{f}_{1} \star f_{2}\right\rangle \tag{2-3}
\end{equation*}
$$

Let us introduce the test function

$$
\begin{equation*}
\Omega(x)=F\left(e^{x}\right)=:(\mathscr{R} F)(x) \tag{2-4}
\end{equation*}
$$

and the distribution

$$
\begin{equation*}
\theta(x)=e^{x} h\left(e^{x}\right) \tag{2-5}
\end{equation*}
$$

defined for $x \in \mathbb{R}$. Setting $t=e^{x}$ in (2-1), we see that

$$
\begin{equation*}
\langle h, F\rangle=\int_{-\infty}^{\infty} \theta(x) \overline{\Omega(x)} d x=:\langle\theta, \Omega\rangle \tag{2-6}
\end{equation*}
$$

We are going to consider the form (2-6) on pairs $F, h$ such that the corresponding test function $\Omega$ defined by (2-4) is an element of the space $\mathscr{L}$ of analytic functions and the corresponding distribution $\theta$ defined by (2-5) is an element of the dual space $\mathscr{L}^{\prime}$. The set of all such $F$ and $h$ will be denoted by $\mathscr{E}_{+}$ and $\mathscr{E}_{+}^{\prime}$, respectively; that is,

$$
\begin{equation*}
F \in \mathscr{L}_{+} \Longleftrightarrow \Omega \in \mathscr{L} \quad \text { and } \quad h \in \mathscr{L}_{+}^{\prime} \Longleftrightarrow \theta \in \mathscr{L}^{\prime} . \tag{2-7}
\end{equation*}
$$

Of course, the topology in $\mathscr{L}_{+}$is induced by that in $\mathscr{L}$ and $\mathscr{L}_{+}^{\prime}$ is dual to $\mathscr{L}_{+}$. Note that $h \in \mathscr{L}_{+}^{\prime}$ if $h \in L_{\mathrm{loc}}^{1}\left(\mathbb{R}_{+}\right)$and integral (1-7) is convergent for some $\kappa$. In this case, the corresponding function (2-5)
satisfies the condition

$$
\int_{-\infty}^{\infty}|\theta(x)|(1+|x|)^{-\kappa} d x<\infty
$$

and hence $\theta \in \mathscr{Y}^{\prime} \subset \mathscr{L}^{\prime}$.
Define the unitary operator $U: L^{2}\left(\mathbb{R}_{+}\right) \rightarrow L^{2}(\mathbb{R})$ by the equality

$$
\begin{equation*}
(U f)(x)=e^{x / 2} f\left(e^{x}\right) \tag{2-8}
\end{equation*}
$$

Let the set $\mathscr{D}$ consist of functions $f(t)$ such that $U f \in \mathscr{L}$. Since

$$
f(t)=t^{-1 / 2}(U f)(\ln t)
$$

and $\mathscr{Z} \subset \mathscr{S}$, we see that functions $f \in \mathscr{D}$ and their derivatives satisfy the estimates

$$
\left|f^{(m)}(t)\right|=C_{n, m} t^{-1 / 2-m}(1+|\ln t|)^{-n}
$$

for all $n$ and $m$. Obviously, $f \in \mathscr{D}$ if and only if $\varphi(t)=t^{1 / 2} f(t)$ belongs to the class $\mathscr{L}_{+}$.
Let us show that form (2-3) is correctly defined on functions $f_{1}, f_{2} \in \mathscr{D}$. To that end, we have to verify that function (2-2) belongs to the space $\mathscr{L}_{+}$or, equivalently, that function (2-4) belongs to the space $\mathscr{L}$. This requires some preliminary study, which will also allow us to derive a convenient representation for form (2-3).

Recall that the Mellin transform $M: L^{2}\left(\mathbb{R}_{+}\right) \rightarrow L^{2}(\mathbb{R})$ is defined by the formula

$$
\begin{equation*}
(M f)(\xi)=(2 \pi)^{-1 / 2} \int_{0}^{\infty} f(t) t^{-1 / 2-i \xi} d t \tag{2-9}
\end{equation*}
$$

Of course, $M=\Phi U$, where $\Phi$ is the Fourier transform and $U$ is operator (2-8). Since both $\Phi$ and $U$ are unitary, the operator $M$ is also unitary. The inversion of the formula (2-9) is given by the relation

$$
\begin{equation*}
f(t)=(2 \pi)^{-1 / 2} \int_{-\infty}^{\infty} \tilde{f}(\xi) t^{-1 / 2+i \xi} d \xi, \quad \tilde{f}=M f \tag{2-10}
\end{equation*}
$$

Let $\Gamma(z)$ be the gamma function. Recall that $\Gamma(z)$ is a holomorphic function in the right half-plane and $\Gamma(z) \neq 0$ for all $z \in \mathbb{C}$. According to the Stirling formula, the function $\Gamma(z)$ tends to zero exponentially as $|z| \rightarrow \infty$ parallel with the imaginary axis. To be more precise, we have

$$
\begin{equation*}
\Gamma(\alpha+i \lambda)=e^{\pi i(2 \alpha-1) / 4}\left(\frac{2 \pi}{e}\right)^{1 / 2} \lambda^{\alpha-1 / 2} e^{i \lambda(\ln \lambda-1)} e^{-\pi \lambda / 2}\left(1+O\left(\lambda^{-1}\right)\right) \tag{2-11}
\end{equation*}
$$

for a fixed $\alpha>0$ and $\lambda \rightarrow+\infty$. Since $\Gamma(\alpha-i \lambda)=\overline{\Gamma(\alpha+i \lambda)}$, this yields also the asymptotics of $\Gamma(\alpha+i \lambda)$ as $\lambda \rightarrow-\infty$.

If $f_{j} \in \mathscr{D}, j=1,2$, then $\tilde{f}_{j}=M f_{j}=\Phi U f_{j} \in C_{0}^{\infty}(\mathbb{R})$, and hence the functions $g_{j}(\xi)$ defined by formula (1-11) also belong to the class $C_{0}^{\infty}(\mathbb{R})$. Let us introduce the convolution of the functions $g_{1}$ and $g_{2}$,

$$
\left(g_{1} * g_{2}\right)(\xi)=\int_{-\infty}^{\infty} g_{1}(\xi-\eta) g_{2}(\eta) d \eta
$$

and set

$$
(\mathscr{f} g)(\xi)=g(-\xi)
$$

We have the following result.
Lemma 2.1. Suppose that $f_{j} \in \mathscr{D}, j=1,2$, and define functions $g_{j}(\xi)$ by equality (1-11). Let the function $\Omega(x)$ be defined by formulas (2-2) and (2-4). Then

$$
\begin{equation*}
(\Phi \Omega)(\xi)=(2 \pi)^{-1 / 2} \Gamma(1+i \xi)^{-1}\left(\left(\mathscr{\mathscr { g }} \bar{g}_{1}\right) * g_{2}\right)(\xi) \tag{2-12}
\end{equation*}
$$

Proof. Substituting (2-10) into (2-2), we see that

$$
F(t)=(2 \pi)^{-1} \int_{0}^{t} d s \int_{-\infty}^{\infty} \overline{\tilde{f}_{1}(\tau)}(t-s)^{-1 / 2-i \tau} d \tau \int_{-\infty}^{\infty} \tilde{f}_{2}(\sigma) s^{-1 / 2+i \sigma} d \sigma
$$

Observe that

$$
\int_{0}^{t}(t-s)^{-1 / 2-i \tau} s^{-1 / 2+i \sigma} d s=t^{i(\sigma-\tau)} \frac{\Gamma\left(\frac{1}{2}-i \tau\right) \Gamma\left(\frac{1}{2}+i \sigma\right)}{\Gamma(1+i(\sigma-\tau))}
$$

Then using (1-11), we obtain the representation

$$
\begin{aligned}
F(t) & =(2 \pi)^{-1} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} t^{i(\sigma-\tau)} \Gamma(1+i(\sigma-\tau))^{-1} \overline{g_{1}(\tau)} g_{2}(\sigma) d \tau d \sigma \\
& =(2 \pi)^{-1} \int_{-\infty}^{\infty} t^{i \xi} \Gamma(1+i \xi)^{-1}\left(\left(\mathscr{q} \bar{g}_{1}\right) * g_{2}\right)(\xi) d \xi
\end{aligned}
$$

whence

$$
\Omega(x)=(2 \pi)^{-1} \int_{-\infty}^{\infty} e^{i \xi x} \Gamma(1+i \xi)^{-1}\left(\left(\nsubseteq \bar{g}_{1}\right) * g_{2}\right)(\xi) d \xi
$$

This is equivalent to formula (2-12).
Observe that the function $\Gamma(1+i \xi)^{-1}$ on the right-hand side of (2-12) tends to infinity exponentially as $|\xi| \rightarrow \infty$. Nevertheless, $\Phi \Omega \in C_{0}^{\infty}(\mathbb{R})$ because $\left(\mathscr{g} \bar{g}_{1}\right) * g_{2} \in C_{0}^{\infty}(\mathbb{R})$ for $g_{1}, g_{2} \in C_{0}^{\infty}(\mathbb{R})$. Thus we have:

Corollary 2.2. Let $f_{j} \in \mathscr{D}, j=1,2$, and let the function $\Omega(x)$ be defined by formulas (2-2) and (2-4). Then $\Omega \in \mathscr{Z}$ or, equivalently, $F \in \mathscr{Z}_{+}$.

Now we are in a position to give the precise definition.
Definition 2.3. Let $h \in \mathscr{L}_{+}^{\prime}$ and $f_{j} \in \mathscr{D}, j=1,2$. Then $\bar{f}_{1} \star f_{2} \in \mathscr{L}++$ and the Hankel sesquilinear form is defined by the relation (2-3).

We shall see in Section 2.4 that $h \in \mathscr{Z}_{+}^{\prime}$ is determined uniquely by the values $\left\langle h, \bar{f}_{1} \star f_{2}\right\rangle$ on $f_{1}, f_{2} \in \mathscr{D}$, that is, $h=0$ if $\left\langle h, \bar{f}_{1} \star f_{2}\right\rangle=0$ for all $f_{1}, f_{2} \in \mathscr{D}$.

Of course (2-3) can be rewritten as

$$
\begin{equation*}
h\left[f_{1}, f_{2}\right]=\langle\theta, \Omega\rangle \tag{2-13}
\end{equation*}
$$

where $\theta$ is distribution (2-5) and

$$
\Omega(x)=\left(\bar{f}_{1} \star f_{2}\right)\left(e^{x}\right)
$$

We sometimes write $h\left[f_{1}, f_{2}\right]$ as integral (2-1), keeping in mind that its precise meaning is given by Definition 2.3.
2.2. Our next goal is to show that (2-13) is the sesquilinear form of the convolution operator $B$, that is, it equals the right-hand side of $(1-10)$. Here the representation of Lemma 2.1 for the function

$$
\begin{equation*}
G(\xi):=\sqrt{2 \pi} \Gamma(1+i \xi)(\Phi \Omega)(\xi) \tag{2-14}
\end{equation*}
$$

plays a crucial role.
Since $\theta$ is in $\mathscr{L}^{\prime}$, its Fourier transform $a=\Phi \theta$ is correctly defined as an element of $C_{0}^{\infty}(\mathbb{R})^{\prime}$. Formally,

$$
\begin{equation*}
a(\xi)=(\Phi \theta)(\xi)=(2 \pi)^{-1 / 2} \int_{0}^{\infty} h(t) t^{-i \xi} d t \tag{2-15}
\end{equation*}
$$

that is, $a(\xi)$ is the Mellin transform of the function $h(t) t^{1 / 2}$. Let $\Omega \in \mathscr{Z}$. Passing to the Fourier transforms and using notation (2-14), we see that

$$
\begin{equation*}
\langle\theta, \Omega\rangle=\langle a, \Phi \Omega\rangle=\langle b, G\rangle \tag{2-16}
\end{equation*}
$$

where $G \in C_{0}^{\infty}(\mathbb{R})$ and the distribution $b \in C_{0}^{\infty}(\mathbb{R})^{\prime}$ is given by the relation

$$
\begin{equation*}
b(\xi)=(2 \pi)^{-1 / 2} a(\xi) \Gamma(1-i \xi)^{-1} \tag{2-17}
\end{equation*}
$$

which is of course the same as (1-5). Thus we are led to the following.
Definition 2.4. Let $h \in \mathscr{L}_{+}^{\prime}$. The distribution $b \in C_{0}^{\infty}(\mathbb{R})^{\prime}$ defined by formulas (2-5), (2-15), and (2-17) is called the $b$-function of the kernel $h(t)$ (or of the Hankel operator $H$ ). Its Fourier transform $s=$ $\sqrt{2 \pi} \Phi^{*} b \in \mathscr{L}^{\prime}$ is called the $s$-function or the sign function.

Recall that the distribution $\sigma$ was defined by relation (1-6). It is convenient to also introduce

$$
\begin{equation*}
h^{\natural}(\lambda)=\lambda^{-1} \sigma(\lambda)=\lambda^{-1} s(-\ln \lambda) . \tag{2-18}
\end{equation*}
$$

The following assertion is an immediate consequence of formulas (2-5), (2-15), and (2-17).

## Proposition 2.5. The mappings

$$
h \mapsto \theta \mapsto a \mapsto b \mapsto s \mapsto h^{\natural}
$$

yield one-to-one correspondences (bijections)

$$
\mathscr{L}_{+}^{\prime} \rightarrow \mathscr{L}^{\prime} \rightarrow C_{0}^{\infty}(\mathbb{R}) \rightarrow C_{0}^{\infty}(\mathbb{R}) \rightarrow \mathscr{L}^{\prime} \rightarrow \mathscr{Z}_{+}^{\prime} .
$$

All of them, as well as their inverse mappings, are continuous.
Putting together equalities (2-6) and (2-16), we see that

$$
\begin{equation*}
\langle h, F\rangle=\langle b, G\rangle . \tag{2-19}
\end{equation*}
$$

Combining this relation with Lemma 2.1 and Definitions 2.3, 2.4 and using notation (1-11), we obtain the main identity (1-10). To be more precise, we have the following result.

Theorem 2.6. Suppose that $h \in \mathscr{L}_{+}^{\prime}$, and let $b \in C_{0}^{\infty}(\mathbb{R})^{\prime}$ be the corresponding $b$-function. Let $f_{j} \in \mathscr{D}$, $j=1,2$, and let the functions $g_{j}$ be defined by formula (1-11). Then $g_{j} \in C_{0}^{\infty}(\mathbb{R})$, and the representation

$$
\begin{equation*}
\left\langle h, \bar{f}_{1} \star f_{2}\right\rangle=\left\langle b,\left(\mathscr{y} \bar{g}_{1}\right) * g_{2}\right\rangle=: b\left[g_{1}, g_{2}\right] \tag{2-20}
\end{equation*}
$$

holds.
Passing to the Fourier transforms on the right-hand side of (2-20) and using

$$
\Phi^{*}\left(\left(\mathscr{g} \bar{g}_{1}\right) * g_{2}\right)=(2 \pi)^{1 / 2} \overline{\Phi^{*} g_{1}} \Phi^{*} g_{2}
$$

we obtain:
Corollary 2.7. Let $s \in \mathscr{L}^{\prime}$ be the sign function of $h$, and let $u_{j}=\Phi^{*} g_{j}=\Phi^{*} \Xi f_{j} \in \mathscr{L}$. Then

$$
\begin{equation*}
\left\langle h, \bar{f}_{1} \star f_{2}\right\rangle=\left\langle s, u_{1}^{*} u_{2}\right\rangle=: s\left[u_{1}, u_{2}\right] . \tag{2-21}
\end{equation*}
$$

Loosely speaking, equalities (2-20) and (2-21) mean that

$$
\begin{equation*}
\left\langle h, \bar{f}_{1} \star f_{2}\right\rangle=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} b(\xi-\eta) g_{1}(\eta) \overline{g_{2}(\xi)} d \xi d \eta=\int_{-\infty}^{\infty} s(x) u_{1}(x) \overline{u_{2}(x)} d x \tag{2-22}
\end{equation*}
$$

In the particular case $h(t)=t^{-1}$ when $H=\boldsymbol{C}$ is the Carleman operator, we have

$$
\begin{equation*}
\theta(x)=1, \quad a(\xi)=(2 \pi)^{1 / 2} \delta(\xi), \quad b(\xi)=\delta(\xi), \quad s(x)=1 \tag{2-23}
\end{equation*}
$$

and hence (2-22) yields

$$
\left\langle h, \bar{f}_{1} \star f_{2}\right\rangle=\int_{-\infty}^{\infty} g_{1}(\xi) \overline{g_{2}(\xi)} d \xi=\int_{-\infty}^{\infty}\left|\Gamma\left(\frac{1}{2}+i \xi\right)\right|^{2} \tilde{f}_{1}(\xi) \overline{\tilde{f}_{2}(\xi)} d \xi
$$

where

$$
\begin{equation*}
\left|\Gamma\left(\frac{1}{2}+i \xi\right)\right|^{2}=\frac{\pi}{\cosh (\pi \xi)} \tag{2-24}
\end{equation*}
$$

This leads to the familiar diagonalization of the Carleman operator.
2.3. According to Proposition 2.5, the distribution $h^{\natural}$ determines uniquely the distribution $h$. Let us now obtain an explicit formula for the mapping $h^{\natural} \mapsto h$. This requires some auxiliary information.

Let $\Gamma_{\alpha}: C_{0}^{\infty}(\mathbb{R}) \rightarrow C_{0}^{\infty}(\mathbb{R}), \alpha>0$, be the operator of multiplication by the function $\Gamma(\alpha+i \xi)$. Making the change of variables $t=e^{-x}$ in the definition of the gamma function, we see that

$$
\Gamma(\alpha+i \lambda)=\int_{0}^{\infty} e^{-t} t^{\alpha+i \lambda-1} d t=\int_{-\infty}^{\infty} e^{-e^{-x}} e^{-\alpha x} e^{-i x \lambda} d x, \quad \alpha>0
$$

and hence

$$
\begin{equation*}
(2 \pi)^{-1} \int_{-\infty}^{\infty} e^{i x \lambda} \Gamma(\alpha+i \lambda) d \lambda=e^{-e^{-x}} e^{-\alpha x} \tag{2-25}
\end{equation*}
$$

It follows that

$$
\begin{equation*}
\left(\Phi^{*} \boldsymbol{\Gamma}_{\alpha} \Phi \Omega\right)(x)=\int_{-\infty}^{\infty} e^{\alpha(y-x)} e^{-e^{y-x}} \Omega(y) d y \tag{2-26}
\end{equation*}
$$

Let us also introduce the operator $\mathrm{L}_{\alpha}$ :

$$
\begin{equation*}
\left(\mathrm{L}_{\alpha} F\right)(\lambda)=\lambda^{\alpha} \int_{0}^{\infty} e^{-t \lambda} t^{\alpha-1} F(t) d t, \quad \lambda>0, \quad \alpha>0 \tag{2-27}
\end{equation*}
$$

Obviously, $\mathrm{L}_{\alpha} F \in C^{\infty}\left(\mathbb{R}_{+}\right)$for all bounded functions $F(t)$ and, in particular, for $F \in \mathscr{Z}_{+}$. Note that $\mathrm{L}_{\alpha}$ is the Laplace operator L ,

$$
\begin{equation*}
(\mathrm{L} F)(\lambda)=\int_{0}^{\infty} e^{-t \lambda} F(t) d t \tag{2-28}
\end{equation*}
$$

sandwiched by the weights $\lambda^{\alpha}$ and $t^{\alpha-1}$.
The following result yields the whole scale of spaces where the Laplace operator $L$ acts as an isomorphism. Recall that the operator $\mathscr{R}$ defined by (2-4) is a one-to-one mapping of $\mathscr{E}_{+}$onto $\mathscr{Z}$.

Lemma 2.8. For all $\alpha>0$, the identity

$$
\begin{equation*}
\mathrm{L}_{\alpha}=\mathscr{R}^{-1} \mathscr{\mathscr { L }} \Phi^{*} \boldsymbol{\Gamma}_{\alpha} \Phi \mathscr{R} \tag{2-29}
\end{equation*}
$$

holds. In particular, $\mathrm{L}_{\alpha}$ and its inverse are the one-to-one continuous mappings of $\mathscr{L}_{+}$onto itself.
Proof. Putting $\Omega(y)=(\mathscr{R} F)(y)=F\left(e^{y}\right)$ in (2-26) and making the change of variables $t=e^{y}$, we find that

$$
\left(\Phi^{*} \boldsymbol{\Gamma}_{\alpha} \Phi \mathscr{R} F\right)(x)=e^{-\alpha x} \int_{0}^{\infty} e^{-e^{-x} t} t^{\alpha-1} F(t) d t
$$

Now making the change of variables $\lambda=e^{-x}$, we arrive at the identity (2-29).
Consider the right-hand side of (2-29). All mappings $\mathscr{R}: \mathscr{L}_{+} \rightarrow \mathscr{L}, \Phi: \mathscr{Z} \rightarrow C_{0}^{\infty}(\mathbb{R}), \Gamma_{\alpha}: C_{0}^{\infty}(\mathbb{R}) \rightarrow$ $C_{0}^{\infty}(\mathbb{R}), \Phi^{*}: C_{0}^{\infty}(\mathbb{R}) \rightarrow \mathscr{L}, \mathscr{I}: \mathscr{L} \rightarrow \mathscr{L}$ are bijections. All of them as well as their inverses are continuous. Therefore the identity (2-29) ensures the same result for the operator $\mathrm{L}_{\alpha}: \mathscr{L}_{+} \rightarrow \mathscr{Z}_{+}$.

The adjoint operators $\mathrm{L}_{\alpha}^{*}$ are defined by the relation $\left\langle\mathrm{L}_{\alpha} F, \psi\right\rangle=\left\langle F, \mathrm{~L}_{\alpha}^{*} \psi\right\rangle$, where $F \in \mathscr{L}_{+}$and $\psi \in \mathscr{L}_{+}^{\prime}$ are arbitrary. According to (2-27), they are formally given by the relation

$$
\begin{equation*}
\left(\mathrm{L}_{\alpha}^{*} \psi\right)(t)=t^{\alpha-1} \int_{0}^{\infty} e^{-t \lambda} \lambda^{\alpha} \psi(\lambda) d \lambda, \quad t>0 \tag{2-30}
\end{equation*}
$$

By duality, the next assertion follows from Lemma 2.8.
Theorem 2.9. For all $\alpha>0$, the operators $L_{\alpha}^{*}$ as well as their inverses are the one-to-one continuous mappings of $\mathscr{L}_{+}^{\prime}$ onto itself.

To recover $h(t)$, we proceed from formula (2-19). Passing to the Fourier transforms, we can write it as

$$
\langle h, F\rangle=(2 \pi)^{-1 / 2}\left\langle s, \Phi^{*} G\right\rangle,
$$

where $G$ is defined by formulas (2-4), (2-14), that is, $G=(2 \pi)^{1 / 2} \boldsymbol{\Gamma}_{1} \Phi \mathscr{R} F$. Therefore, using the identity (2-29) for $\alpha=1$, we see that

$$
\langle h, F\rangle=\left\langle s, \mathscr{\mathscr { R }} \mathrm{~L}_{1} F\right\rangle=\int_{-\infty}^{\infty} s(x) \overline{\left(\mathrm{L}_{1} F\right)\left(e^{-x}\right)} d x
$$

Making the change of variables $\lambda=e^{-x}$ and using notation (2-18), we obtain the identity

$$
\langle h, F\rangle=\left\langle h^{\natural}, L_{1} F\right\rangle .
$$

Passing here to adjoint operators and taking into account that $F \in \mathscr{L}_{+}$is arbitrary, we find that

$$
\begin{equation*}
h=\mathrm{L}_{1}^{*} h^{\natural} \quad \text { or } \quad h=\mathrm{L}^{*} \sigma, \tag{2-31}
\end{equation*}
$$

where $\sigma(\lambda)=\lambda h^{\natural}(\lambda)$. In view of (2-30), this gives the precise sense to formula (1-2).
Let us state the result obtained.
Theorem 2.10. Let $h \in \mathscr{L}_{+}^{\prime}$, and let $s \in \mathscr{\not} \mathscr{L}^{\prime}$ be the corresponding sign function (see Definition 2.4). Define the distribution $h^{\natural}$ by formula (2-18). Then $h^{\natural} \in \mathscr{L}_{+}^{\prime}$ and $h$ can be recovered from $h^{\natural}$ or $\sigma$ by formulas (2-31).

We emphasize that in the roundabout $h \mapsto h^{\natural} \mapsto h$, the mapping $h \mapsto h^{\natural}$ and its inverse $h^{\natural} \mapsto h$ are the one-to-one continuous mappings of the set $\mathscr{L}_{+}^{\prime}$ onto itself.

Let us also give a direct expression of $u(x)=\left(\Phi^{*} g\right)(x)$ in terms of $f(t)$.
Lemma 2.11. Suppose that $f \in \mathscr{D}$ and put $\varphi(t)=t^{1 / 2} f(t)$. Let $g(\xi)$ be defined by formula (1-11) and $u(x)=\left(\Phi^{*} g\right)(x)$. Then

$$
\begin{equation*}
u(x)=\left(\mathrm{L}_{1 / 2} \varphi\right)\left(e^{-x}\right) \tag{2-32}
\end{equation*}
$$

Proof. Since $(\mathscr{R} \varphi)(x)=(U f)(x)$, it follows from formula (2-29) for $\alpha=\frac{1}{2}$ that

$$
\left(\mathscr{R}^{-1} \mathscr{f} \Phi^{*} \Gamma_{1 / 2} \Phi U f\right)(\lambda)=\left(\mathrm{L}_{1 / 2} \varphi\right)(\lambda)
$$

The left-hand side here equals $\left(\mathscr{R}^{-1} \mathscr{F} u\right)(\lambda)$, which after the change of variables $\lambda=e^{-x}$ yields (2-32).
Now we can rewrite identity (2-21) in a slightly different way.
Corollary 2.12. Let $h \in \mathscr{L}_{+}^{\prime}$, and let the distribution $h^{\natural} \in \mathscr{L}_{+}^{\prime}$ be defined by formula (2-18). Then for arbitrary $f_{j} \in \mathscr{D}, j=1,2$, we have

$$
\begin{equation*}
\left\langle h, \bar{f}_{1} \star f_{2}\right\rangle=\left\langle h^{\natural}, \overline{\mathrm{L}_{1 / 2} \varphi_{1}} \mathrm{~L}_{1 / 2} \varphi_{2}\right\rangle, \quad \text { where } \varphi_{j}(t)=t^{1 / 2} f_{j}(t) \tag{2-33}
\end{equation*}
$$

Proof. It suffices to make the change of variables $x=-\ln \lambda$ in the right-hand side of (2-22) and to take equality (2-32) into account.

We emphasize that according to Lemma 2.8, $\mathrm{L}_{1 / 2} \varphi_{j} \in \mathscr{L}_{+}$, and hence $\overline{\mathrm{L}_{1 / 2} \varphi_{1}} \mathrm{~L}_{1 / 2} \varphi_{2} \in \mathscr{L}_{+}$. Thus the right-hand side of (2-33) is correctly defined.
2.4. Finally, we check that a distribution $h \in \mathscr{L}_{+}^{\prime}$ is determined uniquely by the values $\left\langle h, \bar{f}_{1} \star f_{2}\right\rangle$ on $f_{1}, f_{2} \in \mathscr{D}$. First we consider convolution operators. Let us introduce the shift in the space $L^{2}(\mathbb{R})$ :

$$
\begin{equation*}
(T(\tau) g)(\xi)=g(\xi-\tau), \quad \tau \in \mathbb{R} \tag{2-34}
\end{equation*}
$$

Since

$$
\left(g_{1} * g_{2}\right)(\xi)=\int_{-\infty}^{\infty}\left(T(\tau) g_{1}\right)(\xi) g_{2}(\tau) d \tau \quad \text { for all } g_{1}, g_{2} \in C_{0}^{\infty}(\mathbb{R})
$$

we have the formula

$$
\begin{equation*}
\left\langle b,\left(\mathscr{y} \bar{g}_{1}\right) * g_{2}\right\rangle=\int_{-\infty}^{\infty}\left\langle b, T(\tau) \mathscr{\mathscr { g }} \bar{g}_{1}\right\rangle \overline{g_{2}(\tau)} d \tau \tag{2-35}
\end{equation*}
$$

where for $b \in C_{0}^{\infty}(\mathbb{R})^{\prime}$ the function $\left\langle b, T(\tau) \nsubseteq \bar{g}_{1}\right\rangle$ is infinitely differentiable in $\tau \in \mathbb{R}$.
The following assertion is quite standard.
Lemma 2.13. Let $b \in C_{0}^{\infty}(\mathbb{R})^{\prime}$. Suppose that $\left\langle b,\left(\mathscr{g} \bar{g}_{1}\right) * g_{2}\right\rangle=0$ for all $g_{1}, g_{2} \in C_{0}^{\infty}(\mathbb{R})$. Then $b=0$. Proof. If $\left\langle b,\left(\mathscr{y} \bar{g}_{1}\right) * g_{2}\right\rangle=0$ for all $g_{2} \in C_{0}^{\infty}(\mathbb{R})$, then $\left\langle b, T(\tau) \mathscr{g} \bar{g}_{1}\right\rangle=0$ for all $\tau \in \mathbb{R}$ according to formula (2-35). In particular, for $\tau=0$ we have $\left\langle b, \mathscr{g} \bar{g}_{1}\right\rangle=0$, whence $b=0$ because $g_{1} \in C_{0}^{\infty}(\mathbb{R})$ is arbitrary.

Next we pass to Hankel operators.
Proposition 2.14. Let $h \in \mathscr{L}_{+}^{\prime}$. Suppose that $\left\langle h, \bar{f}_{1} \star f_{2}\right\rangle=0$ for all $f_{1}, f_{2} \in \mathscr{D}$. Then $h=0$.
Proof. Let $b \in C_{0}^{\infty}(\mathbb{R})^{\prime}$ be the $b$-function of $h$ (see Definition 2.4). For arbitrary $g_{1}, g_{2} \in C_{0}^{\infty}(\mathbb{R})$, we can construct $f_{1}, f_{2} \in \mathscr{D}$ by formula (1-11). Since $\left\langle h, \bar{f}_{1} \star f_{2}\right\rangle=0$, it follows from the identity (2-20) that $\left\langle b,\left(\mathscr{g} \bar{g}_{1}\right) * g_{2}\right\rangle=0$. Therefore $b=0$ according to Lemma 2.13. Now Proposition 2.5 implies that $h=0$.

## 3. Bounded Hankel operators

Our main goal here is to show that the condition $h \in \mathscr{L}_{+}^{\prime}$ is satisfied for all bounded Hankel operators $H$.
3.1. In this section we a priori only assume that $h \in C_{0}^{\infty}\left(\mathbb{R}_{+}\right)^{\prime}$ and consider the Hankel form (2-3) on functions $f_{1}, f_{2} \in C_{0}^{\infty}\left(\mathbb{R}_{+}\right)$. Let $T_{+}(\tau)$, where $\tau \geq 0$, be the restriction of the shift (2-34) on its invariant subspace $L^{2}\left(\mathbb{R}_{+}\right)$. Since

$$
\left(\bar{f}_{1} \star f_{2}\right)(t)=\int_{0}^{\infty}\left(T_{+}(\tau) \bar{f}_{1}\right)(t) f_{2}(\tau) d \tau \quad \text { for all } f_{1}, f_{2} \in C_{0}^{\infty}\left(\mathbb{R}_{+}\right)
$$

for all $h \in C_{0}^{\infty}\left(\mathbb{R}_{+}\right)^{\prime}$ we have the formula

$$
\begin{equation*}
\left\langle h, \bar{f}_{1} \star f_{2}\right\rangle=\int_{0}^{\infty}\left\langle h, T_{+}(\tau) \bar{f}_{1}\right\rangle \overline{f_{2}(\tau)} d \tau \tag{3-1}
\end{equation*}
$$

Here the function $\left\langle h, T_{+}(\tau) \bar{f}_{1}\right\rangle$ is infinitely differentiable in $\tau \in \mathbb{R}_{+}$, and this function, as well as all its derivatives, has finite limits as $\tau \rightarrow 0$. In the theory of Hankel operators, formula (3-1) plays the role of formula (2-35) for convolution operators.

The proof of the following assertion is almost the same as that of Lemma 2.13.
Proposition 3.1. Let $h \in C_{0}^{\infty}\left(\mathbb{R}_{+}\right)^{\prime}$. Suppose that $\left\langle h, \bar{f}_{1} \star f_{2}\right\rangle=0$ for all $f_{1}, f_{2} \in C_{0}^{\infty}\left(\mathbb{R}_{+}\right)$. Then $h=0$. Proof. If $\left\langle h, \bar{f}_{1} \star f_{2}\right\rangle=0$ for all $f_{2} \in C_{0}^{\infty}\left(\mathbb{R}_{+}\right)$, then $\left\langle h, T_{+}(\tau) \bar{f}_{1}\right\rangle=0$ for all $\tau \in[0, \infty)$ according to formula (3-1). In particular, for $\tau=0$ we have $\left\langle h, \bar{f}_{1}\right\rangle=0$, which implies that $h=0$ because $f_{1} \in C_{0}^{\infty}\left(\mathbb{R}_{+}\right)$ is arbitrary.

Of course Propositions 2.14 and 3.1 differ only by the set of functions on which the Hankel form is considered.

Assume now that

$$
\begin{equation*}
|\langle h, \bar{f} \star f\rangle| \leq C\|f\|^{2} \quad \text { for all } f \in C_{0}^{\infty}\left(\mathbb{R}_{+}\right) \tag{3-2}
\end{equation*}
$$

Then there exists a bounded operator $H$ such that

$$
\begin{equation*}
\left(H f_{1}, f_{2}\right)=\left\langle h, \bar{f}_{1} \star f_{2}\right\rangle \quad \text { for all } f_{1}, f_{2} \in C_{0}^{\infty}\left(\mathbb{R}_{+}\right) \tag{3-3}
\end{equation*}
$$

We call $H$ the Hankel operator associated to the Hankel form $\left\langle h, \bar{f}_{1} \star f_{2}\right\rangle$.
3.2. It is possible to characterize Hankel operators by some commutation relations. A presentation of such results for discrete Hankel operators acting in the space of sequences $l^{2}\left(\mathbb{Z}_{+}\right)$can be found in [Power 1982, §1.1].

Let us define a bounded operator $Q$ in the space $L^{2}\left(\mathbb{R}_{+}\right)$by the equality

$$
(Q f)(t)=-2 e^{-t} \int_{0}^{t} e^{s} f(s) d s
$$

Note that

$$
\begin{equation*}
Q=-2 \int_{0}^{\infty} T_{+}(\tau) e^{-\tau} d \tau \tag{3-4}
\end{equation*}
$$

Lemma 3.2. Let (3-2) hold. Then the operator $H$ defined by formula (3-3) satisfies the commutation relations

$$
\begin{equation*}
H T_{+}(\tau)=T_{+}(\tau)^{*} H \quad \text { for all } \tau \geq 0 \tag{3-5}
\end{equation*}
$$

and

$$
\begin{equation*}
H Q=Q^{*} H \tag{3-6}
\end{equation*}
$$

Proof. Since

$$
\left(T_{+}(\tau) \bar{f}_{1}\right) \star f_{2}=\bar{f}_{1} \star\left(T_{+}(\tau) f_{2}\right) \quad \text { for all } \tau \geq 0
$$

relation (3-5) directly follows from (3-3). By virtue of formula (3-4), relation (3-6) is a consequence of (3-5).

Below we need the Nehari theorem; see the original paper [1957] or [Peller 2003, Chapter 1, §1; Power 1982, Chapter 1, §2]. We formulate it in the Hardy space $\mathbb{H}_{+}^{2}(\mathbb{R})$ of functions analytic in the upper half-plane. We denote by $\widehat{Q}$ the operator of multiplication by the function $(\mu-i) /(\mu+i)$ in this space. Clearly, $\widehat{Q}=\Phi^{*} Q \Phi$.
Theorem 3.3 [Nehari 1957]. Let $\omega \in L^{\infty}(\mathbb{R})$, and let an operator $\widehat{H}$ in the space $\mathbb{H}_{+}^{2}(\mathbb{R})$ be defined by the relation

$$
\begin{equation*}
\left(\widehat{H} \hat{f}_{1}, \hat{f}_{2}\right)=\int_{-\infty}^{\infty} \omega(\mu) \hat{f}_{1}(-\mu) \overline{\hat{f}_{2}(\mu)} d \mu \quad \text { for all } \hat{f}_{1}, \hat{f}_{2} \in \mathbb{H}_{+}^{2}(\mathbb{R}) \tag{3-7}
\end{equation*}
$$

Then $\widehat{H}$ is bounded and $\widehat{H} \widehat{Q}=\widehat{Q}^{*} \widehat{H}$. Conversely, if $\widehat{H}$ is a bounded operator in $\mathbb{H}_{+}^{2}(\mathbb{R})$ and $\widehat{H} \widehat{Q}=\widehat{Q} \widehat{H}$, then there exists a function $\omega \in L^{\infty}(\mathbb{R})$ such that representation (3-7) holds.

The following assertion can be regarded as a translation of this theorem into the space $L^{2}\left(\mathbb{R}_{+}\right)$. Recall that, by the Paley-Wiener theorem, the Fourier transform $\Phi: \mathbb{H}_{+}^{2}(\mathbb{R}) \rightarrow L^{2}\left(\mathbb{R}_{+}\right)$is the unitary operator. Since

$$
\int_{-\infty}^{\infty}(\mu+i)^{-1} e^{-i \mu t} d \mu=-2 \pi i e^{-t}
$$

for $t>0$ and this integral is zero for $t<0$, we have the relation

$$
\begin{equation*}
I+Q=\Phi \widehat{Q} \Phi^{*} \tag{3-8}
\end{equation*}
$$

Theorem 3.4. If $h=(2 \pi)^{-1 / 2} \Phi \omega$, where $\omega \in L^{\infty}(\mathbb{R})$ (in this case $\left.h \in \mathscr{S}^{\prime} \subset C_{0}^{\infty}\left(\mathbb{R}_{+}\right)^{\prime}\right)$, then estimate (3-2) is true and the operator $H$ in the space $L^{2}\left(\mathbb{R}_{+}\right)$defined by formula (3-3) satisfies the commutation relation (3-5). Conversely, if a bounded operator $H$ satisfies (3-5), then representation (3-3) holds with $h=(2 \pi)^{-1 / 2} \Phi \omega$ for some $\omega \in L^{\infty}(\mathbb{R})$.

Proof. Since

$$
\left(\Phi^{*}\left(\bar{f}_{1} \star f_{2}\right)\right)(\mu)=\sqrt{2 \pi} \overline{\left(\mathscr{y} \hat{f}_{1}\right)(\mu)} \hat{f}_{2}(\mu) \quad \text { for all } f_{1}, f_{2} \in C_{0}^{\infty}\left(\mathbb{R}_{+}\right)
$$

where $\hat{f_{1}}=\Phi^{*} f_{1}, \hat{f_{2}}=\Phi^{*} f_{2}$, and $\left(\mathscr{F} \hat{f_{1}}\right)(\mu)=\hat{f_{1}}(-\mu)$, we have

$$
\begin{equation*}
\left\langle h, \bar{f}_{1} \star f_{2}\right\rangle=\sqrt{2 \pi}\left\langle\Phi^{*} h, \overline{\left(\mathscr{f} \hat{f}_{1}\right)} \hat{f}_{2}\right\rangle \quad \text { for all } h \in \mathscr{S}^{\prime} \tag{3-9}
\end{equation*}
$$

Therefore, estimate (3-2) is satisfied if $\Phi^{*} h \in L^{\infty}(\mathbb{R})$. Relation (3-5) for the corresponding Hankel operator $H$ follows from Lemma 3.2.

Conversely, if a bounded operator $H$ satisfies relation (3-5), then by virtue of (3-4), it also satisfies relation (3-6). Hence it follows from (3-8) that $\widehat{H} \widehat{Q}=\widehat{Q}^{*} \widehat{H}$, where $\widehat{H}=\Phi^{*} H \Phi$ is a bounded operator in the space $\mathbb{H}_{+}^{2}(\mathbb{R})$. Thus, by Theorem 3.3, there exists a function $\omega \in L^{\infty}(\mathbb{R})$ such that representation (3-7) holds. This means that

$$
\begin{equation*}
\left(H f_{1}, f_{2}\right)=\int_{-\infty}^{\infty} \omega(\mu) \hat{f}_{1}(-\mu) \overline{\hat{f}_{2}(\mu)} d \mu \quad \text { for all } f_{1}, f_{2} \in L^{2}\left(\mathbb{R}_{+}\right) \tag{3-10}
\end{equation*}
$$

If $h=(2 \pi)^{-1 / 2} \Phi \omega$, then the right-hand sides in (3-9) and (3-10) coincide. This yields representation (3-3).

Corollary 3.5. For a bounded operator $H$ in the space $L^{2}\left(\mathbb{R}_{+}\right)$, commutation relations (3-5) and (3-6) are equivalent.

Proof. As was already noted, (3-6) follows from (3-5) according to formula (3-4). Conversely, if $H$ satisfies (3-5), then representation (3-3) holds according to Theorem 3.4. Thus it remains to use Lemma 3.2.

Recall that a function $\omega \in L^{\infty}(\mathbb{R})$ such that $\Phi \omega=\sqrt{2 \pi} h$ is called the symbol of a bounded Hankel operator $H$ with kernel $h(t)$. In view of formula (3-7), if $\omega \in \mathbb{H}_{-}^{\infty}(\mathbb{R})$, that is, $\omega$ admits an analytic continuation to a bounded function in the lower half-plane, then the Hankel operator $\widehat{H}$ equals 0 , and hence $H=\Phi \widehat{H} \Phi^{*}=0$. Therefore the symbol is defined up to a function in the class $\mathbb{H}_{-}^{\infty}(\mathbb{R})$.
3.3. Now we are in a position to check that the condition $h \in \mathscr{L}_{+}^{\prime}$ is satisfied for all bounded Hankel operators. By (2-7), it means that distribution (2-5) belongs to the class $\mathscr{E}^{\prime}$. We shall verify the stronger inclusion $\theta \in \mathscr{G}^{\prime}$.

To that end, it suffices to check that, for some $N \in \mathbb{Z}_{+}$and some $\kappa \in \mathbb{R}$,

$$
\begin{equation*}
|\langle\theta, \Omega\rangle| \leq C \sum_{n=0}^{N} \max _{x \in \mathbb{R}}\left((1+|x|)^{\kappa}\left|\Omega^{(n)}(x)\right|\right) \quad \text { for all } \Omega \in C_{0}^{\infty}(\mathbb{R}) \tag{3-11}
\end{equation*}
$$

Putting $F(t)=\Omega(\ln t)$, we see that (3-11) is equivalent to the estimate

$$
\begin{equation*}
|\langle h, F\rangle| \leq C \sum_{n=0}^{N} \max _{t \in \mathbb{R}_{+}}\left((1+|\ln t|)^{\kappa} t^{n}\left|F^{(n)}(t)\right|\right), \quad F \in C_{0}^{\infty}\left(\mathbb{R}_{+}\right) \tag{3-12}
\end{equation*}
$$

Let us make some comments on this condition. If $h \in L_{\mathrm{loc}}^{1}(\mathbb{R})$, then estimate (3-12) for $N=0$ is equivalent to the convergence of integral (1-7) for the same values of $\kappa$. If $H$ is Hilbert-Schmidt, that is,

$$
\int_{0}^{\infty}|h(t)|^{2} t d t<\infty
$$

then integral (1-7) converges for any $\kappa>\frac{1}{2}$. Similarly, if $|h(t)| \leq C t^{-1}$, then integral (1-7) converges for any $\kappa>1$.

For the proof of (3-12) in the general case, we use the following elementary result. Its proof is given in Appendix A.

Lemma 3.6. If $F \in C_{0}^{\infty}\left(\mathbb{R}_{+}\right)$, then for an arbitrary $\kappa>2$, the estimate

$$
\begin{equation*}
\left\|\Phi^{*} F\right\|_{L^{1}(\mathbb{R})} \leq C(\kappa) \sum_{n=0}^{2} \max _{t \in \mathbb{R}_{+}}\left((1+|\ln t|)^{\kappa} t^{n}\left|F^{(n)}(t)\right|\right) \tag{3-13}
\end{equation*}
$$

holds.
Corollary 3.7. If $h=\Phi \omega$, where $\omega \in L^{\infty}(\mathbb{R})$, then estimate (3-12) holds for $N=2$ and an arbitrary $\kappa>2$.

Proof. It suffices to combine the estimates

$$
|\langle h, F\rangle|=\left|\left\langle\omega, \Phi^{*} F\right\rangle\right| \leq\|\omega\|_{L^{\infty}(\mathbb{R})}\left\|\Phi^{*} F\right\|_{L^{1}(\mathbb{R})}
$$

and (3-13).
Since, by Theorem 3.4, for a bounded Hankel operator $H$, its kernel $h$ equals $\Phi \omega$ for some $\omega \in L^{\infty}(\mathbb{R})$, we arrive at the following result.

Theorem 3.8. Suppose that $h \in C_{0}^{\infty}\left(\mathbb{R}_{+}\right)^{\prime}$ and that condition (3-2) is satisfied. Then estimate (3-12) holds for $N=2$ and an arbitrary $\kappa>2$; in particular, $h \in \mathscr{L}_{+}^{\prime}$.

The following simple example shows that for $N=0$, estimate (3-12) is in general violated (for all $\kappa$ ).

Example 3.9. Let $h(t)=e^{-i t^{2}}$. Then the corresponding Hankel operator $H$ is bounded because according to the formula $e^{-i(t+s)^{2}}=e^{-i t^{2}} e^{-i 2 t s} e^{-i s^{2}}$, it is a product of three bounded operators. Since $h \in L^{\infty}\left(\mathbb{R}_{+}\right)$, estimate (3-12) for $N=0$ is equivalent to the convergence of integral (1-7) for the same value of $\kappa$. However, this integral diverges at infinity for all $\kappa$.

Let us show that for $h(t)=e^{-i t^{2}}$, condition (3-12) is satisfied for $N=1$ and $\kappa=0$. Integrating by parts, we see that

$$
\begin{equation*}
\int_{0}^{\infty} h(t) \overline{F(t)} d t=-\int_{0}^{\infty} h_{1}(t) \overline{F^{\prime}(t)} d t \tag{3-14}
\end{equation*}
$$

where the function $h_{1}(t)=\int_{0}^{t} e^{-i s^{2}} d s$ is bounded. Therefore, the integral on the right-hand side of (3-14) is bounded by $\max _{t \in \mathbb{R}_{+}}\left((1+|\ln t|)^{\kappa} t\left|F^{\prime}(t)\right|\right)$ for any $\kappa>1$.

Note that for $h(t)=e^{-i t^{2}}$, the symbol of $H$ equals $\omega(\mu)=\sqrt{\pi} e^{-\pi i / 4} e^{i \mu^{2} / 4}$. More generally, one can consider the class of symbols $\omega(\mu)$ such that $\omega \in C^{\infty}(\mathbb{R}), \omega(\mu)=e^{i \omega_{0} \mu^{\alpha}}, \omega_{0}>0$ for large positive $\mu$ and $\omega(\mu)=0$ for large negative $\mu$. Of course, Hankel operators with such symbols are bounded. Using the stationary phase method, we find that for $\alpha>1$, the corresponding kernel $h(t)$ has the asymptotics

$$
\begin{equation*}
h(t) \sim h_{0} t^{\beta} e^{i \sigma t^{\gamma}}, \quad t \rightarrow \infty \tag{3-15}
\end{equation*}
$$

where $\beta=(1-\alpha / 2)(\alpha-1)^{-1}, \gamma=\alpha(\alpha-1)^{-1}$, and $h_{0}, \sigma=\bar{\sigma}$ are some constants. Moreover, $h(t)$ is a bounded function on all finite intervals. Similarly to Example 3.9, it can be checked that for such kernels, condition (3-12) is satisfied for $N=1$ but not for $N=0$. The same conclusion is true for $\alpha \in(0,1)$, because in this case the asymptotic relation (3-15) holds for $t \rightarrow 0$.
3.4. Here we shall show that, for bounded Hankel operators $H$, the representations (2-20) and (2-21) extend to all $f_{1}, f_{2} \in L^{2}\left(\mathbb{R}_{+}\right)$. By Theorem 3.8, we have $h \in \mathscr{L}_{+}^{\prime}$. Let $b$ and $s$ be the corresponding $b$ and $s$-functions (see Definition 2.4). Recall that the operator $\Xi$ is defined by formula (1-11). We denote by $K$ the operator of multiplication by the function $\sqrt{\cosh (\pi \xi) / \pi}$ in the space $L^{2}(\mathbb{R})$. It follows from identity (2-24) and the unitarity of the Mellin transform (2-9) that

$$
\|K \Xi f\|=\|f\|
$$

and hence the operator $K \Xi: L^{2}\left(\mathbb{R}_{+}\right) \rightarrow L^{2}(\mathbb{R})$ is unitary. Therefore, in view of the identities (2-20) and (2-21), we have the following result.

Lemma 3.10. The inequalities (3-2),

$$
\begin{equation*}
|\langle b,(\mathscr{g} \bar{g}) * g\rangle| \leq C\|K g\|^{2} \quad \text { for all } g \in C_{0}^{\infty}(\mathbb{R}) \tag{3-16}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\left\langle s, u^{*} u\right\rangle\right| \leq C\|K \Phi u\|^{2} \quad \text { for all } u \in \mathscr{Z} \tag{3-17}
\end{equation*}
$$

are equivalent. The Hankel operator corresponding to form (2-3) is bounded if and only if one of equivalent estimates (3-2), (3-16), or (3-17) is satisfied.

These estimates can be formulated in a slightly different way. Let us introduce the space $\mathscr{E} \subset L^{2}(\mathbb{R})$ of exponentially decaying functions with the norm $\|g\|_{\mathscr{E}}=\|K g\|$. Then the space $\mathscr{W}=\Phi^{* \mathscr{E}}$ consists of functions $u(x)$ admitting the analytic continuation $u(z)$ in the strip $\operatorname{Im} z \in(-\pi / 2, \pi / 2)$; moreover, functions $u(x+i y)$ have limits in $L^{2}(\mathbb{R})$ as $y \rightarrow \pm \pi / 2$. The identity

$$
\|\Phi u\|_{\mathscr{E}}^{2}=(2 \pi)^{-1} \int_{-\infty}^{\infty}\left(\left|u\left(x+i \frac{\pi}{2}\right)\right|^{2}+\left|u\left(x-i \frac{\pi}{2}\right)\right|^{2}\right) d x=:\|u\|_{\mathscr{W}}^{2}
$$

defines the Hilbert norm on $\mathscr{W}$. We call $\mathscr{W}$ the exponential Sobolev space because it is contained in the standard Sobolev spaces $H^{l}(\mathbb{R})$ for all $l$. The operators $\Xi: L^{2}\left(\mathbb{R}_{+}\right) \rightarrow \mathscr{E}$ and $\widehat{\Xi}:=\Phi^{*} \Xi: L^{2}\left(\mathbb{R}_{+}\right) \rightarrow \mathscr{W}$ are of course unitary. Obviously, $\|K g\|$ and $\|K \Phi u\|$ on the right-hand sides of (3-16) and (3-17) can be replaced by $\|g\|_{\mathscr{E}}$ and $\|u\|_{\mathscr{W}}$, respectively. Note that the inclusions $f \in L^{2}\left(\mathbb{R}_{+}\right), g=\Xi f \in \mathscr{E}$, and $u=\widehat{\Xi} f \in \mathscr{W}$ are equivalent.

Recall that the operator $B$ is defined by formula (1-9) and $(S u)(x)=s(x) u(x)$. If one of the equivalent estimates (3-2), (3-16), or (3-17) is satisfied, then all operators $H: L^{2}(\mathbb{R}) \rightarrow L^{2}(\mathbb{R}), B: \mathscr{E} \rightarrow \mathscr{E}^{\prime}$, and $S: \mathscr{W} \rightarrow \mathscr{W}^{\prime}$ are bounded. Using that relations $f_{n} \rightarrow f$ in $L^{2}\left(\mathbb{R}_{+}\right), g_{n}=\Xi f_{n} \rightarrow g=\Xi f$ in $\mathscr{E}$, and $u_{n}=\Phi^{*} g_{n} \rightarrow u=\Phi^{*} g$ in $\mathscr{W}$ are equivalent, we extend (2-20) and (2-21) to all $f \in L^{2}\left(\mathbb{R}_{+}\right)$. Thus we have obtained the following result.

Proposition 3.11. If one of equivalent estimates (3-2), (3-16), or (3-17) is satisfied, then the identities

$$
\left(H f_{1}, f_{2}\right)=\left(B g_{1}, g_{2}\right)=\left(S u_{1}, u_{2}\right), \quad g_{j}=\Xi f_{j}, \quad u_{j}=\Phi^{*} g_{j}
$$

are true for all $f_{1}, f_{2} \in L^{2}\left(\mathbb{R}_{+}\right)$.
Let $K_{l}$ be the operator of multiplication by the function $\left(1+\xi^{2}\right)^{l / 2}$. Then estimates (3-16) or (3-17) are satisfied provided

$$
\begin{equation*}
\left.|\langle b,(\mathscr{\mathscr { g }} \bar{g}) * g\rangle| \leq C_{l}\left\|K_{l} g\right\|^{2} \quad \text { or } \quad|\langle s,| u|^{2}\right\rangle \mid \leq C_{l}\|u\|_{\mathbf{H}^{l}(\mathbb{R})}^{2} \tag{3-18}
\end{equation*}
$$

for some $l$; in this case

$$
C=C_{l} \pi \max _{\xi \in \mathbb{R}}\left(\left(1+\xi^{2}\right)^{l}(\cosh (\pi \xi))^{-1}\right)
$$

3.5. In terms of the sign function, it is possible to give simple sufficient conditions for the boundedness and compactness of Hankel operators.

Proposition 3.12. A Hankel operator $H$ is bounded if its sign function satisfies the condition

$$
\begin{equation*}
s \in L^{1}(\mathbb{R})+L^{\infty}(\mathbb{R}) \tag{3-19}
\end{equation*}
$$

If $s \in L^{\infty}(\mathbb{R})$ and $s(x) \rightarrow 0$ as $|x| \rightarrow \infty$, then $H$ is compact.
Proof. The first statement is obvious because under (3-19), the second estimate (3-18) is satisfied with $l>\frac{1}{2}$. To prove the second statement, we observe that the operator $S \Phi^{*} K^{-1}$ is compact because both $S$
and $K^{-1}$ are operators of multiplication by bounded functions which tend to zero at infinity. Since the operator $K \Xi: L^{2}\left(\mathbb{R}_{+}\right) \rightarrow L^{2}(\mathbb{R})$ is bounded, it follows from the identity (1-12) that the operator

$$
H=\left(\Xi^{*} \Phi\right) S\left(\Phi^{*} \Xi\right)=\Xi^{*} \Phi\left(S \Phi^{*} K^{-1}\right)(K \Xi)
$$

is also compact.
Condition (3-19) is of course not necessary for the boundedness of $H$. For example, in view of formula (1-4) for Hankel operators $H$ of finite rank, the sign function is a singular distribution.

## 4. Criteria for sign-definiteness

In this section we suppose that $h(t)=\overline{h(t)}$ so that the operator $H$ is formally symmetric. The results of Section 2 allow us to give simple necessary and sufficient conditions for a Hankel operator $H$ to be positive or negative. Moreover, they also provide convenient tools for the calculation of the total multiplicity of the negative and positive spectra of $H$. We often state our results only for the negative spectrum. The corresponding results for the positive spectrum are obtained if $H$ is replaced by $-H$.
4.1. Actually, we consider the problem in terms of Hankel quadratic forms rather than Hankel operators. This is both more general and more convenient. As usual, we take a distribution $h \in \mathscr{L}_{+}^{\prime}$ and introduce the $b$-function $b \in C_{0}^{\infty}(\mathbb{R})^{\prime}$ and the $s$-function $s \in \mathscr{L}^{\prime}$ as in Definition 2.4.

Below we use the following natural notation. Let $\mathrm{h}[\varphi, \varphi]$ be a real quadratic form defined on a linear set D . We denote by $N_{ \pm}(\mathrm{h} ; \mathrm{D})$ the maximal dimension of linear sets $\mathcal{M}_{ \pm} \subset \mathrm{D}$ such that $\pm \mathrm{h}[\varphi, \varphi]>0$ for all $\varphi \in \mathcal{M}_{ \pm}, \varphi \neq 0$. This means that there exists a linear set $\mathcal{M}_{ \pm}, \operatorname{dim} \mathcal{M}_{ \pm}=N_{ \pm}(\mathrm{h})$, such that $\pm \mathrm{h}[\varphi, \varphi]>0$ for all $\varphi \in \mathcal{M}_{ \pm}, \varphi \neq 0$; and for every linear set $\mathcal{M}_{ \pm}^{\prime}$ with $\operatorname{dim} \mathcal{M}_{ \pm}^{\prime}>N_{ \pm}(\mathrm{h})$ there exists $\varphi \in \mathcal{M}_{ \pm}^{\prime}, \varphi \neq 0$, such that $\pm \mathrm{h}[\varphi, \varphi] \leq 0$. We apply this definition to the forms $h[f, f]=\langle h, \bar{f} \star f\rangle$ defined on $\mathscr{D}$, to $b[g, g]=\langle b,(\mathscr{q} \bar{g}) * g\rangle$ defined on $C_{0}^{\infty}(\mathbb{R})$, and to $\left.s[u, u]=\left.\langle s| u\right|^{2},\right\rangle$ defined on $\mathscr{L}$. Of course, if D is dense in a Hilbert space $\mathscr{H}$ and $\mathrm{h}[\varphi, \varphi]$ is semibounded and closed on D , then for the self-adjoint operator H corresponding to h , we have $N_{ \pm}(\mathrm{H})=N_{ \pm}(\mathrm{h} ; \mathrm{D})$.

Observe that formula (1-11) establishes a one-to-one correspondence between the sets $\mathscr{D}$ and $C_{0}^{\infty}(\mathbb{R})$. Moreover, the Fourier transform establishes a one-to-one correspondence between the sets $C_{0}^{\infty}(\mathbb{R})$ and $\mathscr{L}$. Therefore the following assertion is a direct consequence of Theorem 2.6.
Theorem 4.1. Let $h \in \mathscr{Z}_{+}^{\prime}$. Then

$$
N_{ \pm}(h ; \mathscr{D})=N_{ \pm}\left(b ; C_{0}^{\infty}(\mathbb{R})\right)=N_{ \pm}(s ; \mathscr{Z}) .
$$

In particular, we have:
Theorem 4.2. Let $h \in \mathscr{L}_{+}^{\prime}$. Then $\pm\langle h, \bar{f} \star f\rangle \geq 0$ for all $f \in \mathscr{D}$ if and only if $\pm\langle b,(\mathscr{g}) * g\rangle \geq 0$ for all $g \in C_{0}^{\infty}(\mathbb{R})$, or $\pm\left\langle s, u^{*} u\right\rangle \geq 0$ for all $u \in \mathscr{L}$.
4.2. A calculation of the form $s[u, u]$ on analytic functions $u \in \mathscr{L}$ is not always convenient. Therefore it is desirable to replace the class $\mathscr{\mathscr { L }}$, for example, by the class $C_{0}^{\infty}(\mathbb{R})$. Such a replacement is not obvious because for $u \in C_{0}^{\infty}(\mathbb{R})$ we only have $g=\Phi u \in \mathscr{Z}$. In this case $(M f)(\xi)=\Gamma\left(\frac{1}{2}+i \xi\right)^{-1} g(\xi)$ need not
even belong to $L^{2}(\mathbb{R})$, so that $f \notin L^{2}\left(\mathbb{R}_{+}\right)$. Nevertheless, under the additional assumption $s \in \mathscr{G}^{\prime}$, we have the following assertion.
Lemma 4.3. If $s \in \mathscr{Y}^{\prime}$, then $N_{ \pm}(s ; \mathscr{F})=N_{ \pm}\left(s ; C_{0}^{\infty}(\mathbb{R})\right)=N_{ \pm}(s ; \mathscr{Y})$.
Proof. Since $\Phi: \mathscr{L} \rightarrow C_{0}^{\infty}(\mathbb{R}), \Phi^{*}: C_{0}^{\infty}(\mathbb{R}) \rightarrow \mathscr{L}$ and $\mathscr{S}$ is invariant with respect to the Fourier transform $\Phi$, it suffices, for example, to show that $N_{ \pm}(s ; \mathscr{E})=N_{ \pm}(s ; \mathscr{Y})$. The inequality $N_{ \pm}:=N_{ \pm}(s ; \mathscr{Y}) \geq N_{ \pm}(s ; \mathscr{E})$ is obvious because $\mathscr{Z} \subset \mathscr{G}$.

Let us prove the opposite inequality. Consider for definiteness the sign " + ". Let $\mathscr{L}_{+} \subset \mathscr{\mathscr { C }}$, and let $s[u, u]>0$ for all $u \in \mathscr{L}_{+}, u \neq 0$. Suppose first that $N:=\operatorname{dim} \mathscr{L}_{+}<\infty$ and choose elements $u_{1}, \ldots, u_{N} \in \mathscr{L}_{+}$such that $s\left[u_{j}, u_{k}\right]=\delta_{j, k}$ for all $j, k=1, \ldots, N$. Let us construct elements $u_{j}^{(\epsilon)} \in \mathscr{Z}$ such that $u_{j}^{(\epsilon)} \rightarrow u_{j}$ and hence $u_{j}^{(\epsilon)} \bar{u}_{k}^{(\epsilon)} \rightarrow u_{j} \bar{u}_{k}$ in $\mathscr{Y}$ as $\epsilon \rightarrow 0$ for $j, k=1, \ldots, N$. Since $s \in \mathscr{Y}^{\prime}$, we see that $s\left[u_{j}^{(\epsilon)}, u_{k}^{(\epsilon)}\right] \rightarrow \delta_{j, k}$ as $\epsilon \rightarrow 0$. For an arbitrary $\sigma>0$, we can choose $\epsilon$ such that $\left|s\left[u_{j}^{(\epsilon)}, u_{k}^{(\epsilon)}\right]-\delta_{j, k}\right| \leq \sigma$. Then for arbitrary $\lambda_{1}, \ldots, \lambda_{N} \in \mathbb{C}$, we have

$$
\begin{aligned}
s\left[\sum_{j=1}^{N} \lambda_{j} u_{j}^{(\epsilon)}, \sum_{j=1}^{N} \lambda_{j} u_{j}^{(\epsilon)}\right] & =\sum_{j=1}^{N}\left|\lambda_{j}\right|^{2} s\left[u_{j}^{(\epsilon)}, u_{j}^{(\epsilon)}\right]+2 \operatorname{Re} \sum_{\substack{j, k=1 \\
j \neq k}}^{N} \lambda_{j} \bar{\lambda}_{k} s\left[u_{j}^{(\epsilon)}, u_{k}^{(\epsilon)}\right] \\
& \geq(1-\sigma) \sum_{j=1}^{N}\left|\lambda_{j}\right|^{2}-2 \sigma \sum_{\substack{j, k=1 \\
j \neq k}}^{N} \lambda_{j} \bar{\lambda}_{k} \geq(1-(2 N-1) \sigma) \sum_{j=1}^{N}\left|\lambda_{j}\right|^{2}
\end{aligned}
$$

Thus elements $u_{1}^{(\epsilon)}, \ldots, u_{N}^{(\epsilon)}$ are linearly independent if $(2 N-1) \sigma<1$. The same inequality shows that $s[u, u]>0$ on all vectors $u \neq 0$ in the space $\mathscr{L}_{+}^{(\epsilon)}$ spanned by $u_{1}^{(\epsilon)}, \ldots, u_{N}^{(\epsilon)}$.

If $N_{+}=\infty$, then the same construction works on every finite-dimensional subspace of $\mathscr{L}_{+}$where $s[u, u]>0$. This yields a space $\mathscr{L}_{+}^{(\epsilon)} \subset \mathscr{\mathscr { L }}$ of arbitrarily large dimension where $s[u, u]>0$.

Putting together this lemma with Theorem 4.1, we obtain the following result.
Theorem 4.4. Let $h \in \mathscr{I}_{+}^{\prime}$. Suppose that $b \in \mathscr{G}^{\prime}$ or, equivalently, that $s \in \mathscr{Y}^{\prime}$. Then $N_{ \pm}(h ; \mathscr{D})=$ $N_{ \pm}\left(s ; C_{0}^{\infty}(\mathbb{R})\right)$.

In many cases the following consequence of Theorem 4.4 is convenient. According to Proposition 3.12, under the assumptions of Theorem 4.5, $H$ is defined as the bounded self-adjoint operator corresponding to the form $\langle h, \bar{f} \star f\rangle$. Therefore $N_{ \pm}(h ; \mathscr{D})=N_{ \pm}(H)$ is the total multiplicity of the (strictly) positive spectrum for the sign " + " and of the (strictly) negative spectrum for the sign " - " of the operator $H$. For definiteness, we consider the negative spectrum.
Theorem 4.5. Let $h \in \mathscr{L}_{+}^{\prime}$, and let the corresponding sign function satisfy condition (3-19). If $s(x) \geq 0$, then the operator $H$ is positive. If $s(x) \leq-s_{0}<0$ for almost all $x$ in some interval $\Delta \subset \mathbb{R}$, then $N_{-}(H)=\infty$.

Proof. If $s(x) \geq 0$, then $H \geq 0$ according to the second relation in (2-22).
Let $s(x) \leq-s_{0}<0$ for $x \in \Delta$, and let $N$ be arbitrary. Choose a function $\varphi \in C_{0}^{\infty}(\mathbb{R})$ such that $\varphi(x)=1$ for $x \in[-\delta, \delta]$ and $\varphi(x)=0$ for $x \notin[-2 \delta, 2 \delta]$, where $\delta=\delta_{N}$ is a sufficiently small number. Let points
$\alpha_{j} \in \Delta, j=1, \ldots, N$, be such that $\alpha_{j+1}-\alpha_{j}=\alpha_{j}-\alpha_{j-1}$ for $j=2, \ldots, N-1$. Set $\Delta_{j}=\left(\alpha_{j}-\delta, \alpha_{j}+\delta\right)$, $\widetilde{\Delta}_{j}=\left(\alpha_{j}-2 \delta, \alpha_{j}+2 \delta\right)$. For a sufficiently small $\delta$, we may suppose that $\widetilde{\Delta}_{j} \subset \Delta$ for all $j=1, \ldots, N$ and that $\widetilde{\Delta}_{j+1} \cap \widetilde{\Delta}_{j}=\varnothing$ for $j=1, \ldots, N-1$. We set $\varphi_{j}(x)=\varphi\left(x-\alpha_{j}\right)$. Since $s(x) \leq-s_{0}<0$ for $x \in \Delta$, we have

$$
\begin{equation*}
\left.\left.\langle s,| \varphi_{j}\right|^{2}\right\rangle=\int_{-\infty}^{\infty} s(x)\left|\varphi_{j}(x)\right|^{2} d x \leq-2 \delta s_{0}<0 \tag{4-1}
\end{equation*}
$$

The functions $\varphi_{1}, \ldots, \varphi_{N}$ have disjoint supports, and hence $\left.\left.\langle s| u\right|^{2},\right\rangle<0$ for an arbitrary nontrivial linear combination $u$ of the functions $\varphi_{j}$. Therefore, combining Theorem 4.1 and Theorem 4.4, we obtain the second statement of the theorem.

Theorem 4.5 can be reformulated, although in a weaker form, in terms of the functions $b(\xi)$ and even $h(t)$. Suppose, for example, that

$$
\begin{equation*}
b \in L^{1}(\mathbb{R}) \tag{4-2}
\end{equation*}
$$

Then $b(\xi)$ 's Fourier transform $s(x)$ is a continuous function which tends to 0 as $|x| \rightarrow \infty$. The convolution operator $B$ defined by formula (1-9) is bounded in $L^{2}(\mathbb{R})$ and self-adjoint, and

$$
\operatorname{spec}(B)=\left[\min _{x \in \mathbb{R}} s(x), \max _{x \in \mathbb{R}} s(x)\right]
$$

The result below follows directly from Theorem 4.5. Note that by Proposition 3.12, under (4-2) the operator $H$ is compact.

Proposition 4.6. Under (4-2), the Hankel operator $H$ is positive if and only if $s(x) \geq 0$. If $\min _{x \in \mathbb{R}} s(x)<0$, then $H$ necessarily has an infinite number of negative eigenvalues.

In particular, condition (4-2) is satisfied if

$$
h(t)=\frac{\theta(\ln t)}{t}, \quad \text { where } \theta \in \mathscr{L} .
$$

In this case $a=\Phi \theta \in C_{0}^{\infty}(\mathbb{R})$, and hence $b \in C_{0}^{\infty}(\mathbb{R})$.
4.3. For the proof that a Hankel operator is not sign-definite, it is sometimes not even necessary to calculate the sign function $s(x)$ (the Fourier transform of $b(\xi)$ ). It turns out that if $b(\xi)$ grows as $|\xi| \rightarrow \infty$, then the form $b[g, g]=\langle b, \mathscr{g} * g\rangle$ cannot be sign-definite. More precisely, we have the following statement about convolutions with growing kernels $b(-\xi)=\overline{b(\xi)}$.

Theorem 4.7. Let $b=b_{0}+b_{\infty}$, where $b_{0} \in C^{p}(\mathbb{R})^{\prime}$ for some $p \in \mathbb{Z}_{+}$and $b_{\infty} \in L_{\mathrm{loc}}^{\infty}(\mathbb{R})$. Suppose that there exists a sequence of intervals $\Delta_{n}=\left(r_{n}-\sigma_{n}, r_{n}+\sigma_{n}\right)$, where $r_{n} \rightarrow \infty$ (or equivalently $r_{n} \rightarrow-\infty$ ) and the sequence $\sigma_{n}$ is bounded such that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \sigma_{n}^{l} \min _{\xi \in \Delta_{n}} \operatorname{Re} b_{\infty}(\xi)=\infty \quad \text { or } \quad \lim _{n \rightarrow \infty} \sigma_{n}^{l} \max _{\xi \in \Delta_{n}} \operatorname{Re} b_{\infty}(\xi)=-\infty \tag{4-3}
\end{equation*}
$$

where $l=2$ if $p=0$ or $p=1$ and $l=p+1$ if $p \geq 2$. Then for both signs, $N_{ \pm}\left(b ; C_{0}^{\infty}(\mathbb{R})\right) \geq 1$.

Proof. Since $b$ can be replaced by $-b$, we can assume that, for example, the first condition (4-3) is satisfied. Pick a real even function $\varphi \in C_{0}^{\infty}(\mathbb{R})$ such that $\varphi(\xi) \geq 0, \varphi(\xi)=1$ for $|\xi| \leq \frac{1}{4}$, and $\varphi(\xi)=0$ for $|\xi| \geq \frac{1}{2}$, and set

$$
\begin{equation*}
g_{n}(\xi)=\varphi\left(\frac{\xi-\frac{r_{n}}{2}}{\sigma_{n}}\right) \pm \varphi\left(\frac{\xi+\frac{r_{n}}{2}}{\sigma_{n}}\right) \tag{4-4}
\end{equation*}
$$

An easy calculation shows that

$$
\begin{equation*}
\left(\left(\mathscr{q} g_{n}\right) * g_{n}\right)(\xi)=2 \sigma_{n} \psi\left(\frac{\xi}{\sigma_{n}}\right) \pm \sigma_{n} \psi\left(\frac{\xi-r_{n}}{\sigma_{n}}\right) \pm \sigma_{n} \psi\left(\frac{\xi+r_{n}}{\sigma_{n}}\right) \tag{4-5}
\end{equation*}
$$

where $\psi=(\mathscr{\mathscr { L }} \varphi) * \varphi \in C_{0}^{\infty}(\mathbb{R})$. The function $\psi(\xi)$ is also even, with $\psi(\xi) \geq 0, \psi(\xi) \geq \frac{1}{8}$ for $|\xi| \leq \frac{1}{8}$, and $\psi(\xi)=0$ for $|\xi| \geq 1$.

Since $\left|\left\langle b_{0}, g\right\rangle\right| \leq C\|g\|_{C^{p}}$, it follows from (4-5) that

$$
\begin{equation*}
\left|\left\langle b_{0},\left(\mathscr{y} g_{n}\right) * g_{n}\right\rangle\right| \leq C \sigma_{n}^{1-p} . \tag{4-6}
\end{equation*}
$$

Moreover, again according to (4-5), we have

$$
\begin{equation*}
\left\langle b_{\infty},\left(\mathscr{y} g_{n}\right) * g_{n}\right\rangle=2 \sigma_{n}^{2} \int_{-\infty}^{\infty} b_{\infty}\left(\sigma_{n} \eta\right) \psi(\eta) d \eta \pm 2 \sigma_{n}^{2} \int_{-\infty}^{\infty} \operatorname{Re} b_{\infty}\left(\sigma_{n} \eta+r_{n}\right) \psi(\eta) d \eta \tag{4-7}
\end{equation*}
$$

The first term on the right-hand side is $O\left(\sigma_{n}^{2}\right)$. For the second one, we use the estimate

$$
\begin{equation*}
32 \int_{-\infty}^{\infty} \operatorname{Re} b_{\infty}\left(\sigma_{n} \eta+r_{n}\right) \psi(\eta) d \eta \geq \min _{\left|\xi-r_{n}\right| \leq \sigma_{n}} \operatorname{Re} b_{\infty}(\xi) \tag{4-8}
\end{equation*}
$$

Let us first choose the sign " + " in (4-4). Then using representation (4-7) and putting together estimates (4-6) and (4-8), we obtain the lower bound

$$
\left\langle b,\left(\nsubseteq g_{n}\right) * g_{n}\right\rangle \geq-c\left(\sigma_{n}^{1-p}+\sigma_{n}^{2}\right)+\frac{\sigma_{n}^{2}}{16} \min _{\left|\xi-r_{n}\right| \leq \sigma_{n}} \operatorname{Re} b_{\infty}(\xi)
$$

If $p=0$ or $p=1$, then under the first condition in (4-3), the right-hand side here tends to $+\infty$ as $n \rightarrow \infty$. If $p \geq 2$, it is bounded from below by

$$
\sigma_{n}^{1-p}\left(-c+\frac{\sigma_{n}^{l}}{16} \min _{\left|\xi-r_{n}\right| \leq \sigma_{n}} \operatorname{Re} b_{\infty}(\xi)\right)
$$

where the expression in the brackets tends again to $+\infty$. Therefore $\left\langle b,\left(\mathscr{f} g_{n}\right) * g_{n}\right\rangle>0$ for sufficiently large $n$. Similarly choosing the sign "-" in (4-4), we see that $\left\langle b,\left(\mathscr{y} g_{n}\right) * g_{n}\right\rangle<0$ for sufficiently large $n$.

Corollary 4.8. Instead of condition (4-3), assume that

$$
\lim _{|\xi| \rightarrow \infty} \operatorname{Re} b_{\infty}(\xi)=\infty \quad \text { or } \quad \lim _{|\xi| \rightarrow \infty} \operatorname{Re} b_{\infty}(\xi)=-\infty
$$

Then for both signs, $N_{ \pm}\left(b ; C_{0}^{\infty}(\mathbb{R})\right) \geq 1$.

In contrast to Theorem 4.7, there are no restrictions in Corollary 4.8 on the parameter $p$ in the assumption $b_{0} \in C^{p}(\mathbb{R})^{\prime}$. On the other hand, condition (4-3) permits $\operatorname{Re} b(\xi)$ to tend to $\pm \infty$ only on some system of intervals. Moreover, the lengths of these intervals may tend to zero. In this case, however, the growth of $\operatorname{Re} b(\xi)$ and the decay of these lengths should be correlated and there are restrictions on admissible values of the parameters $p$ and $l$.

Unlike Theorem 4.5, Theorem 4.7 does not guarantee that $N=\infty$; see Section 5.4 for a discussion of various possible cases.
4.4. Theorem 4.2 can be combined with the Bochner-Schwartz theorem (see, e.g., Theorem 3 in [Gel'fand and Vilenkin 1964, Chapter II, §3]). It states that a distribution $b \in C_{0}^{\infty}(\mathbb{R})^{\prime}$ satisfying the condition $\langle b, \mathscr{g} \bar{g} *\rangle \geq 0$ for all $g \in C_{0}^{\infty}(\mathbb{R})$ (such $b$ are sometimes called distributions of positive type) is the Fourier transform

$$
b(\xi)=(2 \pi)^{-1} \int_{-\infty}^{\infty} e^{-i x \xi} d \mathrm{M}(x)
$$

of a positive measure $d \mathrm{M}(x)$ such that

$$
\begin{equation*}
\int_{-\infty}^{\infty}(1+|x|)^{-\varkappa} d \mathrm{M}(x)<\infty \tag{4-9}
\end{equation*}
$$

for some $\varkappa$ (that is, of at most polynomial growth at infinity). In particular, this ensures that $b \in \mathscr{S}^{\prime}$.
Theorem 4.2 implies that if $\langle h, \bar{f} \star f\rangle \geq 0$ for all $f \in \mathscr{D}$, then the distribution $b$ related to $h$ by Definition 2.4 is of positive type. This means that the sign function $s(x)$ of $h(t)$ is determined by the measure $d \mathrm{M}(x)$ :

$$
\langle s, \varphi\rangle=\int_{-\infty}^{\infty} \overline{\varphi(x)} d \mathrm{M}(x), \quad \varphi \in \mathscr{Y}
$$

that is, $s(x) d x=d \mathrm{M}(x)$. Let us define the measure

$$
\begin{equation*}
d m(\lambda)=\lambda d \mathrm{M}(-\ln \lambda), \quad \lambda \in \mathbb{R}_{+} \tag{4-10}
\end{equation*}
$$

It is easy to see that condition (4-9) is equivalent to condition (1-14) on measure (4-10). In terms of distribution (1-6), we have $\sigma(\lambda) d \lambda=d m(\lambda)$. Therefore, Theorem 2.10 leads to the following result.

Theorem 4.9. Let $h \in \mathscr{L}_{+}^{\prime}$ and $\langle h, \bar{f} \star f\rangle \geq 0$ for all $f \in \mathscr{D}$. Then $h(t)$ admits the representation (1-3) with a positive measure $d m(\lambda)$ on $\mathbb{R}_{+}$satisfying for some $\varkappa$ condition (1-14).

The representation (1-3) is of course a particular case of (1-2). It is much more precise than (1-2), but requires the positivity of $\langle h, \bar{f} \star f\rangle$. Theorem 4.9 shows that the positivity of $\langle h, \bar{f} \star f\rangle$ imposes very strong conditions on $h(t)$. Actually, we have:

Corollary 4.10. Let $h \in \mathscr{L}_{+}^{\prime}$ and $\langle h, \bar{f} \star f\rangle \geq 0$ for all $f \in \mathscr{D}$. Then $h \in C^{\infty}\left(\mathbb{R}_{+}\right)$and

$$
\begin{equation*}
(-1)^{n} h^{(n)}(t) \geq 0 \tag{4-11}
\end{equation*}
$$

for all $t>0$ and all $n=0,1,2, \ldots$ (such functions are called completely monotonic). The function $h(t)$ admits an analytic continuation in the right half-plane $\operatorname{Re} t>0$, and it is uniformly bounded in every strip
$\operatorname{Re} t \in\left(t_{1}, t_{2}\right)$, where $0<t_{1}<t_{2}<\infty$. Moreover, for some $\varkappa \in \mathbb{R}$ and $C>0$, we have the estimate

$$
\begin{equation*}
h(t) \leq C t^{-1}(1+|\ln t|)^{x}, \quad t>0 . \tag{4-12}
\end{equation*}
$$

All these assertions are direct consequences of the representation (1-3). In particular, under condition (1-14), we have

$$
h(t) \leq C \max _{\lambda \geq 0}\left(e^{-t \lambda} \lambda(1+|\ln \lambda|)^{\chi}\right)
$$

which yields (4-12).
Recall that according to the Bernstein theorem (see, e.g., Theorems 5.5.1 and 5.5.2 in [Akhiezer 1965]), condition (4-11) implies that the function $h(t)$ admits the representation (1-3) with some positive measure $d m(\lambda)$ on $[0, \infty)$. Note that condition (4-11) does not impose any restrictions on the measure $d m(\lambda)$ (except that the integral (1-3) is convergent for all $t>0$ ).

Under the positivity assumption, the identity (2-21) takes a more precise form.
Proposition 4.11. Let $h \in \mathscr{L}_{+}^{\prime}$ and $\langle h, \bar{f} \star f\rangle \geq 0$ for all $f \in \mathscr{D}$. Then there exists a positive measure $d \mathrm{M}(x)$ satisfying condition (4-9) for some $\varkappa$ such that

$$
\left\langle h, \bar{f}_{1} \star f_{2}\right\rangle=\int_{-\infty}^{\infty} u_{1}(x) \overline{u_{2}(x)} d \mathrm{M}(x)
$$

for all $f_{j} \in \mathscr{D}, j=1,2$, and $u_{j}=\Phi^{*} \Xi f_{j} \in \mathscr{L}$, where the mapping $\Xi$ is defined by (1-11).

## 5. Applications and examples

5.1. Consider first self-adjoint Hankel operators $H$ of finite rank. Recall that integral kernels of Hankel operators of finite rank are given (this is the Kronecker theorem - see, e.g., Sections 1.3 and 1.8 of [Peller 2003]) by the formula

$$
\begin{equation*}
h(t)=\sum_{m=1}^{M} P_{m}(t) e^{-\alpha_{m} t} \tag{5-1}
\end{equation*}
$$

where $\operatorname{Re} \alpha_{m}>0$ and $P_{m}(t)$ are polynomials of degree $K_{m}$. If $H$ is self-adjoint, that is, $h(t)=\overline{h(t)}$, then the set $\left\{\alpha_{1}, \ldots, \alpha_{M}\right\}$ consists of points lying on the real axis and pairs of points symmetric with respect to it. Let $\operatorname{Im} \alpha_{m}=0$ for $m=1, \ldots, M_{0}$ and $\operatorname{Im} \alpha_{m}>0, \alpha_{M_{1}+m}=\bar{\alpha}_{m}$ for $m=M_{0}+1, \ldots, M_{0}+M_{1}$. Thus $M=M_{0}+2 M_{1}$; of course the cases $M_{0}=0$ or $M_{1}=0$ are not excluded. The condition $h(t)=\overline{h(t)}$ also requires that $P_{m}(t)=\overline{P_{m}(t)}$ for $m=1, \ldots, M_{0}$ and $P_{M_{1}+m}(t)=\overline{P_{m}(t)}$ for $m=M_{0}+1, \ldots, M_{0}+M_{1}$. As is well known and as we shall see below,

$$
\operatorname{rank} H=\sum_{m=1}^{M} K_{m}+M=: r
$$

For $m=1, \ldots, M_{0}$, we denote by $\mathrm{p}_{m}=\overline{\mathrm{p}}_{m}$ the coefficient at $t^{K_{m}}$ in the polynomial $P_{m}(t)$.
The following assertion yields an explicit formula for the numbers $N_{ \pm}(H)$. Its proof relies on formula (1-4) for the sigma function of the kernel $h(t)=t^{k} e^{\alpha t}$ and on the identity $N_{ \pm}(H)=N_{ \pm}(S)$. The detailed proof is given in [Yafaev 2015].

Theorem 5.1. For $m=1, \ldots, M_{0}$, set

$$
\begin{cases}\mathcal{N}_{+}^{(m)}=\mathcal{N}_{-}^{(m)}=\frac{K_{m}+1}{2} & \text { if } K_{m} \text { is odd }  \tag{5-2}\\ \mathcal{N}_{+}^{(m)}-1=\mathcal{N}_{-}^{(m)}=\frac{K_{m}}{2} & \text { if } K_{m} \text { is even and } \mathrm{p}_{m}>0 \\ \mathcal{N}_{+}^{(m)}=\mathcal{N}_{-}^{(m)}-1=\frac{K_{m}}{2} & \text { if } K_{m} \text { is even and } \mathrm{p}_{m}<0\end{cases}
$$

Then the total numbers $N_{ \pm}(H)$ of (strictly) positive and negative eigenvalues of the operator $H$ are given by the formula

$$
\begin{equation*}
N_{ \pm}(H)=\sum_{m=1}^{M_{0}} \mathcal{N}_{ \pm}^{(m)}+\sum_{m=M_{0}+1}^{M_{0}+M_{1}} K_{m}+M_{1} \tag{5-3}
\end{equation*}
$$

Formula (5-2) shows that every pair

$$
\begin{equation*}
P_{m}(t) e^{-\alpha_{m} t}+P_{m+M_{1}}(t) e^{-\alpha_{m+M_{1}} t}, \quad m=M_{0}+1, \ldots, M_{0}+M_{1} \tag{5-4}
\end{equation*}
$$

of complex conjugate terms in (5-1) yields $K_{m}+1$ positive and $K_{m}+1$ negative eigenvalues. The contribution of every real term $P_{m}(t) e^{-\alpha_{m} t}$, where $m=1, \ldots, M_{0}$, also consists of equal numbers $\left(K_{m}+1\right) / 2$ of positive and negative eigenvalues if the degree $K_{m}$ of the polynomial $P_{m}(t)$ is odd. If $K_{m}$ is even, then there is one more positive (negative) eigenvalue if $\mathrm{p}_{m}>0\left(\mathrm{p}_{m}<0\right)$. In particular, in the question considered, there is no "interference" between different terms $P_{m}(t) e^{-\alpha_{m} t}, m=1, \ldots, M_{0}$, and pairs (5-4) in representation (5-1) of the kernel $h(t)$.

According to (5-3), the operator $H$ cannot be sign-definite if $M_{1}>0$. Moreover, according to (5-2), $\mathcal{N}_{ \pm}^{(m)}=0$ for $m=1, \ldots, M_{0}$ if and only if $K_{m}=0$ and $\mp \mathrm{p}_{m}>0$. Therefore we have the following result.

Corollary 5.2. A Hankel operator $H$ of finite rank is positive (negative) if and only if its kernel is given by the formula

$$
h(t)=\sum_{m=1}^{M_{0}} \mathrm{p}_{m} e^{-\alpha_{m} t}
$$

where $\alpha_{m}>0$ and $\mathrm{p}_{m}>0\left(\mathrm{p}_{m}<0\right)$ for all $m=1, \ldots, M_{0}$.
Corollary 5.2 admits different proofs which avoid formula (5-3). For example, one can use that although the functions $P_{m}(t) e^{-\alpha_{m} t}$ are analytic in the right half-plane $\operatorname{Re} t>0$, they are bounded for $t=\tau+i \sigma$ as $\sigma \rightarrow \infty$ for a constant $P_{m}(t)$ only. Therefore, according to Corollary 4.10, such Hankel operators cannot be positive. Alternatively, using formula (5-15) below for the $b$-function of the kernel $t^{k} e^{-\alpha t}$, one can deduce Corollary 5.2 from Theorem 4.7.

Let us compare formula (5-3) with the result of [Megretskiĭ et al. 1995]. In application to finite-rank operators $H$, this general result implies that the spectra of Hankel operators are characterized by the following condition: the multiplicities of eigenvalues $\lambda \neq 0$ and $-\lambda$ of $H$ do not differ by more than 1 . This condition and formula (5-3) mean that there is a certain balance between positive and negative spectra of finite-rank Hankel operators. Nevertheless, neither of these results ensures another one.
5.2. Consider now Hankel operators $H$ with kernels (1-15). Since the case $k=0,1, \ldots$ (finite-rank Hankel operators) has been discussed in the previous subsection, here we suppose that $k \neq 0,1, \ldots$ If $k>-1$, condition (1-7) is satisfied for all $\kappa$, and the operators $H$ are compact (actually, they belong to much better classes of operators). If $k=-1$, then condition (1-7) is satisfied for $\kappa>1$, and the operators $H$ are bounded but not compact.

Let us calculate the $b$ - and $s$-functions of kernels (1-15). If $k>-1$, then function (2-15) equals

$$
\begin{equation*}
a(\xi)=(2 \pi)^{-1 / 2} \int_{0}^{\infty} t^{k} e^{-\alpha t} t^{-i \xi} d t=(2 \pi)^{-1 / 2} \alpha^{-1-k+i \xi} \Gamma(1+k-i \xi) \tag{5-5}
\end{equation*}
$$

and hence function (2-17) equals

$$
\begin{equation*}
b(\xi)=\alpha^{-1-k+i \xi} \frac{\Gamma(1+k-i \xi)}{2 \pi \Gamma(1-i \xi)} \tag{5-6}
\end{equation*}
$$

If $k=-1$, then in accordance with formulas (5-5) and (5-6), we have

$$
a(\xi)=(2 \pi)^{-1 / 2} \alpha^{i \xi} \lim _{\varepsilon \rightarrow+0} \Gamma(\varepsilon-i \xi), \quad b(\xi)=(2 \pi)^{-1} \alpha^{i \xi} i(\xi+i 0)^{-1}
$$

This yields the expression

$$
\left\{\begin{array}{ll}
s(x)=0 & \text { if } x>\beta,  \tag{5-7}\\
s(x)=1 & \text { if } x<\beta,
\end{array} \quad \text { where } \beta=-\ln \alpha\right.
$$

for the function $s=\sqrt{2 \pi} \Phi^{*} b$. Formula (5-7) remains true for the Carleman operator $\boldsymbol{C}$ (the Hankel operator with kernel $h(t)=t^{-1}$ ) when $\alpha=0$. Indeed, in this case, according to (2-23), the sign function $s(x)$ equals 1.

Next, we calculate the Fourier transform of function (5-6). Assume first that $k \in(-1,0)$. Then (see, e.g., formula (1.5.12) in [Erdélyi et al. 1953])

$$
\int_{0}^{\infty} t^{-k-1}(t+1)^{-1+i \xi} d t=\frac{\Gamma(-k) \Gamma(1+k-i \xi)}{\Gamma(1-i \xi)}
$$

Making here the change of variables $t+1=\alpha^{-1} e^{-x}$, we find that

$$
\frac{1}{\Gamma(-k)} \int_{-\infty}^{\infty}\left(e^{-x}-\alpha\right)_{+}^{-k-1} e^{-i x \xi} d x=\alpha^{-1-k-i \xi} \frac{\Gamma(1+k-i \xi)}{\Gamma(1-i \xi)}
$$

Passing now to the inverse Fourier transform, we see that for $k \in(-1,0)$ the sign function $s(x)=s_{k}(x)$ of kernel (1-15) equals

$$
\begin{equation*}
s(x)=\frac{1}{\Gamma(-k)}\left(e^{-x}-\alpha\right)_{+}^{-k-1} \tag{5-8}
\end{equation*}
$$

Let us verify that this formula remains true for all noninteger $k$. To that end, we assume that (5-8) holds for some noninteger $k>-1$ and check it for $k_{1}=k+1$. Since

$$
\Gamma\left(1+k_{1}-i \xi\right)=\left(k_{1}-i \xi\right) \Gamma(1+k-i \xi)
$$

we have

$$
s_{k_{1}}(x)=\alpha^{-1}\left(k_{1}-\partial\right) s_{k}(x)
$$

Substituting here formula (5-8) for $s_{k}(x)$ and differentiating this expression, we obtain formula (5-8) for $s_{k_{1}}(x)$. This concludes the proof of relation (5-8) for all $k \geq-1$.

Lemma 5.3. Let $h(t)$ be given by formula (1-15), where $k \notin \mathbb{Z}_{+}$. Then the sign function is determined by relation (5-8).

Actually, relation (5-8) remains true for $k \in \mathbb{Z}_{+}$if one takes into account that the distribution $\left(e^{-x}-\alpha\right)_{+}^{-k-1}$ has poles at integer points. For example, for $k=0$ we have $s(x)=\alpha^{-1} \delta(x-\beta)$.

Obviously, $s(x)=0$ for $x>\beta=-\ln \alpha$. If $k=-1$, then $s(x)=1$ for $x<\beta$. If $k \in(-1,0)$, then $s(x) \geq 0$ and $s \in L^{1}(\mathbb{R})$. Therefore it follows from Theorem 4.5 that $H \geq 0$.

If $k>0$, then distribution (5-8) does not have a definite sign. Therefore it can be deduced from Theorem 4.2 that the corresponding Hankel operator also is not sign-definite.

Alternatively, for the proof of this result we can use Corollary 4.8. Formula (2-11) implies that function (5-6) has the asymptotics

$$
\begin{equation*}
b(\xi)=(2 \pi)^{-1} \alpha^{-1-k-i \xi}(-i \xi)^{k}\left(1+O\left(|\xi|^{-1}\right)\right), \quad|\xi| \rightarrow \infty \tag{5-9}
\end{equation*}
$$

Making the dilation transformation in (1-15), we can suppose that $\alpha=1$. Then we have

$$
\begin{equation*}
\operatorname{Re} b(\xi)=(2 \pi)^{-1} \cos \left(\frac{\pi k}{2}\right) \xi^{k}+O\left(\xi^{k-1}\right), \quad \xi \rightarrow+\infty \tag{5-10}
\end{equation*}
$$

Since $\cos (\pi k / 2) \neq 0$ unless $k$ is an integer odd number, this expression tends to $\pm \infty$ if $\pm \cos (\pi k / 2)>0$. Thus Corollary 4.8 for the case $b=b_{\infty}$ ensures that the Hankel operator $H$ is not sign-definite.

Let us summarize the results obtained.
Proposition 5.4. The Hankel operator with kernel (1-15) is positive for $k \in[-1,0]$, and it is not signdefinite for $k>0$.

Actually, using relation (5-8), one can calculate explicitly the numbers $N_{ \pm}(H)$ for all values of $k$ (see [Yafaev 2014b]).

Explicit formulas for the sign functions can also be used to treat more complicated Hankel operators. For example, in view of (5-7), the following assertion directly follows from Theorem 4.5.

Example 5.5. The Hankel operator with kernel

$$
h(t)=t^{-1}\left(e^{-\alpha_{1} t}-\gamma e^{-\alpha_{2} t}\right), \quad \gamma \geq 0
$$

is positive if and only if $\alpha_{2} \geq \alpha_{1} \geq 0$ and $\gamma \leq 1$.
5.3. In this subsection, we consider the Hankel operator $H$ with kernel (1-16). Condition (1-7) is now fulfilled for all $\kappa$, and the operator $H$ belongs of course to the Hilbert-Schmidt class (actually, to much better classes). Observe that

$$
a(\xi)=(2 \pi)^{-1 / 2} \int_{0}^{\infty} e^{-t^{r}} t^{-i \xi} d t=(2 \pi)^{-1 / 2} r^{-1} \Gamma\left(\frac{1-i \xi}{r}\right)
$$

and define, as usual, the function $b(\xi)$ by formula (2-17) so that

$$
\begin{equation*}
b(\xi)=(2 \pi r)^{-1} \frac{\Gamma\left(\frac{1-i \xi}{r}\right)}{\Gamma(1-i \xi)} \tag{5-11}
\end{equation*}
$$

Consider first the case $r>1$. It follows from the Stirling formula (2-11) that for all $r>1$, the modulus of function (5-11) exponentially grows and the periods of its oscillations tend to zero only logarithmically as $|\xi| \rightarrow \infty$. Therefore, Theorem 4.7 implies that the Hankel operator with kernel (1-16) is not sign-definite.

The Hankel operator $H$ with kernel $h(t)=e^{-t^{2}}$ can also be treated (see Appendix B) in a completely different way, which is perhaps also of some interest. This method shows that both positive and negative spectra of the operator $H$ are infinite.

If $r=1$, then $h(t)=e^{-t}$ yields a positive Hankel operator of rank 1.
Let us now consider the case $r<1$. Again according to the Stirling formula (2-11), function (5-11) belongs to $L^{1}(\mathbb{R})$, so that its Fourier transform

$$
\begin{equation*}
s(x)=(2 \pi r)^{-1} \int_{-\infty}^{\infty} \frac{\Gamma\left(\frac{1-i \xi}{r}\right)}{\Gamma(1-i \xi)} e^{i x \xi} d \xi=: I_{r}(x) \tag{5-12}
\end{equation*}
$$

is a continuous function which tends to 0 as $|x| \rightarrow \infty$. Therefore, by Proposition 4.6, the corresponding Hankel operator $H$ is nonnegative if and only if $I_{r}(x) \geq 0$ for all $x \in \mathbb{R}$.

It turns out that $I_{r}(x) \geq 0$. Surprisingly, we have not found a proof of this fact in the literature, but it follows from our results. Only for $r=\frac{1}{2}$, integral (5-12) can be explicitly calculated. Indeed, according to formula (1.2.15) of [Erdélyi et al. 1953],

$$
\frac{\Gamma(2(1-i \xi))}{\Gamma(1-i \xi)}=2^{1-2 i \xi} \pi^{-1 / 2} \Gamma\left(\frac{3}{2}-i \xi\right)
$$

Therefore it follows from formula (2-25) that

$$
\begin{equation*}
I_{1 / 2}(x)=2^{-1} \pi^{-1 / 2} e^{3 x / 2} e^{-e^{x} / 4} \tag{5-13}
\end{equation*}
$$

which is of course positive.
For an arbitrary $r \in(0,1)$, one can proceed from the Bernstein theorem on completely monotonic functions (see Section 4.4). Observe that if

$$
\begin{equation*}
\psi(t)=t^{-p} e^{-t^{r}}, \quad p \geq 0 \tag{5-14}
\end{equation*}
$$

then

$$
\psi^{\prime}(t)=-p t^{-p-1} e^{-t^{r}}-r t^{-p+r-1} e^{-t^{r}}
$$

Further differentiations of $\psi(t)$ change the sign and yield sums of terms having the form (5-14). Thus the function $h(t)=e^{-t^{r}}$ satisfies, for all $n$, condition (4-11), and hence admits the representation (1-3) with some positive measure $d m(\lambda)$. It follows from (1-3) that

$$
(H f, f)=\int_{0}^{\infty}|(\mathrm{L} f)(\lambda)|^{2} d m(\lambda) \geq 0, \quad \text { for all } f \in C_{0}^{\infty}\left(\mathbb{R}_{+}\right)
$$

where L is the Laplace transform (2-28). Since the operator $H$ is bounded, this implies that $H \geq 0$.
Thus we have obtained the following result.
Proposition 5.6. The Hankel operator with kernel (1-16) is positive for $r \in(0,1]$, and it is not sign-definite for $r>1$.

Putting together this result with Theorem 4.5, we see that integral (5-12) is positive for all $r \in(0,1)$. Our indirect proof of this fact looks curiously enough.
5.4. Let us now discuss convolution operators with growing kernels $b(\xi)$. We emphasize that condition (4-3) does not guarantee that the numbers $N_{ \pm}\left(b ; C_{0}^{\infty}(\mathbb{R})\right)$ are infinite. Indeed, consider the kernel $h(t)=t^{k} e^{-\alpha t}$, where $k$ is a positive integer. Formula (5-6) shows that for $\operatorname{Im} \alpha=0$, the corresponding $b$-function

$$
\begin{equation*}
b(\xi)=(2 \pi)^{-1} \alpha^{-1-k+i \xi}(1-i \xi) \cdots(k-i \xi) \tag{5-15}
\end{equation*}
$$

has power asymptotics as $|\xi| \rightarrow \infty$. According to Theorem 5.1, the positive and negative spectra of the Hankel operator $H$ with the kernel $h(t)$ are finite; for example, $H$ has exactly $(k+1) / 2$ positive and negative eigenvalues if $k$ is odd. Moreover, if $\operatorname{Im} \alpha \neq 0$, then in view of (5-15), the function $b(\xi)$ exponentially grows as $\xi \rightarrow+\infty$ or $\xi \rightarrow-\infty$. Nevertheless, the Hankel operator $H$ with kernel $h(t)=t^{k}\left(e^{-\alpha t}+e^{-\bar{\alpha} t}\right)$ has exactly $k+1$ positive and negative eigenvalues.

On the other hand, for kernel (5-11), where $r=2$, we have $N_{ \pm}\left(b ; C_{0}^{\infty}(\mathbb{R})\right)=\infty$. This follows from Theorem 4.1 because, by Proposition B.1, the Hankel operator with kernel $h(t)=e^{-t^{2}}$ has an infinite number of positive and negative eigenvalues.

A similar phenomenon occurs for Hankel operators with nonsmooth kernels. This is discussed in the next section. However, in general, the calculation of the numbers $N_{ \pm}\left(b ; C_{0}^{\infty}(\mathbb{R})\right)$ for convolutions with kernels $b(\xi)$ growing and oscillating at infinity looks like an open problem.

## 6. Hankel operators with nonsmooth kernels

According to Corollary 4.10, a Hankel operator $H$ can be sign-definite only for kernels $h \in C^{\infty}\left(\mathbb{R}_{+}\right)$. Here we show that if $h(t)$ or one of its derivatives $h^{(l)}(t)$ has a jump discontinuity at some point $t_{0}>0$, then $H$ has an infinite number of both positive and negative eigenvalues accumulating to zero. Moreover, we calculate their asymptotic behavior.
6.1. We start with a distributional kernel. Let the symbol (see the definition in Section 3.2) of the Hankel operator $H$ be defined by the formula $\omega(\mu)=e^{i t_{0} \mu}$. Then $h(t)=(2 \pi)^{-1 / 2}(\Phi \omega)(t)=\delta\left(t-t_{0}\right)$. It follows from (1-1) that $H=0$ for $t_{0} \leq 0$ and

$$
(H f)(t)=f\left(t_{0}-t\right)
$$

for $t_{0}>0$, which we suppose from now on. For such $h(t)$, condition (3-12) is satisfied for $N=0$ and $\kappa=0$.

The operator $H$ admits an explicit spectral analysis. Indeed, observe first that $(H f)(t)=0$ for $t>t_{0}$ and hence $L^{2}\left(t_{0}, \infty\right) \subset \operatorname{Ker} H$. Since $H^{2} f=f$ for $f \in L^{2}\left(0, t_{0}\right)$, the restriction of $H$ on its invariant subspace $L^{2}\left(0, t_{0}\right)$ may have only $\pm 1$ as eigenvalues. Obviously, the eigenspace $\mathscr{H}_{ \pm}$of $H$ corresponding to the eigenvalue $\pm 1$ consists of all functions $f(t)$ such that $f(t)= \pm f\left(t_{0}-t\right)$. Since

$$
\mathscr{H}_{+} \oplus \mathscr{H}_{-} \oplus L^{2}\left(t_{0}, \infty\right)=L^{2}\left(\mathbb{R}_{+}\right)
$$

the spectrum of $H$ consists of the eigenvalues $0,1,-1$ of infinite multiplicity each.
6.2. For a compact operator $H$, let us denote by $\lambda_{n}^{(+)}\left(-\lambda_{n}^{(-)}\right)$its positive (negative) eigenvalues. Positive (negative) eigenvalues are of course enumerated in decreasing (increasing) order with multiplicities taken into account.

Let us start with the explicit kernel

$$
\begin{equation*}
h(t)=\left(t_{0}-t\right)^{l} \text { for } t \leq t_{0}, \quad h(t)=0 \text { for } t>t_{0} \tag{6-1}
\end{equation*}
$$

where $l$ is one of the numbers $l=0,1, \ldots$ Then

$$
(H f)(t)=\int_{0}^{t_{0}-t}\left(t_{0}-t-s\right)^{l} f(s) d s, \quad t \in\left(0, t_{0}\right)
$$

and $(H f)(t)=0$ for $t \geq t_{0}$. For such $h(t)$, the symbol equals

$$
\omega(\mu)=\int_{0}^{t_{0}} e^{i \mu t}\left(t_{0}-t\right)^{l} d t=l!(i \mu)^{-l-1}\left(e^{i \mu t_{0}}-\sum_{k=0}^{l} \frac{1}{k!}\left(i \mu t_{0}\right)^{k}\right)
$$

It is a smooth function oscillating as $|\mu| \rightarrow \infty$.
It follows from (1-5) that the $b$-function of the operator $H$ equals

$$
\begin{equation*}
b(\xi)=\frac{l!t_{0}^{l+1-i \xi}}{2 \pi \Gamma(l+2-i \xi)} \tag{6-2}
\end{equation*}
$$

(if $h(t)=\delta\left(t-t_{0}\right)$, then this formula is true with $l=-1$ ). So according to Theorem 4.7, we have $N_{ \pm}(H)>0$. Actually, the spectrum of $H$ consists of an infinite number of positive and negative eigenvalues denoted by $\lambda_{n}^{( \pm)}$, and we will find their asymptotic behavior as $n \rightarrow \infty$.

Let us consider the spectral problem $H f=\lambda f$, that is,

$$
\begin{equation*}
\int_{0}^{t_{0}-t}\left(t_{0}-t-s\right)^{l} f(s) d s=\lambda f(t), \quad t \in\left(0, t_{0}\right) \tag{6-3}
\end{equation*}
$$

Differentiating this equation $k$ times, we find that

$$
\begin{equation*}
(-1)^{k} l(l-1) \cdots(l-k+1) \int_{0}^{t_{0}-t}\left(t_{0}-t-s\right)^{l-k} f(s) d s=\lambda f^{(k)}(t) \tag{6-4}
\end{equation*}
$$

for $k=1, \ldots, l$. Differentiating (6-4), where $k=l$ once more, we see that

$$
\begin{equation*}
l!f(t)=\lambda(-1)^{l+1} f^{(l+1)}\left(t_{0}-t\right), \quad t \in\left(0, t_{0}\right) \tag{6-5}
\end{equation*}
$$

Setting $t=t_{0}$ in (6-3) and (6-4), we obtain the boundary conditions

$$
\begin{equation*}
f\left(t_{0}\right)=f^{\prime}\left(t_{0}\right)=\cdots=f^{(l)}\left(t_{0}\right)=0 \tag{6-6}
\end{equation*}
$$

Conversely, if a function $f(t)$ satisfies (6-5) and boundary conditions (6-6), it satisfies also (6-3). This leads to the following intermediary result.

Lemma 6.1. Let the operator $A$ be defined on the Sobolev class $H^{l+1}\left(0, t_{0}\right)$ by the equation

$$
\begin{equation*}
(A f)(t)=(-1)^{l+1} f^{(l+1)}\left(t_{0}-t\right) \tag{6-7}
\end{equation*}
$$

Considered with boundary conditions (6-6), it is self-adjoint in the space $L^{2}\left(0, t_{0}\right)$, and its eigenvalues $\alpha_{n}^{( \pm)}$are linked to eigenvalues $\lambda_{n}^{( \pm)}$of the Hankel operator $H$ with kernel (6-1) by the equation $\alpha_{n}^{( \pm)}=$ $l!\left(\lambda_{n}^{( \pm)}\right)^{-1}$.
6.3. Clearly, $A^{2}$ is a differential operator and the asymptotic behavior of its eigenvalues is described by the Weyl formula. However, to find the eigenvalue asymptotics of the operator $A$, we have to distinguish between positive and negative eigenvalues. For this reason, it is convenient to introduce an auxiliary operator $\widetilde{A}$ with symmetric (with respect to the point 0 ) spectrum having the same eigenvalue asymptotics as $A$.

We define $\widetilde{A}$ by the same formula (6-7) as $A$ but consider it on functions in $\mathrm{H}^{l+1}\left(0, t_{0} / 2\right) \oplus \mathrm{H}^{l+1}\left(t_{0} / 2, t_{0}\right)$ satisfying the boundary conditions

$$
\begin{equation*}
f^{(k)}(0)=f^{(k)}\left(\frac{t_{0}}{2}-0\right), \quad f^{(k)}\left(\frac{t_{0}}{2}+0\right)=f^{(k)}\left(t_{0}\right) \tag{6-8}
\end{equation*}
$$

where $k=0, \ldots, l$ for $l$ even, and

$$
\begin{equation*}
f^{(k)}(0)=f^{(k)}\left(\frac{t_{0}}{2}-0\right)=0, \quad f^{(k)}\left(\frac{t_{0}}{2}+0\right)=f^{(k)}\left(t_{0}\right)=0 \tag{6-9}
\end{equation*}
$$

where $k=0, \ldots,(l-1) / 2$ for $l$ odd. The operator $\widetilde{A}$ is self-adjoint in the space $L^{2}\left(0, t_{0} / 2\right) \oplus L^{2}\left(t_{0} / 2, t_{0}\right)$, and it is determined by the matrix

$$
\widetilde{A}=\left(\begin{array}{cc}
0 & A_{1,2}  \tag{6-10}\\
A_{2,1} & 0
\end{array}\right), \quad A_{1,2}=A_{2,1}^{*}
$$

where $A_{2,1}: L^{2}\left(0, t_{0} / 2\right) \rightarrow L^{2}\left(t_{0} / 2, t_{0}\right)$. The operator $A_{2,1}$ is again given by relation (6-7) on functions in $\mathrm{H}^{l+1}\left(0, t_{0} / 2\right)$ satisfying conditions (6-8) or (6-9) at the points 0 and $t_{0} / 2-0$. It follows from formula
(6-10) that the spectrum of the operator $\widetilde{A}$ is symmetric with respect to the point 0 and consists of eigenvalues $\pm a_{n}$, where $a_{n}^{2}$ are eigenvalues of the operator $A_{2,1}^{*} A_{2,1}=: \boldsymbol{A}$.

An easy calculation shows that $\boldsymbol{A}$ is the differential operator $\boldsymbol{A}=(-1)^{l+1} \partial^{2 l+2}$ in the space $L^{2}\left(0, t_{0} / 2\right)$ defined on functions in the class $\mathrm{H}^{2 l+2}\left(0, t_{0} / 2\right)$ satisfying the boundary conditions $f^{(k)}(0)=f^{(k)}\left(t_{0} / 2\right)$, where $k=0, \ldots, 2 l+1$ for $l$ even, and the boundary conditions

$$
f^{(k)}(0)=f^{(k)}\left(\frac{t_{0}}{2}\right)=f^{(l+1+k)}(0)=f^{(l+1+k)}\left(\frac{t_{0}}{2}\right)=0
$$

where $k=0, \ldots,(l-1) / 2$ for $l$ odd. The asymptotic formula for the eigenvalues $a_{n}^{2}$ of $\boldsymbol{A}$ is given by the Weyl formula, that is,

$$
a_{n}=\left(2 \pi t_{0}^{-1} n\right)^{l+1}\left(1+O\left(n^{-1}\right)\right)
$$

Let us now observe that the operators $A$ and $\widetilde{A}$ are self-adjoint extensions of a symmetric operator $A_{0}$ with finite deficiency indices $(2 l+2,2 l+2)$. For example, $A_{0}$ can be defined by formula (6-7) on $C^{\infty}$-functions vanishing in some neighborhoods of the points $0, t_{0} / 2$, and $t_{0}$. Therefore, the operators $A$ and $\widetilde{A}$ have the same spectral asymptotics. Taking Lemma 6.1 into account, we obtain the following result.

Lemma 6.2. The eigenvalues of the Hankel operator $H=H\left(t_{0}\right)$ with kernel (6-1) have the asymptotic behavior

$$
\begin{equation*}
\lambda_{n}^{( \pm)}=l!(2 \pi)^{-l-1} t_{0}^{l+1} n^{-l-1}\left(1+O\left(n^{-1}\right)\right) \tag{6-11}
\end{equation*}
$$

Remark 6.3. It is interesting that the asymptotic coefficient in (6-11) is proportional to $t_{0}^{l+1}$, where $t_{0}$ is the jump point. However, this fact is not surprising, because the operators $H\left(t_{0}\right)$ are related by the equation $H\left(t_{0}\right)=t_{0}^{l+1} \mathrm{D}\left(t_{0}\right)^{*} H(1) \mathrm{D}\left(t_{0}\right)$, where $\mathrm{D}\left(t_{0}\right),\left(\mathrm{D}\left(t_{0}\right) f\right)(t)=\sqrt{t_{0}} f\left(t_{0} t\right)$, is the unitary operator of dilations.

Remark 6.4. In the case $l=0$ we have the explicit formulas

$$
\lambda_{n}^{(+)}=(2 \pi)^{-1} t_{0}\left(n-\frac{3}{4}\right)^{-1}, \quad \lambda_{n}^{(-)}=(2 \pi)^{-1} t_{0}\left(n-\frac{1}{4}\right)^{-1}, \quad n=1,2, \ldots
$$

6.4. Now we extend the asymptotics (6-11) to general Hankel operators whose kernels (or their derivatives) have jumps of continuity at a single positive point. To that end, we combine Lemma 6.2 with Theorem 7.4 in Chapter 6 of [Peller 2003]. This theorem implies that singular values $s_{n}(V)$ of a Hankel operator $V$ satisfy the bound

$$
s_{n}(V)=o\left(n^{-l-1}\right)
$$

if $V$ has a symbol belonging to the Besov class $\boldsymbol{B}_{p, p}^{l+1}(\mathbb{R})$, where $p=(l+1)^{-1}$. By the Weyl theorem on the stability of the power asymptotics of eigenvalues, adding such an operator $V$ to the Hankel operator with kernel (6-1) cannot change the leading asymptotic term in formula (6-11). This yields the following result.

Theorem 6.5. Let $l \in \mathbb{Z}_{+}$, and let $v(t)$ be the Fourier transform of a function in the Besov class $\boldsymbol{B}_{p, p}^{l+1}(\mathbb{R})$, where $p=(l+1)^{-1}$. Set

$$
h(t)=h_{0}\left(t_{0}-t\right)^{l}+v(t)
$$

for $t \leq t_{0}$ and $h(t)=v(t)$ for $t>t_{0}$. Then eigenvalues of the Hankel operator $H$ have the asymptotics

$$
\lambda_{n}^{( \pm)}=\left|h_{0}\right| l!(2 \pi)^{-l-1} t_{0}^{l+1} n^{-l-1}(1+o(1))
$$

as $n \rightarrow \infty$.
We emphasize that under the assumptions of this theorem, the leading terms in the asymptotics of the positive and negative eigenvalues are the same. Of course if $h(t)$ becomes smoother ( $l$ increases), then eigenvalues of the Hankel operator $H$ decrease faster as $n \rightarrow \infty$. Observe that for $l=0$ (when the kernel itself is discontinuous), the Hankel operator $H$ does not belong to the trace class.

We finally note that, under assumptions close to those of Theorem 6.5 , the asymptotic behavior of the singular values of the Hankel operator $H$ was obtained long ago in [Glover et al. 1990] by a completely different method.

## 7. Perturbations of the Carleman operator

In this section we consider operators $H=H_{0}+V$, where $H_{0}$ is the Carleman operator $\boldsymbol{C}$ (or a more general operator) and the perturbation $V$ belongs to one of the classes introduced in Section 5. Various objects related to the operator $H_{0}$ will be endowed with the index " 0 ", and objects related to the operator $V$ will be endowed with the index " $v$ ".
7.1. For perturbations $V$ of finite rank, we have the following result.

Theorem 7.1. Let the sign function $s_{0}(x)$ of a Hankel operator $H_{0}$ be bounded and positive. Let the kernel $v(t)$ of $V$ be given by the formula

$$
v(t)=\sum_{m=1}^{M} P_{m}(t) e^{-\alpha_{m} t}
$$

where $P_{m}(t)$ is a polynomial of degree $K_{m}$. Put $H=H_{0}+V$ and define the numbers $\mathcal{N}_{-}^{(m)}$ by formula (5-2). Then $N_{-}(H)$ is given by formula (5-3).

Corollary 7.2. Under the assumptions of Theorem 7.1, we have $N_{-}(H)=N_{-}(V)$. In particular, $H \geq 0$ if and only if $V \geq 0$.

Of course, in the case $H_{0}=0$, Theorem 7.1 reduces to Theorem 5.1. Since for the Carleman operator $\boldsymbol{C}$ the sign function equals 1 , Theorem 7.1 applies to $H_{0}=\boldsymbol{C}$.

The inequality $N_{-}(H) \leq N_{-}(V)$ is obvious because $H_{0} \geq 0$. On the other hand, the opposite inequality $N_{-}(H) \geq N_{-}(V)$ looks surprising because the operator $H_{0}$, which may have the continuous spectrum, is much "stronger" than the operator $V$ of finite rank. At a heuristic level, the equality $N_{-}(H)=N_{-}(V)$ can be explained by the fact that the supports of the sign functions $s_{0}(x)$ and $s_{v}(x)$ are essentially disjoint.

Very loosely speaking, this means that the operators $H_{0}$ and $V$ "live in orthogonal subspaces", and hence the positive operator $H_{0}$ does not affect the negative spectrum of $V$. The detailed proof of Theorem 7.1, as well as that of Theorem 5.1, is given in [Yafaev 2015].
7.2. Let $\boldsymbol{C}$ be the Carleman operator, and let $V$ be the Hankel operator with kernel

$$
\begin{equation*}
v(t)=t^{k} e^{-\alpha t}, \quad \alpha>0, k>-1 \tag{7-1}
\end{equation*}
$$

The operator $V$ is compact, and hence the essential spectrum $\operatorname{spec}_{\text {ess }}\left(H_{\gamma}\right)$ of the operator

$$
\begin{equation*}
H_{\gamma}=\boldsymbol{C}-\gamma V, \quad \gamma \in \mathbb{R}, \tag{7-2}
\end{equation*}
$$

coincides with the interval $[0, \pi]$. Since the sign function of the operator $\boldsymbol{C}$ equals 1 , the sign function $s_{\gamma}$ of the operator $H_{\gamma}$ equals

$$
s_{\gamma}(x)=1-\gamma s_{v}(x)
$$

where the function $s_{v}(x)$ is given by formula (5-8).
Let first $k \in(-1,0)$. Observe that $s_{v}(x)$ is continuous for $x<\beta=-\ln \alpha$ and $s_{v}(x) \rightarrow+\infty$ as $x \rightarrow \beta-0$ but $s_{v} \in L^{1}(\mathbb{R})$. Thus the function $s_{\gamma}(x)$ goes to $-\infty$ as $x \rightarrow \beta-0$ for all $\gamma>0$, and hence it follows from Theorem 4.5 that the operator $H_{\gamma}$ has infinite negative spectrum for all $\gamma>0$.

In the case $k>0$, we use the formula

$$
\begin{equation*}
b(\xi)=\delta(\xi)+b_{v}(\xi) \tag{7-3}
\end{equation*}
$$

and apply Theorem 4.7 (more precisely, Corollary 4.8) with $b_{0}(\xi)=\delta(\xi)$ and $b_{\infty}(\xi)=b_{v}(\xi)$. Since $b_{0} \in C(\mathbb{R})^{\prime}$ and $b_{\infty}$ has the asymptotic behavior (5-9), the operator $H_{\gamma}$ has a negative spectrum for all $\gamma \neq 0$.

Let us summarize the results obtained.
Proposition 7.3. Let $H_{\gamma}=\boldsymbol{C}-\gamma V$, where $V$ is the Hankel operator with kernel (7-1). Then:
(1) If $k \in(-1,0)$ and $\gamma>0$, then the operator $H_{\gamma}$ has an infinite number of negative eigenvalues.
(2) If $k>0$, then the operator $H_{\gamma}$ has at least one negative eigenvalue for all $\gamma \neq 0$.
7.3. The result below directly follows from Theorem 4.5.

Proposition 7.4. Suppose that the sign function $s_{v}(x)$ of a Hankel operator $V$ is continuous and $s_{v}(x) \rightarrow 0$ as $|x| \rightarrow \infty$. Then the operator $H_{\gamma}$ defined by formula (7-2) is positive if and only if

$$
\gamma s_{v}(x) \leq 1 \quad \text { for all } x \in \mathbb{R} .
$$

If this condition is not satisfied, then $H_{\gamma}$ has infinite negative spectrum.
We note that by Proposition 3.12, under the assumption of Proposition 7.4 on the sign function $s_{v}$, the operator $V$ is compact, and hence $\operatorname{spec}_{\text {ess }}\left(H_{\gamma}\right)=[0, \infty)$. Of course, this assumption on $s_{v}$ is satisfied if $b_{v} \in L^{1}(\mathbb{R})$.

Example 7.5. Let $v(t)=e^{-t^{r}}$, where $r<1$. We have seen in Section 5.3 that its sign function $s_{v}(x)$ equals $I_{r}(x)$, where $I_{r}(x)$ is integral (5-12). Recall that $I_{r}(x)$ is a nonnegative continuous function of $x \in \mathbb{R}$ and $I_{r}(x) \rightarrow 0$ as $|x| \rightarrow \infty$. Set

$$
v_{r}=\max _{x \in \mathbb{R}} I_{r}(x) .
$$

Then $H_{\gamma} \geq 0$ if $\gamma \leq v_{r}^{-1}$, and the operator $H_{\gamma}$ has infinite negative spectrum for all $\gamma>v_{r}^{-1}$. Using the explicit formula (5-13), it is easy to calculate $\nu_{1 / 2}=3 \sqrt{6 / \pi} e^{-3 / 2}$.

In the case $r>1$ we use formula (7-3). As shown in Section 5.3, the modulus of the function $b_{v}(\xi)$ exponentially grows and the periods of its oscillations tend to zero only logarithmically as $|\xi| \rightarrow \infty$. Therefore Theorem 4.7 yields the following result.
Proposition 7.6. Let $v(t)=e^{-t^{r}}$, where $r>1$. Then the operator (7-2) has at least one negative eigenvalue for all $\gamma \neq 0$.

Thus the results on the negative spectrum of the operator $H_{\gamma}=\boldsymbol{C}-\gamma V$, where $v(t)=e^{-t^{r}}$, are qualitatively different for $r<1, r=1$, and $r>1$.

## Appendix A: Proof of Lemma 3.6

Set

$$
F_{\kappa}^{(n)}=\max _{t \in \mathbb{R}_{+}}\left(\langle\ln t\rangle^{\kappa} t^{n}\left|F^{(n)}(t)\right|\right),
$$

where for shortness we use the notation $\langle x\rangle=(1+|x|)$.
Let us first consider $\left(\Phi^{*} F\right)(\lambda)$ for $\lambda \in(-1,1)=: I$. We have

$$
\sqrt{2 \pi}\left(\Phi^{*} F\right)(\lambda)=\int_{0}^{a} F(t) e^{i \lambda t} d t+\int_{a}^{\infty} F(t) e^{i \lambda t} d t, \quad a=|\lambda|^{-1 / 2}
$$

The first integral on the right-hand side is bounded by $F_{0}^{(0)}|\lambda|^{-1 / 2}$, which belongs to $L^{1}(I)$. In the second integral, we integrate by parts:

$$
\begin{equation*}
\int_{a}^{\infty} F(t) e^{i \lambda t} d t=i \lambda^{-1} F(a) e^{i \lambda a}+i \lambda^{-1} \int_{a}^{\infty} F^{\prime}(t) e^{i \lambda t} d t \tag{A-1}
\end{equation*}
$$

The first term here is bounded by $C|\lambda|^{-1}\langle\ln \lambda\rangle^{-\kappa} F_{\kappa}^{(0)}$, which belongs to $L^{1}(I)$ if $\kappa>1$. The second term is bounded by

$$
|\lambda|^{-1} \int_{a}^{\infty} t^{-1}\langle\ln t\rangle^{-\kappa} d t F_{\kappa}^{(1)} \leq C|\lambda|^{-1}\langle\ln \lambda\rangle^{-\kappa+1} F_{\kappa}^{(1)}
$$

It belongs to $L^{1}(I)$ if $\kappa>2$. Thus, for all $\kappa>2$, we have

$$
\begin{equation*}
\left\|\Phi^{*} F\right\|_{L^{1}(I)} \leq C(\kappa)\left(F_{0}^{(0)}+F_{\kappa}^{(1)}\right) \tag{A-2}
\end{equation*}
$$

Next, we consider $\left(\Phi^{*} F\right)(\lambda)$ for $|\lambda| \geq 1$. Integrating by parts, we see that

$$
\begin{equation*}
\sqrt{2 \pi}\left(\Phi^{*} F\right)(\lambda)=i \lambda^{-1} \int_{0}^{a} F^{\prime}(t) e^{i \lambda t} d t+i \lambda^{-1} \int_{a}^{\infty} F^{\prime}(t) e^{i \lambda t} d t \tag{A-3}
\end{equation*}
$$

The first term here is bounded by

$$
|\lambda|^{-1} \int_{0}^{a} t^{-1}\langle\ln t\rangle^{-\kappa} d t F_{\kappa}^{(1)} \leq C|\lambda|^{-1}\langle\ln \lambda\rangle^{-\kappa+1} F_{\kappa}^{(1)}
$$

It belongs to $L^{1}(\mathbb{R} \backslash I)$ if $\kappa>2$. In the second integral in (A-3) we once more integrate by parts, that is, we use formula (A-1) with $F(t)$ replaced by $F^{\prime}(t)$. The function $\lambda^{-2} F^{\prime}(a)$ is bounded by $|\lambda|^{-3 / 2} F_{0}^{(1)}$. For the second term, we use the estimate

$$
\left|\lambda^{-2} \int_{a}^{\infty} F^{\prime \prime}(t) e^{i \lambda t} d t\right| \leq \lambda^{-2} \int_{a}^{\infty} t^{-2} d t F_{0}^{(2)}=|\lambda|^{-3 / 2} F_{0}^{(2)}
$$

Therefore the second term in (A-3) also belongs to $L^{1}(\mathbb{R} \backslash I)$. Thus, for all $\kappa>2$, we have

$$
\begin{equation*}
\left\|\Phi^{*} F\right\|_{L^{1}(\mathbb{R} \backslash I)} \leq C(\kappa)\left(F_{\kappa}^{(1)}+F_{0}^{(2)}\right) \tag{A-4}
\end{equation*}
$$

Putting together (A-2) and (A-4), we obtain estimate (3-13).

## Appendix B: The Gaussian kernel

Here we return to the Hankel operator $H$ with kernel $h(t)=e^{-t^{2}}$ considered in Section 5.3. Since $e^{-(t+s)^{2}}=e^{-t^{2}} e^{-2 t s} e^{-s^{2}}$, we have the identity

$$
\begin{equation*}
(H f, f)=(\mathrm{L} \psi, \psi) \tag{B-1}
\end{equation*}
$$

where $\psi(t)=e^{-t^{2} / 2} f(t / \sqrt{2}) / \sqrt{2}$ and L is the Laplace transform defined in the space $L^{2}\left(\mathbb{R}_{+}\right)$by formula (2-28). We shall use (B-1) essentially in the same way as the main identity (1-10). It follows from equality (2-29) for $\alpha=\frac{1}{2}$ that $\mathrm{L}=M^{*} \mathscr{F} \Gamma_{1 / 2} M$, where $M$ is the Mellin transform. Therefore the spectrum of L consists of the interval $[-\gamma, \gamma]$, where, according to (2-24),

$$
\gamma=\max _{\xi \in \mathbb{R}}\left|\Gamma\left(\frac{1}{2}+i \xi\right)\right|=\sqrt{\pi} \max _{\xi \in \mathbb{R}}(\cosh (\pi \xi))^{-1}=\sqrt{\pi}
$$

This allows us to check the following assertion.
Proposition B.1. The Hankel operator $H$ with kernel $h(t)=e^{-t^{2}}$ has an infinite number of positive and negative eigenvalues.
Proof. Fix some $\mu \in(0, \sqrt{\pi})$. For an arbitrary $N$, let $\Delta_{1}^{(+)}, \ldots, \Delta_{N}^{(+)} \subset(\mu, \sqrt{\pi})$ and $\Delta_{1}^{(-)}, \ldots, \Delta_{N}^{(-)} \subset$ $(-\sqrt{\pi},-\mu)$ be closed mutually disjoint intervals. Choose functions $\varphi_{j}^{( \pm)}$in the spectral intervals $\Delta_{j}^{( \pm)}$of the operator L and such that $\left\|\varphi_{j}^{( \pm)}\right\|=1, j=1, \ldots N$. Let $\varphi^{( \pm)}=\sum_{j=1}^{N} \alpha_{j} \varphi_{j}^{( \pm)}$be a linear combination of the functions $\varphi_{1}^{( \pm)}, \ldots, \varphi_{N}^{( \pm)}$. Then

$$
\begin{equation*}
\pm\left(\mathrm{L} \varphi^{( \pm)}, \varphi^{( \pm)}\right)= \pm \sum_{j=1}^{N}\left|\alpha_{j}\right|^{2}\left(\mathrm{~L} \varphi_{j}^{( \pm)}, \varphi_{j}^{( \pm)}\right) \geq \mu \sum_{j=1}^{N}\left|\alpha_{j}\right|^{2}\left\|\varphi_{j}^{( \pm)}\right\|^{2}=\mu\left\|\varphi^{( \pm)}\right\|^{2} \tag{B-2}
\end{equation*}
$$

For an arbitrary $\varepsilon>0$, we can choose $\psi_{j}^{( \pm)} \in C_{0}^{\infty}\left(\mathbb{R}_{+}\right)$such that $\left\|\psi_{j}^{( \pm)}-\varphi_{j}^{( \pm)}\right\|<\varepsilon$ for all $j=1, \ldots, N$. Since the functions $\varphi_{j}^{( \pm)}$are orthogonal, the functions $\psi_{j}^{( \pm)}$are linearly independent if $\varepsilon$ is small enough.

Moreover, it follows from (B-2) that

$$
\begin{equation*}
\pm\left(\mathrm{L} \psi^{( \pm)}, \psi^{( \pm)}\right) \geq 2^{-1} \mu\left\|\psi^{( \pm)}\right\|^{2} \tag{B-3}
\end{equation*}
$$

if $\psi^{( \pm)}=\sum_{j=1}^{N} \alpha_{j} \psi_{j}^{( \pm)}$and $\varepsilon$ is small.
Set now $f^{( \pm)}(t)=\sqrt{2} e^{t^{2}} \psi^{( \pm)}(\sqrt{2} t)$. Then $f^{( \pm)} \in L^{2}\left(\mathbb{R}_{+}\right)$, and according to the identity (B-1), inequality (B-3) implies that $\pm\left(H f^{( \pm)}, f^{( \pm)}\right)>0$ on the linear subspace of such functions $f^{( \pm)}$(except $f^{( \pm)}=0$ ). This subspace has dimension $N$. Hence the operator $H$ has at least $N$ positive and $N$ negative eigenvalues. Since $N$ is arbitrary, this concludes the proof.

We emphasize that the operator $H$ is compact while the operator L has the continuous spectrum. Nevertheless the total multiplicities of their positive and negative spectra are the same (infinite).
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# NODAL SETS AND GROWTH EXPONENTS OF LAPLACE EIGENFUNCTIONS ON SURFACES 

Guillaume Roy-Fortin


#### Abstract

We prove a result, announced by F. Nazarov, L. Polterovich and M. Sodin, that exhibits a relation between the average local growth of a Laplace eigenfunction on a closed surface and the global size of its nodal set. More precisely, we provide a lower and an upper bound to the Hausdorff measure of the nodal set in terms of the expected value of the growth exponent of an eigenfunction on disks of wavelength-like radius. Combined with Yau's conjecture, the result implies that the average local growth of an eigenfunction on such disks is bounded by constants in the semiclassical limit. We also obtain results that link the size of the nodal set to the growth of solutions of planar Schrödinger equations with small potential.


## 1. Introduction and main results

1.1. Nodal sets of Laplace eigenfunctions. Let $(M, g)$ be a smooth, closed two-dimensional Riemannian manifold endowed with a $C^{\infty}$ metric $g$. Let $\left\{\phi_{\lambda}\right\}, \lambda \nearrow \infty$, be any sequence of eigenfunctions of the negative-definite Laplace-Beltrami operator $\Delta_{g}$ :

$$
\begin{equation*}
\Delta_{g} \phi_{\lambda}+\lambda \phi_{\lambda}=0 \tag{1.1.1}
\end{equation*}
$$

In local coordinates, we write the Laplace-Beltrami operator as

$$
\Delta_{g}=\frac{1}{\sqrt{g}} \sum_{i, j=1}^{2} \frac{\partial}{\partial x_{i}}\left(g^{i j} \sqrt{g} \frac{\partial}{\partial x_{j}}\right) .
$$

The nodal set of $\phi_{\lambda}$ is the set

$$
Z_{\lambda}:=\left\{p \in M: \phi_{\lambda}(p)=0\right\} .
$$

It is known [Cheng 1976] that $Z_{\lambda}$ is a smooth curve away from its finite singular set

$$
S_{\lambda}:=\left\{p \in M: \phi_{\lambda}(p)=\nabla \phi_{\lambda}(p)=0\right\} .
$$

Nodal sets of Laplace eigenfunctions have been of interest since the discovery of the Chladni patterns and their asymptotic properties as $\lambda \nearrow \infty$ have been intensively studied, notably in the context of quantum mechanics. In that setting, the square of a normalized eigenfunction $\phi_{\lambda}$ represents the probability density of a free particle in the pure state corresponding to $\phi_{\lambda}$ and $Z_{\lambda}$ can be thought of as the set where such a particle is least likely to be found. Estimating the one-dimensional Hausdorff measure $\mathscr{H}^{1}\left(Z_{\lambda}\right)$ of

[^6]the nodal set has thus been the subject of intense studies over the last three decades, sparked by the well-known conjecture of S.-T. Yau [1982; 1993]:
Conjecture 1.1.2. Let $(M, g)$ be a compact, $C^{\infty}$ Riemannian manifold of dimension $n$. There exist positive constants $c$ and $C$ such that
$$
c \lambda^{1 / 2} \leq \mathscr{H}^{n-1}\left(Z_{\lambda}\right) \leq C \lambda^{1 / 2} .
$$

Remark that this paper is concerned with the case $n=2$ but that the conjecture has been stated for smooth manifolds of any dimension. A common intuition in spectral geometry is that a $\lambda$-eigenfunction behaves in many ways similarly to a trigonometric polynomial of degree $\lambda^{1 / 2}$. As such, one can understand Yau's conjecture as a broad generalization of the fundamental theorem of algebra: counting multiplicities, a polynomial of degree $\lambda^{1 / 2}$ will vanish $\lambda^{1 / 2}$ times. The conjecture has been proved by Donnelly and Fefferman [1988] for real analytic pairs $(M, g)$ of any dimension. When $M$ is a surface with a $C^{\infty}$ metric, the lower bound was proved by Brüning [1978]. The current best upper bound of $\lambda^{3 / 4}$ obtained by [Donnelly and Fefferman 1990; Dong 1992] is still weaker than the conjectured one. Note that the current best exponent $\frac{3}{4}$ in dimension 2 gets much worse in higher dimensions. Indeed, for $n \geq 3$, the current best upper bound is $\lambda^{\sqrt{\lambda}}$ and has been obtained by Hardt and Simon [1989]. This hints that the methods used on surfaces are specific and cannot, in general, be easily extended to higher-dimensional manifolds, which is indeed the case for the results of this paper. For more details and a thorough survey of the most recent results on nodal sets of Laplace eigenfunctions, we refer to [Zelditch 2013].
1.2. An averaged measure of the local growth. Here and elsewhere in this article, given a ball $B(r)$ of radius $r, \alpha B$ will denote the concentric ball of radius $\alpha r$. In any metric space, it is possible to measure the growth of a continuous function $f$ by defining its doubling exponent $\beta(f, B)$ on a metric ball $B$ by

$$
\beta(f, B):=\log \frac{\sup _{B}|f|}{\sup _{\frac{1}{2} B}|f|}
$$

The simplest example is that of the polynomial $x^{n}$ on the real interval $D=[-1,1]$, for which the doubling exponent is the degree $n$, modulo a constant. Indeed, $\beta\left(x^{n},[-1,1]\right)=n \log 2$. Given two concentric balls $B$ and $\alpha B$, where $0<\alpha<1$, one can define the more general $\alpha$-growth exponent $\beta$ ( $f, B ; \alpha$ ) by

$$
\beta(f, B ; \alpha):=\log \frac{\sup _{B}|f|}{\sup _{\alpha B}|f|}
$$

Albeit more general, the growth exponent can still be seen as the analog of the degree of a polynomial as showcased once again by the monomial $x^{n}$ :

$$
\beta\left(x^{n},[-1,1] ; \alpha\right)=\log \frac{\sup _{[-1,1]}|x|^{n}}{\sup _{[-\alpha, \alpha]}|x|^{n}}=n \log \left(\alpha^{-1}\right)
$$

It is worth mentioning that the growth exponent is itself a special case of the more general Bernstein index, which measures in a similar fashion the growth of a continuous function from one compact set to a strictly larger one. For more background on the Bernstein index, we refer to [Khovanskii and Yakovenko 1996; Roytwarf and Yomdin 1997].

The metric $g$ turns $M$ into a metric space, and it is natural to define similar exponents to measure the growth of eigenfunctions on metric disks on the surface. We write $B_{p}(r)$ for a metric disk centered at $p \in M$ and of radius $r$. Donnelly and Fefferman [1988] show that on a smooth manifold ( $M, g$ ) of any dimension, the following holds for every ball $B$ :

$$
\beta\left(\phi_{\lambda}, B\right) \leq c \lambda^{1 / 2}
$$

where $c=c(g, r, \alpha)$ is a positive constant depending only on the geometry of $M$, the radius $r$ and the scaling factor $\alpha$. From now on, we will restrict our attention to disks $B_{p}(r)$ of radius comparable to the wavelength: $r=k_{0} \lambda^{-1 / 2}$, where $k_{0}$ is a suitably small, positive constant. It turns out that, at this scale, the local study of an eigenfunction can be reduced to that of a solution of a planar Schrödinger equation (see Section 2.3), which is a central idea throughout this article. For simplicity, we write

$$
\beta_{p}(\lambda):=\beta\left(\phi_{\lambda}, B_{p}(r) ; \alpha_{0}\right)
$$

for the $\alpha_{0}$-growth exponent of $\phi_{\lambda}$ and where $\alpha_{0}$ is a geometric constant whose explicit value is given by (2.2.3). The quantity $\beta_{p}(\lambda)$ is by definition local, and motivated by Section 7.3 in [Nazarov et al. 2005], we make it global by defining the average local growth of a $\lambda$-eigenfunction, which is essentially the averaged $L^{1}$ norm of $\beta_{p}(\lambda)$ :

$$
A(\lambda):=\frac{1}{\operatorname{Vol}(M)} \int_{M} \beta_{p}(\lambda) \mathrm{d} V_{g}(p)
$$

Thus, $A(\lambda)$ can be interpreted as the expected value of the $\alpha_{0}$-growth exponent of an eigenfunction $\phi_{\lambda}$ on disks of wavelength radius.
1.3. Results. We recall the basic intuition of interpreting an eigenfunction $\phi_{\lambda}$ as a polynomial of degree $\lambda$. In the case of a polynomial, the degree controls both the growth and the number of zeros and it is thus natural to expect a similar link for eigenfunctions. Our main result proves Conjecture 7.1 of [Nazarov et al. 2005] and provides such a link by showing that the average local growth is comparable to the size of the nodal set $Z_{\lambda}$ times the wavelength $\lambda^{-1 / 2}$.

Theorem 1. Let $(M, g)$ be a smooth, closed Riemannian manifold of dimension 2. There exist positive constants $c_{1}$ and $c_{2}$ such that

$$
\begin{equation*}
c_{1} \lambda^{1 / 2} A(\lambda) \leq \mathscr{H}^{1}\left(Z_{\lambda}\right) \leq c_{2} \lambda^{1 / 2}(A(\lambda)+1) \tag{1.3.1}
\end{equation*}
$$

The theorem provides an interesting reformulation of Yau's conjecture for surfaces with smooth metric. Recall that, in this setting, the lower bound of Conjecture 1.1.2 is proven so that, in view of Theorem 1, the conjecture holds if and only if

$$
A(\lambda)=O(1)
$$

Also, since the conjecture is true in the analytic case, we immediately have that $A(\lambda)=O(1)$ in such a setting. In other words, on a surface with a real analytic metric, the average local growth of an eigenfunction on balls of small radius is bounded by a constant independent of the eigenvalue.

Finally, two other main results are of interest, namely Theorems 2.1.1 and 3.1.1, each providing a link between growth exponents and the size of nodal sets of solutions to a planar Schrödinger equation. The explicit statement of these results is respectively given at the beginning of Sections 2 and 3.
1.4. Outline of proof and organization of the paper. Nazarov et al. [2005, §7.3] suggested a heuristic for the proof of Theorem 1 that essentially consisted of the following four steps:
(i) Reduce an eigenfunction $\phi_{\lambda}$ to a solution $F$ of a planar Schrödinger equation. This is done locally on a conformal coordinate patch by restricting $\phi_{\lambda}$ to a small disk of radius $\sim \lambda^{-1 / 2}$, which transforms the eigenvalue equation (1.1.1) into

$$
\Delta F+q F=0
$$

where $\Delta$ is the flat Laplacian and $q$ is a smooth potential with small uniform norm.
(ii) Use Lemma 3.4 from [Nazarov et al. 2005] to express $F$ as the composition $u \circ h$ of a harmonic function $u$ with a $K$-quasiconformal homeomorphism $h$ whose dilation factor $K$ is controlled.
(iii) Extend to $F$ and then to $\phi_{\lambda}$ some appropriate estimates linking the size of the nodal set of $u$ with its growth exponent $\beta$. Such estimates are in the spirit of Lemma 2.13 in [Nazarov et al. 2005] (see also [Gelfond 1934; Robertson 1939; Khovanskii and Yakovenko 1996]) and relate the growth exponents of a harmonic function $u$ on some disk with the number of change of signs of $u$ on the boundary of either a larger or a smaller disk.
(iv) The last step is an integral-geometric argument based on a generalized Crofton formula that allows one to recover the global statement of Theorem 1 from the local estimates obtained in the previous steps.

This approach has been successful in obtaining the lower bound for the size of the nodal set in terms of the average local growth, that is, the left inequality of Theorem 1. The details are presented in Section 3. However, as first noticed by J. Bourgain, the same approach cannot be used for the other inequality. The problem roughly resides in step (iii), where we aim to extend to $F=u \circ h$ a result of the type

$$
N_{u}\left(\partial D_{-}\right) \leq \beta_{u}\left(D^{+}\right)
$$

where $N_{u}\left(\partial D_{-}\right)$is the number of zeros of $u$ on a circle $\partial D_{-}$that is strictly contained in a bigger disk $D^{+}$ on which the doubling exponent is computed. It is impossible to do so since we have no way to ensure that the $K$-quasiconformal map $h$ will map the circle $\partial D_{-}$to another circle in the domain of $F$. It might in fact map a circle to a nonrectifiable curve, which prevents one from properly counting the zeros of $F$.

Based on a private communication with Nazarov, Polterovich and Sodin, we take a different route to prove the upper bound in Theorem 1, which is inspired by [Donnelly and Fefferman 1988]. More precisely, we keep steps (i) and (iv) but replace the intermediate steps by Theorem 2.1.1, which provides a convenient estimate linking the size of the nodal set of $F$ on a small disk to its growth exponent on a bigger disk. This approach is presented in Section 2 and allows us to recover the remaining inequality of our main theorem. Theorem 2.1.1 thus plays a crucial role, and its proof is presented in Section 4. The general idea is to tile the domain of $F$ into squares of rapid and slow growth and to then notice that: (a) the nodal set in
a square of slow growth is small and (b) there cannot be too many squares of rapid growth. The interested reader will also find further explanations detailing the structure of that proof in Section 4.2. Involved in the proof are notably the technical Proposition 4.2.1, which roughly proves statement (b) above, as well as the specialized Carleman estimate of Lemma 5.2.1, whose rather long derivations we respectively present in Sections 5 and 6. We conclude the article with a discussion and a few questions in Section 7.

Notation. Throughout the paper, we will denote positive numerical constants in the following fashion. Constants $c_{1}, c_{2}, \ldots$ will be used in the statements of any result and may depend on the geometry of the manifold $M$ but nothing else. In particular, they are independent of $\lambda$. Within proofs, we will use $a_{1}, a_{2}, \ldots$ for numerical constants without any dependency and $b_{1}, b_{2}, \ldots$ for constants that may depend on the geometry of the surface. Often, we merge many numerical constants together to simplify the sometimes heavy notation; for example, $a_{5}=a_{3}^{-1} a_{4}(4 \pi) / \operatorname{Vol}(M)$. Finally, we reset the numeration for the constants $a_{i}$ at each section.

We will use $D$ to denote Euclidean disks and $B$ for metric balls on the surface. Given the context, we either write $D(p, r)$ for a disk centered at $p$ of radius $r$ or just $D_{p}$ if the radius is known. Finally, we will keep the convention that, given a positive constant $a$ and a disk $D=D(p, r), a D$ denotes the concentric disk of radius ar. We write $\mathbb{D}$ for the open unit disk in $\mathbb{R}^{2}$.

## 2. Upper bound for the length of the nodal set

In this section, we prove the right inequality of Theorem 1, which provides an upper bound to the length of the nodal set in terms of the average local growth of an eigenfunction $\phi_{\lambda}$. The main tool in the proof is the following, which links the size of the nodal set of a Schrödinger eigenfunction to its growth exponent:

Theorem 2.1.1. Let $F: 3 \mathbb{D} \rightarrow \mathbb{R}$ be a solution of

$$
\begin{equation*}
\Delta F+q F=0 \tag{2.1.2}
\end{equation*}
$$

with the potential $q \in C^{\infty}(3 \mathbb{D})$ satisfying $\|q\|_{\infty}=\sup _{3 \mathbb{D}}|q|<\epsilon_{0}$. Let also

$$
\beta:=\beta\left(F, \frac{5}{2} \mathbb{D} ; 10\right)=\log \frac{\sup _{\frac{5}{2} \mathbb{D}}|F|}{\sup _{\frac{1}{4} \mathbb{D}}|F|}
$$

Finally, denote by $Z_{F}$ the nodal set $\{p \in 3 \mathbb{D}: F(p)=0\}$ of $F$. Then

$$
\mathscr{H}^{1}\left(Z_{F} \cap \frac{1}{60} \mathbb{D}\right) \leq c_{3} \beta^{*},
$$

where $\beta^{*}:=\max \{\beta, 1\}$ and $c_{3}$ is a positive constant.
We remark that we do not assume here that $q$ has a constant sign. The proof of this theorem is presented in Section 5, and some information about the value of $\epsilon_{0}$ is given at the end of Lemma 5.4.6.

### 2.2. From the surface to the plane: the passage to Schrödinger eigenfunctions with small potential.

 Cover the surface $M$ with a finite number $N$ of conformal charts $\left(U_{i}, \psi_{i}\right), \psi_{i}: U_{i} \subset M \rightarrow V_{i} \subset \mathbb{R}^{2}$, $i \in I=\{1, \ldots, N\}$. On each of these charts, the metric is conformally flat and there exist smooth positivefunctions $q_{i}$ such that $g=q_{i}(x, y)\left(d x^{2}+d y^{2}\right)$. By compactness, we can find positive constants $q_{-}$ and $q^{+}$such that we have $0<q_{-}<q_{i}<q^{+}$for all $i=1, \ldots, N$. The metric is thus pinched between scalings of the flat metric, and we have a local equivalence of various metric notions on $M$ and in $\mathbb{R}^{2}$. In particular, given any subset $E \subset U_{i}$, the one-dimensional Hausdorff measures are equivalent:

$$
\begin{equation*}
b_{1} \mathscr{H}^{1}\left(\psi_{i}(E)\right) \leq \mathscr{H}^{1}(E) \leq b_{2} \mathscr{H}^{1}\left(\psi_{i}(E)\right) \tag{2.2.1}
\end{equation*}
$$

In the same spirit, the Riemannian volume form on $M$ and the Lebesgue measure $\mathrm{d} A$ in $\mathbb{R}^{2}$ are equivalent in the following sense: given any integrable function $f$ on $U_{i}$, we have

$$
\begin{equation*}
b_{3} \int_{V_{i}} f \mathrm{~d} A \leq \int_{U_{i}} f \mathrm{~d} V_{g} \leq b_{4} \int_{V_{i}} f \mathrm{~d} A \tag{2.2.2}
\end{equation*}
$$

Note that the explicit values of the constants $b_{1}, \ldots, b_{4}$ involve only the geometric constants $q_{-}$and $q^{+}$. We now let $B_{p}:=B_{p}\left(k_{0} \lambda^{-1 / 2}\right) \subset M$ be a metric disk and set

$$
\begin{equation*}
\alpha_{0}:=\frac{q_{-}}{5 q^{+}} \tag{2.2.3}
\end{equation*}
$$

The value of the small positive constant $k_{0}$ will be fixed later. Recall that, at a point $p \in M$, the growth exponent $\beta_{p}(\lambda)$ of an eigenfunction $\phi_{\lambda}$ is defined by

$$
\beta_{p}(\lambda):=\log \frac{\sup _{B_{p}}\left|\phi_{\lambda}\right|}{\sup _{\alpha_{0} B_{p}}\left|\phi_{\lambda}\right|}
$$

2.3. Metric and Euclidean disks. In order to estimate $\beta_{p}(\lambda)$ from below, we define the Euclidean disks

$$
D_{p}^{+}:=D_{p}\left(q_{-} k_{0} \lambda^{-1 / 2}\right), \quad D_{p}^{-}:=\alpha_{0} D_{p}\left(q^{+} k_{0} \lambda^{-1 / 2}\right)
$$

so that $D_{p}^{-}$is a proper subset of $D_{p}^{+}$. Note that, by a Euclidean disk $D_{p}(r)$ centered at $p \in M$, we mean the set $\left\{(x, y): x^{2}+y^{2} \leq r^{2}\right\}$, where $(x, y)$ are local conformal coordinates around $p$. The inclusions $B_{p} \supset D_{p}^{+}$and $\alpha_{0} B_{p} \subset D_{p}^{-}$imply

$$
\log \frac{\sup _{D_{p}^{+}}\left|\phi_{\lambda}\right|}{\sup _{D_{p}^{-}}\left|\phi_{\lambda}\right|} \leq \beta_{p}(\lambda)
$$

In a conformal chart $\left(U_{i}, \psi_{i}\right)$, the eigenvalue equation $\Delta_{g} \phi_{\lambda}+\lambda \phi_{\lambda}=0$ becomes

$$
\begin{equation*}
\Delta \phi_{\lambda}+\lambda q_{i} \phi_{\lambda}=0 \tag{2.3.1}
\end{equation*}
$$

With the aim of using Theorem 2.1.1, we endow the disk 3DD with the complex coordinate $z=x+i y$, fix a scaling constant $\tau=2 q^{+} \alpha_{0}$ and define a function $F=F_{\lambda, p}: 3 \mathbb{D} \rightarrow \mathbb{R}$ by $F(z)=\phi_{\lambda}\left(\tau k_{0} \lambda^{-1 / 2} z+p\right)$. The scaling allows us to absorb the spectral parameter $\lambda$ in the potential. Indeed, we have

$$
\Delta F=\tau^{2} k_{0}^{2} \lambda^{-1} \Delta \phi=\left(k_{0} \tau\right)^{2} \lambda^{-1}\left(-\lambda q_{i}\right) \phi_{\lambda}=-\left(k_{0} \tau\right)^{2} q_{i} F
$$

so that $F$ satisfies (2.1.2), where $q=\left(k_{0} \tau\right)^{2} q_{i}$ is a smooth potential whose supremum norm satisfies $\|q\|_{\infty}<\epsilon_{0}$ without loss of generality. Indeed, since the family of $q_{i}$ is bounded, we can choose $k_{0}$ as


Figure 1. Mapping of Euclidean disks and metric balls within a conformal patch.
small as needed. The transformation $z \mapsto \tau k_{0} \lambda^{-1 / 2} z+p$ induces the following correspondences between disks in $3 \mathbb{D}$ and Euclidean disks centered at $p$ :

$$
\left\{|z| \leq \frac{1}{4}\right\} \leftrightarrow D_{p}^{-}, \quad\left\{|z| \leq \frac{5}{2}\right\} \leftrightarrow D_{p}^{+}, \quad\left\{|z| \leq \frac{1}{60}\right\} \leftrightarrow D_{p}^{0},
$$

where $D_{p}^{0}=D_{p}\left(\frac{1}{60} \tau k_{0} \lambda^{-1 / 2}\right)$. As a consequence, we have

$$
\begin{equation*}
\beta^{*}<\beta+1=\log \frac{\sup _{D_{p}^{+}}\left|\phi_{\lambda}\right|}{\sup _{D_{p}^{-}}\left|\phi_{\lambda}\right|}+1 \leq \beta_{p}(\lambda)+1 \tag{2.3.2}
\end{equation*}
$$

It is important at this stage to remark that the construction of $F$ is dependent on a fixed choice of conformal chart $U_{i}$ both for the well-posedness of (2.3.1) as well as the very definition of the Euclidean disks. Thus, in order to allow the construction of $F=F_{\lambda, p}$ everywhere on the surface $M$, one has to choose $k_{0}$ small enough so that the disks $D_{p}^{*}:=D_{p}\left(3 k_{0} \tau \lambda^{-1 / 2}\right)$, which are mapped onto $3 \mathbb{D}$, are contained in at least one chart $U_{i}$ for every $p \in M$. This allows the definition of the mapping $\sigma: M \rightarrow I=\{1, \ldots, N\}$, which assigns to a point $p$ a unique index $\sigma(p)$ such that $D_{p}^{*} \subset U_{\sigma(p)}$. The disjoint sets $G_{i}:=\sigma^{-1}(i)$ form a partition of $M$. Figure 1 summarizes the setting we are in by presenting a sketch of the various correspondences between Euclidean disks in $G_{i}$ and those in $3 \mathbb{D}$.

We now turn to the study of the nodal set $Z_{\lambda}$. Recall that $S_{\lambda}$ is the singular set of the eigenfunction $\phi_{\lambda}$, and consider the sets $Z_{\lambda}(i):=\psi_{i}\left(\left(Z_{\lambda} \backslash S_{\lambda}\right) \cap G_{i}\right) \subset \mathbb{R}^{2}$. Since $S_{\lambda}$ is discrete, we have

$$
\begin{equation*}
\mathscr{H}^{1}\left(Z_{\lambda}\right)=\mathscr{H}^{1}\left(Z_{\lambda} \backslash S_{\lambda}\right) \leq b_{2} \sum_{i \in I} \mathscr{H}^{1}\left(Z_{\lambda}(i)\right) . \tag{2.3.3}
\end{equation*}
$$

Denote by $Z_{F}$ the nodal set of $F$. By construction, we have

$$
\mathscr{H}^{1}\left(Z_{\lambda}(i) \cap D_{p}^{0}\right)=\left(k_{0} \tau\right) \lambda^{-1 / 2} \mathscr{H}^{1}\left(Z_{F} \cap \frac{1}{60} \mathbb{D}\right) .
$$

Applying Theorem 2.1.1 and (2.3.2) now yields

$$
\begin{equation*}
\mathscr{H}^{1}\left(Z_{\lambda}(i) \cap D_{p}^{0}\right) \leq a_{2} \lambda^{-1 / 2}\left(\beta_{p}(\lambda)+1\right) \tag{2.3.4}
\end{equation*}
$$

We integrate the left-hand side of the last equation over the set $G_{i}$ and use a generalized Crofton formula (see (6) in [Hug and Schneider 2002]) to get

$$
\begin{equation*}
\int_{G_{i}} \mathscr{H}^{1}\left(Z_{\lambda}(i) \cap D_{p}^{0}\right) \mathrm{d} A(p)=a_{3} \mathscr{H}^{2}\left(D_{p}^{0}\right) \mathscr{H}^{1}\left(Z_{\lambda}(i)\right)=a_{4} \lambda^{-1} \mathscr{H}^{1}\left(Z_{\lambda}(i)\right) . \tag{2.3.5}
\end{equation*}
$$

Recalling the equivalence (2.2.2) and combining (2.3.4) and (2.3.5) then gives

$$
a_{4} \lambda^{-1} \mathscr{H}^{1}\left(Z_{\lambda}(i)\right) \leq a_{2} \lambda^{-1 / 2} \int_{G_{i}}\left(\beta_{p}(\lambda)+1\right) \mathrm{d} A(p) \leq\left(a_{2} b_{3}^{-1}\right) \lambda^{-1 / 2} \int_{G_{i}}\left(\beta_{p}(\lambda)+1\right) \mathrm{d} V
$$

Simplifying readily gives

$$
\mathscr{H}^{1}\left(Z_{\lambda}(i)\right) \leq a_{5} \lambda^{1 / 2} \int_{G_{i}}\left(\beta_{p}(\lambda)+1\right) \mathrm{d} V
$$

so that

$$
\begin{aligned}
\mathscr{H}^{1}\left(Z_{\lambda}\right) & \leq b_{2} \sum_{i \in I} \mathscr{H}^{1}\left(Z_{\lambda}(i)\right) \leq a_{6} \lambda^{1 / 2} \sum_{i \in I} \int_{G_{i}}\left(\beta_{p}(\lambda)+1\right) \mathrm{d} V=a_{6} \lambda^{1 / 2} \int_{M}\left(\beta_{p}(\lambda)+1\right) \mathrm{d} V \\
& \leq c_{2} \lambda^{1 / 2}(A(\lambda)+1)
\end{aligned}
$$

## 3. Lower bound for the length of the nodal set

In this section, we prove the left inequality of Theorem 1. As was the case in the previous section, the central idea is once again the use of conformal coordinates on $M$ and restriction to wavelength scales to reduce the local behavior of an eigenfunction $\phi_{\lambda}$ to that of $F$, a solution of a planar Schrödinger equation with small, smooth potential. The main result of this section is the following theorem, which suitably links the growth exponent of $F$ with its nodal set:

Theorem 3.1.1. Let $F: \overline{\mathbb{D}} \rightarrow \mathbb{R}$ be a solution of

$$
\begin{equation*}
\Delta F+q F=0 \tag{3.1.2}
\end{equation*}
$$

in $\mathbb{D}$ and with the potential $q \in C^{\infty}(\mathbb{D})$ satisfying $\|q\|_{\infty}=\sup _{\overline{\mathbb{D}}}|q|<\epsilon_{1}$. Denote by $\left|Z_{F}\left(\mathbb{S}^{1}\right)\right|$ the number of zeros of $F$ on the unit circle $\mathbb{S}^{1}$. Then

$$
\log \frac{\sup _{\rho^{+\mathbb{D}}}|F|}{\sup _{\rho^{-\mathbb{D}}}|F|} \leq c_{4}\left(1+\left|Z_{F}\left(\mathbb{S}^{1}\right)\right|\right)
$$

where $0<\rho^{-}<\rho^{+}<\frac{1}{2}$ are fixed, small radii.

The value of $\epsilon_{1}$ can be obtained in the proof of Lemma 3.3 in [Nazarov et al. 2005] while those of $\rho^{-}$ and $\rho^{+}$are given in the proof. The constant $\rho^{-}$depends on the geometry of the manifold. It is possible to get rid of this dependency if one wants Theorem 3.1.1 to be a stand-alone result. However, our aim is to prove the left inequality of Theorem 1 , and as such, our choice of $p^{-}$makes the rest of the argument much simpler. Also, remark that, in contrast to Theorem 3.1.1 where $F$ was defined on $\mathbb{D}$, the setting is now in $3 \mathbb{D}$. This is an arbitrary choice made only in order to ease the writing of the respective proofs: confining Theorem 2.1.1 to the unit disk would have added even more complexity in the expression of the many constants needed to carry out the long proof.
3.2. Proof of Theorem 3.1.1. The general strategy is as follows: we first prove a similar kind of result for harmonic functions, and inspired by [Nazarov et al. 2005], we then express $F$ as the composition of a harmonic function and a $K$-quasiconformal homeomorphism. Controlling the properties of the quasiconformal homeomorphism allows one to recover the desired result. We begin with a lemma that relates the growth of harmonic functions within a disk and its nodal set on the boundary.

Lemma 3.2.1. Let $v \in C^{\infty}(\mathbb{D}) \cap C^{0}(\overline{\mathbb{D}})$ be harmonic in the open unit disk, and denote by $N_{v}$ the number of changes of sign of $v$ on the circle $|z|=1$. Choose $r_{0}$ in $0<r_{0}<\frac{1}{2}$. Then

$$
\begin{equation*}
\frac{\sup _{\frac{1}{\mathbb{D}} \mathbb{D}}|v|}{\sup _{r_{0} \mathbb{D}}|v|} \leq\left(\frac{c_{5}}{r_{0}}\right)^{N_{v}} \tag{3.2.2}
\end{equation*}
$$

where $c_{5}$ is a positive numerical constant.
Proof. Let $u$ be the harmonic conjugate of $v$ such that $u(0)=0$. Then the function

$$
f(z)=\sum_{n=0}^{\infty} \xi_{n} z^{n}=u(z)+i v(z)
$$

is holomorphic in the closed unit disk $\{|z| \leq 1\}$. Suppose that

$$
\sup _{r_{0} \mathbb{D}}|v|=\max _{|z|=r_{0}}|v|=1
$$

The harmonic function $v$ changes sign $2 p=N_{v}$ times on the circle $|z|=1$, where $p$ is a nonnegative integer. Also, let $\mu_{p}:=\max \left\{\left|\xi_{0}\right|,\left|\xi_{1}\right|, \ldots,\left|\xi_{p}\right|\right\}$. By [Robertson 1939, Theorem 1, (iii)], we have

$$
\begin{equation*}
\left|f\left(r e^{i \theta}\right)\right|<c(p) \mu_{p}(1-r)^{-2 p-1}, \quad r<1 \tag{3.2.3}
\end{equation*}
$$

where $c(p)>0$ is a constant depending on $p$ that will be given explicitly later. (Robertson actually proves (3.2.3) in our current setting and then uses a limiting argument to obtain a slightly different statement.)

The classical Schwarz formula says that, for a function $g$ holomorphic on the open disk $r_{0} \mathbb{D}$ and continuous on the boundary $\left\{|z|=r_{0}\right\}$, we have

$$
g(z)=\frac{1}{2 \pi} \int_{0}^{2 \pi} \operatorname{Re}\left(g\left(r_{0} e^{i \theta}\right)\right) \frac{r_{0} e^{i \theta}+z}{r_{0} e^{i \theta}-z} \mathrm{~d} \theta+i \operatorname{Im}(g(0)), \quad|z|<r_{0}
$$

Since $f=u+i v$ is holomorphic, so is $g=v-i u$ and we obviously have $|f|=|g|$ so that the following inequality holds for all $|z| \leq \frac{1}{2} r_{0}$ :

$$
\begin{aligned}
|f(z)| & =|g(z)|=\left|\frac{1}{2 \pi} \int_{0}^{2 \pi} \operatorname{Re}\left(g\left(r_{0} e^{i \theta}\right)\right) \frac{r_{0} e^{i \theta}+z}{r_{0} e^{i \theta}-z} \mathrm{~d} \theta+i u(0)\right| \\
& \leq \frac{1}{2 \pi} \max _{|z|=r_{0}}|v| \int_{0}^{2 \pi} \frac{r_{0}+|z|}{\left|r_{0}-z\right|} \mathrm{d} \theta \leq 3=: a_{1}
\end{aligned}
$$

Applying Cauchy's inequality for holomorphic functions to $f=\sum_{n=0}^{\infty} \xi_{n} z^{n}$ on the open disk of radius $\frac{1}{2} r_{0}$,

$$
\left|\xi_{n}\right| \leq\left(\frac{r_{0}}{2}\right)^{-n} \sup _{|z|=r_{0} / 2}|f(z)|=a_{1}\left(\frac{2}{r_{0}}\right)^{n}
$$

Hence, we have $\mu_{p} \leq a_{1}\left(2 / r_{0}\right)^{p}$. Setting $r=\frac{1}{2}$ in (3.2.3) now yields

$$
\left|f\left(\frac{1}{2} e^{i \theta}\right)\right| \leq c(p) \mu_{p} 2^{2 p+1} \leq 2 a_{1} c(p)\left(\frac{2}{r_{0}}\right)^{p} 2^{2 p} \leq 2 a_{1} c(p)\left(\frac{4}{r_{0}}\right)^{2 p}
$$

which in turn means

$$
\sup _{\frac{1}{2} \mathbb{D}}|v|=\max _{|z|=1 / 2}|v| \leq\left|f\left(\frac{1}{2} e^{i \theta}\right)\right| \leq 2 a_{1} c(p)\left(\frac{4}{r_{0}}\right)^{2 p}
$$

Going back to [Robertson 1939], we use the explicit value of the constant $c(p)$ to get the bound

$$
c(p)=2^{2 p}+\frac{(2 p)!}{(p!)^{2}}=2^{2 p}+\binom{2 p}{p} \leq 2^{2 p}+\left(\frac{2 p e}{p}\right)^{p}=2^{2 p}+(2 e)^{p} \leq 2(2 e)^{2 p}
$$

Since we assumed that $\sup _{r_{0} \mathbb{D}}|v|=1$, we have

$$
\frac{\sup _{\frac{1}{2} \mathbb{D}}|v|}{\sup _{r_{0} \mathbb{D}}|v|} \leq 4 a_{1}\left(\frac{8 e}{r_{0}}\right)^{2 p}
$$

Suppose now that $\sup _{r_{0} \mathbb{D}}|v|=\tau \neq 1$, and let as before $f=u+i v$ be the holomorphic function built from $v$ and its harmonic conjugate $u$. Define $\tilde{f}=\tilde{u}+i \tilde{v}$ by $\tilde{f}=\tau^{-1} f$. Then $\sup _{r_{0} \mathbb{D}}|\tilde{v}|=1$ and

$$
\frac{\sup _{\frac{1}{2} \mathbb{D}}|v|}{\sup _{r_{0} \mathbb{D}}|v|}=\frac{\tau \sup _{\frac{1}{2} \mathbb{D}}|\tilde{v}|}{\tau \sup _{r_{0} \mathbb{D}}|\tilde{v}|} \leq 4 a_{1}\left(\frac{8 e}{r_{0}}\right)^{2 p} \leq\left(\frac{c_{5}}{r_{0}}\right)^{2 p}
$$

We now prove Theorem 3.1.1. By Lemmas 3.3 and 3.4 in [Nazarov et al. 2005], there exist a $K$ quasiconformal homeomorphism $h: \mathbb{D} \rightarrow \mathbb{D}$ with $h(0)=0$, a harmonic function $v: \mathbb{D} \rightarrow \mathbb{R}$ and a solution $\varphi$ to (3.1.2) such that $F=\varphi \cdot(v \circ h)$. Moreover, the function $\varphi$ is positive and satisfies

$$
1-a_{2} \epsilon_{1} \leq \varphi \leq 1
$$

Finally, the dilation factor of the quasiconformal map $h$ satisfies

$$
1 \leq K \leq 1+a_{3}\|q\|_{\infty} \leq a_{4}
$$

We refer the reader to [Nazarov et al. 2005] for the precise values of the various constants stated above. We recall Mori's theorem (see Section III.C in [Ahlfors 1966] or [Nazarov et al. 2005]) for $K$-quasiconformal homeomorphisms:

$$
\frac{1}{16}\left|z_{1}-z_{2}\right|^{K} \leq\left|h\left(z_{1}\right)-h\left(z_{2}\right)\right| \leq 16\left|z_{1}-z_{2}\right|^{1 / K}
$$

Since the origin is a fixed point of $h$, we have

$$
\frac{1}{16}|z|^{K} \leq|h(z)| \leq 16|z|^{1 / K}, \quad z \in \mathbb{D} .
$$

Fix a small radius $\rho^{+}=\left(\frac{1}{32}\right)^{a_{4}}$, and consider the circle $\left\{|z|=\rho^{+}\right\}$. For such $z$, Mori's theorem gives $|h(z)| \leq 16\left(\rho^{+}\right)^{1 / K} \leq \frac{1}{2}$ so that

$$
h\left(\rho^{+} \mathbb{D}\right) \subset \frac{1}{2} \mathbb{D}
$$

Now, set $\rho^{-}:=\frac{1}{5} \rho^{+}\left(q_{-} / q^{+}\right)^{2}$. The image by $h$ of the circle $\left\{|z|=\rho^{-}\right\}$contains the circle of radius $\frac{1}{16}\left(\rho^{-}\right)^{K} \geq \frac{1}{16}\left(\rho^{-}\right)^{a_{4}}=: r_{0}$. As a consequence, we have

$$
r_{0} \mathbb{D} \subset h\left(\left(\rho^{-}\right) \mathbb{D}\right) .
$$

Since $F=\varphi \cdot(v \circ h)$, the bounds on $\varphi$ and the above inclusions imply

$$
\frac{\sup _{\rho^{+} \mathbb{D}}|F|}{\sup _{\rho^{-\mathbb{D}}}|F|} \leq a_{5} \frac{\sup _{\rho^{+\mathbb{D}}}|v \circ h|}{\sup _{\rho^{-} \mathbb{D}}|v \circ h|} \leq a_{5} \frac{\sup _{\frac{1}{2} \mathbb{D}}|v|}{\sup _{r_{0} \mathbb{D}}|v|},
$$

where $a_{5}=\left(1-a_{2} \epsilon_{1}\right)^{-1}$. Since $\varphi$ is positive and $h$ is a homeomorphism, the number $N_{F}$ of sign changes of $F$ on the unit circle is the same as that of $v$. Applying Lemma 3.2.1 now yields

$$
\frac{\sup _{\rho^{+} \mathbb{D}}|F|}{\sup _{\rho^{-} \mathbb{D}}|F|} \leq a_{5}\left(\frac{c_{5}}{r_{0}}\right)^{N_{F}}
$$

Since the number $\left|Z_{F}\left(\mathbb{S}^{1}\right)\right|$ of zeros of $F$ on the unit circle is bounded below by $N_{F}$, taking the logarithm on both sides yields

$$
\log \frac{\sup _{\rho^{+\mathbb{D}}}|F|}{\sup _{\rho^{-\mathbb{D}}}|F|} \leq c_{4}\left(1+\left|Z_{F}\left(\mathbb{S}^{1}\right)\right|\right)
$$

where $c_{4}=\max \left\{a_{5}, c_{5} / r_{0}\right\}$.
3.3. A lower bound for the nodal set in terms of the average local growth. In order to recover the right inequality of Theorem 1, we propose an argument that is very similar to the one developed in Section 2. It thus helps to refer to that section when reading the remainder of this one. The aim is to apply Theorem 3.1.1 to a function $F$ that has been built from an eigenfunction $\phi_{\lambda}$ and to then apply an integral-geometric argument to recover the desired result. We begin with the same setting as that of Section 2.2 and then define the Euclidean disks

$$
D_{p}^{+}:=D_{p}\left(q^{+} k_{0} \lambda^{-1 / 2}\right), \quad D_{p}^{-}:=\alpha_{0} D_{p}\left(q^{-} k_{0} \lambda^{-1 / 2}\right)
$$

The last two definitions employ the same notation as in the previous section, but the radii of the disks are different. The inclusions $B_{p} \subset D_{p}^{+}$and $\alpha B_{p} \supset D_{p}^{-}$imply

$$
\begin{equation*}
\beta_{p}(\lambda) \leq \log \frac{\sup _{D_{p}^{+}}\left|\phi_{\lambda}\right|}{\sup _{D_{p}^{-}}\left|\phi_{\lambda}\right|} \tag{3.3.1}
\end{equation*}
$$

Let $\tau:=q^{+} / \rho^{+}$be a scaling constant, endow the unit disk with the complex coordinate $z=x+i y$ and define $F_{\lambda, p}=F: \mathbb{D} \rightarrow \mathbb{R}$ by $F(z)=F\left(\tau k_{0} \lambda^{-1 / 2} z+p\right)$. The function $F$ solves (3.1.2), and the potential $q$ satisfies $\|q\|_{\infty}<\min \left\{\epsilon_{0}, \epsilon_{1}\right\}$ without loss of generality, choosing $k_{0}$ small enough. Recalling that $\rho^{-}=\frac{1}{5} \rho^{+}\left(q^{-} / q^{+}\right)^{2}$, we remark that the mapping $z \mapsto \tau k_{0} \lambda^{-1 / 2} z+p$ induces the bijections

$$
\left\{|z| \leq \rho^{+}\right\} \leftrightarrow D_{p}^{+}, \quad\left\{|z| \leq \rho^{-}\right\} \leftrightarrow D_{p}^{-}
$$

An immediate consequence is

$$
\begin{equation*}
\log \frac{\sup _{\rho^{+} \mathbb{D}}|F|}{\sup _{\rho^{-\mathbb{D}}}|F|}=\log \frac{\sup _{D_{p}^{+}}\left|\phi_{\lambda}\right|}{\sup _{D_{p}^{-}}\left|\phi_{\lambda}\right|} \geq \beta_{p}(\lambda) . \tag{3.3.2}
\end{equation*}
$$

Notice that, for $F$ to be properly defined on $\mathbb{D}$, the Euclidean disk $D_{p}^{0}:=D_{p}\left(\tau k_{0} \lambda^{-1 / 2}\right)$ must lie completely within some conformal chart $U_{i}$. Hence, to ensure that the above construction can be carried through for any $p \in M$, we choose $k_{0}$ small enough that $D_{p}\left(\tau k_{0} \lambda^{-1 / 2}\right)$ is a proper subset of at least one conformal chart $U_{i}$ for every $p \in M$. This allows one to define the map $\sigma: M \rightarrow I=\{1, \ldots, N\}$ that assigns to $p \in M$ a unique index $\sigma(p)$ such that $D_{p}\left(\tau k_{0} \lambda^{-1 / 2}\right) \subset U_{\sigma(p)}$. Once again, the sets $G_{i}:=\sigma^{-1}(i) \subset U_{i}$ form a partition of $M$. Now consider the sets $Z_{\lambda}(i):=\psi_{i}\left(\left(Z_{\lambda} \backslash S_{\lambda}\right) \cap G_{i}\right), i=1, \ldots, N$. Then

$$
\begin{equation*}
\mathscr{H}^{1}\left(Z_{\lambda}\right)=\mathscr{H}^{1}\left(Z_{\lambda} \backslash S_{\lambda}\right) \geq b_{1} \sum_{i \in I} \mathscr{H}^{1}\left(Z_{\lambda}(i)\right) . \tag{3.3.3}
\end{equation*}
$$

Denote by $\left|Z_{p, \lambda}(i)\right|$ the number of intersection points of the circle $\partial D_{p}^{0}$ with $Z_{\lambda}(i)$. By construction, the following equality holds outside from the singular set, that is, almost everywhere:

$$
\begin{equation*}
\left|Z_{p, \lambda}(i)\right|=\left|Z_{F}\left(\mathbb{S}^{1}\right)\right| \tag{3.3.4}
\end{equation*}
$$

Applying Theorem 3.1.1 and (3.3.2) now yields

$$
\begin{equation*}
\beta_{p}(\lambda) \leq c_{4}\left(1+\left|Z_{p, \lambda}(i)\right|\right) \tag{3.3.5}
\end{equation*}
$$

outside of $S_{\lambda}$. We integrate the left-hand side of the last equation over the set $G_{i}$ and use a generalized Crofton formula [Hug and Schneider 2002, (6)] to get

$$
\begin{equation*}
\int_{G_{i} \backslash S_{\lambda}}\left|Z_{\lambda}\left(\partial D_{p}^{0}\right)\right| \mathrm{d} A(p)=a_{2} \mathscr{H}^{1}\left(\partial D_{p}^{0}\right) \mathscr{H}^{1}\left(Z_{\lambda}(i)\right)=a_{3} \lambda^{-1 / 2} \mathscr{H}^{1}\left(Z_{\lambda}(i)\right) \tag{3.3.6}
\end{equation*}
$$

Notice that, in contrast to the previous use of an analogous Crofton formula in Section 2, we have now integrated, over all planar rigid motions, the cardinality of the intersection of a one-dimensional rotation-invariant submanifold — namely the circle $\partial D_{p}^{0}$ — with the one-dimensional nodal set.

It is now straightforward to conclude

$$
\begin{aligned}
A(\lambda) & =\frac{1}{\operatorname{Vol}(M)} \sum_{i \in I} \int_{G_{i} \backslash S_{\lambda}} \beta_{p}(\lambda) \mathrm{d} V_{g} \\
& \leq\left(b_{4} c_{4}\right)\left(1+\frac{1}{\operatorname{Vol}(M)} \sum_{i \in I} \int_{G_{i} \backslash S_{\lambda}}\left|Z_{p, \lambda}(i)\right| \mathrm{d} A(p)\right) \\
& =a_{5}\left(1+\frac{a_{3}}{\operatorname{Vol}(M)} \lambda^{-1 / 2} \sum_{i \in I} \mathscr{H}^{1}\left(Z_{\lambda}(i)\right)\right) \\
& \leq a_{6}\left(1+\lambda^{-1 / 2} \mathscr{H}^{1}\left(Z_{\lambda}\right)\right) \\
& \leq c_{1} \mathscr{H}^{1}\left(Z_{\lambda}\right) \lambda^{-1 / 2}
\end{aligned}
$$

where the last inequality uses the fact that the lower bound in Yau's conjecture holds for surfaces, preventing $\lambda^{-1 / 2} \mathscr{H}^{1}\left(Z_{\lambda}\right)$ to be too small.

## 4. Nodal set and growth of planar Schrödinger eigenfunctions with small potential

This section is dedicated to the proof of Theorem 2.1.1. We start with a function $F: 3 \mathbb{D} \rightarrow \mathbb{R}$ that satisfies the equation $\Delta F+q F=0$ on $3 \mathbb{D}$. The potential $q$ is smooth and has a small uniform norm: $\|q\|_{\infty}<\epsilon_{0}$. Recall that

$$
\beta=\log \frac{\sup _{\frac{5}{2} \mathbb{D}}|F|}{\sup _{\frac{1}{4} \mathbb{D}}|F|}
$$

and that $\beta^{*}=\max \{\beta, 1\}$.
4.1. A configuration of disks and annuli. We start with some notation for disks and annuli within our main setting, which takes place in the disk $3 \mathbb{D}$. We denote a finite set of small disks by

$$
D_{v}=D\left(z_{v}, \delta\right) \subset \frac{1}{60} \mathbb{D}, \quad 1 \leq v \leq N
$$

where the radius $\delta>0$ is suitably small. We will say that such a set of small disks is $\gamma$-separated if it satisfies $\left|z_{\mu}-z_{\nu}\right| \geq 2 \gamma \delta$ for all $\mu \neq \nu$, where $\gamma$ is some positive constant. One has to understand the $\gamma$-separation condition as disjointness after a scaling of factor $\gamma$. For example, in Figure 2, the disks $D_{1}$ and $D_{2}$ are $\gamma$-separated while the pair $D_{v}$ and $D_{N}$ is not.

For a small $0<a \ll 1$, we now let $D_{v}(a):=(1-2 a) D_{v}$ and define the following annuli:

- $A_{\nu}=\left\{(1-2 a) \delta<\left|z-z_{\nu}\right|<(1-a) \delta\right\}$,
- $A_{\nu^{\prime}}=\left\{(1-3 a) \delta<\left|z-z_{v}\right|<(1-4 /(3 a)) \delta\right\}$,
- $A_{\nu^{\prime \prime}}=\left\{\left(1-\frac{3}{2} a\right) \delta<\left|z-z_{\nu}\right|<(1-a) \delta\right\}$.

We regroup the collection of annuli $A_{\nu}$ under $A=\bigcup_{\nu} A_{\nu}$. Figure 3 provides a close-up of the various annuli defined above.


Figure 2. A finite set of disks $D_{v}$ and scaled disks within $\frac{1}{60} \mathbb{D}$.


Figure 3. Various annuli within a disk $D_{v}$ of radius $\delta$ centered in $z_{v}$.
Given $M>0$, we say that a disk $D_{v}$ is a disk of M-rapid growth or simply a rapid disk if

$$
\begin{equation*}
M \int_{A_{v^{\prime}}} F^{2} \leq \int_{A_{v^{\prime \prime}}} F^{2} \tag{4.1.1}
\end{equation*}
$$

We say the radius $\delta$ is $\beta^{*}$-related if it satisfies

$$
\begin{equation*}
\delta<\frac{1}{60}, \quad \delta \beta^{*}<\frac{1}{2} \tag{4.1.2}
\end{equation*}
$$

Finally, we fix the separation constant to $\gamma:=\delta^{-1 / 2}$.
4.2. Intermediate results. We first state a result that shows that, if the potential is small enough and if we fix the growth threshold $M$ sufficiently high, there cannot be too many disks of rapid growth. In fact, it turns out that the number of such disks is bounded above by a constant times the growth exponent $\beta^{*}$.

Proposition 4.2.1. Suppose that the radius of a collection of $\gamma$-separated small disks in $\frac{1}{60} \mathbb{D}$ satisfies the constraints (4.1.2), and let $\mathcal{N}=\mathcal{N}(M)$ denote the number of such disks that are of $M$-rapid growth. Then

$$
\mathcal{N} \leq c_{5} \beta^{*}
$$

provided that $\|q\|_{\infty}<\epsilon_{0}$ and $M>M_{0}$, where $c_{5}, \epsilon_{0}$ and $M_{0}$ are positive constants.
The rather long proof, inspired by that of Proposition 4.7 in [Donnelly and Fefferman 1990], is presented in Section 5. The next result is Proposition 5.14 in the same reference and links the growth condition and the local length of the nodal set.

Proposition 4.2.2. Suppose that the disk of radius $\epsilon$ centered at $z_{\mu}$ is not $M_{0}$-rapid, that is,

$$
\int_{\left(1-\frac{3}{2} a\right) \epsilon<\left|z-z_{\mu}\right|<(1-a) \epsilon} F^{2} \leq M^{-1} \int_{(1-3 a) \epsilon<\left|z-z_{\mu}\right|<\left(1-\frac{4}{3} a\right) \epsilon} F^{2}
$$

holds. Then

$$
\mathscr{H}^{1}\left(Z_{F} \cap D\left(z_{\mu}, c_{6} \epsilon\right)\right) \leq c_{7} \epsilon,
$$

where $c_{6}, c_{7}>0$ are positive constants.
The last two propositions allow us to lay out a general strategy to prove Theorem 2.1.1. Indeed, we now know that there cannot be too many disks of rapid growth and the nodal set of a slow disk cannot be too big. Conjugating those two ideas in the right way will allow us to bound the global length of the nodal set by the growth exponent of $F$.

The proof is based on an iterative process that will be indexed by $k=0,1,2, \ldots$ We begin the first step $k=0$ by fixing some $\delta(0)$ satisfying the constraints (4.1.2) and then divide the square $P=\{(x, y)$ : $\left.|x|,|y|<\frac{1}{60}\right\}$ into a grid of squares whose sides have length $\delta(0)$. We distribute those smaller squares into two categories. The rapid squares $R_{i}(0), i=1,2, \ldots, r(0)$, are those that contain at least one point $z_{i}(0) \in R_{i}(0)$ such that $D_{i}=D\left(z_{i}, \delta\right)$ is a disk of $M$-rapid growth of the function $F$. Here we have fixed $M=M_{0}$ to allow the use of Proposition 4.2.1. If that condition is not satisfied, we consider the square to be a slow square and label it $S_{j}(0), j=1,2, \ldots, s(0)$.

We now proceed to the next step $k=1$ and set $\delta(1)=\frac{1}{2} \delta(0)$. We bisect the rapid squares $R_{i}(0)$ of the previous step into four smaller squares and split those newly obtained squares into rapid squares $R_{i}(1)$, $i=1,2, \ldots, r(1)$, and slow squares $S_{j}(1), j=1,2, \ldots, s(1)$, depending on whether they include a point that is the center of an $M$-rapid disk of radius $\delta(1)$. Note that the slow squares of the previous step are left untouched. Figure 4 gives a representation of the tiling process.

We repeat the process so that, at step $k$, we have $\delta(k)=2^{-k} \delta(0)$ as well as some rapid squares $R_{i}(k)$ and slow squares $S_{j}(k)$. Let $I(k)=\{1,2, \ldots, r(k)\}$ be the indexing set of the rapid squares obtained at step $k$. To simplify notation, we will sometimes write $\delta$ instead of $\delta(0)$ in what follows and until the end of the section.

Lemma 4.2.3. Denote by $|I(k)|$ the cardinality of the finite set $I(k)$, i.e., the number of rapid squares at step $k$. There exists a constant $c_{8}>0$ such that, for each step $k=0,1,2, \ldots$, we have

$$
|I(k)| \leq c_{8} \delta^{-1} \beta^{*}
$$



Figure 4. Iterative tiling of P in rapid and slow squares.


Figure 5. A close-up of a rapid square.
Proof. Recall that $\delta(k):=2^{-k} \delta(0)$. Since $\delta(0)$ satisfies the constraints (4.1.2), it follows that $\delta(k)$ is $\beta^{*}$-related for all $k \in \mathbb{N} \cup\{0\}$.

We choose some $v \in I(k)$ and recall that there is one rapid-growth disk $D_{v}(k)$ whose center $z_{v}$ lies in $R_{\nu}(k)$. Notice that, since $\gamma \delta(k)>\sqrt{2} \delta(k)$, we have $R_{\nu}(k) \subset \gamma D_{\nu}(k)$ as shown in Figure 5.

Thus,

$$
\bigcup_{\nu \in I(k)} R_{\nu}(k) \subset \bigcup_{\nu \in I(k)} \gamma D_{\nu}(k)
$$

We now choose a maximal subcollection of disjoint disks $\gamma D_{v}$ and denote by $I^{*}(k) \subset I(k)$ the corresponding set of indices. Notice that disjointness of two scaled disks $\gamma D_{\nu}$ and $\gamma D_{\mu}$ is equivalent to $\gamma$-separation of $D_{\nu}$ and $D_{\mu}$. By maximality, for $\mu \in I(k) \backslash I^{*}(k)$, there exists $v \in I^{*}(k)$ such that $\left|z_{\mu}-z_{\nu}\right| \leq 2 \gamma \delta(k)$. In this case and for all $z \in \gamma D_{\mu}(k)$, we thus have

$$
\left|z-z_{\nu}\right| \leq\left|z-z_{\mu}\right|+\left|z_{\mu}-z_{\nu}\right| \leq \gamma \delta(k)+2 \gamma \delta(k)<4 \gamma \delta(k)
$$

As a consequence, we get the inclusion $\gamma D_{\mu}(k) \subset 4 \gamma D_{v}(k)$, where $\mu$ represents a disk excluded from the maximal subset. This in turn means

$$
\bigcup_{\nu \in I(k)} \gamma D_{\nu}(k) \subset \bigcup_{\nu \in I^{*}(k)} 4 \gamma D_{\nu}(k)
$$

Hence,

$$
\bigcup_{\nu \in I(k)} R_{\nu}(k) \subset \bigcup_{v \in I^{*}(k)} 4 \gamma D_{v}(k)
$$

We compare the respective areas of the regions covered by the last inclusion and get $|I(k)| \delta^{2}(k) \leq$ $16 \pi \gamma^{2} \delta^{2}(k)\left|I^{*}(k)\right|$. By Proposition 4.2.1, $\left|I^{*}(k)\right| \leq c_{5} \beta^{*}$ and we finally get

$$
|I(k)| \leq 16 \pi \gamma^{2}\left|I^{*}(k)\right| \leq 16 \pi c_{5} \gamma^{2} \beta^{*}=c_{8} \delta^{-1}(0) \beta^{*}
$$

which concludes the proof since $I$ is precisely the set indexing the rapid squares.
Lemma 4.2.4. Denote by $|J(k)|$ the number of slow squares $S_{j}(k)$ obtained at step $k$. Then, for any $k=0,1,2, \ldots$, we have

$$
|J(k)| \leq 4 c_{8} \delta^{-1} \beta^{*}
$$

Proof. By construction, we have $|J(k)| \leq 4|I(k-1)| \leq 4 c_{8} \delta^{-1} \beta^{*}$.
Lemma 4.2.5. There exists a constant $c_{9}$ such that, for each slow square $S_{j}(k)$ and each $k=0,1,2, \ldots$,

$$
\mathscr{H}^{1}\left(Z_{F} \cap S_{j}(k)\right) \leq c_{9} 2^{-k} \delta .
$$

Proof. If $z_{\mu}$ lies in some slow square $S_{i}(k)$, then the disk $D\left(z_{\mu}, \delta(k)\right)$ is slow, which means it satisfies

$$
\int_{(1-3 a) \delta<\left|z-z_{\mu}\right|<\left(1-\frac{4}{3} a\right) \delta} F^{2}>M^{-1} \int_{\left(1-\frac{3}{2} a\right) \delta<\left|z-z_{\mu}\right|<(1-a) \delta} F^{2} .
$$

By Proposition 4.2.2, we thus have

$$
\mathscr{H}^{1}\left(Z_{F} \cap \mathscr{D}\left(z_{\mu}, c_{6} 2^{-k} \delta\right)\right) \leq c_{7} 2^{-k} \delta,
$$

which holds for all $z_{\mu} \in S_{j}(k)$. We can now pick a finite collection of $N_{0}=N_{0}\left(c_{6}\right)$ points $z_{l} \in S_{j}(k)$ such that the reunion of the associated disks $D\left(z_{l}, c_{6} 2^{-k} \delta\right)$ cover $S_{j}(k)$. The collection being finite, we have

$$
\mathscr{H}^{1}\left(Z_{F} \cap S_{j}(k)\right) \leq \sum_{l=1}^{N_{0}} \mathscr{H}^{1}\left(Z_{F} \cap D\left(z_{l}, c_{6} 2^{-k} \delta\right)\right) \leq\left(N_{0} c_{7}\right) 2^{-k} \delta=c_{9} 2^{-k} \delta .
$$

The next result is exactly Lemma 6.3 in [Donnelly and Fefferman 1990].

Lemma 4.2.6. The union $\bigcup_{j \in J(k), k \in \mathbb{N} \cup\{0\}} S_{j}(k)$ covers the whole square

$$
P=\left\{|x|,|y| \leq \frac{1}{60}\right\}
$$

except for the singular set $\mathscr{S}_{F}:=\{z \in P: F(z)=\nabla F(z)=0\}$.
The last lemma allows us to discard the singular set when studying the length of the nodal set of $F$.
Lemma 4.2.7. Let $\mathscr{S}_{F}$ be the singular set of $F$ in $P$. Then

$$
\mathscr{H}^{1}(\mathscr{Y})=0 .
$$

Proof. It is well-known (see for instance [Bers 1955; Han and Lin 2007]) that the singular set $\mathscr{S}$ of a $F$ is a submanifold of codimension 2, which means here that it is a finite set of points, whence $\mathscr{H}^{1}(\mathscr{Y})=0$.

We are now ready to complete the proof of Theorem 2.1.1.
Proof of Theorem 2.1.1. Using all of the above lemmas, we have

$$
\begin{aligned}
\mathscr{H}^{1}\left(Z_{F} \cap \frac{1}{60} \mathbb{D}\right) & \leq \mathscr{H}^{1}\left(Z_{F} \cap P\right) \underset{6,7}{=} \sum_{k=0}^{\infty} \sum_{j \in J(k)} \mathscr{H}^{1}\left(Z_{F} \cap S_{j}(k)\right) \\
& \leq c_{9} \delta \sum_{k=0}^{\infty} \sum_{j \in J(k)} 2^{-k} \leq_{4}^{\leq}\left(c_{9} \delta\right) 4 c_{8} \delta^{-1} \beta^{*} \sum_{k=0}^{\infty} 2^{-k} \\
& =4 c_{8} c_{9} \beta^{*} \sum_{k=0}^{\infty} 2^{-k} \leq c_{3} \beta^{*} .
\end{aligned}
$$

## 5. Proof of Proposition 4.2.1

We divide the rather long proof into six subsections. The treatment is based on the proof of Proposition 4.7 in [Donnelly and Fefferman 1990].
5.1. Setting. Using the same hypotheses, we will actually prove a slightly different statement. We let $t:=\beta+1$. It follows from the fact that $\delta \beta^{*}<\frac{1}{2}$ that

$$
\begin{equation*}
\delta t<1 \tag{5.1.1}
\end{equation*}
$$

We normalize $F$ by the condition $\sup _{3 \mathbb{D}}|F|=1$, which has no effect whatsoever on the growth exponent. Finally, we can choose the uniform norm of the potential to be conveniently small: $\|q\|_{\infty}<\epsilon_{0}<1$. We will show that there exists a constant $c_{5}>0$ such that, for a large enough $M=M_{0}$, the number $\mathcal{N}=\mathcal{N}(M)$ of $\gamma$-separated, $M$-rapid disks satisfies

$$
\mathcal{N}<c_{5} t
$$

which implies the result since $t \leq 2 \beta^{*}=2 \max \{\beta, 1\}$. We recall that we are still in the setting of disks and annuli described in Section 4.1, that is, we have an arbitrary, finite collection of open disks $D_{v} \subset \frac{1}{60} \mathbb{D}$,
$1 \leq \nu \leq N$, each of radius $\delta$. Moreover, the collection of disks is $\gamma$-separated: the disks are mutually disjoint after a scaling of factor $\gamma$,

$$
\left|z_{\mu}-z_{v}\right| \geq 2 \gamma \delta \quad \text { for all } \mu \neq v
$$

where $\gamma=\delta^{-1 / 2}$.
5.2. A Carleman-type estimate. The starting point of the proof is (2.4) of [Donnelly and Fefferman 1990], which is an estimate in the spirit of Carleman, relating the weighted $L^{2}$ norm of a function to that of some of its derivatives.

Lemma 5.2.1. Let $t>0$, and define

$$
P(z):=\prod_{v}\left(z-z_{v}\right)
$$

There exists a constant $c_{10}>0$ such that, for any $f \in C_{0}^{\infty}\left(3 \mathbb{D} \backslash \bigcup_{v} D_{v}(a)\right)$, we have

$$
\begin{equation*}
\int_{3 \mathbb{D}}|\Delta f|^{2}|P|^{-2} e^{t|z|^{2}} \geq c_{10}\left(t^{2} \int_{3 \mathbb{D}}|f|^{2}|P|^{-2} e^{t|z|^{2}}+\delta^{-2} \int_{A}|\nabla f|^{2}|P|^{-2} e^{t|z|^{2}}\right) \tag{C1}
\end{equation*}
$$

The rather long development of that inequality is postponed to Section 6. Our first goal is to replace $|\nabla f|^{2}$ by $|f|^{2}$ in the right-hand side of the Carleman estimate. To do so, we will need the next two lemmas.

Lemma 5.2.2. There exist positive constants $c_{i}, i=11, \ldots, 14$, such that, for any $w_{1}, w_{2} \in A_{\nu}$,

$$
\text { (i) } \quad c_{11} \leq \frac{e^{t\left|w_{1}\right|^{2}}}{e^{t\left|w_{2}\right|^{2}}} \leq c_{12}, \quad \text { (ii) } \quad c_{13} \leq \frac{\left|P\left(w_{1}\right)\right|}{\left|P\left(w_{2}\right)\right|} \leq c_{14} .
$$

Proof. Since $w_{1}, w_{2} \in \frac{1}{60} \mathbb{D}$, we have

$$
\left.|t| w_{1}\right|^{2}-t\left|w_{2}\right|^{2}|=t|\left(\left|w_{1}\right|-\left|w_{2}\right|\right)\left(\left|w_{1}+w_{2}\right|\right)|\leq t|\left|w_{1}\right|-\left|w_{2}\right||\leq t| w_{1}-w_{2} \mid \leq 2 t \delta
$$

Since $t \delta \leq 1$, the result (i) now follows from exponentiation.
We now prove (ii). We have

$$
\begin{aligned}
|\log | P\left(w_{1}\right)|-\log | P\left(w_{2}\right)|\mid & =\left|\sum_{\mu} \log \right| w_{1}-z_{\mu}\left|-\sum_{\mu} \log \right| w_{2}-z_{\mu}| | \\
& \leq|\log | w_{1}-z_{\nu}|-\log | w_{2}-z_{\nu}| |+\sum_{\mu \neq \nu}|\log | w_{1}-z_{\mu}|-\log | w_{2}-z_{\mu}| |
\end{aligned}
$$

We first consider the first term of the right-hand side of the above inequality. Suppose without loss of generality that $w_{1}$ is farther from $z_{v}$ than $w_{2}$, that is, $\left|w_{1}-z_{\nu}\right|=\max \left\{\left|w_{1}-z_{v}\right|,\left|w_{2}-z_{v}\right|\right\}$. Then since both $w_{1}$ and $w_{2}$ belong to the annulus $A_{\nu}$, we have

$$
\begin{aligned}
|\log | w_{1}-z_{\nu}|-\log | w_{2}-z_{\nu}| | & =\log \left|w_{1}-z_{\nu}\right|-\log \left|w_{2}-z_{\nu}\right| \\
& \leq \log (1-a) \delta-\log (1-2 a) \delta \\
& =\log \frac{1-a}{1-2 a}=a_{2},
\end{aligned}
$$

where $a_{2}>0$. It now remains to estimate $\sum_{\mu \neq \nu}|\log | w_{1}-z_{\mu}|-\log | w_{2}-z_{\mu}| |$. By the mean value theorem applied to $w \mapsto\left|w-z_{\mu}\right|$, there exists some point $w \in\left\{(1-\tau) w_{1}+\tau w_{2}: 0 \leq \tau \leq 1\right\}$ such that

$$
|\log | w_{1}-z_{\mu}|-\log | w_{2}-z_{\mu}| |=\left|w-z_{\mu}\right|^{-1}\left|w_{1}-w_{2}\right|
$$

The triangle inequality also implies $\left|z_{\mu}-z_{\nu}\right| \leq\left|w-z_{\mu}\right|+\left|w-z_{\nu}\right| \leq 2\left|w-z_{\mu}\right|$, whence $\left|w-z_{\mu}\right|^{-1} \leq$ $2\left|z_{\mu}-z_{\nu}\right|$ and

$$
|\log | w_{1}-z_{\mu}|-\log | w_{2}-z_{\mu}| | \leq 2 \frac{\left|w_{1}-w_{2}\right|}{\left|z_{\mu}-z_{\nu}\right|} \leq \frac{4 \delta}{\left|z_{\mu}-z_{\nu}\right|}
$$

We now have

$$
\begin{equation*}
\sum_{\mu \neq \nu}|\log | w_{1}-z_{\mu}|-\log | w_{2}-z_{\mu}| | \leq 4 \delta \sum_{\mu \neq \nu}\left|z_{\mu}-z_{v}\right|^{-1} \tag{5.2.3}
\end{equation*}
$$

For $z \in \gamma D_{\mu}, \mu \neq v$, we have $\left|z-z_{\nu}\right|+\left|z_{\mu}-z_{\nu}\right| \leq 2\left|z_{\mu}-z_{\nu}\right|$, from which we easily get

$$
\int_{\gamma D_{\mu}}\left|z-z_{\nu}\right|^{-1} \geq \frac{1}{2} \int_{\gamma D_{\mu}} \frac{1}{\left|z_{\mu}-z_{\nu}\right|}=\frac{\pi(\gamma \delta)^{2}}{2\left|z_{\mu}-z_{\nu}\right|}
$$

We define $E_{\nu}:=\bigcup_{\mu \neq \nu} \gamma D_{\mu}$, and we now have

$$
\begin{equation*}
4 \delta \sum_{\mu \neq \nu}\left|z_{\mu}-z_{\nu}\right|^{-1} \leq \frac{8 \delta}{\pi(\gamma \delta)^{2}} \sum_{\mu \neq \nu} \int_{\gamma D_{\mu}}\left|z-z_{\nu}\right|^{-1}=\frac{8}{\pi \gamma^{2} \delta} \int_{E_{\nu}}\left|z-z_{\nu}\right|^{-1} \tag{5.2.4}
\end{equation*}
$$

Let $B_{v}$ be the disk centered at $z_{v}$ whose total area is the same as $E_{v}$; that is, $\operatorname{Area}\left(B_{v}\right)=\operatorname{Area}\left(E_{v}\right)=$ $(N-1) \pi(\gamma \delta)^{2}$. Remark that the maximum number of $\gamma$-separated disks of radius $\delta$ in $3 \mathbb{D}$ is of the order $(\gamma \delta)^{-2}$; that is, there exists a positive constant $c$, independent of $\gamma$ and $\delta$, such that the cardinality $N$ of our collection of disks satisfies $N<c(\gamma \delta)^{-2}$. We consequently have

$$
\begin{equation*}
\int_{E_{v}}\left|z-z_{\nu}\right|^{-1} \leq \int_{B_{v}}\left|z-z_{\nu}\right|^{-1} \leq 4 \sqrt{\operatorname{Area}\left(E_{\nu}\right)} \leq 4 \sqrt{\pi N} \gamma \delta \leq 4 \sqrt{c \pi} \tag{5.2.5}
\end{equation*}
$$

Combining (5.2.3), (5.2.4) and (5.2.5) now gives

$$
\sum_{\mu \neq \nu}|\log | w_{1}-z_{\mu}|-\log | w_{2}-z_{\mu}| | \leq \frac{32 \sqrt{c \pi}}{\pi \gamma^{2} \delta}=\frac{a_{3}}{\gamma^{2} \delta}=a_{3}
$$

since $\gamma=\delta^{-1 / 2}$. Finally,

$$
|\log | P\left(w_{1}\right)|-\log | P\left(w_{2}\right)\left|\mid \leq a_{2}+a_{3}\right.
$$

from which the result follows via exponentiation.
The second lemma is a Poincaré-like inequality.
Lemma 5.2.6. Suppose $f \in C^{\infty}\left(A_{v}\right)$ and vanishes on the inner boundary $|z|=(1-2 a) \delta$ of $A_{v}$. Then

$$
\begin{equation*}
\int_{A_{v}}|\nabla f|^{2} \geq \frac{c_{15}}{\delta^{2}} \int_{A_{v}}|f|^{2} \tag{5.2.7}
\end{equation*}
$$

where $c_{15}$ is a positive constant.

Proof. We introduce polar coordinates $(r, \theta)$ on $A_{v}$. Since $f((1-2 a) \delta, \theta) \equiv 0$, the fundamental theorem of calculus yields

$$
f(r, \theta)=\int_{(1-2 a) \delta}^{r} \frac{\partial f}{\partial s}(s, \theta) d s
$$

Hence,

$$
\int_{A_{v}}|f|^{2} \mathrm{~d} A=\int_{0}^{2 \pi} \int_{(1-2 a) \delta}^{(1-a) \delta}\left(\int_{(1-2 a) \delta}^{r} \frac{\partial f}{\partial s}(s, \theta) d s\right)^{2} r d r d \theta
$$

By Cauchy-Schwarz, we have

$$
\left(\int_{(1-2 a) \delta}^{r} \frac{\partial f}{\partial s}(s, \theta) d s\right)^{2} \leq \int_{(1-2 a) \delta}^{r}\left(\frac{\partial f}{\partial s}\right)^{2} d s \int_{(1-2 a) \delta}^{r} 1^{2} d s \leq a \delta \int_{(1-2 a) \delta}^{r}\left(\frac{\partial f}{\partial s}\right)^{2} d s
$$

Consequently,

$$
\begin{aligned}
\int_{A_{\nu}}|f|^{2} & \leq a \delta \int_{0}^{2 \pi} \int_{(1-2 a) \delta}^{(1-a) \delta} \int_{(1-2 a) \delta}^{(1-a) \delta}\left(\frac{\partial f}{\partial s}\right)^{2} d s r d r d \theta \\
& \leq\left. a \delta \int_{0}^{2 \pi} \frac{r^{2}}{2}\right|_{(1-2 a) \delta} ^{(1-a) \delta} \int_{(1-2 a) \delta}^{(1-a) \delta}\left(\frac{\partial f}{\partial s}\right)^{2} \frac{s}{(1-2 a) \delta} d s d \theta \\
& \leq c_{15} \delta^{2} \int_{0}^{2 \pi} \int_{(1-2 a) \delta}^{(1-a) \delta}|\nabla f|^{2} s d s d \theta=c_{15} \delta^{2} \int_{A_{v}}|\nabla f|^{2} .
\end{aligned}
$$

Fix one $w_{v} \in A_{v}$ for all $1 \leq v \leq N$. Then, for each $v$, we have

$$
\begin{aligned}
\int_{A_{v}}|\nabla f|^{2}|P|^{-2} e^{t|z|^{2}} & \geq\left(c_{11} c_{13}^{2}\right) \frac{e^{t\left|w_{v}\right|^{2}}}{\left|P\left(w_{v}\right)\right|^{2}} \int_{A_{v}}|\nabla f|^{2} \geq\left(c_{11} c_{13}^{2} c_{15}\right) \frac{e^{t\left|w_{v}\right|^{2}}}{\delta^{2}\left|P\left(w_{v}\right)\right|^{2}} \int_{A_{v}} f^{2} \\
& \geq\left(c_{11}^{2} c_{13}^{4} c_{15}\right) \delta^{-2} \int_{A_{v}} f^{2}|P|^{-2} e^{t|z|^{2}}
\end{aligned}
$$

where we have used, respectively, Lemmas 5.2.2, 5.2.6 and then 5.2.2 again. The Carleman estimate (C1) thus becomes

$$
\begin{equation*}
\int_{3 \mathbb{D}}|\Delta f|^{2}|P|^{-2} e^{t|z|^{2}} \geq a_{4}\left(t^{2} \int_{3 \mathbb{D}} f^{2}|P|^{-2} e^{t|z|^{2}}+\delta^{-4} \int_{A} f^{2}|P|^{-2} e^{t|z|^{2}}\right) \tag{C2}
\end{equation*}
$$

where $a_{4}:=\min \left\{c_{11}^{2} c_{13}^{4} c_{15}, c_{10}\right\}$.
5.3. A suitable cut-off for $\boldsymbol{F}$. We now apply the previous estimate to $f=\theta F$, where $\theta$ is a suitable cut-off. More precisely, the cut-off $\theta$ satisfies the following properties:
(i) $0 \leq \theta \leq 1, \theta \in C_{0}^{\infty}\left(2 \mathbb{D} \backslash \bigcup_{\nu} D_{\nu}\right)$,
(ii) $\theta(z) \equiv 1$ on $\left\{z:|z|<1,\left|z-z_{v}\right|>\left(1-\frac{3}{2} a\right) \delta\right\}$,
(iii) $|\nabla \theta|+|\Delta \theta| \leq a_{5}$ on $\{|z|>1\}$,
(iv) $|\nabla \theta| \leq a_{6} \delta^{-1}$ and $|\Delta \theta| \leq a_{7} \delta^{-2}$ for $\left|z-z_{v}\right| \leq\left(1-\frac{3}{2} a\right) \delta$.


Figure 6. A smooth cut-off $\theta$ defined on $2 \mathbb{D}$.

The property (iv) allows us to control the growth properties of the cut-off in terms of the radius $\delta$ of the disks. Figure 6 summarizes the property of the cut-off.

Using the properties of $\theta$, we have the following:
Lemma 5.3.1. Let $F$ and $\theta$ be as defined in our current setting. Then

$$
|\Delta(\theta F)| \leq 5\left(q^{2} F^{2}+|\nabla \theta|^{2}|\nabla F|^{2}+F^{2}|\Delta \theta|^{2}\right)
$$

Proof. The proof is a simple computation:

$$
\begin{aligned}
|\Delta(\theta F)|^{2} & =|\theta \Delta F+2(\nabla \theta \cdot \nabla F)+F \Delta \theta|^{2} \\
& \leq(|\theta \Delta F|+2|\nabla \theta||\nabla F|+|F \Delta \theta|)^{2} \\
& \leq 5\left(\theta^{2}|-q F|^{2}+|\nabla \theta|^{2}|\nabla F|^{2}+F^{2}|\Delta \theta|^{2}\right) \\
& \leq 5\left(q^{2} F^{2}+|\nabla \theta|^{2}|\nabla F|^{2}+F^{2}|\Delta \theta|^{2}\right)
\end{aligned}
$$

Applying (C2) to $\theta F$ now yields

$$
\int_{2 \mathbb{D}}|\Delta \theta F|^{2}|P|^{-2} e^{t|z|^{2}} \geq a_{4}\left(t^{2} \int_{2 \mathbb{D}}|\theta F|^{2}|P|^{-2} e^{t|z|^{2}}+\delta^{-4} \int_{A}|\theta F|^{2}|P|^{-2} e^{t|z|^{2}}\right)
$$

Using Lemma 5.3.1 to estimate the left-hand side of the above equation, we now get

$$
\int_{2 \mathbb{D}}\left(q^{2} F^{2}+|\nabla \theta|^{2}|\nabla F|^{2}+F^{2}|\Delta \theta|^{2}\right)|P|^{-2} e^{t|z|^{2}} \geq \frac{a_{4}}{5}\left(t^{2} \int_{2 \mathbb{D}}|\theta F|^{2}|P|^{-2} e^{t|z|^{2}}+\delta^{-4} \int_{A}|\theta F|^{2}|P|^{-2} e^{t|z|^{2}}\right)
$$

Now, since our potential is small, $\|q\|_{\infty}<\epsilon_{0}$, the first term of the left-hand side can without loss of generality (by picking a smaller constant if needed) be absorbed by the right-hand side, yielding

$$
\begin{equation*}
\int_{2 \mathbb{D}}\left(|\nabla \theta|^{2}|\nabla F|^{2}+F^{2}|\Delta \theta|^{2}\right)|P|^{-2} e^{t|z|^{2}} \geq a_{8}\left(t^{2} \int_{2 \mathbb{D}}|\theta F|^{2}|P|^{-2} e^{t|z|^{2}}+\delta^{-4} \int_{A}|\theta F|^{2}|P|^{-2} e^{t|z|^{2}}\right) \tag{C3}
\end{equation*}
$$

The remainder of the proof consists mostly of improvements of the left- and right-hand sides of this last estimate.
5.4. Using elliptic theory to improve the left-hand side of $\mathbf{( C 3 )}$. We now work on the left-hand side of the last Carleman estimate. By the definition of the cut-off $\theta$, we have $|\nabla \theta|=|\Delta \theta| \equiv 0$ on $2 \mathbb{D} \backslash\left(A=\bigcup_{\nu} A_{\nu} \cup\{1 \leq|z| \leq 2\}\right)$ so that it makes sense to write $($ LHS $)=I+\sum_{\nu} I_{v}$, where

$$
I=\int_{1<|z|<2} \zeta(z), \quad I_{v}=\int_{A_{v}} \zeta(z)
$$

and

$$
\zeta(z)=\left(|\nabla \theta|^{2}|\nabla F|^{2}+F^{2}|\Delta \theta|^{2}\right)|P|^{-2} e^{t|z|^{2}}
$$

The following lemma uses elliptic theory to improve estimates of both $I$ and $I_{\nu}$ :
Lemma 5.4.1. There exist positive constants $c_{11}$ and $c_{12}$ such that
(i) $I \leq\left. c_{16} e^{4 t} \max _{|z| \geq 1} P\right|^{-2} \int_{3 / 4<|z|<9 / 4} F^{2}$,
(ii) $\quad I_{\nu} \leq c_{17} \delta^{-4} \max _{A_{v}}\left(|P|^{-2} e^{t|z|^{2}}\right) \int_{A_{v}^{\prime}} F^{2}$.

Proof. Recalling the various assumptions on the cutoff $\theta$, we immediately have

$$
\begin{align*}
I & \leq a_{5} e^{4 t} \max _{1 \leq|z| \leq 2}|P|^{-2} \int_{1<|z|<2}\left(F^{2}+|\nabla F|^{2}\right) \\
& =a_{5} e^{4 t} \max _{1 \leq|z| \leq 2}|P|^{-2}\|F\|_{H^{1}\left(\Omega^{\prime}\right)}^{2} \tag{5.4.2}
\end{align*}
$$

where $H^{1}=W^{1,2}$ is the habitual Sobolev space and $\Omega^{\prime}=\{1<|z|<2\}$. We now apply Theorem 8.8 in [Gilbarg and Trudinger 1998] with $L=\Delta, u=F$ and $f=-q F$ to get

$$
\begin{aligned}
\|F\|_{W^{2,2}\left(\Omega^{\prime}\right)} & \leq a_{9}\left(\|F\|_{L^{2}(\Omega)}+\|q F\|_{L^{2}(\Omega)}\right) \\
& \leq a_{9} \max \left\{1, \operatorname{Area}(\Omega) \epsilon_{0}\right\}\|F\|_{L^{2}(\Omega)} \\
& =a_{10}\|F\|_{L^{2}(\Omega)}
\end{aligned}
$$

which holds for any subdomain $\Omega$ such that $\Omega^{\prime} \Subset \Omega$, that is,

$$
\sup _{x \in \partial \Omega, y \in \Omega^{\prime}}|x-y|>0
$$

We set $\Omega:=\left\{\frac{3}{4}<|z|<\frac{9}{4}\right\}$ so that the above condition is satisfied. Since $\|\cdot\|_{W^{1,2}} \leq\|\cdot\|_{W^{2,2}}$, we have

$$
\|F\|_{H^{1}\left(\Omega^{\prime}\right)}^{2} \leq a_{10}^{2}\|F\|_{L^{2}(\Omega)}^{2}
$$

so that estimate (5.4.2) becomes

$$
I \leq\left(a_{5} a_{10}^{2}\right) e^{4 t} \max _{1 \leq|z| \leq 2}|P|^{-2}\|F\|_{L^{2}(\Omega)}^{2}=c_{11} e^{4 t} \max _{|z| \geq 1}|P|^{-2} \int_{3 / 4<|z|<9 / 3} F^{2}
$$

We now prove the second part of the lemma. We define $\bar{A}_{v}:=(1-2 a) \delta<\left|z-z_{v}\right|<(1-3 a / 2) \delta \subset A_{\nu}$. Since $\theta(z) \equiv 1$ for $(1-3 a / 2) \delta<|z|<(1-a) \delta$, we have

$$
\begin{align*}
I_{\nu} & \leq \max _{A_{v}}\left(|P|^{-2} e^{t|z|^{2}}\right) \int_{\bar{A}_{v}}\left(|\nabla \theta|^{2}|\nabla F|^{2}+F^{2}|\Delta \theta|^{2}\right) \\
& \leq \max \left\{a_{6}^{2}, a_{7}^{2}\right\} \max _{A_{v}}\left(|P|^{-2} e^{t|z|^{2}}\right)\left[\int_{\bar{A}_{v}} \delta^{-2}|\nabla F|^{2}+\int_{\bar{A}_{v}} \delta^{-4} F^{2}\right] \tag{5.4.3}
\end{align*}
$$



Figure 7. A second cutoff $\phi$ on the annuli.

Our goal is now to get rid of the gradient in the first integral of the last equation above. To do so, we set $\bar{I}_{\nu}:=\int_{\bar{A}_{\nu}}|\nabla F|^{2}$ and introduce another cutoff $\phi \in C_{0}^{\infty}\left(A_{v}^{\prime}\right)$ that satisfies
(i) $0 \leq \phi \leq 1$,
(ii) $\phi(z) \equiv 1$ on $\bar{A}_{v}$,
(iii) $|\nabla \phi| \leq a_{11}\left(\phi \delta^{-1}\right)$.

Figure 7 summarizes the properties of this cutoff function.
Using Green's identity and since $\phi$ vanishes on the boundary of $A_{v}^{\prime}$, we notice that

$$
\int_{A_{v}^{\prime}} q \phi F^{2}=-\int_{A_{v}^{\prime}} \phi F \Delta F=\int_{A_{v}^{\prime}} \nabla(\phi F) \cdot \nabla F=\int_{A_{v}^{\prime}} F(\nabla F \cdot \nabla \phi)+\int_{A_{v}^{\prime}} \phi|\nabla F|^{2}
$$

Thus, since $\|q\|_{\infty}<1$, we get

$$
\begin{equation*}
\int_{A_{v}^{\prime}} \phi\left|\nabla F^{2}\right| \leq \int_{A_{v}^{\prime}} \phi F^{2}+\frac{a_{11}}{\delta} \int_{A_{v}^{\prime}} \phi|F|\|\nabla F\| . \tag{5.4.4}
\end{equation*}
$$

Now, for any nonnegative numbers $a, b$ and $c$ and $k>0$, we have the elementary inequality $a b c \leq$ $\frac{1}{2}\left(a b^{2} / k-k a c^{2}\right)$, which we apply to our setting to get

$$
\phi\left(\frac{|F|}{\delta}\right)\|\nabla F\| \leq \frac{1}{2}\left(\frac{\phi F^{2}}{k \delta^{2}}+k \phi|\nabla F|^{2}\right)
$$

We integrate over $A_{v}^{\prime}$ and then choose $k$ small enough to absorb $\frac{1}{2}\left(k \phi|\nabla F|^{2}\right)$ in the left-hand side of (5.4.4) so that it becomes

$$
\int_{A_{v}^{\prime}} \phi|\nabla F|^{2} \leq \max \left\{1, \frac{a_{11}}{2 k}\right\} \frac{1}{\delta^{2}} \int_{A_{v}^{\prime}} \phi F^{2}
$$

Going back to the definition of $\bar{I}_{v}$, we now have

$$
\bar{I}_{v}=\int_{\bar{A}_{v}}|\nabla F|^{2} \leq \int_{A_{v}^{\prime}} \phi|\nabla F|^{2} \leq a_{12} \frac{1}{\delta^{2}} \int_{A_{v}^{\prime}} \phi F^{2} \leq a_{12} \delta^{-2} \int_{A_{v}^{\prime}} F^{2} .
$$

Plugging this into (5.4.3) yields

$$
\begin{aligned}
I_{\nu} & \leq \max \left\{a_{6}^{2}, a_{7}^{2}\right\} \max _{A_{v}}\left(|P|^{-2} e^{t|z|^{2}}\right)\left[\delta^{-2} \bar{I}_{\nu}+\int_{\bar{A}_{v}} \delta^{-4} F^{2}\right] \\
& \leq\left(\max \left\{a_{6}^{2}, a_{7}^{2}\right\} \max \left\{1, a_{12}\right\}\right) \max _{A_{v}}\left(|P|^{-2} e^{t|z|^{2}}\right) \delta^{-4} \int_{\bar{A}_{v}} F^{2} \\
& \leq c_{17} \max _{A_{v}}\left(|P|^{-2} e^{t|z|^{2}}\right) \delta^{-4} \int_{A_{v}^{\prime}} F^{2} .
\end{aligned}
$$

By Lemma 5.2.2, we have

$$
\max _{A_{\nu}}\left(|P|^{-2} e^{t|z|^{2}}\right) \leq a_{13} \min _{A_{\nu}}\left(|P|^{-2} e^{t|z|^{2}}\right)
$$

Applying the estimates of Lemma 5.4.1 to the left-hand side of (C3) then gives

$$
\begin{equation*}
(\mathrm{LHS})=I+\sum_{\nu} I_{\nu} \leq a_{14}\left(e^{4 t} \max _{|z| \geq 1}|P|^{-2} \int_{3 / 4<|z|<9 / 4} F^{2}+\delta^{-4} \sum_{\nu} \min _{A_{\nu}}\left(|P|^{-2} e^{t|z|^{2}}\right) \int_{A_{v}^{\prime}} F^{2}\right) \tag{5.4.5}
\end{equation*}
$$

where $a_{14}=\max \left\{c_{16}, c_{16} a_{13}\right\}$.
The next lemma introduces the growth exponent $\beta$ of F in an expression that links the $L^{2}$ norms of $F$ on two annuli of different sizes.

Lemma 5.4.6. There exists a positive constant $c_{18}$ such that

$$
\int_{3 / 4<|z|<9 / 4} F^{2} \leq c_{18} e^{2 \beta} \int_{1 / 4<|z|<1 / 2} F^{2}
$$

Proof. First, recall that the potential $q$ satisfies $\|q\|_{\infty}<\epsilon_{0}$. On the one hand,

$$
\begin{equation*}
\iint_{3 / 4<|z|<9 / 4} F^{2} \mathrm{~d} A<\iint_{\frac{5}{2} \mathbb{D}} F^{2} \mathrm{~d} A \leq\left(\frac{25 \pi}{4}\right) \sup _{\frac{5}{2} \mathbb{D}} F^{2} \tag{5.4.7}
\end{equation*}
$$

On the other hand, the definition of the growth exponent yields

$$
\begin{equation*}
\sup _{\frac{5}{2} \mathbb{D}} F^{2}=e^{2 \beta} \sup _{\frac{1}{4} \mathbb{D}} F^{2} . \tag{5.4.8}
\end{equation*}
$$

Following an approach similar to Lemma 4.9 in [Nazarov et al. 2005], we now represent $F$ as the sum of its Green potential and Poisson integral. More precisely, for $|z|<\frac{1}{4}$ and given any fixed radius $\rho \in\left(\frac{1}{4}, \frac{1}{2}\right]$,

$$
\begin{equation*}
F(z)=\iint_{\rho \mathbb{D}} p(\zeta) F(\zeta) G_{\rho}(z, \zeta) \mathrm{d} A(\zeta)+\int_{\rho \mathbb{S}^{1}} F(\zeta) P_{\rho}(z, \zeta) d s(\zeta) \tag{5.4.9}
\end{equation*}
$$

where $G_{\rho}(z, \zeta)=\log \left|\left(\rho^{2}-z \bar{\zeta}\right) / \rho(z-\zeta)\right|$ and $P_{\rho}(z, \zeta)=\left(\rho^{2}-|z|^{2}\right) /|\zeta-z|^{2}$. We write $I_{1}$ and $I_{2}$, respectively, for the double integral and the (line) integral above and notice that

$$
\begin{equation*}
F^{2}=I_{1}^{2}+2 I_{1} I_{2}+I_{2}^{2} \leq 4\left(I_{1}^{2}+I_{2}^{2}\right) \tag{5.4.10}
\end{equation*}
$$

Using Cauchy-Schwartz, we get the upper bound

$$
\begin{align*}
I_{1}^{2} & \leq \iint_{\rho \mathbb{D}} p^{2}(\zeta) F^{2}(\zeta) \mathrm{d} A(\zeta) \iint_{\rho \mathbb{D}} G_{\rho}^{2}(z, \zeta) \mathrm{d} A(\zeta) \\
& \leq a_{15} \iint_{\rho \mathbb{D}} p^{2}(\zeta) F^{2}(\zeta) \mathrm{d} A(\zeta) \leq a_{15}\|p\|_{\infty}^{2} \iint_{\rho \mathbb{D}} F^{2}(\zeta) \mathrm{d} A(\zeta) \\
& \leq a_{15} \epsilon_{0}^{2} \iint_{\frac{1}{2} \mathbb{D}} F^{2}(\zeta) \mathrm{d} A(\zeta) \tag{5.4.11}
\end{align*}
$$

In the above, we have $a_{15}=\sup _{\rho \in(1 / 4,1 / 2]} \sup _{z \in \frac{1}{4} \mathbb{D}} \iint_{\rho \mathbb{D}} G_{\rho}^{2}(z, \zeta) \mathrm{d} A(\zeta)$. Similarly,

$$
\begin{equation*}
I_{2}^{2} \leq \int_{\rho \mathbb{S}^{1}} F^{2}(\zeta) d s(\zeta) \int_{\rho \mathbb{S}^{1}} P_{\rho}^{2}(z, \zeta) d s(\zeta) \leq a_{16} \int_{\rho \mathbb{S}^{1}} F^{2}(\zeta) d s(\zeta) \tag{5.4.12}
\end{equation*}
$$

with $a_{16}=\sup _{\rho \in(1 / 4,1 / 2]} \sup _{z \in \frac{1}{4} \mathbb{D}} \int_{\rho \mathbb{S}^{1}} P_{\rho}^{2}(z, \zeta) d s(\zeta)$. Now, recalling that the representation of $F$ in (5.4.9) holds for any $|z| \leq \frac{1}{4}$ and substituting (5.4.11) and (5.4.12) into (5.4.10), we get

$$
\sup _{z \in \frac{1}{4} \mathbb{D}} F^{2} \leq a_{17}\left(\epsilon_{0}^{2} \iint_{\frac{1}{2} \mathbb{D}} F^{2} \mathrm{~d} A+\int_{\rho \mathbb{S}^{1}} F^{2} d s\right) \quad \text { for all } \rho \in\left(\frac{1}{4}, \frac{1}{2}\right]
$$

with $a_{17}=4 \max \left\{a_{15}, a_{16}\right\}$. Averaging over all $\rho$ yields

$$
\begin{align*}
\sup _{z \in \frac{1}{4} \mathbb{D}} F^{2} & \leq a_{17} \frac{16}{3 \pi}\left(\epsilon_{0}^{2} \iint_{\frac{1}{2} \mathbb{D}} F^{2} \mathrm{~d} A+\iint_{1 / 4<|z|<1 / 2} F^{2} \mathrm{~d} A\right) \\
& =a_{18} \epsilon_{0}^{2} \iint_{\frac{1}{4} \mathbb{D}} F^{2} \mathrm{~d} A+a_{18}\left(1+\epsilon_{0}^{2}\right) \iint_{1 / 4<|z|<1 / 2} F^{2} \mathrm{~d} A \\
& \leq\left(\frac{a_{18} \pi}{16}\right) \epsilon_{0}^{2} \sup _{z \in \frac{1}{4} \mathbb{D}} F^{2}+a_{18}\left(1+\epsilon_{0}^{2}\right) \iint_{1 / 4<|z|<1 / 2} F^{2} \mathrm{~d} A \\
& =a_{19} \epsilon_{0}^{2} \sup _{z \in \frac{1}{4} \mathbb{D}} F^{2}+a_{18}\left(1+\epsilon_{0}^{2}\right) \iint_{1 / 4<|z|<1 / 2} F^{2} \mathrm{~d} A . \tag{5.4.13}
\end{align*}
$$

Hence,

$$
\left(1-a_{19} \epsilon_{0}^{2}\right) \sup _{z \in \frac{1}{4} \mathbb{D}} F^{2} \leq a_{18}\left(1+\epsilon_{0}^{2}\right) \iint_{1 / 4<|z|<1 / 2} F^{2} \mathrm{~d} A
$$

It suffices to choose $\epsilon_{0}$ small enough so that $\left(1-a_{19} \epsilon_{0}^{2}\right)$ is positive to finally obtain

$$
\begin{equation*}
\sup _{z \in \frac{1}{4} \mathbb{D}} F^{2} \leq \frac{a_{18}\left(1+\epsilon_{0}^{2}\right)}{1-a_{19} \epsilon_{0}^{2}} \iint_{1 / 4<|z|<1 / 2} F^{2} \mathrm{~d} A \tag{5.4.14}
\end{equation*}
$$

Linking (5.4.7), (5.4.8) and (5.4.14) together concludes the proof.
To finalize our estimate of the left-hand side of (C3), we need one last lemma.
Lemma 5.4.15. Let $N$ be the number of disks $D_{v}$ in our collection, that is, $N=\operatorname{deg} P$. Then there exists a positive constant $c_{19}$ such that

$$
\max _{z \geq 1}|P|^{-2} \leq e^{-c_{19} N} \min _{|z| \leq \frac{1}{2}}|P|^{-2}
$$

Proof. For $|z| \geq 1$, we have

$$
\frac{1}{\left|z-z_{v}\right|} \leq \frac{1}{|z|-\left|z_{v}\right|} \leq \frac{1}{1-1 / 60}=\frac{60}{59}
$$

while, for $|z| \leq 1 / 2$, we have

$$
\frac{1}{\left|z-z_{v}\right|} \geq \frac{1}{|z|+\left|z_{v}\right|} \geq \frac{1}{1 / 2+1 / 60}=\frac{60}{31}
$$

As a consequence,

$$
\max _{|z| \geq 1}|P|^{-2} \leq\left(\frac{60}{59}\right)^{2 \operatorname{deg} P}=\left(\frac{31}{59}\right)^{2 \operatorname{deg} P}\left(\frac{60}{31}\right)^{2 \operatorname{deg} P} \leq\left(\frac{31}{59}\right)^{2 \operatorname{deg} P} \min _{|z| \leq 1 / 2}|P|^{-2}
$$

We set $c_{19}=-2 \log \left(\frac{31}{59}\right)$ to conclude the proof.
Applying the results of the last two lemmas to (5.4.5), we obtain a final estimate for the left-hand side of (C3):

$$
\begin{align*}
(\text { LHS }) & \leq a_{14}\left(e^{4 t} e^{-c_{19} N} \min _{|z| \leq 1 / 2}|P|^{-2} c_{18} e^{2 \beta} \int_{1 / 4<|z|<1 / 2} F^{2}+\delta^{-4} \sum_{\nu} \min _{A_{v}}\left(|P|^{-2} e^{t|z|^{2}}\right) \int_{A_{v}^{\prime}} F^{2}\right) \\
& \leq a_{20}\left(e^{6 t-c_{19} N} \min _{|z| \leq 1 / 2}|P|^{-2} \int_{1 / 4<|z|<1 / 2} F^{2}+\delta^{-4} \sum_{\nu} \min _{A_{v}}\left(|P|^{-2} e^{t|z|^{2}}\right) \int_{A_{v}^{\prime}} F^{2}\right), \tag{5.4.16}
\end{align*}
$$

where $a_{20}=a_{14} \max \left\{c_{18}, 1\right\}$, since $\beta<t$.
5.5. Improving the right-hand side of (C3). Recalling that $t>1$ as well as the various properties of the cut-off, we estimate the right-hand side of (C3):

$$
\begin{align*}
a_{8}^{-1}(\mathrm{RHS}) & =t^{2} \int_{2 \mathbb{D}}|\theta F|^{2}|P|^{-2} e^{t|z|^{2}}+\delta^{-4} \sum_{\nu} \int_{A_{v}}|\theta F|^{2}|P|^{-2} e^{t|z|^{2}} \\
& \geq\left(\frac{\pi}{4}\right) \min _{|z| \leq 1 / 2}|P|^{-2} \int_{|z|<1 / 2} F^{2}+\delta^{-4} \sum_{v} \min _{A_{v}}\left(|P|^{-2} e^{t|z|^{2}}\right) \int_{A_{v}} F^{2} \\
& \geq a_{21}\left(\min _{|z|<1 / 2}|P|^{-2} \int_{1 / 4<|z|<1 / 2} F^{2}+\delta^{-4} \sum_{v} \min _{A_{v}}\left(|P|^{-2} e^{t|z|^{2}}\right) \int_{A_{v}^{\prime \prime}} F^{2}\right), \tag{5.5.1}
\end{align*}
$$

where $a_{21}=\min \{\pi / 4,1\}$.
5.6. Conclusion. At last, putting together the estimates (C3), (5.4.16) and (5.5.1) yields

$$
\begin{aligned}
e^{6 t-c_{19} N} \min _{|z| \leq 1 / 2}|P|^{-2} \int_{1 / 4<|z|<1 / 2} & F^{2}+\delta^{-4} \sum_{\nu} \min _{A_{\nu}}\left(|P|^{-2} e^{t|z|^{2}}\right) \int_{A_{v}^{\prime}} F^{2} \\
& \geq a_{22}\left(\min _{|z|<1 / 2}|P|^{-2} \int_{1 / 4<|z|<1 / 2} F^{2}+\delta^{-4} \sum_{\nu} \min _{A_{v}}\left(|P|^{-2} e^{t|z|^{2}}\right) \int_{A_{v}^{\prime \prime}} F^{2}\right)
\end{aligned}
$$

where $a_{22}=a_{21} a_{8} / a_{20}$. Recall that a disk $D_{v}$ is said to be $M$-rapid if

$$
M \int_{A_{v}^{\prime}} F^{2} \leq \int_{A_{v}^{\prime \prime}} F^{2}
$$

Suppose now that all the disks of our collection are $M$-rapid, i.e., that $\mathcal{N}=N$, and assume without loss of generality that $a_{22}>1$ (otherwise, the argument still works: it suffices to pick a larger $M$ ). We get

$$
\begin{align*}
& e^{6 t-c_{19} N} \min _{|z| \leq 1 / 2}|P|^{-2} \int_{1 / 4<|z|<1 / 2} F^{2}+\delta^{-4} \sum_{v} \min _{A_{v}}\left(|P|^{-2} e^{t|z|^{2}}\right) \int_{A_{v}^{\prime}} F^{2} \\
& \geq \min _{|z|<1 / 2}|P|^{-2} \int_{1 / 4<|z|<1 / 2} F^{2}+M \delta^{-4} \sum_{v} \min _{A_{v}}\left(|P|^{-2} e^{t|z|^{2}}\right) \int_{A_{v}^{\prime}} F^{2} \tag{5.6.1}
\end{align*}
$$

We get a contradiction if $N>\frac{6}{c_{19}} t \Longleftrightarrow c_{19} N>c_{6} t$, and the proof is completed.

## 6. An inequality in the spirit of Carleman

Carleman estimates are known to be useful in obtaining unique continuation results as well as growth estimates (see for instance [Koch and Tataru 2001]). It is thus not surprising that the estimate (C1) has played a crucial role in the proof of the growth estimate presented in the previous section. For completeness, we present here one way to obtain such an inequality, which follows very closely the approach taken in Section 2 of [Donnelly and Fefferman 1990].
6.1. An elementary inequality in a weighted Hilbert space. We let $\mathscr{D} \subset \mathbb{C}$ be open and bounded and $\varphi: \mathscr{D} \rightarrow \mathbb{R}$ be a smooth real-valued function. Let also $\mathscr{H}=L^{2}\left(\mathscr{D}, e^{-\varphi} d x d y\right)$ be the Hilbert space of complex-valued square-integrable functions on $\mathscr{D}$ with respect to the weight $e^{-\varphi}$. Finally, let $u \in C_{0}^{\infty}(\mathscr{D}) \subset H$. We introduce the differential operators

$$
\partial:=\frac{1}{2}\left(\frac{\partial}{\partial x}-i \frac{\partial}{\partial y}\right), \quad \bar{\partial}:=\frac{1}{2}\left(\frac{\partial}{\partial x}+i \frac{\partial}{\partial y}\right), \quad \bar{\partial}^{*}:=e^{-\varphi} \partial\left(e^{-\varphi} \cdot\right) .
$$

Easy computations allow one to verify the following facts:
(i) For any real-valued function $\psi, \bar{\partial} \partial \psi=\frac{1}{4} \Delta \psi$.
(ii) By the Cauchy-Riemann equations, $u$ is holomorphic if and only if $\bar{\partial} u=0$.
(iii) $\bar{\partial}^{*}$ is the adjoint operator of $\bar{\partial}$.
(iv) $\left[\bar{\partial}, \bar{\partial}^{*}\right] u=\left(\frac{1}{4} \Delta \varphi\right) u$, where the interior of the parentheses acts on $u$ by multiplication.

Lemma 6.1.1. Let $\Phi: \mathscr{D} \rightarrow \mathbb{R}$ be a smooth, positive function. Then

$$
\int_{\mathscr{D}}|\bar{\partial} u|^{2} \Phi \geq \int_{\mathscr{D}} \frac{1}{4}(\Delta \log \Phi)|u|^{2} \Phi
$$

where the integrals are taken with respect to the usual Lebesgue measure, that is, not in the weighted Hilbert space $\mathcal{H}$.

Proof. Put $\varphi:=-\log \Phi$, i.e., $e^{-\varphi}=\Phi$. In the following, the norms and inner products are taken in the Hilbert space $\mathscr{H}$ :

$$
\begin{aligned}
0 \leq\left\|\bar{\partial}^{*} u\right\|^{2}=\left(\bar{\partial}^{*} u, \bar{\partial}^{*} u\right) & =\left(\bar{\partial} \bar{\partial}^{*} u, u\right) \\
& =\left(\bar{\partial}^{*} \bar{\partial} u, u\right)+\left(\left[\bar{\partial}, \bar{\partial}^{*}\right] u, u\right) \\
& =(\bar{\partial} u, \bar{\partial} u)+\left(\left[\bar{\partial}, \bar{\partial}^{*}\right] u, u\right) \\
& =\|\bar{\partial} u\|^{2}+\int_{\mathscr{D}}\left(\frac{1}{4} \Delta \varphi\right)|u|^{2} e^{-\varphi} .
\end{aligned}
$$

Thus, $\|\bar{\partial} u\|^{2} \geq-\frac{1}{4} \int_{\mathscr{D}}(\Delta \varphi)|u|^{2} e^{-\varphi}=\frac{1}{4} \int_{\mathscr{D}}(\Delta \log \Phi)|u|^{2} \Phi$.
6.2. A specialized choice of weight function. The remainder of the section aims to specialize the choice of $\Phi$ in order to obtain a more refined inequality. In particular, we will build a weight function that has singularities on a crucial set of points. In the following, $a$ is a small, positive constant: $0<a \ll 1$.

Lemma 6.2.1. There exists a function $\Psi_{0}(z)$, defined for $|z|>(1-2 a)$, such that
(i) $a_{1} \leq \Psi_{0}(z) \leq a_{2}$, where $a_{1}, a_{2}>0$,
(ii) $\Psi_{0}(z) \equiv 1$ on $\{|z|>1\}$,
(iii) $\Delta \log \Psi_{0} \geq 0$ on $\{|z|>(1-2 a)\}$,
(iv) $\Delta \log \Psi_{0} \geq a_{3}>0$ on $\{1-2 a<|z|<1-a\}$.

Proof. First, choose $\psi_{0}(z)$ to be a radial function, i.e., depending only on $r=|z|$. Let $h(r) \geq 0$ be smooth and such that $h(r) \geq a_{3}$ for $1-2 a<r<1-a$ and $h(r)=0$ for $|z|>1-a / 2$. Now consider the radial Laplacian

$$
\Delta \log \psi_{0}(r)=\left(\frac{d^{2}}{d r^{2}}+\frac{1}{r} \frac{d}{d r}\right) \log \psi_{0}(r)
$$

which has smooth coefficients on $r>1-2 a$. By the fundamental theorem for ordinary differential equations, we let $\log \psi_{0}(r)$ be the solution of the second-order ODE

$$
\left\{\begin{aligned}
\Delta \log \psi_{0}(r) & =h(r) \\
\log \psi_{0}(1) & =0 \\
\log \psi_{0}^{\prime}(1) & =0
\end{aligned}\right.
$$

The function $\psi_{0}$ satisfies all the requirements.
We now let $D_{v}:=\left\{z:\left|z-z_{v}\right|<\delta\right\}, 1 \leq v \leq N$, denote a finite collection of disks in the open unit disk $\mathbb{D}$ and let $D_{\nu}(a)$ be the closure of $(1-2 a) D_{\nu}$. Define $\Phi_{0}: \mathbb{C} \backslash \bigcup_{\nu} D_{\nu}(a)$ by

$$
\Phi_{0}(z)= \begin{cases}1 & \text { if } z \notin \bigcup_{v} D_{v} \\ \psi_{0}\left(\frac{z-z_{v}}{\delta}\right) & \text { if } z \in D_{v}\end{cases}
$$

We have that $\log \Phi_{0}(z)=\log \Psi_{0}(w(z))$, where $w(z)=\left(z-z_{v}\right) / \delta$ and $w^{\prime}(z)=1 / \delta$. Thus,

$$
\Delta \log \Phi_{0}(z)=\frac{1}{\delta^{2}} \Delta \log \psi_{0}(w(z)) \geq a_{3}
$$

for $z \in A_{v}=\{(1-2 a) \delta<|z|<(1-a) \delta\}$. By Lemma 6.2.1, we have
(i) $a_{1} \leq \Phi_{0}(z) \leq a_{2}$,
(ii) $\Delta \log \Phi_{0} \geq 0$ for all $z \in \mathbb{C} \backslash \bigcup_{v} D_{v}(a)$,
(iii) $\Delta \log \Phi_{0} \geq a_{3} / \delta^{2}$ for all $z \in A_{v}(\delta)$.

Let $t>0$ be a constant, and denote by $A$ the union $\bigcup_{v} A_{v}(\delta)$. We want to apply Lemma 6.1.1 to $\Phi(z):=\Phi_{0}(z) e^{t|z|^{2}}$. For $u \in C_{0}^{\infty}\left(\mathbb{C} \backslash \bigcup_{v} D_{v}(a)\right)$, we assume that $\mathscr{D}$ is a bounded domain such that $\operatorname{supp} u \subset \mathscr{D}$ and $A \subset \mathscr{D} \subset \mathbb{C} \backslash \bigcup_{v} D_{\nu}(a)$. Applying the lemma gives

$$
\begin{equation*}
\int_{\mathscr{D}}|\bar{\partial} u|^{2} \Phi_{0}(z) e^{t|z|^{2}} \geq \int_{\mathscr{D}} \frac{1}{4}\left(\Delta \log \Phi_{0} e^{t|z|^{2}}\right)|u|^{2} \Phi_{0} e^{t|z|^{2}} \tag{6.2.2}
\end{equation*}
$$

But $\log \Phi_{0} e^{t|z|^{2}}=\log \Phi_{0}+t|z|^{2}$, and the right-hand side of the above inequality satisfies

$$
\begin{aligned}
(\mathrm{RHS}) & =\left[\int_{A}+\int_{\mathscr{D} \backslash A}\right] \frac{1}{4}\left(\Delta \log \Phi_{0}\right)|u|^{2} \Phi_{0}(z) e^{t|z|^{2}}+t \int_{\mathscr{D}}|u|^{2} \Phi_{0}(z) e^{t|z|^{2}} \\
& \geq \frac{a_{3}}{\delta^{2}} \int_{A}|u|^{2} \Phi_{0}(z) e^{t|z|^{2}}+t \int_{\mathscr{D}}|u|^{2} \Phi_{0}(z) e^{t|z|^{2}}
\end{aligned}
$$

Since $\Phi_{0}$ is bounded, we get

$$
\begin{equation*}
\int_{\mathscr{D}}|\bar{\partial} u|^{2} e^{t|z|^{2}} \geq \frac{a_{4}}{\delta^{2}} \int_{A}|u|^{2} e^{t|z|^{2}}+a_{5} t \int_{\mathscr{D}}|u|^{2} e^{t|z|^{2}} \tag{6.2.3}
\end{equation*}
$$

Define the holomorphic function $P(z):=\prod_{v}\left(z-z_{v}\right)$, and replace $u \mapsto u / P$. Then

$$
\bar{\partial}\left(\frac{u}{P}\right)=\frac{\bar{\partial} u P-u \bar{\partial} P}{P^{2}}=\frac{\bar{\partial} u}{P}
$$

Since $u / P \in C_{0}^{\infty}(\mathscr{D})$, (6.2.3) becomes

$$
\begin{equation*}
\int_{\mathscr{D}}|\bar{\partial} u|^{2}|P|^{-2} e^{t|z|^{2}} \geq \frac{a_{4}}{\delta^{2}} \int_{A}|u|^{2}|P|^{-2} e^{t|z|^{2}}+a_{5} t \int_{\mathscr{D}}|u|^{2}|P|^{-2} e^{t|z|^{2}} \tag{6.2.4}
\end{equation*}
$$

All of the above discussion is valid for $u: \mathscr{D} \rightarrow \mathbb{C}$. We now choose $f: \mathscr{D} \rightarrow \mathbb{R}$. We have $|\bar{\partial} f|=|\partial f|=$ $|\nabla f|$. We choose $u=\partial f$, whence $\bar{\partial} u=\bar{\partial} \partial f=\frac{1}{4} \Delta f$, which yields

$$
\int_{\mathscr{D}}|\Delta f|^{2}|P|^{-2} e^{t|z|^{2}} \geq \frac{a_{6}}{\delta^{2}} \int_{A}|\nabla f|^{2}|P|^{-2} e^{t|z|^{2}}+a_{7} t \int_{\mathscr{D}}|\bar{\partial} f|^{2}|P|^{-2} e^{t|z|^{2}}
$$

We work on the last integral. Applying Lemma 6.1.1 to $\Phi=|P|^{-2} e^{t|z|^{2}}$, we get

$$
\int_{\mathscr{D}}|\bar{\partial} f|^{2}|P|^{-2} e^{t|z|^{2}} \geq \frac{1}{4} \int_{\mathscr{D}}\left(\Delta \log \left(|P|^{-2} e^{t|z|^{2}}\right)\right)|f|^{2}|P|^{-2} e^{t|z|^{2}}
$$

Also, $\log |P|^{-2}=-\log \prod_{\nu}\left|z-z_{v}\right|^{2}=-\sum_{v} \log \left|z-z_{v}\right|^{2}$, whence

$$
\Delta \log \left(|P|^{-2} e^{t|z|^{2}}\right)=-\sum_{\nu} \delta\left(z-z_{v}\right)+4 t
$$

where $\delta$ is the Dirac delta, meaning that the sum above vanishes on $\mathscr{D}$. Thus,

$$
\int_{\mathscr{D}}|\bar{\partial} f|^{2}|P|^{-2} e^{t|z|^{2}} \geq t \int_{\mathscr{D}}|f|^{2}|P|^{-2} e^{t|z|^{2}}
$$

Finally, (6.2.4) becomes the desired Carleman estimate

$$
\begin{equation*}
\int_{\mathscr{D}}|\Delta f|^{2}|P|^{-2} e^{t|z|^{2}} \geq \frac{a_{6}}{\delta^{2}} \int_{A}|\nabla f|^{2}|P|^{-2} e^{t|z|^{2}}+a_{7} t^{2} \int_{\mathscr{D}}|f|^{2}|P|^{-2} e^{t|z|^{2}}, \tag{C1}
\end{equation*}
$$

which holds for any $f \in C_{0}^{\infty}\left(\mathbb{R}^{2} \backslash \bigcup_{v} D_{v}(a)\right)$, with $\mathscr{D}$ a bounded open set such that $A \subset \mathscr{D} \subset \bigcup_{v} D_{v}(a)$.

## 7. Discussion

7.1. Higher dimensions. In this paper, we have studied eigenfunctions of the Laplace-Beltrami operator on closed $C^{\infty}$ surfaces and have underlined a natural interpretation of Yau's conjecture in light of Theorem 1. Since the conjecture is expected to hold in any dimension, it is natural to ask:

Question 7.1.1. Does Theorem 1 hold for a compact, smooth manifold of dimension $n \geq 3$ ?
It seems reasonable to expect that the result holds in higher dimensions. On the one hand, as previously stated, Yau's conjecture on the size of nodal sets is formulated for manifolds of any dimension. On the other hand, some fundamental results for the growth exponents of eigenfunctions are known to hold in any dimension, most notably the Donnelly-Fefferman growth bound

$$
\begin{equation*}
\beta\left(\phi_{\lambda}, B\right)=\log \frac{\sup _{B}\left|\phi_{\lambda}\right|}{\sup _{\frac{1}{2} B}\left|\phi_{\lambda}\right|} \leq c \sqrt{\lambda}, \tag{7.1.2}
\end{equation*}
$$

where $B$ is any metric ball (see for instance [Donnelly and Fefferman 1988; Mangoubi 2013; Nazarov et al. 2005]). However, the approach we have used relies crucially on the reduction of an eigenfunction $\phi_{\lambda}$ to a planar solution $F$ to a Schrödinger equation, a transformation made possible by the existence of local conformal coordinates, a fact that does not generalize in dimension $n \geq 3$. One would therefore need to follow a fundamentally different approach to prove a result in the spirit of Theorem 1 in that setting. Nazarov et al. [2005] give a simpler proof of the growth bound (7.1.2) in the setting of closed surfaces. A generalization of that proof in higher dimensions has been given by Mangoubi [2013], notably using a clever extension of eigenfunctions on an $n$-dimensional manifold $M$ to harmonic functions on the $(n+1)$-dimensional manifold $M \times \mathbb{R}$ (see also [Lin 1991; Jerison and Lebeau 1999; Nazarov et al. 2005]). We believe that a similar treatment could be useful in attempting to generalize Theorem 1.
7.2. How to measure the growth: generalization to $L^{q}$ norms. Our measure of the growth of eigenfunctions has been made through growth exponents defined on small metric disks on which we have taken the $L^{\infty}$ norm. Indeed, we recall that

$$
\beta_{p}(\lambda)=\log \frac{\sup _{B}\left|\phi_{\lambda}\right|}{\sup _{\alpha_{0}} B\left|\phi_{\lambda}\right|},
$$

where $B$ is a metric ball of small radius centered at $p \in M$. For $1 \leq q \leq \infty$, define the more general $q$-growth exponent $\beta_{p}^{q}(\lambda)$ of an eigenfunction $\phi_{\lambda}$ :

$$
\beta_{p}^{q}(\lambda):=\log \frac{\left\|\phi_{\lambda}\right\|_{L^{q}(B)}}{\left\|\phi_{\lambda}\right\|_{L^{q}\left(\alpha_{0} B\right)}},
$$

where $B$ is once again a suitably small metric ball centered at $p$. Notice that $\beta_{p}(\lambda)=\beta_{p}^{\infty}(\lambda)$. Consider the average of such quantities on the surface; that is, define

$$
B^{q}(\lambda):=\frac{1}{\operatorname{Vol}(M)} \int_{M} \beta_{p}^{q}(\lambda) \mathrm{d} V_{g},
$$

and then ask:
Question 7.2.1. For which $q \in[1, \infty)$, if any, do we have the following analogue of Theorem 1 :

$$
c B^{q}(\lambda) \lambda^{1 / 2} \leq \mathscr{H}^{1}\left(Z_{\lambda}\right) \leq C\left(B^{q}(\lambda) \lambda^{1 / 2}+1\right) ?
$$

Keeping our setting of closed surfaces, it would suffice to prove analogues of Theorems 2.1.1 and 3.1.1 for $q$-growth exponents of planar Schrödinger eigenfunctions to answer positively the last question, but there does not seem to be an obvious way to tackle this problem.
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