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INVERSE SCATTERING WITH PARTIAL DATA
ON ASYMPTOTICALLY HYPERBOLIC MANIFOLDS

RAPHAEL HORA AND ANTÔNIO SÁ BARRETO

We prove a local support theorem for the radiation fields on asymptotically hyperbolic manifolds and
use it to show that the scattering operator restricted to an open subset of the boundary of the manifold
determines the manifold and the metric modulo isometries that are equal to the identity on the open subset
where the scattering operator is known.

1. Introduction

We recall that the ball model of the hyperbolic space Hn+1 is given by

Bn+1
= {z ∈ Rn+1

: |z|< 1} equipped with the metric g =
4 dz2

(1− |z|2)2
.

It is well known that (Bn+1, g) is a complete manifold with constant curvature −1. On the other hand,
(Bn+1, (1− |z|2)2g) is the interior of a compact Riemannian manifold with boundary. This structure can
be generalized by replacing Bn+1 with the interior of a C∞ compact manifold X , with boundary ∂X , of
dimension n+ 1 and replacing 1− |z|2 with a function ρ ∈ C∞(X) which defines ∂X ; that is, ρ > 0 in
the interior of X , {ρ = 0} = ∂X , and dρ 6= 0 at ∂X . Such a function ρ will be called a boundary-defining
function. We will denote the interior of X by X̊ . If g is a Riemannian metric on X̊ such that

ρ2g = H (1-1)

is C∞ and nondegenerate up to ∂X then, according to [Mazzeo and Melrose 1987], g is complete and its
sectional curvatures approach −|dρ|2H as ρ ↓ 0. In particular, when

|dρ|H2 = 1 at ∂X, (1-2)

the sectional curvatures converge to −1 at the boundary. A Riemannian manifold (X̊ , g), where X is a
compact C∞ manifold with boundary and where (1-1) and (1-2) hold, is said to be an asymptotically
hyperbolic manifold (AHM). Any compact C∞ Riemannian manifold with boundary X can be equipped
with such a metric.

We will study certain properties of the asymptotic behavior of solutions to the Cauchy problem for the
wave equation on (X̊ , g). In particular, we will study the Friedlander radiation fields on AHM, and show
that the support of the radiation fields restricted to an open subset of ∂X controls the support of the initial
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data of the Cauchy problem for the wave equation. Such theorems are usually called support theorems;
see, for example, [Helgason 1999]. When X̊ =Hn+1, the radiation fields are given by the Lax–Phillips
transform which involves the horocyclic Radon transform, and our support theorem generalizes the results
of [Lax and Phillips 1982] to this setting.

We will use this result and adapt the boundary control theory of [Belishev 1987; Belishev and Kurylev
1992; Tataru 1995; 1999], and a refinement of the results of [Belishev and Kurylev 1992] due to Kurylev
and Lassas [2002] and Katchalov, Kurylev and Lassas [Katchalov et al. 2001], to prove that the scattering
operator restricted to a nonempty open set 0 ⊂ ∂X determines (X, g) modulo isometries that are equal to
the identity on 0. There is a very large body of work on scattering and inverse scattering for Schrödinger
operators, obstacle problems, etc., however much less is known about inverse scattering on manifolds. It
was proved in [Sá Barreto 2005] that the scattering operator on the entire boundary of an AHM (X, g)
determines the manifold and the metric modulo isometries that are the identity at ∂X . Guillarmou and Sá
Barreto [2008] extended the result of [Sá Barreto 2005] to asymptotically complex hyperbolic manifolds.
Isozaki, Kurylev and Lassas [Isozaki et al. 2010; 2013] studied the case of manifolds of cylindrical ends
and asymptotically hyperbolic orbifolds; see also their survey paper [Isozaki et al. 2014]. One should
also mention the book by Isozaki and Kurylev [2014], where they discuss spectral theory and inverse
problems on AHM. If an AHM manifold is also Einstein, Guillarmou and Sá Barreto [2009] showed that
the scattering matrix at one energy determines the manifold.

2. Preliminaries and statements of the results

We begin by recalling the definition of the radiation fields and the scattering operator. Let u(t, z) satisfy
the wave equation (

D2
t −1g −

1
4 n2)u = 0 on R±× X̊ ,

u(0, z)= f1, Dt u(0, z)= f2, f1, f2 ∈ C∞0 (X̊).
(2-1)

The spectrum of the Laplacian 1g, denoted by σ(1g), was studied by [Mazzeo 1988; 1991; Mazzeo
and Melrose 1987] and more recently by Bouclet [2013]. They showed that σ(1g)= σpp(1g)∪σac(1g),
where σpp(1g) is the finite point spectrum, σac(1g) is the absolutely continuous spectrum and

σac(1g)=
[ 1

4 n2,∞
)
, σpp(1g)⊂

(
0, 1

4 n2). (2-2)

The role of the factor n2/4 in (2-1) is to shift the continuous spectrum of 1g to [0,∞).
Equation (2-1) has a conserved energy given by

E(u, ∂t u)(t)=
∫

X

(
|du(t)|2− 1

4 n2
|u(t)|2+ |∂t u(t)|2

)
d volg,

E(u, ∂t u)(0)= E( f1, f2)=

∫
X

(
|d f1|

2
−

1
4 n2
[t]| f1|

2
+ | f2|

2) d volg .

(2-3)

However, E( f1, f2) is a nonnegative quadratic form only when projected onto L2
ac(X). As in [Sá Barreto

2005], we define the energy space

HE(X)= {( f1, f2) : f1, f2 ∈ L2(X), d f1 ∈ L2(X) and E( f1, f2) <∞}
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and, if {φ j : 1≤ j ≤ N } are the eigenfunctions of 1g, we define the projector

Pac : L2(X)→ L2
ac(X), f 7→ f −

N∑
j=1

〈 f, φ j 〉φ j ,

and the space Eac(X)= Pac(HE(X)).
The wave group induces a strongly continuous group of unitary operators,

U (t) : Eac(X)→ Eac(X), ( f1, f2) 7→ (u(t), ∂t u(t)).

Next we recall the definition of the forward and backward radiation fields from [Sá Barreto 2005]. We
will work with a specific boundary defining function and, since our definition will depend on this choice,
we will recall the construction from [Graham 2000]. Since any two defining functions of ∂X , ρ and ρ̃,
satisfy ρ = eωρ̃ with ω ∈ C∞(X), if H = ρ2g and H̃ = ρ̃2g then H |∂X = e2ω(0,y) H̃ |∂X . Hence, ρ2g|∂X

determines a conformal class of metrics on ∂X . We have H = ρ2g = e2ωρ̃2g, and so H = e2ω H̃ . Since
dρ = eω(ρ̃dω+ dρ̃), we have

|dρ|2H = |dρ̃+ ρ̃dω|2
H̃
= |dρ̃|2

H̃
+ ρ̃2
|dω|2

H̃
+ 2ρ̃(∇H̃ ρ̃)ω.

Hence,

|dx |H = 1 if and only if 2(∇H̃ ρ̃)ω+ ρ̃|dω|
2
H̃
=

1
ρ̃
(1− |dρ̃|2

H̃
), ω|∂X = 0.

Since, by assumption, |dρ̃|H̃ = 1 at ∂X , this is a noncharacteristic ODE, and hence it has a solution in a
neighborhood of ∂X . Notice that the function ρ is in principle defined only on a collar neighborhood of
∂X , but it can be extended to the whole manifold as a boundary-defining function.

The boundary-defining function ρ gives an identification between [0, ε)×∂X and a collar neighborhood
U of ∂X ,

9 : [0, ε)× ∂X→U ⊂ X, (x, y) 7→ exp(x∇Hρ)(y),

where exp(x∇Hρ)(y) just means that one follows the integral curve of ∇Hρ starting at y for x units of
time. In this case,

9∗g =
dx2

x2 +
h(x)
x2 on (0, ε)× ∂X, h(0)= H |∂X ,

9 = Id on ∂X,
(2-4)

where h(x) is a C∞ family of metrics ∂X for x ∈ [0, ε). From now on we will use this identification
U ∼ [0, ε)x × ∂X .

In the coordinates (2-4), for fixed y ∈ ∂X the curve γ (s)= (s, y) is a geodesic for the metric g, the
distance between (x, y) and (x ′, y), x < x ′, is log(x ′/x), and if time t is the arc-length parameter then
t = log x ′− log x . So, to analyze global properties of u(t, z) in space and time, it is convenient to work
with an exponential compactification of R 3 t , and we choose a function T such that {T = 0} = {t = 0},
T = 1− e−t if t > 1, and T =−1+ et if t <−1. Let Y = [−1, 1] × X be the compactified space; see
Figure 1. The light cones will converge to the corners of the manifold Y and to separate them one blows
up the intersection of ∂X with {T =−1} and {T = 1}. This gives a manifold with corners Ỹ , pictured in
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light cones

{T = 1} = {t =∞}

{T = 0} = {t = 0}

{T =−1} = {t =−∞}

ϒ+

ϒ−

F+

F−

Supp u

Supp u

f1 = f2 = 0

u
=

0 Supp{ f1, f2}

Figure 1. The manifold Y = [−1, 1]× X , and Ỹ , its blow-up along ∂X×{T =±1}. All
the light cones intersect at {x = 0, T =±1} in Y , but in Ỹ they are separated at the faces
F+ and F−.

Figure 1. In local coordinates, the blow-up is the equivalent of introducing polar coordinates x = r cos θ ,
T ± 1= r sin θ .

It was proved in [Sá Barreto 2005] that, if ( f1, f2) ∈ C∞0 (X), the solution u to the wave equation
(2-1) is in C∞(Ỹ \ (ϒ+ ∪ϒ−)) (see Figure 1 for the definition of ϒ±). The analysis of the behavior of
u(t, z) on the faces ϒ± give, among other things, information about the local energy decay, and will
not be studied here. A similar discussion about the asymptotic solutions of the wave equation on de
Sitter–Schwarzschild space, including the pictures, can be found in [Melrose et al. 2014a; 2014b]; see
also [Vasy 2013].

Following Friedlander [1980; 2001], one defines the forward and backward radiation fields of u as

R+( f1, f2)= x−n/2∂t u|F+\ϒ+,

R−( f1, f2)= x−n/2∂t u|F−\ϒ− .

If we use projective coordinates x and τ+ = x/(1−T ), valid near F+ \ϒ+, and τ− = x/(1+T ), valid
near F− \ϒ−, and set s+ = log τ+ and s− =− log τ−, then, for ( f1, f2) ∈C∞0 (X̊)×C∞0 (X̊), the solution
u(t, z) to (2-1), with z = (x, y), satisfies

V+(x, s+, y)= x−n/2u(s+− log x, x, y) ∈ C∞([0, ε)x ×Rs+ × ∂X)

V−(x, s, y)= x−n/2u(s−+ log x, x, y) ∈ C∞([0, ε)x ×Rs− × ∂X).
(2-5)

In these coordinates, the forward and backward radiation fields can be expressed as

R+ : C∞0 (X̊)×C∞0 (X̊)→ C∞(R× ∂X), R+( f1, f2)(s+, y)= Ds+V+(0, s+, y),

R− : C∞0 (X̊)×C∞0 (X̊)→ C∞(R× ∂X), R−( f1, f2)(s−, y)= Ds−V−(0, s−, y).
(2-6)
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It was shown in [Sá Barreto 2005] that R± extend to unitary operators

R± : Eac(X)→ L2(R× ∂X), ( f1, f2) 7→R±( f1, f2), (2-7)

where the measure on ∂X is the one induced by the metric h0 defined in (2-4).
It follows from the definitions that R± are translation representations of the wave group as in the

Lax–Phillips theory [1989], i.e.,

R±(U (T )( f1, f2))(s, y)=R±( f1, f2)(s+ T, y). (2-8)

One can define the scattering operator

S : L2(R× ∂X)→ L2(R× ∂X), S=R+ ◦R−1
−
, (2-9)

which is unitary in L2(∂X ×R) and, in view of (2-8), commutes with translations in the s variable.
The scattering matrix A(λ) is defined by conjugating S with the Fourier transform in the s variable:

A(λ)= F ◦S ◦F−1, F f (λ)=
∫

R

e−iλs f (s) ds. (2-10)

In particular, S determines A(λ), λ ∈ R and vice versa. It was proved in [Joshi and Sá Barreto 2000] that
A(λ) continues meromorphically to C \ D, where D is a discrete subset of C.

As discussed above, the distance between (x, y) and (x ′, y), x < x ′ < ε, is log(x ′/x). The finite speed
of propagation for the wave equation implies that the solution u(t, z) of (2-1) satisfies u(t, z) = 0 if
t < dg(z,Supp( f1, f2)). In particular, if f1(x ′, y) = f2(x ′, y) = 0 for all x ′ < ρ, then u(t, x) = 0 for
x < x ′ < ρ and t < log(x ′/x). This implies that V+(s, x, y) = x−n/2∂t u(s − log x, x, y) = 0 provided
x < x ′ < ρ and s = t + log x < log x ′ < log ρ. This shows that, if f1(x ′, y) = f2(x ′, y) = 0 in x ′ ≤ ρ,
then R+( f1, f2)(s, y)= 0 for s ≤ log ρ. The converse of this statement for initial data of the type (0, f )
was proved in [Sá Barreto 2005]: if f ∈ L2

ac(X) and R+(0, f )(s, y)= 0 for s ≤ log ρ� 0 and y ∈ ∂X ,
then f (x, y)= 0 in x ≤ ρ. Due to possible cancelations, one cannot expect the converse to be true for an
arbitrary pair ( f1, f2). In this paper we prove the following refinement of this result:

Theorem 2.1. Let 0 ⊂ ∂X be a nonempty open subset, let f ∈ L2
ac(X) and let s0 ∈ R. Let ε > 0 be such

that (2-4) holds in (0, ε)×∂X , and let ε=min{ε, es0}. Then R+(0, f )(s, y)= 0 in {s < s0, y ∈ 0} if and
only if , for every z = (x, y) ∈ (0, ε)=Uε,

dg(z,Supp f ) > log es0

x
, (2-11)

where dg denotes the distance function with respect to the metric g and Supp f denotes the support of f .
Another way of stating (2-11) is to say that f = 0 on the set

Ds0(0)=
{

z ∈ X : ∃q = (x, y) ∈Uε, dg(z, q) < log es0

x

}
=

⋃
(x,y)∈Uε

B
(
(x, y), log es0

x

)
, (2-12)

where B(p, r) denotes the open ball of radius r centered at p with respect to the metric g.
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If 0 = ∂X and ε = es0 then, for any z = (α, y) with α < es0 , pick q = (x, y) with x < α < es0 . Then
dg((α, y), (x, y))= log(α/x) < log(es0/x). Therefore, {(α, y) : α < es0, y ∈ ∂X} ⊂Ds0(∂X), and hence
Theorem 2.1 shows that, if f ∈ L2

ac(X) and R+(0, f )(s, y)= 0 for s ≤ s0 and y ∈ ∂X , then f (x, y)= 0
for x< es0 . This particular case of Theorem 2.1, when 0= ∂X and ε= es0 was proved in [Sá Barreto 2005].

Lax and Phillips [1982] proved Theorem 2.1 for the case when (X, g) is the hyperbolic space. In that
case the radiation field is given in terms of the horocyclic Radon transform, and their result says that,
if the integral of f over all horospheres tangent to points (0, y) with y ∈ 0 and radii less than or equal
to 1

2 es0 is equal to zero, then f = 0 in the region given by the union of these horocycles. It is useful to
explain what the set Ds0(0) is when (X, g) is the hyperbolic space, and verify that Theorem 2.1 implies
the result of Lax and Phillips. It is easier to do the computations for the half-space model of hyperbolic
space, which is given by

Hn+1
= {(x, y) : x > 0, y ∈ Rn

} with the metric g =
dx2
+ dy2

x2 .

The distance function between z = (x, y) and w = (α, y′) satisfies

cosh dg(z, w)=
x2
+α2
+ |y− y′|2

2xα
.

Since dg(z, z′)≤ log(es0/α), we obtain(
x − 1

2 es0(1+α2e−2s0)
)2
+ |y− y′|2 ≤ 1

4 e2s0(1+α2e−2s0)2−α2
=

1
4 e2s0(1−α2e−2s0)2,

which corresponds to a ball D(α) centered at
( 1

2 es0(1 + α2e−2s0), y′
)

and radius 1
2 es0(1 − α2e−2s0).

Since α < es0 , we have D(α)⊂ D(0), as shown in Figure 2. This ball is tangent to the plane x = es0 at
the point (es0, y′). When α = 0, the ball D(0) has center

( 1
2 es0, y′

)
and radius 1

2 es0 and is also tangent to
the plane {x = 0}. The boundary of D(0) is called a horosphere since it is orthogonal to the geodesics
emanating from the point (0, y′). When α = es0 , D(es0)= (es0, y′). The set Ds0(0) consists of the union

�

�

�

D(0)

D(α)

(es0 , y′)

( 1
2 es0 , y′

)

(0, y′) ∈ 0

horospheres

geodesics

Figure 2. The horospheres tangent at (0, y′) and the balls D(α).
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� � � �

� �

es0

0 0

Ds0(0)

Figure 3. The set Ds0(0) when (X, g) is the hyperbolic space is given by the union of
horospheres tangent to points on 0 and radii less than or equal to 1

2 es0 .

of horospheres with radii less than or equal to 1
2 es0 tangent to points (0, y′) with y′ ∈ 0; see Figure 3.

Theorem 2.1 can be explained in terms of the sojourn time along a geodesic. In this setting, the sojourn
time plays the role of the distance function to the boundary of X and is closely related to the Busemann
function used in differential geometry. Let γ (t) be a geodesic, parametrized by the arc length, passing
through z = γ (0) and such that γ (t)→ y ∈ ∂X as t→∞. We define

s(z, γ )= lim
t→∞

(
t + log x(γ (t))

)
.

The relationship between the sojourn times and the radiation fields for nontrapping asymptotically
hyperbolic manifolds was studied in [Sá Barreto and Wunsch 2005]. We have the following consequence
of Theorem 2.1:

Corollary 2.2. Let f and 0 ⊂ ∂X satisfy the hypotheses of Theorem 2.1; then f = 0 on the set of points
z ∈ X̊ such that there exists a geodesic γ (t), parametrized by the arc length, with γ (0)= z, γ (t)→ y ∈ 0
as t→∞, and s(z, γ ) < s0.

Proof. Suppose there exists a geodesic γ (t), parametrized by the arc length t , such that γ (0) = z,
limt→∞ γ (t)= y and

lim
t→∞

(
t + log x(γ (t))

)
= s < s0.

Since t is the arc-length parameter, d
(
z,
(
x(γ (t)), y

))
≤ t and s < s0, there exists T > 0 such that, for

t > T , γ (t) ∈U ∼ [0, ε)× ∂X where the coordinates (2-4) are valid and t + log x(γ (t)) < s0. Therefore,
if t > T ,

d
(
z, (x(t), y)

)
≤ t < s0− log x(γ (t))= log es0

x(γ (t))
.

Hence z ∈ Ds0(0). �

Theorem 2.1 says that the support of the radiation field R+(0, f ) controls the support of the initial
data (0, f ). We will use this result to adapt the boundary control method of [Belishev 1987; Belishev and
Kurylev 1992; Kurylev and Lassas 2002; Katchalov et al. 2001] to study the inverse scattering problem
with partial data.

Let 0 ⊂ ∂X be an open subset and let S denote the scattering operator as in (2-9). We define the
restriction of S to R×0 as

S0 : L2(R×0)→ L2(R×0), F 7→ (SF)|0. (2-13)
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In other words, one starts with an F ∈ L2(R× 0), finds the solution of the wave equation that has
backward radiation field equal to F , then finds the corresponding forward radiation field, and restricts it
to the subset R×0. We study the problem of determining (X, g) from S0. Recall that our definition
of S depends on the choice of the product structure (2-4). In fact, the method used in [Graham 2000]
and discussed above to construct the diffeomorphism (2-4) can also be used to show that, given two
AHM (X j , g j ), j = 1, 2, there exists ε > 0 such that (2-14) holds for both metrics. Recall that x is just
the time through which one flows along the integral curves of ∇Hρ. One can take ε to the smallest one
that works for both metrics, and one finds that there exist collar neighborhoods U j ⊂ X j of ∂X j and
C∞ diffeomorphisms

9 j : (0, ε)× ∂X j →U j

such that

9∗j g j =
dx2

x2 +
h j (x)

x2 in (0, ε)× ∂X j , h j (0)= h j0, j = 1, 2, (2-14)

where h j (x) is a C∞ family of metrics on ∂X j for x ∈ [0, ε), and 9 j = Id on ∂X j . In particular, if there
exists an open set 0 ⊂ ∂X1 ∩ ∂X2, as manifolds, then (2-14) holds on (0, ε)× 0, and h j (x) are C∞

families of metrics on 0. We prove the following:

Theorem 2.3. Let (X1, g1) and (X2, g2) be connected, asymptotically hyperbolic manifolds and suppose
there exists an nonempty open set 0 ⊂ ∂X1 ∩ ∂X2 (as manifolds). Let x be such that (2-14) holds on a
collar neighborhood of ∂X j for j = 1, 2. Suppose that h1(0) = h2(0) on 0. Let S j,0, j = 1, 2, be the
corresponding scattering operators restricted to 0, and suppose that S1,0 = S2,0 . Then there exists a C∞

diffeomorphism

9 : X1→ X2 such that 9 = Id on 0 and 9∗g2 = g1. (2-15)

Since we only know S on part of the boundary, we can only expect to recover information on the
connected components of (X, g) that contain 0, so we assume that X is connected. This result guarantees
that the scattering operator restricted to 0 determines (X, g), including its topology and C∞ structure,
modulo isometries that are equal to the identity on 0.

Theorem 2.3, and the method we use to prove it, are related to the question of reconstructing a compact
Riemannian manifold with boundary from the Dirichlet-to-Neumann map (DTNM) for the wave equation.
One may think of the scattering operator as the DTNM on the boundary at infinity. Belishev and Kurylev
[1992] showed that the DTNM for the wave equation determines a compact manifold and its Riemannian
metric using the boundary control method and a unique continuation result later proved by Tataru [1995;
1999]. Different proofs, which also rely on the result of Tataru, were given in [Katchalov et al. 2001].
This result of Tataru will be important in the proof of Theorem 2.1. The reconstruction of a compact
manifold in the case where the Dirichlet-to-Neumann map is only known on part of the boundary was
carried out by Kurylev and Lassas [2000] using a modification of the boundary control method; see also
Section 4.4 of [Katchalov et al. 2001]. We will adapt the boundary control methods to this setting by
using the radiation fields.
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3. The proof of Theorem 2.1

The sufficiency of condition (2-11) in Theorem 2.1 is just a consequence of the finite speed of propagation
for the wave equation.

Lemma 3.1. Let f ∈ L2
ac(X) be such that dg(z,Supp f ) > log(es0/x) for all z = (x, y) ∈ (0, ε)× 0.

Then R+(0, f )(s, y)= 0 if s ≤ s0 and y ∈ 0.

Proof. Let u(t, z) satisfy the wave equation (2-1) with initial data (0, f ). The finite speed of propagation
for solutions of the wave equation guarantees that u(t, z)= 0 if 0≤ t < dg(z,Supp f ). In particular, if
z= (x, y) with x <ε, y ∈0, then u(t, x, y)= 0 if 0≤ t ≤ s0− log x < dg(z,Supp f ). Since s = t+ log x ,
we have that V+(x, s, y)= x−n/2u(s− log x, x, y)= 0 provided log x ≤ s ≤ s0, x <ε, y ∈0. This implies
that R+(0, f )(s, y)= 0 if s ≤ s0 and y ∈ 0. �

We will first outline the proof of the converse, which is based on unique continuation arguments. We
state three propositions, and indicate how to use them to prove the converse of Theorem 2.1. We will
finish the proof of Theorem 2.1 at the end of the section, after we have proved the three propositions.

In the region where (2-4) holds, the Cauchy problem (2-1), with initial data (0, f ) translates into the
following initial value problem for V+(x, s, y)= x−n/2u(s+ log x, x, y):

PV+(x, s, y)= 0 in log x < s, x < ε, y ∈ ∂X,

V+(x, log x, y)= 0, Ds V+(x, log x, y)= x−n/2 f (x, y), x < ε, y ∈ ∂X,
(3-1)

where

P =−x−n/2−1(D2
t −1−

1
4 n2)xn/2

= ∂x(2∂s + x∂x)− x1h + A∂s + Ax∂x +
1
2 n A. (3-2)

Here, 1h is the (positive) Laplace operator on ∂X corresponding to the metric h(x), in local y coordinates,

1h =−
1
√
θ
∂yi (
√
θ hi j∂y j ),

where h = (hi j (x, y)), h−1
= (hi j (x, y)), θ = det(hi j ) and A =

1
√
θ
∂x
√
θ.

(3-3)

In the first proposition, we are interested in the behavior of V+(x, s, y) for x near {x = 0} and {s=−∞}.
As in [Sá Barreto 2005], we work in the compactified space Ỹ — see Figure 1 — and set

µ= e−s−/2 and ν = es+/2. (3-4)

This implies that s= 2 log ν and x =µν. Notice that µ=
√
τ+ and ν=

√
τ− and that, in these coordinates,

the lateral face 6 of Ỹ is given by 6 = {τ+ = τ− = 0} = {µ = ν = 0}, and one may think of this as
collapsing the lateral face 6, as shown in Figure 4.

In coordinates (µ, ν, y), the operator P defined in (3-2) has the form

P̃ = ∂µ∂ν −µν1h +
1
2 A(µ∂µ+ ν∂ν)+ 1

2 n A, (3-5)
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ϒ+

ϒ−

F
−
=
{ν
=

0}

6

F+
=
{µ
=

0}

{t = 0} = {µ= ν}

Figure 4. A compactification of Rt × X with the face 6 collapsed.

where h = h(µν), A = A(µν, y). If

W (µ, ν, y)= V+(µν, 2 log ν, y)= (µν)−n/2u
(

log ν
µ
,µν, y

)
, (3-6)

the Cauchy problem (3-1) becomes

P̃W = 0, µ, ν ∈ (0, ε), y ∈ ∂X,

W (µ,µ, y)= 0, ∂µW (µ,µ, y)=−µ−1−n f (µ2, y).
(3-7)

The fact that the initial data is of the form (0, f ) implies that the solution u(t, z) to (2-1) satisfies
u(t, z)=−u(−t, z), and this implies that W (µ, ν, y)=−W (ν, µ, y).

Proposition 3.2. Let f ∈ L2
ac(X) be such that R+(0, f )(s, y)= 0 in {s < s0}×0. Let u satisfy the initial

value problem for the wave equation (2-1) with initial data (0, f ), and let W (µ, ν, y) be defined as in (3-6).
Then, in the sense of distributions ∂k

µW (µ, ν, y)|{µ=0} = 0 in [0, es0/2)×0 and ∂k
νW (µ, ν, y)|{ν=0} = 0 in

[0, es0/2)×0 for k = 0, 1, . . . . Moreover, for every p ∈ 0 there exists δ > 0 such that W (µ, ν, y)= 0 if
0< µ< δ, 0< ν < δ and |y− p|< δ. (See Figure 5.)

�

�

W = 0

W
=

0

P̃W = 0

P̃W = 0

W
=

0

ν

µ

es0/2

es0/2

Figure 5. Unique continuation from infinity: if R+(0, f )(s, y)= 0 for s ≤ s0 and a.e.
y ∈ 0 then, for every p ∈ 0, there exists δ > 0 such that W (µ, ν, y) = 0 in the region
shown provided that |y− p|< δ.
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PV = 0

x

s

x

s

s = log x s = log x

es1

s0 s0

es1β

Figure 6. If PV = 0, and V = 0 in the dark region on the left, then V = 0 in
the dark region on the right. This establishes unique continuation across the wedge
{log x < s < s1, x < δ, |y− p|< δ} ∪ {x ≤ 0, s < s0, |y− p|< δ}.

Next we need to show that we can increase the size of the neighborhood where V+ = 0, and to do this
we will use an iteration scheme involving the next two propositions. We will again use variables (x, s, y),
and this time we will apply Hörmander’s unique continuation theorem [1994b, Theorem 28.2.3], to prove:

Proposition 3.3. Let V (x, s, y) ∈ H 1
loc in the region |x |< ε, y ∈ 0 and s ∈ R, satisfy PV = 0, where P

is given by (3-2). Let s1 < s0, δ > 0 and p ∈ 0 and suppose that

V (x, s, y)= 0 on {x ∈ (−ε, 0], s < s0, y ∈ 0} ∪ {log x < s < s1, x < δ, |y− p|< δ}.

Then there exists β ∈ (0, δ) such that V (x, s, y)= 0 if x < β, |y− p|< β and log x < s < s1+
1
4(s0− s1).

(Figure 6 illustrates the result.)

We know from Proposition 3.2 that V+(x, s, y) = 0 for x < δ, |y − y0| < δ and log x ≤ s ≤ log δ.
We set s1 = log δ. Proposition 3.3 shows that V+(s, x, y) = 0 in x < β < δ, |y − y0| < β < δ and
s < s1+

1
4(s0− s1). In other words, V+(x, s, y)= 0 in a larger interval in the s variable at the expense of

shrinking the neighborhood of {x = 0, y = p}.
The second piece of the scheme is a consequence of a result of Tataru [1995; 1999], and it shows that,

while the neighborhood of p might shrink, the neighborhood of x = 0 in fact does not. Figure 7 illustrates
the result.

Proposition 3.4. Let u(t, z) satisfy (2-1) with initial data f1 = 0, f2 = f ∈ L2(X). Let V+(x, s, y) =
x−n/2u(s − log x, x, y). Let p ∈ 0, and suppose that there exist s2 ∈ R, γ > 0 and δ > 0 such that
V+(x, s, y)= 0 if 0< x <γ , log x < s < s2 and |y− p|< δ. Then u(t, z)= 0 if there is (x, y) with x <γ
and |y − p| < δ such that |t | + dg(z, (x, y)) < log(es2/x), where dg is the distance with respect to the
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x

s

PV = 0

x

s s = log x s = log x
s2 s2

γ

log γ log γ

s∗

Figure 7. If PV = 0 and V = 0 in the dark region on the left, then V = 0 in the dark
region on the right.

metric g. In particular, if s∗ < s2 is such that coordinates (2-4) holds for x < es∗ , then

V+(x, s, y)= 0 if |y− p|< δ, 0< x < es∗ and log x < s < s2. (3-8)

The idea is to iterate Propositions 3.3 and 3.4 to prove Theorem 2.1. We know from Proposition 3.2
that for any p ∈ 0 there exists δ > 0 such that

V+(x, s, y)= 0 if x < δ, log x < s < log δ, |y− p|< δ.

Moreover, V+(x, s, y)= 0 if x < 0, s < s0 and y ∈ 0. Applying Proposition 3.3 with s1 = log δ, we find
that there exists β1 < δ such that

V+(x, s, y)= 0 provided x < β1, |y− p|< β1 and log x < s < log δ+ 1
4(s0− log δ).

Then Proposition 3.4 guarantees that there exists s∗� 0 independent of p such that

V+(x, s, y)= 0 if x < es∗, |y− p|< β1, s < s2 = log δ+ 1
4(s0− log δ).

The main point is that, while the neighborhood of p shrinks from one step to the next, the neighborhood
of x = 0 stays the same. Since p ∈ 0 is arbitrary, it follows that in fact

V+(x, s, y)= 0 if x < es∗, y ∈ 0, s < s2 = log δ+ 1
4(s0− log δ). (3-9)

After using this argument n times, we find that

V+(x, s, y)= 0 if x < es∗, y ∈ 0, s < sn = sn−1+
1
4(s0− sn−1).

The sequence {sn = sn−1+
1
4(s0− sn−1)} is monotone and bounded by s0. So it has a limit which is

obviously equal to s0. This implies that

V+(x, s, y)= 0 if x < es∗, y ∈ 0, s < s0. (3-10)
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This does not quite yet prove Theorem 2.1, and the proof will be completed after the proof of
Proposition 3.4. Now we will prove the three propositions above.

Proof of Proposition 3.2. First we claim that, without loss of generality, we may assume that f ∈ L2
ac(X)∩

C∞(X̊). To do this we need to characterize the range R+(0, f ), f ∈ L2
ac(X). Notice that the solution u(t, z)

of (2-1) with data (0, f ) satisfies u(−t, z)=−u(t, z), and hence V+(s, x, y)= x−n/2u(s− log x, x, y)
and V−(s, x, y)= x−n/2u(s+ log x, x, y) satisfy

V+(x,−s, y)= x−n/2u(−s− log x, x, y)=−V−(x, s, y). (3-11)

In particular, we have

R+(0, f )(−s, y)=−(∂s V+)(0,−s, y)= ∂s V−(0, s, y)=R−(0, f )(s, y).

Similarly,

R+(h, 0)(−s, y)=−R−(h, 0)(s, y).

So, if F =R+(h, f ) satisfies F∗(s, y)= F(−s, y), then

F∗(s, y)=−R−(h, 0)(s, y)+R−(0, f )(s, y).

We apply S=R+R−1
− to this identity and obtain

SF∗ =−R+(h, 0)+R+(0, f ),

and we conclude that
1
2(SF∗+ F)=R+(0, f ),
1
2(SF∗− F)=R+(h, 0).

(3-12)

Hence, SF∗ = F∗ if and only if R+(h, 0)= 0, and thus h = 0. Similarly, SF∗ =−F if and only if
R+(0, f )= 0 and hence f = 0. Therefore, we conclude that

{F ∈ L2(R× ∂X) : SF∗ = F} = {R+(0, f ) : f ∈ L2
ac(X)},

{F ∈ L2(R× ∂X) : SF∗ =−F} = {R+(h, 0) : (h, 0) ∈ Eac(X)}.
(3-13)

The same argument applied to the backward radiation field shows that

{F ∈ L2(R× ∂X) : F∗ = SF} = {R−(0, f ) : f ∈ L2
ac(X)},

{F ∈ L2(R× ∂X) : F∗ =−SF} = {R−(h, 0) : (h, 0) ∈ Eac(X)}.
(3-14)

Since R+(0, f )(s, y)=0 in {s< s0}×0, we may take the convolution of R+(0, f )withψδ(s)∈C∞0 (R)
even and supported in (−δ, δ), with

∫
ψδ(s) ds = 1. If F(s, y) = R+(0, f )(s, y) and F(s, y) = 0 for

s ≤ s0, and

Hδ(s, y)= ψδ ∗ F(s, y)=
∫

R

ψδ(s− s ′)F(s ′, y) ds ′,
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then Hδ(s, y)= 0 if s ≤ s0− δ and, since ψδ is even,

H∗δ (s, y)= Hδ(−s, y)=
∫

R

ψδ(−s− s ′)F(s ′, y) ds ′ =
∫

R

ψδ(s+ s ′)F(s ′, y) ds ′

=

∫
R

ψδ(s− s ′)F(−s ′, y) ds ′ = ψδ ∗ F∗.

But the scattering operator commutes with translations in s, and hence it commutes with convolutions
in the variable s. Therefore, in view of (3-13),

SH∗δ = ψδ ∗SF∗ = ψδ ∗ F = Hδ.

We then use (3-13) to show that there exists fδ ∈ L2
ac(X) such that Hδ = R+(0, fδ). Since R+ is

unitary, ‖F − Hδ‖L2(R×∂X) = ‖ f − fδ‖L2(X), and hence ‖ fδ − f ‖L2(X)→ 0 as δ→ 0. Moreover, since
∂2

s R+(0, f )=R+(0, (1− n2/4) f ), it follows that, for every k ≥ 0,

∂2k
s Hδ(s, y)=R+

(
0,
(
1− 1

4 n2)k fδ
)
∈ L2(R× ∂X),

and thus (1− n2/4)k fδ ∈ L2(X) for all k ≥ 0, using that R+ is unitary. Therefore, by elliptic regularity,
fδ ∈ C∞(X̊). If one proves Theorem 2.1 for f ∈ C∞(X̊)∩ L2

ac(X), then we conclude that fδ(z)= 0 for
z ∈ Ds0−δ(0). But, since fδ→ f as δ→ 0, it follows that f (z)= 0 in Ds0(0).

Next we will show that, if R(0, f )(s, y) = 0 in {s < s0} × 0, then in the sense of distributions W
vanishes to infinite order at {µ= 0, ν < es0/2}×0∪{ν = 0, µ < es0/2}×0. Recall that we are assuming
that f ∈ C∞(X̊), so the solution W to (3-7) is C∞ in the region {µ > 0, ν > 0}. The issue here is the
behavior of W at {µ= 0} ∪ {ν = 0}.

Notice that, if F(µ, y)= µ−1−n f (µ2, y), then∫ ε

0

∫
∂X
µ|F(µ, y)|2θ

1
2 (µ2, y) dy dµ= 1

2

∫ ε2

0

∫
∂X
| f (x, y)|2x−n−1θ

1
2 (x, y) dy dx ≤ 1

2‖ f ‖2L2(X). (3-15)

We know from Theorem 2.1 of [Sá Barreto 2005] that, if f ∈ C∞0 (X̊) ∩ L2
ac(X), then W has a

C∞ extension up to {µ= 0}∪{ν = 0} and, since ∂s =
1
2(ν∂ν−µ∂µ), then, provided f ∈C∞0 (X̊)∩L2

ac(X),

R+(0, f )(2 log ν, y)= 1
2 [(ν∂ν −µ∂µ)W (µ, ν, y)]

∣∣
µ=0 =

1
2ν∂νW (0, ν, y), (3-16)

and we want to show that this restriction makes sense for f ∈ L2
ac(X). We will work in the region {ν ≥µ},

but since the solution to (3-7) is odd under the change (µ, ν) 7→ (ν, µ), the same holds for the backward
radiation field in the region {ν ≤ µ}.

Again, we assume that f ∈ C∞0 (X̊)∩ L2
ac(X), and W satisfies (3-7). If one multiplies the equation

P̃W = 0 by ν∂νW −µ∂µW , one obtains the identity

1
2
√

h(µν, y)
∂µ
[(
ν|∂νW |2+µ2ν|dh(µν)W |2

)√
h
]
−

1
2
√

h(µν, y)
∂ν
[(
µ|∂µW |2+ ν2µ|dh(µν)W |2

)√
h
]

+µνδh(µν)((ν∂νW −µ∂µW )dh(µν)V )+ Q(W, µ∂µW, ν∂νW, µν∂y j W )= 0,
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µ

ν

µ0

T

Figure 8. The region of integration in (3-17).

where δh(µν) is the divergence operator on the section ∂X dual to dh(µν) with respect to the met-
ric h(µν), and Q is a quadratic form. One then integrates this identity in the region �µ0,T × ∂X ,
where �µ0,T = {µ0 ≤ µ≤ ν, µ≤ ν ≤ T } is pictured in Figure 8, uses the divergence theorem and then
the analogue of Gronwall’s inequality, to arrive at the following inequality: for 0≤µ0 ≤ T , T ∈ (0, es0/2),
with T small enough that coordinates (2-4) hold for x = µν, there exists C > 0 which does not depend
on f or W such that∫ T

µ0

∫
∂X

[
(|W |2+µ|∂µW |2+µν2

|dh(µν)W |2)
√
θ(µν)

]∣∣
ν=T dy dµ

+

∫ T

µ0

∫
∂X

[
(|W |2+ ν|∂νW |2+µ2ν|dh(µν)W |2)

√
θ(µν)

]∣∣
µ=µ0

dy dν ≤ C‖ f ‖2L2(X). (3-17)

We refer the reader to the proof of Lemma 4.1 of [Sá Barreto 2005] for the details. In fact, this follows
from equations (4.11), (4.14) and (4.15) of [Sá Barreto 2005], and (3-15) above.

We let

I (W, µ0, T )=
∫ T

µ0

∫
∂X

[
(|W |2+ ν|∂νW |2+µ2ν|dh(µν)W |2)

√
θ(µν)

]∣∣
µ=µ0

dy dν.

If f ∈ L2
ac(X) and if we take a sequence f j ∈ C∞0 (X̊)∩ L2

ac(X) with ‖ f − f j‖L2(X)→ 0, (3-17) shows
that, for fixed µ0 ∈ [0, T ],

I (W j −Wk, µ0, T )≤ C‖ f j − fk‖
2
L2(X),

and in particular, if µ0 ∈ [0, T ] and W is a solution of (3-7) with f ∈ L2
ac(X), then, for µ0 ∈ [0, T ], the

integral ∫ T

µ0

∫
∂X
ν|∂νW (µ0, ν, y)|2

√
θ(µ0ν, y) dν dy ≤ C‖ f ‖2L2(X) (3-18)

is well defined uniformly up to µ0 = 0. Since the radiation field is unitary, then in the sense of (3-18) the
restriction ν∂νW (µ0, ν, y)|{µ0=0} is well defined, and hence (3-16) holds for f ∈ L2

ac(X).
As was done in [Sá Barreto 2005], it is convenient to get rid of the term A(µ∂µ+ ν∂ν) in (3-5), by

conjugating the operator by θ−1/4. Since 1h is the positive Laplacian, we find that, in local coordinates
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near a point p ∈ 0,

Q̃ = θ1/4 P̃θ−1/4
= ∂µ∂ν +µν

∑
i, j

hi j (µν, y)∂yi ∂y j +µν
∑

j

B j (µν, y)∂y j +C(µν, y), (3-19)

where C(µν, y) and B j (µν, y) are C∞, and h−1
= (hi j ) is the matrix associated with the metric h. Let

W̃ =θ1/4W ; then Q̃W̃ =0. For φ(y)∈C∞0 (U ), where U b0 is such that (3-19) holds in [0, ε]×[0, ε]×U ,
let

G(µ, ν)=
∫
∂X

W̃ (µ, ν, y)φ(y) dy. (3-20)

Notice that this is consistent with the conjugation of P̃ by θ1/4, and the factor θ1/2 is no longer present in
the L2 product. Let

Z(µν, y, Dy)= Q̃− ∂µ∂ν = µν
∑
i, j

hi j (µν, y)∂yi ∂y j +µν
∑

j

B j (µν, y)∂y j +C(µν, y),

and let Z∗(µν, y, Dy) denote its adjoint with respect to the L2(∂X) product defined by (3-20); then

∂µ∂νG(µ, ν)=
∫
∂X

W̃ (µ, ν, y)Z∗(µν, y, Dy)φ(y) dy (3-21)

It follows from (3-17) that there exists C > 0 such that∫ T

0
|∂µ∂νG(µ, T )|2 dµ≤ C

(∑
|α|≤2

sup |∂αy φ|
)2

‖ f ‖2L2(X),∫ T

µ0

|∂µ∂νG(µ0, ν)|
2 dν ≤ C

(∑
|α|≤2

sup |∂αy φ|
)2

‖ f ‖2L2(X) for µ0 ∈ (0, T ].

(3-22)

Let us write K =
(∑
|α|≤2 sup |∂αy φ|

)
‖ f ‖L2(X). Therefore, if δ < µ < ε,

|∂νG(µ, ν)− ∂νG(δ, ν)| =
∣∣∣∣∫ µ

δ

∂s∂νG(s, ν) ds
∣∣∣∣≤ C K (µ− δ)1/2.

Hence, for ν > 0,
lim sup
δ→0

|∂νG(δ, ν)| ≤ lim inf
µ→0

|∂νG(µ, ν)|,

so limµ→0 |∂νG(µ, ν)| exists. On the other hand, R+(0, f )(s, y)= 0 for y ∈ 0 and s ≤ s0, so according
to (3-16) it follows that

∂νG(0, ν)= 0, ν ∈ (0, T ).

Now we use (3-22) to show that, if 0≤ µ≤ ν ≤ T , then there exists C > 0 such that

|∂νG(µ, ν)| =
∣∣∣∣∫ µ

0
∂s∂νG(s, ν) ds

∣∣∣∣≤ µ1/2
(∫ µ

0
|∂s∂νG(s, ν)|2 ds

)1
2

≤ µ1/2
(∫ ν

0
|∂s∂νG(s, ν)|2 ds

)1
2
≤ C Kµ1/2. (3-23)
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Since W (µ,µ, y)= 0, we have, for µ≤ ν ≤ T ,

|G(µ, ν)| =
∣∣∣∣∫ ν

µ

∂s G(µ, s) ds
∣∣∣∣≤ C Kµ1/2(ν−µ). (3-24)

This shows that, for every φ ∈ C∞0 (U ),∣∣∣∣∫
∂X

W̃ (µ, ν, y)φ(y) dy
∣∣∣∣≤ C Kµ1/2,∣∣∣∣∫

∂X
∂νW̃ (µ, ν, y)φ(y) dy

∣∣∣∣≤ C Kµ1/2.

Since C∞0 (R
2)×C∞0 (U ) spans C∞0 (R

2
×U ), it follows that for any ψ(µ, ν, y), with µ, ν ∈ [0, T ],∣∣∣∣∫

∂X
W̃ (µ, ν, y)ψ(µ, ν, y) dy

∣∣∣∣≤ C
(∑
|α|≤2

sup |∂αyψ |
)
‖ f ‖L2(X)µ

1/2,

∣∣∣∣∫
∂X
∂νW̃ (µ, ν, y)ψ(µ, ν, y) dy

∣∣∣∣≤ C
(∑
|α|≤2

sup |∂αyψ |
)
‖ f ‖L2(X)µ

1/2.

(3-25)

Now we differentiate (3-21) with respect to ∂ν . We have, for µ, ν ∈ [0, T ],

∂ν∂µ∂νG(µ, ν)=
∫
∂X

[
∂νW̃ (µ, ν, y)Z∗(µν, y, Dy)φ(y)+ W̃ (µ, ν, y)∂νZ∗(µν, y, Dy))φ(y)

]
dy,

we apply (3-25) to ψ(µ, ν, y) = Z∗(µν, y, Dy)φ(y) and ψ(µ, ν, y) = ∂νZ∗(µν, y, Dy)φ(y), and we
conclude that

|∂µ∂
2
νG(µ, ν, y)| ≤ C

(∑
|α|≤4

| sup ∂αy φ|
)
‖ f ‖L2(X)µ

1/2

Let us denote KN (φ)=
(∑
|α|≤N | sup ∂αy φ|

)
‖ f ‖L2(X). Since W̃ (µ,µ, y)= 0, we have ∂µ∂νG(µ,µ)= 0,

and so

|∂µ∂νG(µ, ν)| =
∣∣∣∣∫ ν

µ

∂µ∂
2
s G(µ, s) ds

∣∣∣∣≤ K4(φ)µ
1/2. (3-26)

On the other hand, since W (µ,µ, y)=0, it follows that (∂µW )(µ,µ, y)=−(∂νW )(µ,µ, y). In particular,
when ν = µ, we have

|∂µG(µ,µ)| ≤ C K2(φ)µ
1/2

and, since

∂µG(µ, ν)= (∂µG)(µ,µ)+
∫ ν

µ

∂s∂µG(µ, s) ds,

we have
|∂µG(µ, ν)| ≤ C(K2(φ)+ K4(φ))µ

1/2. (3-27)

Proceeding as above, since ∂νG(0, ν)= 0, it follows from (3-26) that |∂νG(µ, ν)| ≤ C K4(φ)µ
3/2 and,

since G(µ,µ)= 0, we have |G(µ, ν)| ≤ C K4(φ)µ
3/2 and |∂µ∂2

νG(µ, ν)| ≤ C K6(φ)µ
3/2. Iterating this
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argument, and using the symmetry of W , we get that, for k ≥ 0,

∂k
µG(0, ν)= 0, ∂k

νG(µ, 0)= 0, |(∂µG)(µ,µ)| = |(∂νG)(µ,µ)| ≤ Cµk . (3-28)

This shows that, in the sense of distributions, W̃ (µ, ν, y) vanishes to infinite order at

{µ= 0, ν < T }×0 ∪ {ν = 0, µ < T }×0,

where T has been chosen to be small enough that (2-4) holds for x = µν < ε. But this argument can be
used finitely many times to show this holds for any T ∈ (0, es0/2). In particular this shows that in the
sense of distributions W̃ can be extended across the wedge {µ= 0} ∪ {ν = 0} so that

Q̃W̃ = 0 in (−es0/2, es0/2)× (−es0/2, es0/2)×0 = O,

W̃ = 0 in {µ < 0, 0≤ ν < es0/2}×0 ∪ {ν < 0, 0≤ µ < es0/2}×0.
(3-29)

From (3-17) we know more about the regularity of W̃ . We also know that

W̃ ∈ C∞
(
O \ ({µ= 0, ν ≥ 0} ∪ {ν = 0, µ≥ 0})

)
,

and in fact Hörmander’s propagation of singularities theorem implies that

W F(W̃ )⊂ {µ= 0, ν ≥ 0, ξ1 = ξ2 = 0} ∪ {ν = 0, µ≥ 0, ξ1 = ξ2 = 0}, (3-30)

where ξ1 and ξ2 are dual to µ and ν respectively. If this were not true, singularities would propagate into
the region where we know W̃ is C∞. Indeed, the principal symbol of Q̃ is

q =−ξ1ξ2−µνh(µν, y, η),

and hence its bicharacteristics satisfy

µ̇=−ξ2, µ(0)= µ0, ν̇ =−ξ1, ν(0)= ν0,

ξ̇1 = ν(h+µν(∂x h)), ξ1(0)= ξ10, ξ̇2 = µ(h+µν(∂x h)), ξ2(0)= ξ20,

ẏ j =−µν∂η j h, y j (0)= y j0, η̇ j = µν∂y j h, η j (0)= η j0.

Therefore, the bicharacteristics over µ= 0 satisfy µ= 0, ξ2 = 0, y = y0 and η = η0 and

ν̇ =−ξ1, ν(0)= ν0, ν0 ≥ 0, ξ̇1 = νh(0, y0, η0), ξ1(0)= ξ10,

and hence, if we denote h0 = h(0, y0, η0),

ν(t)= ν0 cos(t
√

h0)−
ξ10
√

h0
sin(t

√
h0), ξ1(t)= ξ10 cos(t

√
h0)+ ν0

√
h0 sin(t

√
h0).

If (0, ν0, y0, ξ10, 0, η0) ∈ W F(W̃ ) with ν0 ≥ 0 and ξ10 > 0, then ν(T ) = −(ν0 + ξ1)/
√

2 < 0 for
T = 3π/(4

√
h0), and so the point(

0,− 1
√

2
(ν0+ ξ10), y0,

1
√

2
(−ξ10+ h0ν0), 0, η0

)
lies in W F(W̃ ). On the other hand, if ξ10 < 0, take T = 5π/(4

√
h0) and so



INVERSE SCATTERING WITH PARTIAL DATA ON ASYMPTOTICALLY HYPERBOLIC MANIFOLDS 531(
0, 1
√

2
(−ν0+ ξ10), y0,−

1
√

2
(ξ10+ h0ν0), 0, η0

)
∈W F(W̃ ).

But this is not possible, since W̃ ∈ C∞ in {ν < 0}. The same analysis applies to {ν = 0, µ≥ 0}.
The next step is to prove the following unique continuation result:

Lemma 3.5. Let 0 ⊂ ∂X be open and not empty. Let W (µ, ν, y) satisfy (3-17), and let W̃ = θ1/4W
satisfy (3-29). Then for any p ∈ 0 there exists δ > 0 such that W̃ (µ, ν, y)= 0 provided |µ|< δ, |ν|< δ
and |y− p|< δ.

Proof. It is not clear that this result is a consequence of Theorem 1.1.2 of [Alinhac 1984], but (3-31)
below is similar to the estimates in Section 4.1 of [Alinhac 1984]. As usual, the proof of this result
is based on a Carleman estimate. However, we need to be quite careful when applying the Carleman
estimate, which is proved for C∞0 functions, to W̃ . In general, one would have to cut off and mollify W̃
and then apply Friedrich’s lemma; see for example the proof of [Hörmander 1994b, Theorem 28.3.4].
This usually requires the solution to be in H 1

loc. However, here the regularity for W̃ is given by (3-17),
which is not quite H 1

loc near {µ= 0} or {ν = 0}. We will avoid cutting W̃ in the variables (µ, ν), as the
commutator of Q̃ with the cut-off function would produce terms in ∂µW and ∂νW , which we cannot
yet control. However cut offs in the y do not offer any problem, since the commutator of Q̃ with a
cut-off function in y only would produce terms like µν∂y j W̃ , which can be controlled by (3-17). We will
prove the following Carleman inequality, which will be used to prove the stated unique continuation from
infinity, and will also be used to improve the regularity of W̃ .

Lemma 3.6. Let p ∈ 0, and let Q̃ be the operator defined in (3-19). For 0< ν0 ≤ es0/2, let

�ε = {(µ, ν, y) : |µ|< ε, |ν| ≤ ν0, |y− p|< 2ε}, 61,ε =
{
ν = ν0, 0≤ µ≤ 1

2ε, |y− p|< 2ε
}
,

�+ε = {(µ, ν, y) ∈�ε : µ≥ 0, ν ≥ 0}, 62,ε =
{
µ= 1

2ε, 0≤ ν ≤ ν0, |y− p|< 2ε
}
.

Let C0 = sup�ε |C |, where C is the zeroth order term of Q̃. Let γ > 0 be such that γC2
0ν

3
0 is small enough,

and let ϕa(µ, ν, y)= µ+ γ ν+ 1
2aγ |y− p|2, where a = 0 or a = 1. Then there exist ε0 > 0, M > 0 such

that if 0< ε < ε0 and k ≥ 1
4 , then the following estimate holds for all v(µ, ν, y) ∈ C∞(�ε) supported in

{(µ, ν, y) : µ≥ 0, ν ≥ 0, |y− p| ≤ ε}:

M‖ϕ−k Q̃v‖+Mk
∫
61,ε

[µνϕ−1
|∇yϕ

−kv|2+ k2ϕ−3−2k
|v|2] dµ dy

+Mk
∫
62,ε

[µνϕ−1
|∇yϕ

−kv|2+ k2ϕ−3−2k
|v|2] dν dy

≥ k3
‖ϕ−k−2v‖2+ k2

‖ϕ−1∂µϕ
−kv‖2+ k2

‖ϕ−1∂νϕ
−kv‖2+ k‖(µ+ γ ν)1/2ϕ−1/2

∇yϕ
−kv‖2, (3-31)

where ‖v‖2 =
∫
�+ε
|v|2 dµ dν dy.

Proof. The estimate with a = 0 was proved in [Sá Barreto 2005]. We are doing it again here for the
convenience of the reader, and we will use it to improve the regularity of W̃ . But this estimate with a = 0
is not strong enough to prove the unique continuation result, for which we need the estimate with a = 1.
We will use ϕ = ϕa in the proof to simplify the already heavy notation.
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Without loss of generality, we assume that p = 0 and that v is real-valued. We know from (3-19) that

Q̃(µ, ν, y, ∂µ, ∂ν, ∂y)= ∂µ∂ν +µν

n∑
i, j=1

hi j (µν, y)∂yi ∂y j +µν

n∑
j=1

B j (µν, y)∂y j +C(µν, y).

As usual, we define Q̃k = ϕ
−k Q̃ϕk and, since ∂µϕ = 1, ∂νϕ = γ and ∂y jϕ = aγ y j , we have

Q̃k = ϕ
−k Q̃ϕk

= Q̃(µ, ν, y, ∂µ+ kϕ−1, ∂ν + kγ ϕ−1, ∂y + kaγ yϕ−1),

and we write
Q̃k = Qk + kL,

with

L= ϕ−1(∂ν + γ ∂µ),

Qk = ∂µ∂ν + γ (k2
− k)ϕ−2

+µνhi j (µν, y)(∂yi + kaγ yiϕ
−1)(∂y j + kaγ y jϕ

−1)

+µνB j (∂y j + kaγ y jϕ
−1)+C,

where we used the notation
n∑

i j=1
Ai j Bi j = Ai j Bi j and D j E j =

∑n
j=1 D j E j to indicate sums over repeated

indices. Therefore,
‖Q̃kv‖

2
= ‖Qkv‖

2
+ k2
‖Lv‖2+ 2k〈Qkv,Lv〉, (3-32)

where
〈u, v〉 =

∫
�+ε

uv dy dµ dν and ‖v‖2 = 〈v, v〉.

The first term of (3-32) is positive and we will compute k2
‖Lv‖2+ 2k〈Qkv,Lv〉. Since v is supported

in {µ≥ 0, ν ≥ 0}, we will assume that µ≥ 0 and ν ≥ 0 in the computations below. We will also use M
for a generic constant. The first term of 〈Qkv,Lv〉 is

〈∂µ∂νv, ϕ
−1(∂ν + γ ∂µ)v〉

=
1
2

∫
�+ε

ϕ−1(∂µ(∂νv)
2
+ γ ∂ν(∂µv)

2) dy dµ dν

=
1
2

∫
�+ε

(∂µ(ϕ
−1(∂νv)

2)+ ∂ν(γ ϕ
−1∂µv)

2) dy dµ dν+ 1
2

∫
�+ε

ϕ−2(γ 2(∂µv)
2
+ (∂νv)

2) dy dµ dν

≥
1
2(γ

2
‖ϕ−1∂µv‖

2
+‖ϕ−1∂νv‖

2). (3-33)

Here we used that v and all its derivatives vanish at {µ= 0} ∪ {ν = 0}, and the boundary terms in 6 j,ε,
j = 1, 2 are nonnegative. The next term is

γ (k2
− k)〈ϕ−2v, ϕ−1(γ ∂µ+ ∂ν)v〉

=
1
2γ (k

2
− k)

∫
�+ε

ϕ−3(γ ∂µ+ ∂ν)v
2 dy dµ dν

=
1
2γ (k

2
− k)

∫
�+ε

(γ ∂µ+ ∂ν)(ϕ
−3v2) dy dµ dν+ 3γ 2(k2

− k)
∫
�+ε

ϕ−4
|v|2 dµ dy

=
1
2γ (k

2
− k)

∫
61,ε

ϕ−3v2 dµ dy+ 1
2γ

2(k2
− k)

∫
62,ε

ϕ−3v2 dν dy+ 3γ 2(k2
− k)‖ϕ−2v‖2. (3-34)
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Since we want to prove (3-31) for all k ≥ 1
4 , we need to get rid of the negative term −3kγ 2

‖ϕ−2v‖2

in (3-34). To do this we use the term ‖ϕ−1∂νv‖
2 from (3-33). Notice that ϕ−1∂νv = ∂ν(ϕ

−1v)+ γ ϕ−2v,
and hence

(ϕ−1∂νv)
2
≥ γ 2ϕ−4v2

+ 2γ ϕ−2v∂ν(ϕ
−1v)= γ 2ϕ−4v2

+ γ ϕ−1∂ν(ϕ
−1v)2.

Therefore,

‖ϕ−1∂νv‖
2
≥ 2γ 2

‖ϕ−2v2
‖

2,

and so

3γ 2(k2
− k)‖ϕ−2v‖2+ 7

16‖ϕ
−1∂νv‖

2
≥ 3γ 2(k2

− k+ 7
24

)
‖ϕ−2v‖2 ≥ 3

8 k2γ 2
‖ϕ−2v‖2.

Hence, the first two terms satisfy

〈∂µ∂νv, ϕ
−1(∂ν + γ ∂ν)v〉+ (k2

− k)〈ϕ−2v, ϕ−1(γ ∂µ+ ∂ν)v〉

≥
1
2γ

2
‖ϕ−1∂µv‖

2
+

1
16‖ϕ

−1∂νv‖
2
+

3
8 k2γ 2

‖ϕ−2v‖2

+
1
2(k

2
− k)

∫
61,ε

ϕ−3v2 dµ dy+ 1
2γ

2(k2
− k)

∫
62,ε

ϕ−3v2 dν dy. (3-35)

To estimate the third term, we integrate by parts in y j , recalling that v is compactly supported in the
y variable in the interior of �+ε . We use that hi j is symmetric to write it as

〈µνhi j (∂yi + kaγ yiϕ
−1)(∂y j + kaγ y jϕ

−1)v,Lv〉

=
1
2

∫
�+ε

µνhi j
[(∂yi + kaγ yiϕ

−1)(∂y j + kaγ y jϕ
−1)v]Lv dy dµ dν

+
1
2

∫
�+ε

µνhi j
[(∂y j + kay jϕ

−1)(∂yi + kaγ yiϕ
−1)v]Lv dy dµ dν = I + II,

where

I =−1
2

∫
�+ε

µνhi j (∂y jv+ kaγ y jϕ
−1v)[(∂yi − kaγ yiϕ

−1)Lv] dy dµ dν

−
1
2

∫
�+ε

µνhi j (∂yiv+ kaγ yiϕ
−1v)[(∂y j − kaγ y jϕ

−1)Lv] dy dµ dν,

II =−
∫
�+ε

[∂yi (µνhi j )](∂y jv+ kaγ y jϕ
−1v)Lv dy dµ dν.

We can bound II from below by using that

∂yi (µνhi j )(∂y jv+ kaγ y jϕ
−1v)Lv ≥−M(µν)3/4|∂y jv+ kaγ y jϕ

−1v| (µν)1/4|Lv|

≥ −M
(
(µν)3/2|∇yv|

2
+ k2a2γ 2(µν)3/2|y|2ϕ−2v2

+ (µν)1/2|Lv|2
)
.

Hence,

II ≥−M
(
‖(µν)3/4∇yv‖

2
+ γ 2k2a2

‖(µν)3/4|y|ϕ−1v‖2+‖(µν)1/4Lv‖2
)
. (3-36)

Using that

(∂yi − kaγ yiϕ
−1)Lv = L(∂yi − kaγ yiϕ

−1)v− aγ y jϕ
−1Lv− 2kaγ 2 yiϕ

−3v,
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we write I = I1+ I2, where

I1 =−
1
2

∫
�+ε

µνhi j (∂y jv+ kaγ y jϕ
−1v)[L(∂yiv− kaγ yiϕ

−1v)] dy dµ dν

−
1
2

∫
�+ε

µνhi j (∂yiv+ kaγ yiϕ
−1v)[L(∂y jv− kaγ y jϕ

−1v)] dy dµ dν

I2 = a
∫
�+ε

µνhi j (∂y jv+ kaγ y jϕ
−1v)(γ yiϕ

−1Lv+ 2kγ 2 yiϕ
−3v) dy dµ dν.

(3-37)

To bound the term I2 from below, we write

µνhi j (∂y jv+ kaγ y jϕ
−1v)(γ yiϕ

−1Lv+ 2kγ 2 yiϕ
−3v)

≥ −M |y|1/2µνϕ−1(|∂yiv| + kaγ |y|ϕ−1
|v|)|y|1/2(γ |Lv| + kaγ 2ϕ−2

|v|)

≥−M
(
|y|(µν)2ϕ−2

|∇yv|
2
+ γ 2
|y|(Lv)2+ k2a2γ 2

|y|3(µν)2ϕ−4
|v|2+ k2a2γ 4

|y|ϕ−4
|v|2

)
.

Therefore,

I2 ≥−Ma
(
‖|y|1/2µνϕ−1

∇yv‖
2
+ γ 2
‖|y|1/2Lv‖2+ k2a2γ 2

‖|y|3/2µνϕ−2v‖2+ k2a2γ 4
‖|y|1/2ϕ−2v‖2

)
(3-38)

Next we consider the term I1. Since L= ϕ−1(∂µ+ ∂ν), integrating by parts in µ and ν we conclude
that the term I1 satisfies

I1 =−
1
2

∫
�+ε

µνhi j L
[
(∂y jv+ kaγ y jϕ

−1v)(∂yiv− kaγ yiϕ
−1v)

]
dy dµ dν

=−
1
2

∫
�+ε

(γ ∂µ+ ∂ν)
[
(µνϕ−1hi j )(∂y jv+ kaγ y jϕ

−1v)(∂yiv− kaγ yiϕ
−1v)

]
dy dµ dν

+
1
2

∫
�+ε

[
(γ ∂µ+ ∂ν)(µνϕ

−1hi j )
]
(∂y jv+ kaγ y jϕ

−1v)(∂yiv− kaγ yiϕ
−1v) dy dµ dν

=−
1
2

∫
61,ε

µνϕ−1hi j ((∂yi + kaγ y jϕ
−1)v)((∂y j − kaγ y jϕ

−1)v) dµ dy

−
γ

2

∫
62,ε

µνϕ−1hi j ((∂yi + kaγ y jϕ
−1)v)((∂y j − kaγ y jϕ

−1)v) dν dy

+
1
2

∫
�+ε

[
(γ ∂µ+ ∂ν)(µνϕ

−1hi j )
]
(∂y jv+ kaγ y jϕ

−1v)(∂yiv− kaγ yiϕ
−1v) dy dµ dν.

Notice that

(γ ∂µ+ ∂ν)(µνhi j (µν, y)ϕ−1)=
[
(γ ν+µ)ϕ−1

− 2γµνϕ−2]hi j
+ (µ+ γ ν)µνϕ−1(∂x hi j )

= ϕ−2[((µ+ γ ν)(µ+ γ ν+ 1
2aγ |y|2

)
− 2γµν

)
hi j (µν, y)

+µν(µ+ γ ν)
(
µ+ γ ν+ 1

2aγ |y|2
)
(∂x hi j )(µν, y)

]
= ϕ−2[(µ2

+ γ 2ν2
+

1
2aγ (µ+ γ ν)|y|2

)
hi j (µν, y)

+µν(µ+ γ ν)
(
µ+ γ ν+ 1

2aγ |y|2
)
(∂x hi j )(µν, y)

]
. (3-39)
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Hence,

|(γ ∂µ+ ∂ν)(µνhi j (µν, y)ϕ−1)| ≤ Mϕ−1(µ+ γ ν). (3-40)

On the other hand, since hi j is positive definite, we know that there exists M > 0 such that

hi j Wi W j ≥ M |W |2, W ∈ Rn, (3-41)

We conclude from (3-39), (3-40), (3-41) and the symmetry of hi j that, for ε small enough, there exists
M such that

[(∂µ+ ∂ν)(µνhi jϕ−1)](∂y jv+ kaγ y jϕ
−1v)(∂y jv− kaγ y jϕ

−1v)

= [(∂µ+ ∂ν)(µνhi jϕ−1)](∂yiv∂y jv− k2a2γ 2 yi y jϕ
−2v2)

≥ M(µ+ γ ν)ϕ−1
|∇yv|

2
−Mk2a2(µ+ γ ν)γ 2

|y|2ϕ−3
|v|2. (3-42)

Hence, for ε small enough,

I1 ≥ M‖ϕ−1/2(µ+ γ ν)1/2∇yv‖
2
−Mk2a2γ 2

‖|y|(µ+ γ ν)1/2ϕ−3/2v‖2

−M
∫
61,ε

µν(ϕ−1
|∇yv|

2
+ k2a2ϕ−3

|y|2v2) dµ dy

−M
∫
62,ε

µν(ϕ−1
|∇yv|

2
+ k2a2ϕ−3

|y|2v2) dν dy. (3-43)

We write the last term of 〈Qkv,Lv〉 as

〈µνB j (∂y j + kaγ y jϕ
−1)v+Cv,Lv〉

= 〈µνϕ−1/2B j (∂y j + kaγ y jϕ
−1)v+ϕ−1/2Cv, ϕ1/2Lv〉

≥ −‖ϕ1/2Lv‖2−‖Cϕ−1/2v‖2−Mk2a2γ 2
‖|y|µνϕ−3/2v‖2−M‖(µν)ϕ−1/2

∇yv‖
2, (3-44)

Therefore, provided ε0 is small enough, we deduce from equations (3-35), (3-36), (3-38), (3-43) and
(3-44) that

k2
‖Lv‖2+ 2k〈Qkv,Lv〉 +Mk

∫
61,ε

(µνϕ−1
|∇yv|

2
+ k2ϕ−3v2) dµ dy

+Mk
∫
62,ε

(µνϕ−1
|∇yv|

2
+ k2ϕ−3v2) dν dy

≥
1
2 kγ 2
‖ϕ−1∂µv‖

2
+

1
16 k‖ϕ−1∂νv‖

2
+

∫
�+ε

(k2
− k M F1(µ, ν, y))|Lv|2 dµ dν dy

+ k
∫
�+ε

|∇yv|
2(M1(µ+ γ ν)ϕ

−1
−M F2(µ, ν, y)) dµ dν dy

+ k
∫
�+ε

k2γ 4ϕ−4v2( 3
8 −M F3(µ, ν, y)

)
dµ dν dy− k

∫
�+ε

|C |ϕ−1v2 dµ dν dy, (3-45)
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where

F1(µ, ν, y)= (µν)1/2+ γ 2
|y| +ϕ,

F2(µ, ν, y)= (µν)3/2+ |y|(µν)2ϕ−2
+ (µν)2ϕ−1,

F3(µ, ν, y)= (µν)3/2|y|2ϕ2
+ |y|3(µν)2+ γ 2

|y| + |y|2(µ+ γ ν)ϕ+ |y|2(µν)2ϕ.

The term involving C is the most problematic. Recall that ϕ = µ+ γ ν+ 1
2aγ |y|2 and, since |µ| ≤ ε,

|y| ≤ ε and ν ≤ ν0, it follows that ϕ ≤ ε+ γ ν0+
1
2aγ ε2. Therefore, if C0 = sup�ε |C |,

3
8 k2γ 2ϕ−4

− |C |2ϕ−1
≥ ϕ−4( 3

8 k2γ 2
−C2

0ϕ
3)
≥ ϕ−4( 3

8 k2γ 2
− 9C2

0
(
ε3
+ γ 3ν3

0 +
1
8aγ 3ε6)).

If one picks γ such that 9γC2
0ν

3
0 <

3
256 , then

3
8 k2
− 9γC2

0ν
3
0 ≥

3
16 k2 for all k ≥ 1

4 ,

and therefore

3
8 k2γ 2ϕ−4

− |C |2ϕ−1
≥ ϕ−4( 3

16 k2γ 2
− 9C2

0
(
ε3
+

1
8aγ 3ε6)) for all k ≥ 1

4 .

Notice also that µ≤ ϕ, and hence the coefficient of |∇v|2 in (3-45) satisfies

M1(µ+ γ ν)ϕ
−1
−M((µν)3/2+ |y|(µν)2ϕ−2

+ (µν)2ϕ−1)

≥ ϕ−1(M1(µ+ γ ν)−M |((µν)3/2ϕ+ |y|µν2
+ (µν)2)

)
≥

1
2 M1(µ+ γ ν)ϕ

−1 for ε0 small enough.

One can then pick ε0, such that for every ε ∈ (0, ε0),

k2
‖Lv‖2+ 2k〈Qkv,Lv〉 +Mk

∫
61,ε

(µνϕ−1
|∇yv|

2
+ k2ϕ−3v2) dµ dy

+Mk
∫
62,ε

(µνϕ−1
|∇yv|

2
+ k2ϕ−3v2) dν dy

≥ M
(
k‖(µ+ γ ν)1/2ϕ−1/2

∇yv‖
2
+ k2
‖Lv‖2+ k‖ϕ−1∂µv‖

2
+ k‖ϕ−1∂νv‖

2
+ k3γ 2

‖ϕ−2v‖2
)
,

This ends the proof of Lemma 3.6. �

Next we want to use (3-31) to prove Lemma 3.5. Let χ ∈ C∞0
(
{|y| < ε/4}

)
, χ = 1 on {|y| ≤ ε/8}.

Let V (µ, ν, y)= χ(y)W̃ (µ, ν, y). We choose ψ(y) to be a C∞0 function supported in {|y|< ε/4} with∫
ψ(y) dy = 1, and define ψδ(y)= (δ)−nψ(y/δ), δ > 0. Then, for δ small enough,

Vδ = ψδ ∗′ V ∈ C∞0 (�2ε) is supported in
{
µ≥ 0, ν ≥ 0, |y| ≤ 1

2ε
}
.

where ∗′ denotes convolution in the y variable. To see that, let ζ(µ, ν) ∈ C∞0 ; then the Fourier trans-
form ζ̂V δ satisfies

ζ̂V δ(ξ1, ξ2, η)= ψ̂(δη)(ζ̂V )(ξ1, ξ2, η),

which in view of (3-30) is rapidly decaying in any conic neighborhood of a point (ξ10, ξ20, η0) 6= 0. Hence
Vδ ∈ C∞, and (3-31) holds for Vδ. Now we would like to take the limit of (3-31) for Vδ as δ→ 0.



INVERSE SCATTERING WITH PARTIAL DATA ON ASYMPTOTICALLY HYPERBOLIC MANIFOLDS 537

Notice that ϕ ≥ ε on 62,ε and ϕ ≥ γ ν0 on 61ε and, in view of (3-17),∫
61,ε

[µν|∇yϕ
−k W̃ |2+ k2

|ϕ−2−k W̃ |2] dµ dy < M(γ ν0)
−k,∫

62,ε

[µν|∇yϕ
−k W̃ |2+ k2

|ϕ−2−k W̃ |2] dν dy < Mε−k,

(3-46)

and these terms in (3-31) do not offer any problem when passing to the limit.
One cannot use (3-31) with a = 0 to prove Lemma 3.5, however we will use it here to show that

(µ+ γ ν)−k
∇V, (µ+ γ ν)−k−1∂νV, (µ+ γ ν)−k−1∂µV,

(µ+ γ ν)−k−2V ∈ L2(�ε) with k ≥ 1
4 . (3-47)

For now, we take a= 0 and ϕ=µ+γ ν. We know from (3-17) that W̃ , [µν(µ+γ ν)]1/2∇y W̃ ∈ L2(�ε).
Since µγ ν ≤ 1

2(µ+ γ ν)
2, it follows that γ (µ+ γ ν)−1(µν)2 ≤ (µ+ γ ν)µν, and hence one can apply

Friedrich’s lemma — see, for example, Lemma 17.1.5 of [Hörmander 1994a] — to show that

lim
δ→0

∥∥(µ+ γ ν)−1/4µν[(hi j∂yi ∂y j +B j∂y j )ψδ ∗
′ V −ψδ ∗′ (hi j∂yi ∂y j +B j∂y j V )]

∥∥= 0 (3-48)

We also know from (3-17) that, for fixed T > 0, µ1/2∂µW̃ (µ, T, y) ∈ L2([0, T ]× ∂X). Hence the same
holds for V and for Vδ for all δ > 0. One can easily show that

µ(∂µVδ)2 ≥ 1
4µ
−1(logµ)−2V 2

δ − ∂µ((− logµ)−1V 2
δ ).

Since Vδ vanishes to infinite order at µ= 0, if we integrate the above on
[
0, 1

2ε
]
× ∂X we obtain∫

∂X

(
log 2

ε

)−1
Vδ
( 1

2ε, T, y
)

dy+
∫ T

0

∫
∂X
µ(∂µVδ)2 dy dµ≥

∫ T

0

∫
∂X
µ−1(logµ)−2V 2

δ dy dµ. (3-49)

Since, in view of (3-17), the left-hand side is finite for V , if one applies (3-49) to Vδ − Vδ′ it follows that
Vδ is a Cauchy sequence in the norm given by the right-hand side of (3-49). So it converges and, since Vδ
converges weakly to V , we conclude that µ−1/2

|logµ|−1V ∈ L2(�ε), and in particular

(µ+ ν)−1/4V ∈ L2(�ε). (3-50)

Since Q̃ is given by (3-19), it follows from (3-48) and (3-50) that

lim
δ→0

∥∥(µ+ ν)−1/4(Q̃(ψδ ∗′ V )−ψδ ∗′ (Q̃V ))
∥∥= 0. (3-51)

Since Q̃W̃ = 0, it follows that

Q̃V = Q̃(χ(y)W̃ )= µνhi j (W̃∂yi ∂y jχ + 2∂yiχ∂y j W̃ )+µν(B j∂y jχ)W̃ .

So we conclude that, in view of (3-17), (µ+ ν)−1/4 Q̃V ∈ L2(�ε) and hence

lim
δ→0
‖(µ+ γ ν)−k Q̃Vδ‖L2(�ε) = ‖(µ+ γ ν)

−k Q̃V ‖<∞, k = 1
4 . (3-52)
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Therefore (3-31), with a = 0 and k = 1
4 , holds for V in place of Vδ, and in particular we conclude that

(3-47) holds for k = 1
4 (notice that in this case (µ+ γ ν)ϕ−1

= 1). We then apply the argument used
above to show that (3-31) holds for k = 1

4 + 1, and hence (3-47) holds for k = 1
4 + 1, and by induction

and interpolation, this shows that (3-47) holds for all k ≥ 1
4 .

Now we use the same argument with ϕ = ϕ1 = µ+ γ ν+
1
2γ |y|

2. Notice that in this case ϕ ≥ µ+ γ ν
and we have from (3-47) that

ϕ−k
∇y V, ϕ−k−1∂νV, ϕ−k−1∂µV, ϕ−k−2V ∈ L2(�ε), k ≥ 1

4 . (3-53)

Since ϕ depends on y, it is not clear how to apply Friedrich’s lemma in the bootstrapping argument above
to prove (3-53), as one would have to analyze the commutator of the convolution and the weight, which
is of course singular. But, given (3-53), Friedrich’s lemma can be easily applied and we conclude that
(3-31) holds for V and ϕ = ϕ1. In particular we conclude from (3-46) that, for ε small enough,

Mk3ε−k
+C‖ϕ−k Q̃χ(y)W̃‖2 ≥ k3

‖ϕ−2−kχ(y)W̃‖2. (3-54)

Now we really use the power of (3-31) with a = 1: since Q̃W̃ = 0, and χ = 1 for |y| ≤ 1
8ε,

Q̃(χ(y)W̃ ) = [Q̃, χ(y)]W̃ is supported in |y| ≥ 1
8ε, and hence ϕ ≥ λε2 on the support of Q̃V , where

λ= 1
128γ . We deduce from (3-54) that, for ε small enough, there exists C = C(W̃ ) > 0 such that

C(λε2)−2k
≥ ‖ϕ−2−kχ(y)W̃‖2.

Hence, ∥∥∥∥( ϕ

λε2

)−k

χ(y)W̃
∥∥∥∥≤ C, k > 1,

and therefore W̃ (µ, ν, y) = 0 if ϕ ≤ λε2, and in particular W̃ = 0 if 0 ≤ µ ≤ 1
3λε

2, 0 ≤ γ ν ≤ 1
3λε

2

and γ |y|2 ≤ 1
3λε

2. This ends the proof of Lemma 3.5, and consequently the proof of Proposition 3.2. �

Notice that since ν0 ∈ (0, es0/2) is arbitrary, this result also establishes regularity for W̃ , and in particular
it shows that W̃ ∈ H 1

loc.

Proof of Proposition 3.3. We will use Hörmander’s unique continuation theorem, and we will find a
function whose level surfaces are strictly pseudoconvex. The key point here is that the coefficients of
the operator P defined in (3-2) do not depend on s, and hence P is invariant under translations in the
variable s. Let

ϕ(x, s, y)=−x − κ(s− s1)− |y− p|2, where κ > 0 small will be chosen later.

Since, for |y− p| < δ, V = 0 if x ∈ (−ε, 0] and s < s0, or if x < δ and log x < s < s1, we have — see
Figure 6 —

V (x, s, y)= 0 if ϕ > 0, −ε < x < δ, and |y− p|< δ. (3-55)

The principal symbol of the operator P is

p =−2σξ − xξ 2
− xh(x, y, η), (3-56)
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where (ξ, σ, η) are the dual variables to (x, s, y). Since ∇ϕ(x, s, y)= (−1,−κ,−2(y− p)), we have

p(x, s, y,∇ϕ(x, s, y))=−2κ − x
(
1+ h(x, y, 2(y− p))

)
. (3-57)

If |y − p| < β is small enough and x > −κ , then x
(
1 + h(x, y, 2(y − p))

)
> − 3

2κ , and hence
p(x, s, y,∇ϕ) <−1

2κ . Therefore ϕ is not characteristic at (x, s, y) if x >−κ and |y− p|< β, for small
enough β.

The Hamilton vector field of p is

Hp =−2ξ∂s − 2(σ + xξ)∂x − x Hh + (ξ
2
+ h+ x∂x h)∂ξ , (3-58)

where Hh denotes the Hamilton vector field of h(x, y, η) in the variables (y, η). Hence,

(Hpϕ)(x, s, y, ξ, σ, η)= 2(σ + xξ)+ 2κξ + x Hh|y− p|2 and

(H 2
pϕ)(x, s, y, ξ, σ, η)

=−2(σ + xξ)(2ξ + Hh|y− p|2+ x∂x Hh|y− p|2)− (x Hh)
2
|y− p|2+ 2(κ + x)(ξ 2

+ h+ x∂x h).

If Hpϕ = 0, it follows that

H 2
pϕ(x, s, y, ξ, σ, η)= 2(x + 3κ)ξ 2

+ 2ξ((x + κ)Hh|y− p|2+ κx∂x Hh|y− p|2)+ 2(κ + x)(h+ x∂x h)

+ x((Hh|y− p|2)2+ x Hh|y− p|2∂x Hh|y− p|2− x H 2
h |y− p|2).

If |y− p|< β is small enough, there exists C > 0 depending on h only such that

|Hp|y− p|2| ≤ Cβ|η| and |∂x Hp|y− p|2| ≤ Cβ|η|.

If we impose that−1
2κ < x<β, it follows that there exists ε0>0 depending on h such that, if β, κ ∈ (0, ε0)

are small, then there exists C > 0 such that

h+ x∂x h ≥ C |η|2,

and hence

H 2
pϕ(x, s, p, ξ, σ, η)≥ κC(ξ 2

−β|ξ ||η| + |η|2)

≥ Cκ(ξ 2
+ |η|2) if − 1

2κ < x < β, |y− p|< β and κ, δ ∈ (0, ε0).

So we conclude that there exists ε0 > 0 depending on h such that

p(x, s, y, ξ, σ, η)= Hpϕ(x, s, y, ξ, σ, η)= 0 H⇒ H 2
pϕ(x, s, y, ξ, σ, η) > 0

if (ξ, σ, η) 6= 0, −1
2κ < x < β, |y− p|< β, κ, β ∈ (0, ε0). (3-59)

Since P is of second order, we deduce from (3-57) and (3-59) that the level surfaces of ϕ are strictly
pseudoconvex in the region

−
1
2κ < x < β, |y− p|< β provided κ, β ∈ (0, ε0); (3-60)
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see for example the first paragraph of Section 28.4 of [Hörmander 1994b]. As mentioned above, the fact
that the coefficients of P do not depend on s imply that the conditions in (3-60) do not depend on s. Now
we appeal to Theorem 28.2.3 and Proposition 28.3.3 of [Hörmander 1994b] and conclude that, if

Y =
{
−

1
4κ < x < 1

2β, |y− p|< 1
√

2
β, |s− s1|< s0− s1

}
,

then there exist C > 0, τ0 > 0 and λ > 0 large such that, if ψ = eλϕ ,

C‖eτψ Pv‖2 ≥ τ 2
‖eτψv‖2+ τ‖eτψv‖2H1 for all v ∈ C∞0 (Y ) and τ ≥ τ0 > 0. (3-61)

Let θ ∈ C∞0 (Y ) with θ = 1 if − 1
8κ < x < 1

4β, |y− p|< 1
2β and |s− s1|<

3
4(s0− s1). Since PV = 0, it

follows that
P(θV )= [P, θ]V .

But, for (x, s, y) ∈ Y , V (x, s, y) is supported in the region x > 0, s > s1, so we conclude that

P(θ(x, s, y)V ) is supported in (x, s, y) ∈ Y, x ≥ 1
4β, or s− s1 ≥

3
4(s0− s1), or |y− p| ≥ 1

2β.

Therefore, by the definition of ϕ we have

ϕ(x, s, y)≤−min
{1

4β,
1
4 3κ(s0− s1),

1
4β

2} on the support of P(θV ). (3-62)

Pick κ small so that min
{1

4β,
3
4κ(s0− s1),

1
4β

2
}
=

3
4κ(s0− s1)= γ . We deduce from (3-61) and (3-62)

that
τ 2
‖eτ(e

λϕ
−e−λγ )θV ‖2 ≤ C, τ > τ0.

We remark that, due to Friedrich’s lemma, one can apply (3-61) to θV even though V is not C∞; see
[Hörmander 1994b]. Therefore, θV = 0 if eλϕ − e−λγ > 0, so θV = 0 if ϕ >−γ . So we deduce that

θV (x, s, y)= 0 provided κ(s− s1) <
1
3γ, 0< x < 1

3γ |y− p|2 < 1
3γ.

In particular,

V (x, s, y)= 0 provided s < s1+
1
4(s0− s1), 0< x < 1

3γ, |y− p|2 < 1
3γ. (3-63)

This concludes the proof of Proposition 3.3. �

Proof of Proposition 3.4. The key point in the proof is the following consequence of Tataru’s theorem
[1995; 1999]; see also [Hörmander 1997; Robbiano and Zuily 1998]. Let � be a C∞ manifold equipped
with a C∞ Riemannian metric g. Let L be a first-order C∞ operator that does not depend on t . If u(t, z)
is a C∞ function that satisfies

(D2
t −1g + L(z, Dz))u = 0 in (−T̃ , T̃ )×�,

u(t, z)= 0 in a neighborhood of {z0}× (−T, T ), T < T̃ ,

then
u(t, z)= 0 if |t | + dg(z, z0) < T, (3-64)

where dg is the distance measured with respect to the metric g.
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Since the initial data of (2-1) is (0, f ), u(t, z)=−u(−t, z). If 0< x <γ , log x < s< s1, and |y− p|<δ,
it follows from the definition of V+ that

u(t, x, y)= 0 if 0< x < γ, |y− p|< δ and |t | ≤ s2− log x = log es2

x
.

Applying (3-64) with z0 = (x, y), we obtain

u(t, z)= 0 provided |t | + dg(z; (x, y)) < log es2

x
with 0< x < δ, |y− p|< δ.

If z = (α, y) with es∗ > α > x , dg((x, y); (α, y))= log(α/x), it follows from (3-64) that

u(t, (α, y))= 0 if t + log α
x
< log es2

x
.

In particular this guarantees that u(t, α, y)= 0 if 0< t < log(es2/α) and, since s = t + logα, we have
V+(α, s, y)= 0 if α < es∗ , log x < s < s2 and |y− p|< δ. This ends the proof of Proposition 3.4. �

Proof of Theorem 2.1. As promised at the beginning of the section, we shall now finish the proof
of Theorem 2.1. We start with (3-10), which says that V+(x, s, y) = x−n/2u(s − log x, x, y) satisfies
V+(x, s, y)= 0 if y ∈ 0, x < es∗ and log x < s < s < s0.

Now we recall that V+(x, s, y) = x−n/2u(s − log x, x, y) and so, if w = (α, p) with 0 < α < es∗

and p ∈ 0, then the solution u(t, z) vanishes in a neighborhood of {w} × (0, log(es0/α)). Again we
use that the data is of the form (0, f ), and hence u(−t, z) = −u(t, z). So in fact u(t, z) vanishes in a
neighborhood of {w}× (− log(es0/α), log(es0/α)). Therefore, by (3-64),

u(t, z)= ∂t u(t, z)= 0 if |t | + dg(z, w) < log es0

α
.

In particular, when t = 0 we find that ∂t u(0, z) = f (z) = 0 provided dg(z, w) < log(es0/α), and this
concludes the proof of Theorem 2.1. �

Final remarks. The following result will be useful in the next section:

Corollary 3.7. Let (X, g) be a connected AHM and let 0 ⊂ ∂X be open, 0 6= ∅. If f ∈ L2
ac(X) and

R+(0, f )(s, y)= 0 in R×0, then f = 0. Similarly, if (h, 0) ∈ Eac(X) and R+(h, 0)(s, y)= 0 in R×0,
then h = 0.

Proof. If R+(0, f )(s, y) = 0 in R× 0, then f (z) = 0 if z ∈ Ds0(0) for every s0. Since the distance
between any two points in the interior of X is finite, it follows that f = 0.

Suppose F =R+(h, 0)(s, y)= 0 in R×0. As in the proof of Proposition 3.2, by taking the convolution
of F with φ∈C∞0 (R), even, we may assume that (1g−n2/4)kh∈ L2

ac(X) for every k≥0. Let u(t, z) satisfy
(2-1) with initial data (h, 0) and let V = ∂t u. Then V satisfies (2-1) with initial data (0, (1g − n2/4)h)
and R+(0, (1g−n2/4)h)(s, y)= 0 in R×0. But, as we have shown, this implies that (1g−n2/4)h = 0.
Since (h, 0) ∈ Eac(X), this implies that h = 0. �

One should remark that this result can be proved by applying a result of Mazzeo [1991]; see also [Vasy
and Wunsch 2005]. The solution to (2-1) with initial data (0, f ) is odd and, since R+(0, f )(s, y)= 0
for s ∈ R, y ∈ 0, it follows that R−(0, f )(s, y)= 0 for s ∈ R, y ∈ 0. Taking the Fourier transform in t ,
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we find that (
1g − λ

2
−

1
4 n2)û(λ, z)= 0

and, using that R+(0, f )(s, y)=R−(0, f )(s, y)= 0, one deduces that û(λ, z) vanishes to infinite order
at 0, using a formal power series argument as in the proof of Proposition 3.4 of [Graham and Zworski
2003]. Theorem 14 of [Mazzeo 1991] implies that û = 0 and hence u = 0. In particular, f = 0.

4. The control space

As we saw in (3-13) and (3-14), the ranges of the forward and backward radiation fields

R±(0, L2
ac(X))= {R±(0, f ) : f ∈ L2

ac(X)}

are closed subspaces of L2(R×∂X) and are characterized by the scattering operator. Moreover, since R±
are unitary, ‖R±(0, f )‖L2(R×∂X) = ‖ f ‖L2(X). The main goal of this section is to show that the ranges
{R±(0, f )|R×0} are determined by the restriction of the scattering operator to 0, as defined in (2-13).
Throughout the remainder of the paper we shall write

L2(R×0)= {F |R×0 : F ∈ L2(R× ∂X)}.

The key observation is:

Lemma 4.1. If F =R+(h, f ) ∈ L2(R×0), then

‖ f ‖L2(X) =
〈
F, 1

2(F + S0F∗)
〉
,

and in particular ‖ f ‖L2(X) is determined by S0F.

Proof. If F(s, y)=R+(h, f ) ∈ L2(R×0), so in particular F is supported in R×0 then, according to
(3-12) and the fact that R+ is unitary,〈

F, 1
2(F +S0F∗)

〉
=
〈
F, 1

2(F + (SF∗)|R×0)
〉
=
〈
F, 1

2(F +SF∗)
〉

= 〈R+(h, f ),R+(0, f )〉 = ‖ f ‖2L2(X). �

This suggests that
Cn
+

(
R+(0, f )|R×0

)
= ‖ f ‖L2(X)

defines a norm on the space {R+(0, f )|R×0 : f ∈ L2
ac(X)}. We shall prove that it does and, moreover, the

norm is determined by S0.

Theorem 4.2. Let 0 ⊂ ∂X be a nonempty open subset such that ∂X \0 does not have empty interior. The
space

M(0)± = {R±(0, f )|R×0 : f ∈ L2
ac(X)},

equipped with norm Cn
±

defined by

Cn
±
(R±(0, f )|R×0)= ‖ f ‖L2(X), (4-1)

is a Hilbert space determined by S0.
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Proof. We shall work with the forward radiation field. The proof of the result for R− is identical. Since
R+ is linear, the triangle inequality for the L2(X)-norm implies that Cn

+
is a norm, and that〈

R+(0, f )|R×0,R+(0, h)|R×0
〉
Cn
+

= 〈 f, h〉L2(X)

is an inner product. Since R+ is continuous and L2
ac(X) is complete, it follows that (M(0)+,Cn

+
) is a

Hilbert space. We need to show that it is determined by S0 . We recall from (3-12) that if F =R+( f, h)
then

1
2(F +SF∗)|R×0 =R+(0, h)|R×0. (4-2)

So, if F ∈ L2(R×0), then F∗ ∈ L2(R×0) and hence (F +SF∗)|R×0 = F +S0F∗. We shall let

L : L2(R×0)→ L2(R×0)

F 7→ 1
2(F +S0F∗).

(4-3)

Since S is unitary, it follows that ‖L‖ ≤ 1. Since R+ is unitary, given F ∈ L2(R× 0) there exists
( f, h) ∈ Eac(X) such that R+( f, h)= F . We can say the following about such initial data:

Lemma 4.3. Let 0 ⊂ ∂X be a nonempty open subset such that ∂X \ 0 contains an open set O, and
let h ∈ L2

ac(X). Then there exists at most one f such that ( f, 0) ∈ Eac(X) and R+( f, h) is supported
in R×0. Moreover, the set

C(0)= {h ∈ L2
ac(X) : there exists ( f, 0) ∈ Eac(X) such that R+( f, h)(s, y)= 0, y ∈ ∂X \0}

is dense in L2
ac(X).

Proof. First, if R+( f1, h) and R+( f2, h) are supported in R×0, then R+( f1− f2, 0) is supported in
R×0, but this implies that R+( f1− f2, 0)= 0 in R×O, and so Corollary 3.7 implies that f1 = f2.

If v∈ L2
ac(X) is such that 〈v, h〉L2(X)=0 for all h∈C(0) then, since R+ is unitary, for all ( f, 0)∈Eac(X),

〈v, h〉L2(X) = 〈R+(0, v),R+( f, h)〉L2(R×∂X)

Since h ∈ C(0) is arbitrary, it follows that

〈R+(0, v), F〉L2(R×∂X) = 0 for all F ∈ L2(R×0).

Hence R+(0, v)= 0 on R×0 and, by Corollary 3.7, v = 0. �

Lemma 4.4. If 0⊂ ∂X is open, nonempty and ∂X \0 contains an open subset, then the map L is injective
and has dense range.

Proof. If F =R+( f, h) ∈ L2(R×0), then LF =R+(0, h)|R×0 . If LF = 0 then R+(0, h)= 0 on R×0.
It follows from Corollary 3.7 that h = 0, and hence F = R( f, 0). Since there exists an open subset
O ⊂ (∂X \0), and F is supported in R×0, it follows that F = R+( f, 0) = 0 in R× O, and again by
Corollary 3.7, f = 0 and so F = 0.
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Now we prove that its range is dense. Let H ∈ L2(R×0) be orthogonal to the range of L. Suppose
that H =R+(h1, h2), with (h1, h2) ∈ Eac(X). Then for every F =R+( f, h) ∈ L2(R×0), h ∈ C(0),

0= 〈H, (F +SF∗)|R×0〉L2(R×0) = 〈H, F +SF∗〉L2(R×0) = 〈H,R+(0, h)〉L2(R×∂X)

= 〈R+(h1, h2),R+(0, h)〉L2(R×∂X)

= 〈h2, h〉L2(X).

Since C(0) is dense in L2
ac(X), h2 = 0. Hence H =R+(h1, 0)= 0 on R×O, and so H = 0. �

We shall let

F+(0)= L(L2(R×0))= {R+(0, f )|R×0 : f ∈ C(0)}, (4-4)

and equip F+(0) with the norm given by Lemma 4.1,

Cn
+
(R+(0, f ))= ‖ f ‖L2(X).

Thus (F+(0),Cn
+
) is a normed vector space and, since C(0) is dense in L2(X), F+(0) is dense in

(M+(0),Cn
+
). Hence (M+(0),Cn

+
) is the completion of (F+(0),Cn

+
) into a Hilbert space, and therefore

it is determined by S0 . Notice that the completion of F+(0) with the L2(R×0)-norm is L2(R×0). But

‖R+(0, h)|(R×0)‖L2(R×0) ≤ ‖h‖L2(X),

so Cn
+

is a stronger norm and (M+(0),Cn
+
) is a smaller space. This ends the proof of Theorem 4.2. �

5. Proof of Theorem 2.3

The operators S j,0 , j = 1, 2 were defined in terms of boundary-defining functions for which (2-14) holds
for both g1 and g2 in U j ∼ [0, ε)× ∂X j . In particular,

9∗j g j =
dx2

x2 +
h j (x)

x2 on (0, ε)×0, h1(0)= h2(0)= h0 on 0. (5-1)

Our first step will be to prove that there exists ε > 0 such that the tensors h1(x) and h2(x) are equal
on [0, ε)×0. Once this is done, if 9 j : [0, ε)× ∂X j → U j , j = 1, 2, are the maps that satisfy (2-14),
and if W1,ε =91([0, ε)×0), W2,ε =92,ε([0, ε)×0), then

9∗1 (g1|W1,ε)=9
∗

2 (g2|W2,ε) on [0, ε)×0. (5-2)

Since 9 j = Id on 0, j = 1, 2, this implies that

9ε =92 ◦9
−1
1 :W1,ε 7→W2,ε, (92 ◦91)

−1g2 = g1, 9ε = Id on 0 (5-3)

gives an isometry between neighborhoods of 0.
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The local diffeomorphism. We will prove that, if h j (x) are such that (5-1) holds, then h1(x) = h2(x)
on [0, ε)×0, and hence this gives the map 9ε defined in (5-3). Our first step in this construction will be:

Proposition 5.1. Let (X1, g1), (X2, g2) and 0 satisfy the hypotheses of Theorem 2.3, and denote by
R j,±(s, y, x ′, y′) the Schwartz kernels of R j,± acting on (0, f ). Then there exists ε > 0 such that (2-14)
holds on [0, ε)× ∂X j , j = 1, 2, and

h1(x, y, dy)= h2(x, y, dy) if x ∈ [0, ε), y ∈ 0,

R1,±(s, y, x ′, y′)=R2,±(s, y, x ′, y′) if y, y′ ∈ 0, x ′ < ε.
(5-4)

Proof. The proof of Proposition 5.1 is an adaptation of the boundary control method of [Belishev 1987;
Belishev and Kurylev 1992] to this setting. By working on an open subset of 0 if necessary, we may
assume that ∂X \0 does not have empty interior. As in [Sá Barreto 2005], pick x1 < ε and consider the
spaces

M+x1
(0)= {F ∈M+(0) : F(s, y)= 0, s ≤ log x1},

M−x1
(0)= {F ∈M−(0) : F(s, y)= 0, s ≥− log x1},

and let
P+x1
:M+(0)→M+x1

(0) and P−x1
:M−(0)→M−x1

(0) (5-5)

denote the respective orthogonal projections with respect to the norms Cn
±

defined in (4-1). Since
M±(0) and M±x1

(0) are determined by S0, the projections P±x1
are also determined by S0. Notice that

(P+x1
F)(s, y) is not necessarily equal to H(s − log x1)F(s, y), where H is the Heaviside function, as

H(s− log x1)F(s, y) may not be in M+(0).
In view of finite speed of propagation and Theorem 2.1,

M+x1
(0)= {R+(0, h)|R×0 : h ∈ L2

ac(X), h(z)= 0, z ∈ Dlog x1(0)},

M−x1
(0)= {R−(0, h)|R×0 : h ∈ L2

ac(X), h(z)= 0, z ∈ Dlog x1(0)}.

As in [Sá Barreto 2005], the key to proving Proposition 5.1 is to understand the effect of the projec-
tors P±x1

on the initial data. First we deal with the case where 1g j , j = 1, 2, have no eigenvalues. In this
case, L2(X j )= L2

ac(X j ).

Lemma 5.2. Let (X, g) be an asymptotic hyperbolic manifold such that 1g has no eigenvalues. Let x be
such that (2-4) holds in (0, ε)×∂X. For x1∈ (0, ε), let P+x1

denote the orthogonal projector defined in (5-5).
Let χx1 be the characteristic function of the set Xx1 = X \Dlog x1(0). Then, for every f ∈ L2

ac(X)= L2(X),

P+x1
(R+(0, f )|R×0)=R+(0, χx1 f )|R×0.

Proof. Since P+x1
is a projector, there exists fx1 ∈ L2(X) such that

P+x1
(R+(0, f )|R×0)=R+(0, fx1)|R×0

and, for every h ∈ L2(X) supported in Xx1 ,〈
R+(0, fx1)|R×0,R+(0, h)|R×0

〉
Cn
+

= 〈 fx1, h〉L2(X) = 〈 f, h〉L2(X).
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Hence fx1 = χx1 f . �

Next we will analyze the singularities R+(0, χx1 f ) at {s= log x1} and, as in the proof of Proposition 3.2,
we may assume that f is C∞. In the case where 0=∂X , χx1 is the characteristic function of the set {x≥ x1}

and the singularities of R+(0, χx1 f ) can be computed using the plane wave expansion of the solution to
the Cauchy problem

PV = 0, V |s=log x = 0 and ∂s V |s=log x = f (x, y)χx1, (5-6)

where P is the operator defined in (3-2). In this case, one just writes

V (x, s, y)= V+(x, s, y)+ V−(x, s, y), where

V+(x, s, y)∼
∞∑
j=1

v+j (x, y)(s− log x1)
j
+ and V−(x, s, y)∼

∞∑
j=1

v−j (x, y)(2 log x − x1− s) j
+,

where s = log x1 and s = 2 log x+ log x1 correspond to the forward and backward waves emanating from
{x = x1, s = log x}. One then computes the coefficients of the expansion by using a series of transport
equations. The wave V−(x, s, y) goes towards the interior and will hit {x = 0} for s > log x1, but the
wave V+(x, s, y) will intersect {x = 0} at s = log x1. The first coefficient in the expansion of V+(x, s, y)
is given by v+1 (x, y)= 1

2(|h|
1/4(x1, y)/|h|1/4(x, y))x−n/2−1

1 f (x1, y). Since (3-16) is well defined for L2
ac

initial data, R+(0, χx1 f )= ∂s V (x, s, y)|{x=0}, and hence near {s = log x1} one has an expansion

R+(0, χx1 f )∼ 1
2
|h|1/4(x1, y)
|h|1/4(0, y)

x−n/2−1
1 f (x1, y)(s− log x1)

0
+
+

∞∑
j=1

v j (0, y)+(s− log x1)
j
+. (5-7)

We refer the reader to the proof of Lemma 8.9 of [Sá Barreto 2005] for details.
In the case studied here, when 0 6= ∂X , this is not so clear since χx1 is the characteristic function of

Xx1 = X \Dlog x1(0), which is a more complicated set. However, if x1 is small enough, the boundary of Xx1

contains 0x1 = {(x1, y) : y ∈0}. We will show that the singularities of R+(0, χx1 f ) at {s = log x1, y ∈0}
can be computed as in the previous case. The singularities of χx1 f lie on the set

∂Dlog x1 = {z ∈ X̊ : there exists (x̄, ȳ) ∈Uε such that dg(z, (x̄, ȳ))= log x1− log x̄}

Since X̊ is complete, there exists a geodesic γ joining z ∈ ∂Dlog x1 and (x̄, ȳ) such that

γ (0)= z, γ (t̄)= (x̄, ȳ) and t̄ = dg(z, (x̄, ȳ)).

One can think of this in terms of the wave equation with γ being the projection of a null bicharacteristic
of p = 1

2(τ
2
− x2ξ 2

− x2h(x, y, η)) in {p = 0, τ = 1} starting at z and going to (x̄, ȳ). If one then sets
s = t + log x it follows that, along this bicharacteristic, s = t + log x(γ (t)). Hence, at t̂ , s(t̄)= log x1. In
these coordinates (we are using ξ by abuse of notation but we should use ξ̃ , where ξ̃ = ξ − τ/x),

{p = 0, τ = 1} =
{

p = σξ + 1
2 xξ 2
+

1
2 xh(x, y, η)= 0, σ = 1

}
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and we have that, for 1+ xξ 6= 0,

ds
dx
=

ξ

1+ xξ
,

dξ
dx
=−

ξ 2
+ h+ x∂x h
2(1+ xξ)

,
dη
dx
=−

x∂yh
2(1+ xξ)

,
dy
dx
=−

x∂ηh
2(1+ xξ)

.

So, unless ξ = η = 0, ds/dx 6= 0. But, if ξ = η = 0 at a point then, by uniqueness, ξ = η = 0 along
the curve. In the latter case s = log x1, y = ȳ ∈ 0 along the curve. If ξ 6= 0, the geodesic will reach
{x = 0} for s 6= log x1. So we conclude that (5-7) holds for y ∈ 01, where 01 is a compact subset of 0.
The precise propagation of singularities is given by:

Lemma 5.3. Let x be a defining function of ∂X such that (2-4) holds. Let M+(0) 3 F =R+(0, f )|R×0
with f smooth. Let2(x1, s, y)= 1

2 x−n/2−1
1 f (x1, y)(|h|1/4(x1, y)/|h|1/4(0, y))(s− log x1)

0
+

. There exists
ε > 0 such that, for any x1 ∈ (0, ε),

P+x1
F(s, y)−2(x1, s, y) ∈ H 1

loc(R×0). (5-8)

Since P+x1
and M+(0) are determined by S0 in view of (5-8), 2(x1, s, y) is determined by S0 provided

x1 ∈ (0, ε) and y ∈0. By assumption in Theorem 2.3, h0,1= h0,2 on 0. Therefore, |h1|(0, y)= |h2|(0, y),
y ∈ 0 and, since F =R+(0, f )|R×0 in Lemma 5.3, we obtain the following result:

Corollary 5.4. Let (X1, g1) and (X2, g2) be asymptotically hyperbolic manifolds satisfying the hypothesis
of Theorem 2.3. Moreover, assume that 1g j , j = 1, 2, have no eigenvalues. Let R j,±, j = 1, 2, denote the
corresponding forward or backward radiation fields defined in coordinates in which (2-4) holds. Then
there exists an ε > 0 such that, for (x, y) ∈ [0, ε)×0,

|h1|
1/4(x, y)R−1

1,−F(x, y)= |h2|
1/4(x, y)R−1

2,−F(x, y) for all F ∈M−(0),

|h1|
1/4(x, y)R−1

1,+F(x, y)= |h2|
1/4(x, y)R−1

2,+F(x, y) for all F ∈M+(0).
(5-9)

Proposition 5.1 easily follows from this result. Indeed, since

R−1
j,−

(
∂2

∂s2 F
)
=
(
1g j −

1
4 n2)R−1

j,−F, (5-10)

if we apply Corollary 5.4 to ∂2
s F we obtain

|h1|
1/4(x, y)

(
1g1 −

1
4 n2)R−1

1,−F(x, y)= |h2|
1/4(x, y)

(
1g2 −

1
4 n2)R−1

2,−F(x, y). (5-11)

If R−1
1,−F = (0, f ), where F ∈M(0)− is arbitrary and the metrics have no eigenvalues, equations (5-9)

and (5-11) give

|h1|
1/4(x, y)

(
1g1 −

1
4 n2) f (x, y)= |h2|

1/4(x, y)
(
1g2 −

1
4 n2) |h1|

1/4(x, y)
|h2|1/4(x, y)

f (x, y) (5-12)

for all f ∈ C∞0 ((0, ε)× 0) ∩ L2
ac(X). Therefore the operators on both sides of (5-12) are equal. In

particular, the coefficients of the principal parts of 1g1 are equal to those of 1g2 , and hence the tensors
h1 and h2 from (2-4) are equal. This proves that

R−1
1,−(s, y, x ′, y′)=R−1

2,−(s, y, x ′, y′), y, y′ ∈ 0, x ′ ∈ [0, ε),

h1(x, y, dy)= h2(x, y, dy), y ∈ 0, x ∈ [0, ε),
(5-13)
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and of course the same holds for the forward radiation field. Since R± are unitary, R−1
± =R∗

±
, and hence

this determines the kernel of R±. This proves Proposition 5.1 in the case of no eigenvalues.
Now we remove the assumption that there are no eigenvalues. We need to show that, if S1,0 = S2,0,

then the eigenvalues of 1g1 and 1g2 are equal, and the eigenfunctions can be reordered in such a way
that their traces are equal on 0. In fact they agree to infinite order at 0. To show that, we need to appeal
to the stationary version of scattering theory, and we have to recall the relationship between the scattering
operator, the scattering matrix and the resolvent from [Sá Barreto 2005]. It was shown in [Joshi and
Sá Barreto 2000] that A(λ), defined in (2-10), continues meromorphically to C\D, where D is a discrete
set. The eigenvalues of 1g correspond to poles of A(λ) on the negative imaginary axis. Proposition 3.6
of [Graham and Zworski 2003] states that, if λ0 ∈ iR− is such that 1

4 n2
+λ2

0 is an eigenvalue of 1g, then
the scattering matrix A(λ) has a pole at λ0 and its residue is given by

Resλ0 A(λ)=
{
5λ0 if − iλ0 6∈

1
2 N,

5λ0 − Pl if − iλ0 =
1
2 l, l ∈ N,

(5-14)

where Pl is a differential operator whose coefficients depend on derivatives of the tensor h at ∂X , and the
Schwartz kernel of 5λ0 is

K (5λ0)(y, y′)=−2iλ0

N0∑
j=1

φ0
j ⊗φ

0
j (y, y′), (5-15)

where N0 is the multiplicity of the eigenvalue 1
4 n2
+ λ2

0, the φ j , 1 ≤ j ≤ N0, are the corresponding
orthonormalized eigenfunctions and φ0

j (y) is defined by

φ0
j (y)= x−n/2−λ0φ j (x, y)|x=0. (5-16)

Since A1,0 = A2,0, λ ∈ R \ 0, it follows from Theorem 1.2 of [Joshi and Sá Barreto 2000] that,
in coordinates where (2-14) is satisfied, all derivatives of h1 and h2 agree at x = 0 on 0. Therefore
the operators Pl, j in (5-14) corresponding to (X j , g j ) are the same in 0. Then (5-14), (5-15), and the
meromorphic continuation of the scattering matrix show that 1g1 and 1g2 have the same eigenvalues with
the same multiplicity. Moreover, (5-15) implies that if φ j and ψ j , 1≤ j ≤ N0, are orthonormal sets of
eigenfunctions of 1g1 and 1g2 , respectively, corresponding to the eigenvalue 1

4 n2
+ λ2

0, then there exists
a constant orthogonal (N0× N0)-matrix A such that 80

∣∣
0
= A90

∣∣
0

, where (80)T = (φ0
1, φ

0
2, . . . , φ

0
N0
)

and (90)T = (ψ0
1 , ψ

0
2 , . . . , ψ

0
N0
). So, by redefining one set of eigenfunctions from, let us say, 9 to A9,

where 9T
= (ψ1, ψ2, . . . , ψN0), we may assume that

φ0
j (y)= ψ

0
j (y), y ∈ 0, j = 1, 2, . . . , N0. (5-17)

Note that this does not change the orthonormality of the eigenfunctions in X2 because A is orthogonal.
Denote the eigenvalues of 1g1 and 1g2 , which we know are equal, by

µ j =
1
4 n2
+ λ2

j , λ j ∈ iR−, 1≤ j ≤ N . (5-18)

They are also ordered so that µ1 ≤ µ2 ≤ · · · ≤ µN .
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Again, we use that the singularities of χx1 f at 0x1 produce the singularities of R+(0, χx1 f ) at
{s = log x1, y ∈ 0} and expand the solution to (2-1) with initial data, (0, χx1 f ). However, in this
case L2(X) 6= L2

ac(X) and hence Lemma 5.2 is not valid, and we have to replace it by the following:

Lemma 5.5. Let (X, g) be an asymptotic hyperbolic manifold and let φ j , 1 ≤ j ≤ N , denote the
orthonormal set of eigenfunctions of 1g. Let x be such that (2-4) holds in (0, ε)× ∂X. For x1 ∈ (0, ε),
let P+x1

denote the orthogonal projector defined in (5-5). Let χx1 be the characteristic function of the set
Xx1 = X \Dlog x1(0). There exists ε0 such that, if ε < ε0, then for every f ∈ L2

ac(X) there exists α(x1, f ),
which is a linear function of f , such that

P+x1
(R+(0, f )|R×0)=R+

(
0, χx1

(
f −

N∑
j=1

αj (x1, f )φ j

))∣∣∣∣
R×0

.

Proof. Let h ∈ L2
ac(X) be supported in Xx1 . This means that 〈h, χx1φ j 〉= 0 for 1≤ j ≤ N . Then, since P+x1

is a projector, there exists fx1 ∈ L2
ac(X), supported in Xx1 , such that P+x1

(R+(0, f )|R×0)=R+(0, fx1)|R×0

and, for every h ∈ L2
ac(X) supported in Xx1 ,〈
R+(0, fx1)|R×0,R+(0, h)|R×0

〉
Cn
+

= 〈 fx1, h〉L2(X) = 〈 f, h〉L2(X).

Hence 〈( fx1 − f ), h〉 = 0 for all h ∈ C∞0 (X) ∩ L2
ac(X) supported in Xx1 . We claim that there exist

αj = αj (x1, f ) ∈ C such that

fx1 −χx1 f −χx1

N∑
j=1

αjφ j = 0 for x1 small enough.

If such a formula were to hold, since 〈 fx1, χx1φ j 〉 = 0 one would have to have

〈 f, χx1φk〉L2(X) =

N∑
j=1

αj 〈χx1φ j , χx1φk〉L2(X).

This gives a linear system of equations

Mα = F, αT
= (α1, . . . , αN ), FT

= (F1(x1), . . . , FN (x1)),

M jk(x1)= 〈χx1φ j , χx1φk〉L2(X), Fk(x1)= 〈 f, χx1φk〉L2(X).

Since the eigenfunctions are orthonormal, for x1= 0 we have M jk(0)= δ jk . Therefore, there exists ε0> 0,
which depends on the matrix M , and hence only on the eigenfunctions and not on f , such that the
system has a solution if x1 < ε0. Notice that, since f ∈ L2

ac(X), for x1 = 0 we have Fk(0) = 0, and
hence α(0, f )= 0.

With this choice of αj , the function

G = fx1 −χx1 f −χx1

N∑
j=1

αjφ j

is supported in Xx1 and 〈G, φ j 〉L2(X) = 0, so G ∈ L2
ac(X). But at the same time 〈F, h〉L2(X) = 0 for all

h ∈ L2
ac(X) supported in Xx1 . Therefore 〈G,G〉L2(X) = 0, and so G = 0. �
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As in [Sá Barreto 2005], we shall denote

T (x1) f =
∑

j

αj (x1, f )φ j .

Since α(0, f )= 0, T (0)= 0. Therefore one can pick ε small so that

‖T (x1)‖<
1
2 for x1 < ε. (5-19)

In this case, Lemma 5.3 and Corollary 5.4 have to be substituted by:

Lemma 5.6. Let (X, g) be an asymptotically hyperbolic manifold, and let x be a defining function of ∂X
such that (2-4) holds. Let φ j , 1 ≤ j ≤ N , denote the eigenfunctions of 1g and let T (x1) be defined as
above. Let F ∈M+(0), F =R+(0, f )|R×0 with f smooth and let

4(x1, s, y)= 1
2 x−n/2−1

1
|h|1/4(x1, y)
|h|1/4(0, y)

[
(Id−T (x1)) f

]
(x1, y)(s− log x1)

0
+
.

There exists ε > 0 such that, for any x1 ∈ (0, ε),

P+x1
F(s, y)−4(x1, s, y) ∈ H 1

loc(R×0). (5-20)

Corollary 5.7. Let (X1, g1) and (X2, g2) be asymptotically hyperbolic manifolds satisfying the hypothesis
of Theorem 2.3. Let R j,±, j = 1, 2, denote the corresponding forward or backward radiation fields defined
in coordinates in which (2-4) holds. Then there exists an ε > 0 such that, for (x, y) ∈ (0, ε)×0,

|h1|
1/4(x, y)(Id−T1(x))R−1

1,−F(x, y)= |h2|
1/4(x, y)(Id−T2(x))R−1

2,−F(x, y) for all F ∈M−(0),

|h1|
1/4(x, y)(Id−T1(x))R−1

1,+F(x, y)= |h2|
1/4(x, y)(Id−T2(x))R−1

2,+F(x, y) for all F ∈M+(0).
(5-21)

We write R−1
j,−F(x, y)= f j (x, y), and pick ε small so that (5-19) holds. We apply (5-21) to f1 and f2

and to
(
1g1 −

1
4 n2

)
f1 and

(
1g2 −

1
4 n2

)
f2 for (x, y) ∈ [0, ε)×0 and find that

|h1(x)|1/4(Id−T1(x)) f1 = |h2(x)|1/4(Id−T2(x)) f2,

|h1(x)|1/4(Id−T1(x))
(
1g1 −

1
4 n2) f1(x, y)= |h2(x)|1/4(Id−T2(x))

(
1g2 −

1
4 n2) f2(x, y).

(5-22)

Therefore,

f2(x, y)= (Id−T2(x))−1 |h1|
1/4

|h2|1/4
(Id−T1(x)) f1(x, y)=

|h1|
1/4

|h2|1/4
f1(x, y)+ K (x) f1(x, y),

where K is a compact operator. If one substitutes this into the second equation in (5-22), one obtains

|h1|
1/4(Id−T1)

(
1g1 −

1
4 n2) f1 = |h2|

1/4(Id−T2)
(
1g2 −

1
4 n2)( |h1|

1/4

|h2|1/4
f1+ K f1

)
Hence, (

1g1 −
1
4 n2) f1(x, y)−

|h2|
1/4

|h1|1/4

(
1g2 −

1
4 n2)( |h1|

1/4

|h2|1/4
f1

)
(x, y)= (K f1)(x, y),
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where K is a compact operator. Since the operator on the left-hand side is a differential operator, and the
operator on the right-hand side is compact, they both must be equal to zero. As above, we conclude that
in coordinates (x, y), the coefficients of the operators 1g1 are equal to those of 1g2 . Hence, we must
have h1(x, y, dy)= h2(x, y, dy).

We still have to show that (5-4) holds in the case where eigenvalues exist. Let F ∈ M+(0), and
let f j =R−1

j,+F . Let v j satisfy (2-1) with initial data (0, f j ). Let V j (x, s, y)= x−n/2v j (s− log x, x, y).
Since R+(0, f j )= F , we have ∂s V j (0, s, y)= F . Since1g1 =1g2 in (0, ε)×0, for P as defined in (3-2),

P(V1− V2)= 0 in log x < s, x < ε, y ∈ 0

(V1− V2)(x, log x, y)= 0, ∂s(V1− V2)(x, log x, y)= f1(x, y)− f2(x, y) on x < ε, y ∈ 0,

∂s(V1− V2)(0, s, y)= 0, y ∈ 0, s ∈ R.

(5-23)

Now we apply Propositions 3.2, 3.3 and 3.4 as in the proof of Theorem 2.1, to conclude that there exists s∗

such that

V1(x, s, y)= V2(x, s, y) provided x < es∗, y ∈ 0, s ∈ R.

We then apply Tataru’s theorem, as in the argument used in the final step of the proof of Theorem 2.1, to
conclude that f1(z)− f2(z)= 0 for every z ∈ (0, ε)×0 such that there exists (x, y) ∈ (0, es∗)×0 with
d(z, (x, y)) < es/x . In particular this shows that f1 = f2 in (0, ε)×0. One cannot say that f1 = f2 on
X since (5-23) only holds on (0, ε)×0. Since F is arbitrary, (5-4) follows. �

Since h1(x)= h2(x) on [0, ε)×0, this finishes the construction of the map 9ε defined in (5-3). We
will use both equalities in (5-4) to extend 9ε to a global diffeomorphism 9 : X1→ X2 satisfying (2-15).

The construction of the global diffeomorphism. First we need to show that if the eigenfunctions are
reordered such that (5-17) holds, then in fact φ j,1(x, y)= φ j,2(x, y) on (0, ε)×0. To prove this we have
to appeal again to the stationary scattering theory. We know from [Joshi and Sá Barreto 2000] that the
operator

E+(λ)ψ(λ, y)= ̂R+(0, ψ)(λ, y)=
∫

R

e−iλsR+(0, f )(s, y) ds,

continues meromorphically to C \ D, where D is a discrete subset. Since their Schwartz kernels satisfy
E1(λ, y′, x, y)= E2(λ, y′, x, y) for x ∈ [0, ε) and y, y′ ∈ 0, λ ∈ R, this equality must remain for C \ D.

We also know from equation (3.15) of [Graham and Zworski 2003] that 1
4 n2
+ λ2

0 is an eigenvalue of
1g if and only if λ0 ∈ iR− is a pole of E(λ, y, z), with the same multiplicity, and its residue is given by

1
2iλ0

K∑
k=1

φ0
k (y)φk(z), y ∈ ∂X, z ∈ X, (5-24)

where φ0
k (y) is defined in (5-16) and K is the multiplicity of the eigenvalue. We know from (5-17) and

(5-18) that the eigenvalues and the traces of the eigenfunctions are equal. So if φ( j)
k (x ′, y′) j = 1, 2,
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1≤ k ≤ K , denote the eigenfunctions, we must have

K∑
k=1

(φ
(1)
k (x ′, y′)−φ(2)k (x ′, y′))φ0

k (y)= 0, x ′ ∈ [0, ε), y, y′ ∈ 0.

Since the points (x ′, y′), x ′ ∈ [0, ε) and y, y′ ∈ 0 are arbitrary and can be independently chosen, we must
have

φ
(1)
k (x ′, y′)= φ(2)k (x ′, y′) for all x ′ ∈ [0, ε), y′ ∈ 0. (5-25)

We know that the Schwartz kernels of the radiation fields R j,±, j = 1, 2, acting on data (0, f ), and the
metric tensors h j (x, y, dy), j = 1, 2, satisfy (5-4). However, if φ ∈C∞0 ((0, ε)×0) and (φ, 0)∈ Eac(X j ),
then

∂sR j,±(φ, 0)(s, y)=R j,±
(
0,
(
1g j −

1
4 n2)φ)(s, y).

Since φ is compactly supported, R+
(
0,
(
1g j −

1
4 n2

)
φ
)
(s, y)= 0 for s� 0. So,

R j,+(φ, ψ)=R j,+(0, ψ)+
∫ s

−∞

R j,+
(
0,
(
1g j −

1
4 n2)φ)(τ, y) dτ,

R j,−(φ, ψ)=R j,−(0, ψ)+
∫
∞

s
R j,−

(
0,
(
1g j −

1
4 n2)φ)(τ, y) dτ,

provided (φ, ψ) ∈ (C∞0 ((0, ε)× 0)× C∞0 ((0, ε)× 0)) ∩ Eac(X j ). Since we know from (5-13) that
1g1 =1g2 on [0, ε)×0, and we also know from (5-25) that

A((0, ε)×0) .=
(
C∞0 ((0, ε)×0)×C∞0 ((0, ε)×0)

)
∩ Eac(X1)

=
(
C∞0 ((0, ε)×0)×C∞0 ((0, ε)×0)

)
∩ Eac(X2),

we deduce that

R1,±(φ, ψ)(s, y)=R2,±(φ, ψ)(s, y), (s, y) ∈ R×0, (φ,ψ) ∈A((0, ε)×0). (5-26)

But R± are unitary operators, and so their inverses are equal to their adjoints, and we deduce from
(5-26) that the Schwartz kernels of the full operators R j,± acting on A((0, ε)×0) are determined by the
scattering operator S0 . We conclude that if F ∈ L2(R×0), and if R−1

j,±

∣∣
0
: L2(R×0)→ Eac(X1)|(0,ε)×0 ,

j = 1, 2, is given by

F(s, y) 7→ (φ j , ψ j )= (u j (0), ∂t u j (0))
∣∣
(0,ε)×0 ,

then (φ1, ψ1) = (φ2, ψ2). Here u j (t, z) denotes the solution to the Cauchy problems for the wave
equation (2-1) for the metric g j . But, on the other hand, R j,± are translation representations of the wave
group, and therefore

R−1
j,+

∣∣
0

F(s+ t)= (u j (t), ∂t u(t)),

where u j (t) satisfies (2-1) with initial data (φ, ψ) = R−1
j,±

∣∣
0
∈ A((0, ε) × 0). We conclude that, if

u j (t, z) solves (2-1) for the metric g j , with initial data supported in (0, ε)×0, then u1(t, z)= u2(t, z),
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provided z ∈ (0, ε)×0. This implies that, if U j (t, z, z′) is the forward fundamental solution of the Cauchy
problem for the wave equation in (X j , g j ), then

U1(t, z, z′)=U2(t, z, z′), z, z′ ∈ (0, ε)×0, t > 0. (5-27)

By Duhamel’s principle, if(
D2

t −1g j −
1
4 n2)Ũ j (t, t ′, z, z′)= δ(x, y)δ(t − t ′) in X j ×R,

Ũ j (0)= ∂tŨ j (0)= 0,
(5-28)

then

Ũ1(t, t ′z, z′)= Ũ2(t, t ′, z, z′), t, t ′ ∈ R+, z, z′ ∈ (0, ε)×0. (5-29)

So we have reduced the extension of the diffeomorphism to the following:

Proposition 5.8. Let (X1, g1) and (X2, g2) be AHM such that:

(A) There exists a nonempty open subset 0 ⊂ ∂X1∩ ∂X2 as manifolds and an open subset O∼ 0× (0, ε)
such that O⊂ X̊1 ∩ X̊2 as manifolds.

(B) The metric tensors g j , j = 1, 2, satisfy g1 = g2 on O.

(C) If Ũ j (t, t ′, z, z′), j = 1, 2 is the forward fundamental solution of the wave equation in (X j , g j ),
j = 1, 2, defined in (5-28), then U1(t, t ′, z, z′)=U2(t, t ′, z, z′) for t , t ′ ∈ R+ and z, z′ ∈ O.

Then there exists

9 : X1→ X2 such that 9∗g2 = g1 and 9 = Id in O. (5-30)

This is similar to the inverse boundary value problem with data on part of the boundary, studied
for example in [Katchalov et al. 2001; Kurylev and Lassas 2000], except that we are not dealing with
boundary control but control from an open set in the interior. A somewhat similar problem for closed
manifolds was studied in [Krupchyk et al. 2008]. Lassas and Oksanen [2014] also dealt with a problem of
this nature. This is also related to the problem studied by Lassas, Taylor and Uhlmann on complete real
analytic manifolds without boundary M j , j = 1, 2, where the Green functions for the Laplace operator
agree on U ×U , with U ⊂ M1 ∩M2; see Theorem 4.1 of [Lassas et al. 2003]. The difference here is that
we do not have real analyticity of the manifolds, but we are dealing with the wave equation instead of the
Laplace equation.

Proof. We adapt the proof of Theorem 4.33 in [Katchalov et al. 2001]. Instead of working with X1 and
X2, we will fix X = X1 and reconstruct (X, g) = (X1, g1) from (A), (B) and (C). Of course, we are
reconstructing (X2, g2) as well. First of all, we observe that an AHM has a uniform radius of injectivity
for the geodesic flow. In other words, there exists a ρ0 > 0 such that, if Sp X = {v ∈ Tp X : ‖v‖g = 1}, the
map

expp : [0, ρ0)× Sp X→ X, (t, v) 7→ expp(tv),
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is well defined for all p ∈ X . We pick a point p ∈ O and let ρ ∈ (0, ρ0) be such that the geodesic ball
B(p, ρ)⊂ O. Let f (t, z) ∈ C∞0 (R× B(p, ρ)), f (t, z)= 0 for t < 0, and let u f (t, z) be the solution to(

D2
t −1g −

1
4 n2)u f (t, z)= f (t, z) in R× X,

u f (0)= ∂t u f (0)= 0.
(5-31)

From the hypothesis (C) above, we know u f (t, z) for z ∈ B(p, ρ), t > 0. We then define the map

B(T ) : C∞0 ((0, T )× B(p, ρ))→ C∞((0, T )× B(p, ρ)), f 7→ u f
∣∣
(0,T )×B(p,ρ) . (5-32)

For T > 0 we will work with the space of functions

C0 = C0(p, ρ, T ) .= {φ ∈ C∞0 ((0, T ]× B(p, ρ)) : φ(T )= 0},

and the quotient space

C= C(p, ρ, T ) .= C0
/(

D2
t −1g −

1
4 n2)C0.

In other words,

C= {[ψ] : ψ ∈ C0}, where [ψ] =
{
φ ∈ C0 : there is ζ ∈ C0 such that φ = ψ +

(
D2

t −1g −
1
4 n2)ζ}.

Since we know g in O, the space C is determined by hypotheses (A), (B) and (C).
For φ ∈ C, let uφ be the solution to (5-31) in R× X . We define the map

CT : C→ C∞0 (X), φ 7→ uφ(T, z).

The formal adjoint of this map is given by

C∗T : {w ∈ C∞0 ({z ∈ X : dg(z, B(p, ρ)) < T })} → C, w 7→ v|(0,T )×B(p,ρ),

where v is the solution to the Cauchy problem(
D2

t −1g −
1
4 n2)v(t, z)= 0 in {t < T }× X,

v(T, z)= 0, ∂tv(T, z)= w.
(5-33)

As in the boundary control method, we define

ST = C∗T CT : C→ C.

The next step is to prove a Blagovestchenskii-type identity to show that ST is determined by the map B(2T ),
which the map defined in (5-32) but in the time interval (0, 2T ), and hence is determined from (A), (B)
and (C). Let φ(t, z), ψ(t, z) ∈ C and let uφ(t, z), uψ(t, z) be the solutions to (5-31), with left-hand side
φ and ψ respectively. Let

W (s, t)=
∫

X
uφ(t, z)uψ(s, z) d volg(z).
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Notice that this integration is defined over the entire manifold. But, after integrating by parts, we obtain

(∂2
t − ∂

2
s )W (s, t)=

∫
X
(φ(t, z)uψ(s, z)− uφ(t, z)ψ(s, z)) d volg(z)

=

∫
X
[φ(t, z)B(T )ψ(s, z)−ψ(s, z)B(T )φ(t, z)] d volg(z),

W (0, t)= ∂s W (0, t)= 0, W (s, 0)= ∂t W (s, 0)= 0,

and, since φ and ψ are supported in (0, T )× B(p, ρ), the last integration is restricted to B(p, ρ). We can
find W (T, T ) explicitly in terms of d’Alembert’s formula, but we need to extend φ and ψ to the interval
(0, 2T ). As in [Belishev and Kurylev 1992], we define φ̃ and ψ̃ to be the odd extensions of φ and ψ
across t = T , in other words

φ̃(t)=
{
φ(t) if t ∈ (0, T ),
−φ(2T − t) if t ∈ (T, 2T ),

and similarly for ψ̃ . This gives

W (T, T )=
∫ T

0

∫ 2T−t

t

(∫
X

(
φ̃(t, z)B(2T )(ψ̃)(s, z)−B(2T )(φ̃)(t, z)ψ̃(s, z)

)
d volg(z)

)
ds dt

Since ψ̃(s, z) is odd with respect to s = T , it follows that

W j (T, T )=
∫ T

0

∫ 2T−t

t

∫
φ̃(t, z)B(2T )(ψ̃)(s, z) d volg(z) ds dt

=

∫ T

0

∫
X
φ(t, z)

(∫ 2T−t

t
B(2T )ψ̃(s, z) ds

)
d volg(z) dt.

On the other hand, since

W (T, T )= 〈CTφ,CTψ〉 = 〈φ,C∗T CTψ〉,

it follows that

C∗T CTψ(t, z)=
∫ 2T−t

t
B(2T )ψ̃(s, z) ds.

Now we define the following inner product in the space C:

〈φ,ψ〉C = 〈uφ(T, z), uψ(T, z)〉L2(X).

As shown above, this is determined by the map B. We need to show that this is a nondegenerate inner
product. First we show that the range {uφ(T ) : φ ∈ C} is dense in the space

L2({z ∈ X j : d(z, B(p, ρ))≤ T
})
=
{
u ∈ L2(X j ) : Supp(u)⊂ {z : d(z, B(p, ρ))≤ T }

}
.

Suppose that w ∈ L2({z ∈ X j : d(z, B(p, ρ))≤ T }) is such that

〈w, uφ(T )〉 = 0 for all φ ∈ C.
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Let v satisfy (5-33) and let uφ satisfy (5-31) with right-hand side equal to φ. Integrating the identity

v
(
D2

t −1g −
1
4 n2)uφ − uφ

(
D2

t −1g −
1
4 n2)v = v(t, z)φ(t, z)

in the domain of influence of φ and w, we find that∫
B(p,ρ)×(0,T )

v(t, z)φ(t, z) dt d volg(z)= 0 for all φ ∈ C. (5-34)

But, again using the fact that v satisfies (5-33), we see that∫
B(p,ρ)×(0,T )

v(t, z)
(
D2

t −1g −
1
4 n2)φ(t, z) dt d volg(z)= 0 for all φ ∈ C0.

This means that (5-34) is satisfied for every φ ∈ C0, and hence v(t, z) = 0 in (0, T )× B(p, ρ). Now
the odd extension ṽ(t, z) of v(t, z) across t = T satisfies (5-33) in (0, 2T )×{z : d(z, B(p, ρ)) < T + ρ}
and ṽ(t, z) = 0 in (0, 2T )× B(p, ρ). An application of Tataru’s theorem implies that ṽ(t, z) = 0 if
|t |+d(z, B(p, ρ))≤ T for any q ∈ B(p, ρ). In particular, this implies that w(z)= ∂tv(T, z)= 0 provided
d(z, B(p, ρ))≤ T , and hence w = 0.

Now suppose that φ ∈ C is such that 〈φ,ψ〉C = 0 for every ψ ∈ C. From the previous discussion, it
follows that uφ(T )= 0. Then

ũ(t, z)=
{

uφ(t, z) if t < T,
−uφ(2T − t, z) if t > T

satisfies (
D2

t −1g −
1
4 n2)ũ = φ̃ in R× X j

ũ = 0 in R×{z : d(z, B(p, ρ)) > T }.

Again, Tataru’s theorem and finite speed of propagation implies that uφ ∈ C∞0 ((0, T ] × B(p, ρ)) and
uφ(T )= 0. This of course means that uφ ∈ C0, and hence [φ] = 0.

Next we define C as the Hilbert space given by the closure of C with the norm given by the inner
product 〈φ,ψ〉C, and set up a scheme which is very similar to the one used in the proof of Lemma 5.3,
which is of course similar to the arguments used in [Belishev and Kurylev 1992; Katchalov et al. 2001].
For τ ∈ (0, T ) define

Cτ = {φ ∈ C : φ(t, z)= 0, t < τ },

and let
Pτ : C→ Cτ

be the orthogonal projection to Cτ . Then, using propagation of singularities (and here we do not have to
project onto the continuous spectrum), and that the choices for t = 0 and t = T are arbitrary, we recover
the metric tensor g and the fundamental solution of wave equation in B(p, r), where r = r(p) is the
radius of injectivity of expp. In other words, we recover

g(z), z ∈ B(p, r) and Ũ (t, t ′, z, z′), t, t ′ ∈ R, z, z′ ∈ B(p, r), r = r(p).
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We repeat the process for every p ∈ O, and we would like to define M =
⋃

p∈O B(p, r(p)). However,
we have to make sure the inclusion map ı :M ↪→ X is injective, which would guarantee that ı(M) is an
open embedded submanifold of X . Therefore we need to identify the points that are in B(p, r(p)) and
B(q, r(q)). In Section 4.4.9 of [Katchalov et al. 2001], since they are working on a compact manifold,
they use the family of eigenfunctions to do that. Here the precise analogue is to use Ũ (t, t ′, z, z′),
and we shall say that z ∈ B(p, r(p)), and w ∈ B(q, r(q)) are equivalent, and we denote z ≡ w if
Ũ (t, t ′, z, z′) = Ũ (t, t ′, w, z′) for all t , t ′ > 0 and z′ ∈ O. In this case, the points z and w correspond
to the same point in X . This is the equivalent of saying that uφ(t, z) = uφ(t, w) for all t ∈ R and for
all φ ∈ C∞0 (R×O). We also use the same identification for points in O and B(p, r(p)), p ∈ O. With this
identification, we set O1 =

(⋃
p∈O B(p, r(p))

)
∪O.

We have constructed an open C∞ submanifold O1 ⊂ X such that O= O0 ⊂ O1 and such that hypotheses
(A), (B) and (C) are satisfied for O1. Now we repeat the process for O1. Thus we obtain a sequence of
C∞ open submanifolds O j ⊂ X satisfying O j ⊂ O j+1 ⊂ X , j = 0, 1, . . . , and satisfying the hypotheses
(A), (B) and (C) above. As in Section 4.4.9 of [Katchalov et al. 2001], we claim that for any compact
subset K ⊂ X there exists J ∈N such that K ⊂ OJ . To see that, we observe that, since (X, g) is complete,
there exists M > 0 such that, for any p ∈ K , δ < ε and 0′ b 0, dg(p, 0′× {δ}) ≤ M . We also assume
that δ < δ0, where δ0 is the radius of injectivity of X . Since X is complete, given a point p ∈ K there
is a geodesic µ(s), parametrized by the arc length 0 ≤ s ≤ L ≤ M , joining p to a point z ∈ 0′ × δ.
Let x0 = z and xk = µ(kδ), with k = 0, 1, . . . , [L/δ] = J . By definition x0 = z ∈ 0 × {δ} ⊂ O = Õ0.
Suppose that xk ∈ Õk ; then there exists ρ > 0 such that B(xk, ρ)⊂ Ok but, since δ is less than the radius
of injectivity, B(xk, δ)⊂ Ok+1 and, since s is the arc length, in particular xk+1 ∈ Ok+1. By induction it
follows that p ∈ OJ+1 ⊂ O[M/δ].

This shows that we can reconstruct (X̊ , g) from (A), (B) and (C). But we know a priori that (X, g) is
an AHM, and so X̊ can be compactified into a C∞ with boundary, and there exists a defining function
x of ∂X for which (2-4) holds. The construction of the function x shows that the compactification is
uniquely defined modulo diffeomorphisms that are equal to the identity in O. �

Acknowledgements

Hora and Sá Barreto are grateful to two anonymous referees for carefully reviewing the paper and making
numerous very useful suggestions. Both authors were supported by the NSF grant DMS-0901334.

References

[Alinhac 1984] S. Alinhac, “Unicité du problème de Cauchy pour des opérateurs du second ordre à symboles réels”, Ann. Inst.
Fourier (Grenoble) 34:2 (1984), 89–109. MR 86a:35003 Zbl 0507.35001

[Belishev 1987] M. I. Belishev, “An approach to multidimensional inverse problems for the wave equation”, Dokl. Akad.
Nauk SSSR 297:3 (1987), 524–527. In Russian; translated in Soviet Math. Dokl. 36:3 (1988), 172–182. MR 89c:35152
Zbl 0661.35084

[Belishev and Kurylev 1992] M. I. Belishev and Y. V. Kurylev, “To the reconstruction of a Riemannian manifold via its spectral
data (BC-method)”, Comm. Partial Differential Equations 17:5-6 (1992), 767–804. MR 94a:58199 Zbl 0812.58094

http://dx.doi.org/10.5802/aif.966
http://msp.org/idx/mr/86a:35003
http://msp.org/idx/zbl/0507.35001
http://msp.org/idx/mr/89c:35152
http://msp.org/idx/zbl/0661.35084
http://dx.doi.org/10.1080/03605309208820863
http://dx.doi.org/10.1080/03605309208820863
http://msp.org/idx/mr/94a:58199
http://msp.org/idx/zbl/0812.58094


558 RAPHAEL HORA AND ANTÔNIO SÁ BARRETO

[Bouclet 2013] J.-M. Bouclet, “Absence of eigenvalue at the bottom of the continuous spectrum on asymptotically hyperbolic
manifolds”, Ann. Global Anal. Geom. 44:2 (2013), 115–136. MR 3073583 Zbl 1286.58019

[Friedlander 1980] F. G. Friedlander, “Radiation fields and hyperbolic scattering theory”, Math. Proc. Cambridge Philos. Soc.
88:3 (1980), 483–515. MR 82f:35112 Zbl 0465.35068

[Friedlander 2001] F. G. Friedlander, “Notes on the wave equation on asymptotically Euclidean manifolds”, J. Funct. Anal.
184:1 (2001), 1–18. MR 2002k:58059 Zbl 0997.58013

[Graham 2000] C. R. Graham, “Volume and area renormalizations for conformally compact Einstein metrics”, pp. 31–42 in The
Proceedings of the 19th Winter School “Geometry and Physics” (Srní, 1999), vol. 63, 2000. MR 2002c:53073 Zbl 0984.53020

[Graham and Zworski 2003] C. R. Graham and M. Zworski, “Scattering matrix in conformal geometry”, Invent. Math. 152:1
(2003), 89–118. MR 2004c:58064 Zbl 1030.58022

[Guillarmou and Sá Barreto 2008] C. Guillarmou and A. Sá Barreto, “Scattering and inverse scattering on ACH manifolds”, J.
Reine Angew. Math. 622 (2008), 1–55. MR 2010i:58028 Zbl 1159.58016

[Guillarmou and Sá Barreto 2009] C. Guillarmou and A. Sá Barreto, “Inverse problems for Einstein manifolds”, Inverse Probl.
Imaging 3:1 (2009), 1–15. MR 2010m:58040 Zbl 1229.58025

[Helgason 1999] S. Helgason, The Radon transform, 2nd ed., Progress in Mathematics 5, Birkhäuser, Boston, 1999. MR 2000m:
44003 Zbl 0932.43011

[Hörmander 1994a] L. Hörmander, The analysis of linear partial differential operators, III: Pseudo-differential operators,
Grundlehren der Mathematischen Wissenschaften 274, Springer, Berlin, 1994. MR 95h:35255 Zbl 1115.35005

[Hörmander 1994b] L. Hörmander, The analysis of linear partial differential operators, IV: Fourier integral operators,
Grundlehren der Mathematischen Wissenschaften 275, Springer, Berlin, 1994. MR 98f:35002 Zbl 1178.35003

[Hörmander 1997] L. Hörmander, “On the uniqueness of the Cauchy problem under partial analyticity assumptions”, pp.
179–219 in Geometrical optics and related topics (Cortona, 1996), edited by F. Colombini and N. Lerner, Progr. Nonlinear
Differential Equations Appl. 32, Birkhäuser, Boston, 1997. MR 2033496 Zbl 0907.35002

[Isozaki and Kurylev 2014] H. Isozaki and Y. Kurylev, Introduction to spectral theory and inverse problem on asymptotically
hyperbolic manifolds, MSJ Memoirs 32, Mathematical Society of Japan, Tokyo, 2014. MR 3222614 Zbl 06317422

[Isozaki et al. 2010] H. Isozaki, Y. Kurylev, and M. Lassas, “Forward and inverse scattering on manifolds with asymptotically
cylindrical ends”, J. Funct. Anal. 258:6 (2010), 2060–2118. MR 2010k:58047 Zbl 1204.58023

[Isozaki et al. 2013] H. Isozaki, Y. Kurylev, and M. Lassas, “Spectral theory and inverse problem on asymptotically hyperbolic
orbifolds”, preprint, 2013. arXiv 1312.0421

[Isozaki et al. 2014] H. Isozaki, Y. Kurylev, and M. Lassas, “Recent progress of inverse scattering theory on non-compact
manifolds”, pp. 143–163 in Inverse problems and applications, edited by P. Stefanov et al., Contemp. Math. 615, Amer. Math.
Soc., Providence, RI, 2014. MR 3221603

[Joshi and Sá Barreto 2000] M. S. Joshi and A. Sá Barreto, “Inverse scattering on asymptotically hyperbolic manifolds”, Acta
Math. 184:1 (2000), 41–86. MR 2002g:58052 Zbl 1142.58309

[Katchalov et al. 2001] A. Katchalov, Y. Kurylev, and M. Lassas, Inverse boundary spectral problems, Monographs and Surveys
in Pure and Applied Mathematics 123, Chapman & Hall/CRC, Boca Raton, FL, 2001. MR 2003e:58045 Zbl 1037.35098

[Krupchyk et al. 2008] K. Krupchyk, Y. Kurylev, and M. Lassas, “Inverse spectral problems on a closed manifold”, J. Math.
Pures Appl. (9) 90:1 (2008), 42–59. MR 2010h:58052 Zbl 1146.58020

[Kurylev and Lassas 2000] Y. V. Kurylev and M. Lassas, “Hyperbolic inverse problem with data on a part of the boundary”, pp.
259–272 in Differential equations and mathematical physics (Birmingham, AL, 1999), edited by R. Weikard and G. Weinstein,
AMS/IP Stud. Adv. Math. 16, Amer. Math. Soc., Providence, RI, 2000. MR 2001f:58061 Zbl 1161.58315

[Kurylev and Lassas 2002] Y. Kurylev and M. Lassas, “Hyperbolic inverse boundary-value problem and time-continuation of
the non-stationary Dirichlet-to-Neumann map”, Proc. Roy. Soc. Edinburgh Sect. A 132:4 (2002), 931–949. MR 2003h:35279
Zbl 1034.35152

[Lassas and Oksanen 2014] M. Lassas and L. Oksanen, “Inverse problem for the Riemannian wave equation with Dirichlet data
and Neumann data on disjoint sets”, Duke Math. J. 163:6 (2014), 1071–1103. MR 3192525 Zbl 06298159

http://dx.doi.org/10.1007/s10455-012-9359-4
http://dx.doi.org/10.1007/s10455-012-9359-4
http://msp.org/idx/mr/3073583
http://msp.org/idx/zbl/1286.58019
http://dx.doi.org/10.1017/S0305004100057819
http://msp.org/idx/mr/82f:35112
http://msp.org/idx/zbl/0465.35068
http://dx.doi.org/10.1006/jfan.2000.3546
http://msp.org/idx/mr/2002k:58059
http://msp.org/idx/zbl/0997.58013
http://msp.org/idx/mr/2002c:53073
http://msp.org/idx/zbl/0984.53020
http://dx.doi.org/10.1007/s00222-002-0268-1
http://msp.org/idx/mr/2004c:58064
http://msp.org/idx/zbl/1030.58022
http://dx.doi.org/10.1515/CRELLE.2008.064
http://msp.org/idx/mr/2010i:58028
http://msp.org/idx/zbl/1159.58016
http://dx.doi.org/10.3934/ipi.2009.3.1
http://msp.org/idx/mr/2010m:58040
http://msp.org/idx/zbl/1229.58025
http://dx.doi.org/10.1007/978-1-4757-1463-0
http://msp.org/idx/mr/2000m:44003
http://msp.org/idx/mr/2000m:44003
http://msp.org/idx/zbl/0932.43011
http://msp.org/idx/mr/95h:35255
http://msp.org/idx/zbl/1115.35005
http://msp.org/idx/mr/98f:35002
http://msp.org/idx/zbl/1178.35003
http://msp.org/idx/mr/2033496
http://msp.org/idx/zbl/0907.35002
http://dx.doi.org/10.1142/e040
http://dx.doi.org/10.1142/e040
http://msp.org/idx/mr/3222614
http://msp.org/idx/zbl/06317422
http://dx.doi.org/10.1016/j.jfa.2009.11.009
http://dx.doi.org/10.1016/j.jfa.2009.11.009
http://msp.org/idx/mr/2010k:58047
http://msp.org/idx/zbl/1204.58023
http://msp.org/idx/arx/1312.0421
http://dx.doi.org/10.1090/conm/615/12290
http://dx.doi.org/10.1090/conm/615/12290
http://msp.org/idx/mr/3221603
http://dx.doi.org/10.1007/BF02392781
http://msp.org/idx/mr/2002g:58052
http://msp.org/idx/zbl/1142.58309
http://dx.doi.org/10.1201/9781420036220
http://msp.org/idx/mr/2003e:58045
http://msp.org/idx/zbl/1037.35098
http://dx.doi.org/10.1016/j.matpur.2008.02.009
http://msp.org/idx/mr/2010h:58052
http://msp.org/idx/zbl/1146.58020
http://msp.org/idx/mr/2001f:58061
http://msp.org/idx/zbl/1161.58315
http://dx.doi.org/10.1017/S0308210500001943
http://dx.doi.org/10.1017/S0308210500001943
http://msp.org/idx/mr/2003h:35279
http://msp.org/idx/zbl/1034.35152
http://dx.doi.org/10.1215/00127094-2649534
http://dx.doi.org/10.1215/00127094-2649534
http://msp.org/idx/mr/3192525
http://msp.org/idx/zbl/06298159


INVERSE SCATTERING WITH PARTIAL DATA ON ASYMPTOTICALLY HYPERBOLIC MANIFOLDS 559

[Lassas et al. 2003] M. Lassas, M. Taylor, and G. Uhlmann, “The Dirichlet-to-Neumann map for complete Riemannian manifolds
with boundary”, Comm. Anal. Geom. 11:2 (2003), 207–221. MR 2004h:58033 Zbl 1077.58012

[Lax and Phillips 1982] P. D. Lax and R. S. Phillips, “A local Paley–Wiener theorem for the Radon transform of L2 functions in
a non-Euclidean setting”, Comm. Pure Appl. Math. 35:4 (1982), 531–554. MR 83i:43016 Zbl 0511.58037

[Lax and Phillips 1989] P. D. Lax and R. S. Phillips, Scattering theory, 2nd ed., Pure and Applied Mathematics 26, Academic
Press, Boston, 1989. MR 90k:35005 Zbl 0697.35004

[Mazzeo 1988] R. Mazzeo, “The Hodge cohomology of a conformally compact metric”, J. Differential Geom. 28:2 (1988),
309–339. MR 89i:58005 Zbl 0656.53042

[Mazzeo 1991] R. Mazzeo, “Unique continuation at infinity and embedded eigenvalues for asymptotically hyperbolic manifolds”,
Amer. J. Math. 113:1 (1991), 25–45. MR 92f:58187 Zbl 0725.58044

[Mazzeo and Melrose 1987] R. R. Mazzeo and R. B. Melrose, “Meromorphic extension of the resolvent on complete spaces
with asymptotically constant negative curvature”, J. Funct. Anal. 75:2 (1987), 260–310. MR 89c:58133 Zbl 0636.58034

[Melrose et al. 2014a] R. Melrose, A. Sá Barreto, and A. Vasy, “Asymptotics of solutions of the wave equation on de Sitter–
Schwarzschild space”, Comm. Partial Differential Equations 39:3 (2014), 512–529. MR 3169793 Zbl 1286.35145

[Melrose et al. 2014b] R. Melrose, A. Sá Barreto, and A. Vasy, “Analytic continuation and semiclassical resolvent estimates on
asymptotically hyperbolic spaces”, Comm. Partial Differential Equations 39:3 (2014), 452–511. MR 3169792 Zbl 06291160

[Robbiano and Zuily 1998] L. Robbiano and C. Zuily, “Uniqueness in the Cauchy problem for operators with partially
holomorphic coefficients”, Invent. Math. 131:3 (1998), 493–539. MR 99e:35004 Zbl 0909.35004

[Sá Barreto 2005] A. Sá Barreto, “Radiation fields, scattering, and inverse scattering on asymptotically hyperbolic manifolds”,
Duke Math. J. 129:3 (2005), 407–480. MR 2006g:58058 Zbl 1154.58310

[Sá Barreto and Wunsch 2005] A. Sá Barreto and J. Wunsch, “The radiation field is a Fourier integral operator”, Ann. Inst.
Fourier (Grenoble) 55:1 (2005), 213–227. MR 2006a:58033 Zbl 1091.58018

[Tataru 1995] D. Tataru, “Unique continuation for solutions to PDE’s; between Hörmander’s theorem and Holmgren’s theorem”,
Comm. Partial Differential Equations 20:5-6 (1995), 855–884. MR 96e:35019 Zbl 0846.35021

[Tataru 1999] D. Tataru, “Unique continuation for operators with partially analytic coefficients”, J. Math. Pures Appl. (9) 78:5
(1999), 505–521. MR 2000e:35005 Zbl 0936.35038

[Vasy 2013] A. Vasy, “Microlocal analysis of asymptotically hyperbolic spaces and high-energy resolvent estimates”, pp.
487–528 in Inverse problems and applications: inside out, II, edited by G. Uhlmann, Math. Sci. Res. Inst. Publ. 60, Cambridge
Univ. Press, Cambridge, 2013. MR 3135765

[Vasy and Wunsch 2005] A. Vasy and J. Wunsch, “Absence of super-exponentially decaying eigenfunctions of Riemannian
manifolds with pinched negative curvature”, Math. Res. Lett. 12:5-6 (2005), 673–684. MR 2006m:58048 Zbl 1121.58025

Received 3 Sep 2013. Revised 23 Dec 2014. Accepted 22 Jan 2015.

RAPHAEL HORA: rhora@mtm.ufsc.br
Departamento de Matemática, Universidade Federal de Santa Catarina, Campus Universitário Trindade,
88040-900 Florianópolis, SC, Brazil

ANTÔNIO SÁ BARRETO: sabarre@math.purdue.edu
Department of Mathematics, Purdue University, 150 North University Street, West Lafayette, IN 47907, United States

mathematical sciences publishers msp

http://dx.doi.org/10.4310/CAG.2003.v11.n2.a2
http://dx.doi.org/10.4310/CAG.2003.v11.n2.a2
http://msp.org/idx/mr/2004h:58033
http://msp.org/idx/zbl/1077.58012
http://dx.doi.org/10.1002/cpa.3160350404
http://dx.doi.org/10.1002/cpa.3160350404
http://msp.org/idx/mr/83i:43016
http://msp.org/idx/zbl/0511.58037
http://msp.org/idx/mr/90k:35005
http://msp.org/idx/zbl/0697.35004
http://projecteuclid.org/euclid.jdg/1214442281
http://msp.org/idx/mr/89i:58005
http://msp.org/idx/zbl/0656.53042
http://dx.doi.org/10.2307/2374820
http://msp.org/idx/mr/92f:58187
http://msp.org/idx/zbl/0725.58044
http://dx.doi.org/10.1016/0022-1236(87)90097-8
http://dx.doi.org/10.1016/0022-1236(87)90097-8
http://msp.org/idx/mr/89c:58133
http://msp.org/idx/zbl/0636.58034
http://dx.doi.org/10.1080/03605302.2013.866958
http://dx.doi.org/10.1080/03605302.2013.866958
http://msp.org/idx/mr/3169793
http://msp.org/idx/zbl/1286.35145
http://dx.doi.org/10.1080/03605302.2013.866957
http://dx.doi.org/10.1080/03605302.2013.866957
http://msp.org/idx/mr/3169792
http://msp.org/idx/zbl/06291160
http://dx.doi.org/10.1007/s002220050212
http://dx.doi.org/10.1007/s002220050212
http://msp.org/idx/mr/99e:35004
http://msp.org/idx/zbl/0909.35004
http://dx.doi.org/10.1215/S0012-7094-05-12931-3
http://msp.org/idx/mr/2006g:58058
http://msp.org/idx/zbl/1154.58310
http://dx.doi.org/10.5802/aif.2096
http://msp.org/idx/mr/2006a:58033
http://msp.org/idx/zbl/1091.58018
http://dx.doi.org/10.1080/03605309508821117
http://msp.org/idx/mr/96e:35019
http://msp.org/idx/zbl/0846.35021
http://dx.doi.org/10.1016/S0021-7824(99)00016-1
http://msp.org/idx/mr/2000e:35005
http://msp.org/idx/zbl/0936.35038
http://msp.org/idx/mr/3135765
http://dx.doi.org/10.4310/MRL.2005.v12.n5.a5
http://dx.doi.org/10.4310/MRL.2005.v12.n5.a5
http://msp.org/idx/mr/2006m:58048
http://msp.org/idx/zbl/1121.58025
mailto:rhora@mtm.ufsc.br
mailto:sabarre@math.purdue.edu
http://msp.org


Analysis & PDE
msp.org/apde

EDITORS

EDITOR-IN-CHIEF

Maciej Zworski
zworski@math.berkeley.edu

University of California
Berkeley, USA

BOARD OF EDITORS

Nicolas Burq Université Paris-Sud 11, France
nicolas.burq@math.u-psud.fr

Sun-Yung Alice Chang Princeton University, USA
chang@math.princeton.edu

Michael Christ University of California, Berkeley, USA
mchrist@math.berkeley.edu

Charles Fefferman Princeton University, USA
cf@math.princeton.edu

Ursula Hamenstaedt Universität Bonn, Germany
ursula@math.uni-bonn.de

Vaughan Jones U.C. Berkeley & Vanderbilt University
vaughan.f.jones@vanderbilt.edu

Herbert Koch Universität Bonn, Germany
koch@math.uni-bonn.de

Izabella Laba University of British Columbia, Canada
ilaba@math.ubc.ca

Gilles Lebeau Université de Nice Sophia Antipolis, France
lebeau@unice.fr

László Lempert Purdue University, USA
lempert@math.purdue.edu

Richard B. Melrose Massachussets Institute of Technology, USA
rbm@math.mit.edu

Frank Merle Université de Cergy-Pontoise, France
Frank.Merle@u-cergy.fr

William Minicozzi II Johns Hopkins University, USA
minicozz@math.jhu.edu

Werner Müller Universität Bonn, Germany
mueller@math.uni-bonn.de

Yuval Peres University of California, Berkeley, USA
peres@stat.berkeley.edu

Gilles Pisier Texas A&M University, and Paris 6
pisier@math.tamu.edu

Tristan Rivière ETH, Switzerland
riviere@math.ethz.ch

Igor Rodnianski Princeton University, USA
irod@math.princeton.edu

Wilhelm Schlag University of Chicago, USA
schlag@math.uchicago.edu

Sylvia Serfaty New York University, USA
serfaty@cims.nyu.edu

Yum-Tong Siu Harvard University, USA
siu@math.harvard.edu

Terence Tao University of California, Los Angeles, USA
tao@math.ucla.edu

Michael E. Taylor Univ. of North Carolina, Chapel Hill, USA
met@math.unc.edu

Gunther Uhlmann University of Washington, USA
gunther@math.washington.edu

András Vasy Stanford University, USA
andras@math.stanford.edu

Dan Virgil Voiculescu University of California, Berkeley, USA
dvv@math.berkeley.edu

Steven Zelditch Northwestern University, USA
zelditch@math.northwestern.edu

PRODUCTION
production@msp.org

Silvio Levy, Scientific Editor

See inside back cover or msp.org/apde for submission instructions.

The subscription price for 2015 is US $205/year for the electronic version, and $390/year (+$55, if shipping outside the US) for print and
electronic. Subscriptions, requests for back issues from the last three years and changes of subscribers address should be sent to MSP.

Analysis & PDE (ISSN 1948-206X electronic, 2157-5045 printed) at Mathematical Sciences Publishers, 798 Evans Hall #3840, c/o Uni-
versity of California, Berkeley, CA 94720-3840, is published continuously online. Periodical rate postage paid at Berkeley, CA 94704, and
additional mailing offices.

APDE peer review and production are managed by EditFLOW® from MSP.

PUBLISHED BY

mathematical sciences publishers
nonprofit scientific publishing

http://msp.org/
© 2015 Mathematical Sciences Publishers

http://msp.org/apde
mailto:zworski@math.berkeley.edu
mailto:nicolas.burq@math.u-psud.fr
mailto:chang@math.princeton.edu
mailto:mchrist@math.berkeley.edu
mailto:cf@math.princeton.edu
mailto:ursula@math.uni-bonn.de
mailto:vaughan.f.jones@vanderbilt.edu
mailto:koch@math.uni-bonn.de
mailto:ilaba@math.ubc.ca
mailto:lebeau@unice.fr
mailto:lempert@math.purdue.edu
mailto:rbm@math.mit.edu
mailto:Frank.Merle@u-cergy.fr
mailto:minicozz@math.jhu.edu
mailto:mueller@math.uni-bonn.de
mailto:peres@stat.berkeley.edu
mailto:pisier@math.tamu.edu
mailto:riviere@math.ethz.ch
mailto:irod@math.princeton.edu
mailto:schlag@math.uchicago.edu
mailto:serfaty@cims.nyu.edu
mailto:siu@math.harvard.edu
mailto:tao@math.ucla.edu
mailto:met@math.unc.edu
mailto:gunther@math.washington.edu
mailto:andras@math.stanford.edu
mailto:dvv@math.berkeley.edu
mailto:zelditch@math.northwestern.edu
mailto:production@msp.org
http://msp.org/apde
http://msp.org/
http://msp.org/


ANALYSIS & PDE
Volume 8 No. 3 2015

513Inverse scattering with partial data on asymptotically hyperbolic manifolds
RAPHAEL HORA and ANTÔNIO SÁ BARRETO

561Low temperature asymptotics for quasistationary distributions in a bounded domain
TONY LELIÈVRE and FRANCIS NIER

629Dynamics of complex-valued modified KdV solitons with applications to the stability of
breathers

MIGUEL A. ALEJO and CLAUDIO MUÑOZ

675L p estimates for bilinear and multiparameter Hilbert transforms
WEI DAI and GUOZHEN LU

713Large BMO spaces vs interpolation
JOSE M. CONDE-ALONSO, TAO MEI and JAVIER PARCET

747Refined and microlocal Kakeya–Nikodym bounds for eigenfunctions in two dimensions
MATTHEW D. BLAIR and CHRISTOPHER D. SOGGE

A
N

A
LY

SIS
&

PD
E

Vol.8,
N

o.3
2015


	1. Introduction
	2. Preliminaries and statements of the results
	3. The proof of 0=thm.161=Theorem 2.1
	4. The control space
	5. Proof of 0=thm.241=2.3
	Acknowledgements
	References
	
	

