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INEQUALITY FOR BURKHOLDER’S MARTINGALE TRANSFORM

PAATA IVANISVILI

We find the sharp constant C = C(τ, p, EG, EF) of the inequality ‖(G2
+ τ 2 F2)1/2‖p ≤ C‖F‖p, where

G is the transform of a martingale F under a predictable sequence ε with absolute value 1, 1< p < 2,
and τ is any real number.
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1. Introduction

Let I be an interval of the real line R, and let |I | be its Lebesgue length. We write B for the σ -algebra of
Borel subsets of I . Let {Fn}

∞

n=0 be a martingale on the probability space (I,B, dx/|I |) with a filtration
{I,∅} =F0 ⊂F1 ⊂ · · · ⊂F. Consider any sequence of functions {εn}

∞

n=1 such that, for each n ≥ 1, εn is
Fn−1 measurable and |εn| ≤ 1. Let G0 be a constant function on I ; for any n ≥ 1, let Gn denote

G0+

n∑
k=1

εk(Fk − Fk−1).

The sequence {Gn}
∞

n=0 is called the martingale transform of {Fn}. Obviously {Gn}
∞

n=0 is a martingale
with the same filtration {Fn}

∞

n=0. Note that, since {Fn} and {Gn} are martingales, we have F0 = EFn and
G0 = EGn for any n ≥ 0.

Burkholder [1984] proved that if |G0| ≤ |F0|, 1< p <∞, then we have the sharp estimate

‖Gn‖L p ≤ (p∗− 1)‖Fn‖L p for all n ≥ 0, (1)

where p∗− 1=max{p− 1, 1/(p− 1)}. Burkholder showed that it is sufficient to prove inequality (1) for
the sequences of numbers {εn} such that εn =±1 for all n ≥ 1. It was also noted that such an estimate

MSC2010: 42B20, 42B35, 47A30.
Keywords: martingale transform, martingale inequalities, Monge–Ampère equation, torsion, least concave function, concave

envelopes, Bellman function, developable surface.
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766 PAATA IVANISVILI

as (1) does not depend on the choice of filtration {Fn}. For example, one can consider only the dyadic
filtration. For more information on the estimate (1) we refer the reader to [Burkholder 1984; Choi 1992].

Vasyunin and Volberg [2010] slightly generalized the result by the Bellman function technique and
Monge–Ampère equation, i.e., the estimate (1) holds if and only if

|G0| ≤ (p∗− 1)|F0|. (2)

In what follows we assume that {εn} is a predictable sequence of functions such that |εn| = 1.
In [Boros et al. 2012], a perturbation of the martingale transform was investigated. Namely, under the

same assumptions as (2) it was proved that, for 2≤ p <∞, τ ∈ R, we have the sharp estimate

‖(G2
n + τ

2 F2
n )

1/2
‖L p ≤ ((p∗− 1)2+ τ 2)1/2‖Fn‖L p for all n ≥ 0. (3)

It was also claimed to be proven that the same sharp estimate holds for 1< p < 2, |τ | ≤ 0.5, and the case
1< p < 2, |τ |> 0.5 was left open.

The inequality (3) stems from important questions concerning the L p bounds for the perturbation of
the Beurling–Ahlfors operator and hence it is of interest. We refer the reader to recent works regarding
martingale inequalities and estimates of the Beurling–Ahlfors operator [Bañuelos and Janakiraman 2008;
Bañuelos and Méndez-Hernández 2003; Bañuelos and Osȩkowski 2013; Bañuelos and Wang 1995; Boros
et al. 2012] and references therein.

We should mention that Burkholder’s [1984] method and the Bellman function approach [Vasyunin
and Volberg 2010; Boros et al. 2012] have similar traces in the sense that both of them reduce the required
estimate to finding a certain minimal diagonally concave function with prescribed boundary conditions.
However, the methods of construction of such a function are different. Unlike Burkholder’s method,
in [Vasyunin and Volberg 2010; Boros et al. 2012] the construction of the function is based on the
Monge–Ampère equation.

1.1. Our main results. Firstly, we should mention that the proof of (3) presented in [Boros et al. 2012]
has a gap in the case 1 < p < 2, 0 < |τ | ≤ 0.5 (the constructed function does not satisfy a necessary
concavity condition).

In the present paper we obtain the sharp L p estimate of the perturbed martingale transform for the
remaining case 1< p < 2 and for all τ ∈ R. Moreover, we do not require condition (2).

We define

u(z) def
= τ p(p− 1)(τ 2

+ z2)(2−p)/2
− τ 2(p− 1)+ (1+ z)2−p

− z(2− p)− 1.

Theorem 1. Let 1< p < 2, and let {Gn}
∞

n=0 be a martingale transform of {Fn}
∞

n=0. Set β = |G0|−|F0|

|G0|+|F0|
.

The following estimates are sharp:

(1) If u(1/(p− 1))≤ 0, then

‖(τ 2 F2
n +G2

n)
1/2
‖L p ≤

(
τ 2
+max

{∣∣∣∣G0

F0

∣∣∣∣, 1
p− 1

}2)1
2

‖Fn‖L p for all n ≥ 0.
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(2) If u(1/(p− 1)) > 0, then

‖(τ 2 F2
n +G2

n)
1/2
‖

p
L p ≤ C(β)‖Fn‖

p
L p for all n ≥ 0,

where C(β) is continuous, nondecreasing, and defined as follows:

C(β) def
=


(τ 2
+ |G0|

2/|F0|
2)p/2 if β ≥ s0,

τ p
(

1−
22−p(1− s0)

p−1

(τ 2+ 1)(p− 1)(1− s0)+ 2(2− p)

)−1

if β ≤−1+ 2/p,

C(β) if β ∈ (−1+ 2/p, s0),

where s0 ∈ (−1+ 2/p, 1) is the solution of the equation u((1+ s0)/(1− s0))= 0.

Explicit expression for the function C(β) on the interval (−1+2/p, s0) was hard to present in a simple
way. The reader can find the value of the function C(β) in Theorem 39(ii).

Remark 2. The condition u(1/(p− 1)) ≤ 0 holds when |τ | ≤ 0.822. So we also obtain Burkholder’s
result in the limit case when τ = 0. It is worth mentioning that although the proof of the estimate (3) has
a gap in [Boros et al. 2012], the claimed result in the case 1< p < 2, |τ |< 0.5 remains true as a result of
Theorem 1.

One of the important results of the current paper is that we find the function (5), and the above estimates
are corollaries of this result. The argument we exploit is different from [Vasyunin and Volberg 2010;
Boros et al. 2012]. Instead of writing a lot of technical computations and checking which case is valid,
we present some pure geometrical facts regarding minimal concave functions with prescribed boundary
conditions, and in this way we avoid computations. Moreover, we explain to the reader how we construct
our Bellman function (5) based on these geometrical facts, derived in Section 3.

1.2. Plan of the paper. In Section 2 we formulate results about how to reduce the estimate (3) to finding
a certain function with required properties. These results are well known and can be found in [Boros
et al. 2012]. A slightly different function was investigated in [Vasyunin and Volberg 2010]; however, it
possesses almost the same properties and the proof works exactly in the same way. We only mention these
results and the fact that we look for a minimal continuous diagonally concave function H(x1, x2, x3)

(see Definition 7) in the domain � = {(x1, x2, x3) ∈ R3
: |x1|

p
≤ x3} with the boundary condition

H(x1, x2, |x1|
p)= (x2

2 + τ
2x2

1)
p/2.

Section 3 is devoted to the investigation of the minimal concave functions in two variables. It is worth
mentioning that the first crucial steps in this direction for some special cases were made in [Ivanishvili
et al. 2012a] (see also [Ivanishvili et al. 2012b; ≥ 2015]). In Section 3 we develop this theory for a
slightly more general case. We investigate a special foliation called the cup and another useful object,
called force functions.

We should note that the theory of minimal concave functions in two variables does not include the
minimal diagonally concave functions in three variables. Nevertheless, this knowledge allows us to
construct the candidate for H in Section 4, but with some additional technical work not mentioned in
Section 3.
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In Section 5 we find the good estimates for the perturbed martingale transform. In Section 6 we prove
that the candidate for H constructed in Section 4 coincides with H , and as a corollary we show the
sharpness of the estimates found for the perturbed martingale transform in Section 5.

In conclusion, the reader can note that the hard technical part of the current paper lies in the construction
of the minimal diagonally concave function in three variables with the given boundary condition.

2. Definitions and known results

Let EF def
= 〈F〉I , where

〈F〉J
def
=

1
|J |

∫
J

F(t) dt

for any interval J of the real line. Let F and G be real valued integrable functions. Let Gn = E(G|Mn)

and Fn = E(F |Mn) for n ≥ 0, where {Mn} is a dyadic filtration (see [Boros et al. 2012]).

Definition 3. If the martingale {Gn} satisfies |Gn+1−Gn| = |Fn+1− Fn| for each n ≥ 0, then G is called
the martingale transform of F .

Recall that we are interested in the estimate

‖(G2
+ τ 2 F2)1/2‖L p ≤ C‖F‖L p . (4)

We introduce the Bellman function

H(x) def
= sup

F,G

{
EB(ϕ(F,G)) : Eϕ(F,G)= x, |Gn+1−Gn| = |Fn+1− Fn|, n ≥ 0

}
, (5)

where ϕ(x1, x2)= (x1, x2, |x1|
p), B(ϕ(x1, x2))= (x2

2 + τ
2x2

1)
p/2 and x = (x1, x2, x3).

Remark 4. In what follows, bold lowercase letters denote points in R3.

Then we see that the estimate (4) can be rewritten as follows:

H(x1, x2, x3)≤ C px3.

We mention that the Bellman function H does not depend on the choice of the interval I . Without loss
of generality, we may assume that I = [0, 1].

Definition 5. Given a point x ∈ R3, a pair (F,G) is said to be admissible for x if G is the martingale
transform of F and E(F,G, |F |p)= x.

Proposition 6. The domain of H(x) is �= {(x1, x2, x3) ∈ R3
: |x1|

p
≤ x3}, and H satisfies the boundary

condition
H(x1, x2, |x1|

p)= (x2
2 + τ

2x2
1)

p/2. (6)

Definition 7. A function U is said to be diagonally concave in � if it is concave in both

�∩ {(x1, x2, x3) : x1+ x2 = A} and �∩ {(x1, x2, x3) : x1− x2 = A}

for every constant A ∈ R.
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Ω

s

Figure 1. A domain �.

Proposition 8. H(x) is a diagonally concave function in �.

Proposition 9. If U is a continuous, diagonally concave function in � with the boundary condition
U (x1, x2, |x1|

p)≥ (x2
2 + τ

2x2
1)

p/2, then U ≥ H in �.

We explain our strategy of finding the Bellman function H . We are going to find a minimal candidate B
that is continuous and diagonally concave, with the fixed boundary condition B|∂� = (y2

+ τ 2x2)p/2. We
warn the reader that the symbol B denoted boundary data previously, however, in Section 6 we are going
to use the symbol B as the candidate for the minimal diagonally concave function. Obviously, B ≥ H by
Proposition 9. We will also see that, given x ∈ � and any ε > 0, we can construct an admissible pair
(F,G) such that B(x) < E(F2

+ τ 2G2)p/2
+ ε. This will show that B ≤ H and hence B = H .

In order to construct the minimal candidate B, we have to elaborate a few preliminary concepts from
differential geometry. We introduce the notions of foliation and force functions.

3. Homogeneous Monge–Ampère equation and minimal concave functions

3.1. Foliation. Let g(s)∈C3(I ) be such that g′′> 0, and let � be a convex domain which is bounded by
the curve (s, g(s)) and the tangents that pass through the endpoints of the curve (see Figure 1). Fix some
function f (s) ∈ C3(I ). The first question we ask is the following: how the minimal concave function
B(x1, x2) with boundary data B(s, g(s))= f (s) looks locally in a subdomain of �. In other words, take
a convex hull of the curve (s, g(s), f (s)), s ∈ I ; then the question is how the boundary of this convex
hull looks.

We recall that the concavity is equivalent to the following inequalities:

det(d2 B)≥ 0, (7)

B ′′x1x1
+ B ′′x2x2

≤ 0. (8)
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The expression (7) is the Gaussian curvature of the surface (x1, x2, B(x1, x2)) up to a positive factor
(1+ (B ′x1

)2 + (B ′x2
)2)2. So, in order to minimize the function B(x1, x2), it is reasonable to minimize

the Gaussian curvature. Therefore, we will look for a surface with zero Gaussian curvature. Here the
homogeneous Monge–Ampère equation arises. These surfaces are known as developable surfaces, that is,
such a surface can be constructed by bending a plane region. The important property of such surfaces
is that they consist of line segments, i.e., the function B satisfying the homogeneous Monge–Ampère
equation det(d2 B)= 0 is linear along some family of segments. These considerations lead us to investigate
such functions B. Firstly, we define a foliation. For any segment ` in the Euclidean space, by `◦ we
denote its open segment, ` without endpoints.

Fix any subinterval J ⊆ I . By 2(J, g) we denote an arbitrary set of nontrivial segments (i.e., single
points are excluded) in R2 with the following requirements:

(1) For any ` ∈2(J, g) we have `◦ ∈�.

(2) For any `1, `2 ∈2(J, g) we have `1 ∩ `2 =∅.

(3) For any ` ∈2(J, g) there exists only one point s ∈ J such that (s, g(s)) is one of the endpoints of
the segment ` and, vice versa, for any point s ∈ J there exists ` ∈2(J, g) such that (s, g(s)) is one
of the endpoints of the segment `.

(4) There exists a C1 smooth argument function θ(s).

We explain the meaning of the requirement (4). To each point s ∈ J there corresponds only one segment
` ∈2(J, g) with an endpoint (s, g(s)). Take a nonzero vector with initial point (s, g(s)), parallel to the
segment ` and having an endpoint in �. We define the value of θ(s) to be an argument of this vector.
Since argument is defined up to addition by 2πk, where k ∈ Z, we take any representative from these
angles. We do the same for all other points s ∈ I . In this way we get a family of functions θ(s). If there
exists a C1(J ) smooth function θ(s) from this family then requirement (4) is satisfied.

Remark 10. It is clear that, if θ(s) is a C1(J ) smooth argument function, then, for any k ∈Z, θ(s)+2πk
is also a C1(J ) smooth argument function. Any two C1(J ) smooth argument functions differ by a constant
2πn for some n ∈ Z.

This remark is a consequence of the fact that the quantity θ ′(s) is well defined regardless of the choices
of θ(s). Next, we define �(2(J, g))=

⋃
`∈2(J,g) `

◦. Given a point x ∈�(2(J, g)), we denote by `(x)
a segment in 2(J, g) which passes through the point x . If x = (s, g(s)) then, instead of `

(
(s, g(s))

)
,

we just write `(s). Surely such a segment exists, and it is unique. We denote by s(x) a point s(x) ∈ J
such that

(
s(x), g(s(x))

)
is one of the endpoints of the segment `(x). Moreover, in a natural way we set

s(x)= s if x = (s, g(s)). It is clear that such s(x) exists, and it is unique. We introduce a function

K (s)= g′(s) cos θ(s)− sin θ(s), s ∈ J. (9)

Note that K < 0. This inequality becomes obvious if we rewrite

g′(s) cos θ(s)− sin θ(s)= 〈(1, g′), (− sin θ, cos θ)〉
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J

g

Figure 2. A foliation 2(J, g).

and take into account requirement (1) of 2(J, g). Note that 〈 · , · 〉 means scalar product in Euclidean
space.

We need two more requirements on 2(J, g).

(5) For any x = (x1, x2) ∈�(2(J, g)), we have K (s(x))+ θ ′(s(x))
∥∥(x1− s(x), x2− g(s(x))

)∥∥< 0.

(6) The function s(x) is continuous in �(2(J, g))∪0(J ), where 0(J )= {(s, g(s)) : s ∈ J }.

Note that if θ ′(s)≤ 0 (which happens in most of the cases) then requirement (5) holds. If we know
the endpoints of the segments 2(J, g), then in order to verify (5) it is enough to check it at those points
x= (x1, x2), where x is an endpoint of the segment other than (s, g(s)). Roughly speaking, requirement (5)
means the segments of 2(J, g) do not rotate rapidly counterclockwise.

Definition 11. A set of segments 2(J, g) with the requirements mentioned above is called a foliation.
The set �(2(J, g)) is called the domain of foliation.

A typical example of a foliation is given in Figure 2.

Lemma 12. The function s(x) belongs to C1
(
�(2(J, g))

)
. Moreover,

(s ′x1
, s ′x2

)=
(sin θ,− cos θ)

−K (s)− θ ′ · ‖(x1− s, x2− g(s))‖
. (10)

Proof. The definition of the function s(x) implies that

−(x1− s) sin θ(s)+ (x2− g(s)) cos θ(s)= 0.

Therefore the lemma is an immediate consequence of the implicit function theorem. �

Let J = [s1, s2] ⊆ I , and let (s, g(s), f (s)) ∈ C3(I ) be such that g′′ > 0 on I . Consider an arbitrary
foliation 2(J, g) with an arbitrary C1([s1, s2]) smooth argument function θ(s). We need the following
technical lemma:

Lemma 13. The solutions of the system of equations

t ′1(s) cos θ(s)+ t ′2(s) sin θ(s)= 0, (11)

t1(s)+ t2(s)g′(s)= f ′(s), s ∈ J (12)
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are the functions

t1(s)=
∫ s

s1

(
g′′(r)
K (r)

sin θ(r) · t2(r)−
f ′′(r)
K (r)

sin θ(r)
)

dr + f ′(s1)− t2(s1)g′(s1),

t2(s)= t2(s1) exp
(
−

∫ s

s1

g′′(r)
K (r)

cos θ(r) dr
)
+

∫ s

s1

f ′′(y)
K (y)

exp
(
−

∫ s

y

g′′(r)
K (r)

cos θ(r) dr
)

cos θ(y) dy

for s ∈ J , where t2(s1) is an arbitrary real number.

Proof. We differentiate (12) and combine it with (11) to obtain the system(
cos θ sin θ

1 g′

)(
t ′1
t ′2

)
=

(
0 0
0 −g′′

)(
t1
t2

)
+

(
0
f ′′

)
.

This implies that (
t ′1
t ′2

)
=

g′′

K

(
0 sin θ
0 − cos θ

)(
t1
t2

)
+

f ′′

K

(
− sin θ

cos θ

)
. (13)

By solving this system of differential equations and using the fact that t1(s1)+ g′(s1)t2(s1)= f ′(s1), we
get the desired result. �

Remark 14. Integration by parts allows us to rewrite the expression for t2(s) as

t2(s)= exp
(
−

∫ s

s1

g′′(r)
K (r)

cos θ(r) dr
)(

t2(s1)−
f ′′(s1)

g′′(s1)

)
+

f ′′(s)
g′′(s)

−

∫ s

s1

[
f ′′(y)
g′′(y)

]′
exp

(
−

∫ s

y

g′′(r)
K (r)

cos θ(r) dr
)

dy.

Definition 15. We say that a function B has a foliation 2(J, g) if it is continuous on �(2(J, g)) and it
is linear on each segment of 2(J, g).

The following lemma describes how to construct a function B with a given foliation 2(J, g) and
boundary condition B(s, g(s))= f (s) such that B satisfies the homogeneous Monge–Ampère equation.

Consider the function B defined by

B(x)= f (s)+
〈
t (s), x − (s, g(s))

〉
, x = (x1, x2) ∈�(2(J, g)), (14)

where s= s(x), and t (s)= (t1(s), t2(s)) satisfies the system of equations (11), (12) with an arbitrary t2(s1).

Lemma 16. The function B defined by (14) satisfies the following properties:

(1) B ∈ C2
(
�(2(J, g))

)
∩C1

(
�(2(J, g))∪0

)
, B has the foliation 2(J, g) and

B(s, g(s))= f (s) for all s ∈ [s1, s2]. (15)

(2) ∇B(x)= t (s), where s = s(x); moreover, B satisfies the homogeneous Monge–Ampère equation.



INEQUALITY FOR BURKHOLDER’S MARTINGALE TRANSFORM 773

Proof. The fact that B has the foliation 2(J, g) and that it satisfies the equality (15) immediately follows
from the definition of the function B. We check the condition of smoothness. By Lemma 12 and
Lemma 13 we have s(x) ∈ C2

(
�(2(J, g))

)
and t1, t2 ∈ C1(J ), therefore the right-hand side of (14) is

differentiable with respect to x . So, after differentiation of (14), we get

∇B(x)=
[

f ′(s)−
〈
t (s), (1, g′(s))

〉]
(s ′x1

, s ′x2
)+ t (s)+

〈
t ′(s), x − (s, g(s))

〉
(s ′x1

, s ′x2
). (16)

Using (11) and (12) we obtain ∇B(x)= t (s). Taking the derivative with respect to x a second time we get

∂2 B
∂x2

1
= t ′1(s)s

′

x1
,

∂2 B
∂x2∂x1

= t ′1(s)s
′

x2
,

∂2 B
∂x1∂x2

= t ′2(s)s
′

x1
,

∂2 B
∂x2

2
= t ′2(s)s

′

x2
.

Using (11) we get that t ′1(s)s
′
x2
= t ′2(s)s

′
x1

, therefore B ∈ C2
(
�(2(J, g))

)
. Finally, we check that B

satisfies the homogeneous Monge–Ampère equation. Indeed,

det(d2 B)=
∂2 B
∂x2

1
·
∂2 B
∂x2

2
−

∂2 B
∂x2∂x1

·
∂2 B
∂x1∂x2

= t ′1(s)s
′

x1
· t ′2(s)s

′

x1
− t ′1(s)s

′

x2
· t ′2(s)s

′

x1
= 0. �

Definition 17. The function t (s) = (t1(s), t2(s)) = ∇B(x), s = s(x), is called the gradient function
corresponding to B.

The following lemma investigates the concavity of the function B defined by (14). Let ‖ ˜̀(x)‖ =∥∥(s(x)− x1, g(s(x))− x2
)∥∥, where x = (x1, x2) ∈�(2(J, g)).

Lemma 18. The following equalities hold:

∂2 B
∂x2

1
+
∂2 B
∂x2

2
=

g′′

K (K + θ ′‖ ˜̀(x)‖)

(
−t2+

f ′′

g′′

)
=

g′′

K (K + θ ′‖ ˜̀(x)‖)

[
− exp

(
−

∫ s

s1

g′′(r)
K (r)

cos θ(r) dr
)(

t2(s1)−
f ′′(s1)

g′′(s1)

)
+

∫ s

s1

[
f ′′(y)
g′′(y)

]′
exp

(
−

∫ s

y

g′′(r)
K (r)

cos θ(r) dr
)

dy
]
.

Proof. Note that

∂2 B
∂x2

1
+
∂2 B
∂x2

2
= t ′1(s)s

′

1+ t ′2(s)s
′

2.

Therefore the lemma is a direct computation and application of (10), (11), (12) and Remark 14. �

Finally, we get the following important statement:
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Corollary 19. The function B is concave in �(2(J, g)) if and only if F(s)≤ 0, where

F(s)=− exp
(
−

∫ s

s1

g′′(r)
K (r)

cos θ(r) dr
)(

t2(s1)−
f ′′(s1)

g′′(s1)

)
+

∫ s

s1

[
f ′′(y)
g′′(y)

]′
exp

(
−

∫ s

y

g′′(r)
K (r)

cos θ(r) dr
)

dy

=
f ′′(s)
g′′(s)

− t2(s). (17)

Proof. B satisfies the homogeneous Monge–Ampère equation. Therefore, B is concave if and only if

∂2 B
∂x2

1
+
∂2 B
∂x2

2
≤ 0. (18)

Note that
g′′

K (K + θ ′‖ ˜̀(x)‖)
> 0.

Hence, according to Lemma 18, the inequality (18) holds if and only if F(s)≤ 0. �

Furthermore, the function F will be called a force function.

Remark 20. The fact that t2(s)= f ′′/g′′−F together with (13) implies that the force function F satisfies
the differential equation

F′+F ·
cos θ

K
g′′−

[
f ′′

g′′

]′
= 0, s ∈ J,

F(s1)=
f ′′(s1)

g′′(s1)
− t2(s1).

(19)

We remind the reader that, for an arbitrary smooth curve γ = (s, g(s), f (s)), the torsion has the
expression

det(γ ′, γ ′′, γ ′′′)
‖γ ′× γ ′′‖2

=
f ′′′g′′− g′′′ f ′′

‖γ ′× γ ′′‖2
=

(g′′)2

‖γ ′× γ ′′‖2
·

[
f ′′

g′′

]′
.

Corollary 21. If F(s1)≤ 0 and the torsion of a curve (s, g(s), f (s)), s ∈ J is negative, then the function B
defined by (14) is concave.

Proof. The corollary is an immediate consequence of (17). �

Thus, we see that the torsion of the boundary data plays a crucial role in the concavity of a surface
with zero Gaussian curvature. More detailed investigations about how we choose the constant t2(s1) will
be given in Section 3.2.

Let 2(J, g) and 2̃(J, g) be foliations with some argument functions θ(s) and θ̃ (s), respectively.
Let B and B̃ be the corresponding functions defined by (14), and let F, F̃ be the corresponding force
functions. Note that F(s)= F̃(s) is equivalent to the equality t (s)= t̃(s), where t (s)= (t1(s), t2(s)) and
t̃(s)= (t̃1(s), t2(s)) are the corresponding gradients of B and B̃ (see (12) and Corollary 19).

Assume that the functions B and B̃ are concave functions.
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˜̀

x

(s(x),g(s(x)))

`(x)

g

Θ(J,g)

Θ̃(J,g)

Figure 3. Foliations 2(J, g) and 2̃(J, g).

Lemma 22. If sin(θ̃−θ)≥ 0 for all s ∈ J , and F(s1)= F̃(s1), then B̃ ≤ B on �(2(J, g))∩ �̃(2(J, g)).

In other words, the lemma says that if, at the initial point (s1, g(s1)), gradients of the functions B̃
and B coincide and the foliation 2̃(J, g) is “to the left of” the foliation 2(J, g) (see Figure 3), then
B̃ ≤ B provided B and B̃ are concave.

Proof. Let K and K̃ be the corresponding functions of B and B̃ defined by (9). The condition K , K̃ < 0
implies that the inequality sin(θ̃ − θ)≥ 0 is equivalent to the inequality

cos θ̃

K̃
≥

cos θ
K

for s ∈ J. (20)

Indeed, if we rewrite (20) as K cos θ̃ ≥ K̃ cos θ then this simplifies to − sin θ cos θ̃ ≥ − sin θ̃ cos θ , so
the result follows.

The force functions F, F̃ satisfy the differential equation (19) with the same boundary condition
F(s1)= F̃(s1). Then, by (20) and by comparison theorems, we get F̃≥F on J . This and (17) imply that
t̃2 ≤ t2 on J . Pick any point x ∈�(2(J, g))∩ �̃(2(J, g)). Then there exists a segment `(x) ∈2(J, g).
Let

(
s(x), g(s(x))

)
be the corresponding endpoint of this segment. There exists a segment ˜̀ ∈ 2̃(J, g)

which has
(
s(x), g(s(x))

)
as an endpoint (see Figure 3).

Consider a tangent plane L(x) to (x1, x2, B̃) at the point
(
s(x), g(s(x))

)
. The fact that the gradient

of B̃ is constant on ˜̀ implies that L is tangent to (x1, x2, B̃) on ˜̀. Therefore,

L(x)= f (s)+
〈
(t̃1(s), t̃2(s)), (x1− s, x2− g(s))

〉
,

where x = (x1, x2) and s = s(x). The concavity of B̃ implies that a value of the function B̃ at a point y
seen from the point (s(x), g(s(x))) is less than L(y). In particular, B̃(x) ≤ L(x). Now it is enough to
prove that L(x)≤ B(x). By (14) we have

B(x)= f (s)+
〈
(t1(s), t2(s)), (x1− s(x), x2− g(s))

〉
.

Therefore, using (12), the fact that
〈
(−g′, 1), (x1 − s, x2 − g(s))

〉
≥ 0 and t̃2 ≤ t2, we get the desired

result. �
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`−

(s2,g(s2))

`+

g

Θ+Θ−

J− J+

Ang(s2)

Figure 4. Gluing of B− and B+.

Let J−= [s1, s2] and J+= [s2, s3], where J−, J+⊂ I . Consider arbitrary foliations2−=2−(J−, g)
and 2+ =2+(J+, g) such that �(2−)∩�(2+)=∅, and let θ− and θ+ be the corresponding argument
functions. Let B− and B+ be the corresponding functions defined `+(s2), where `−(s2) ∈2

− by (14),
and let t− = (t−1 , t−2 ) and t+ = (t+1 , t+2 ) be the corresponding gradient functions. Set Ang(s2) to be a
convex hull of `−(s2) and and `+(s2) ∈2

+ are the segments with the endpoint (s2, g(s2)) (see Figure 4).
We require that Ang(s2)∩�(2

−)= `− and Ang(s2)∩�(2
+)= `+.

Let F−, F+ be the corresponding forces, and let BAng be the function defined linearly on Ang(s2) via
the values of B− and B+ on `−, `+ respectively.

Lemma 23. If t−2 (s2)= t+2 (s2), then the function B defined by

B(x)=


B−(x) if x ∈�(2(J−, g)),
BAng(x) if x ∈ Ang(s2),

B+(x) if x ∈�(2(J+, g)),

belongs to the class C1(�(2−)∪Ang(s2)∪�(2
+)∪0(J− ∪ J+)).

Proof. By (12) the condition t−2 (s2) = t+2 (s2) is equivalent to the condition t−(s2) = t+(s2). We recall
that the gradient of B− is constant on `−(s2), and the gradient of B+ is constant on `+(s2), therefore the
lemma follows immediately from the fact that B−(s2, g(s2))= B+(s2, g(s2)). �

Remark 24. The fact B ∈C1 implies that its gradient function t (s)=∇B is well defined and is continuous.
Unfortunately, it is not necessarily true that t (s)∈C1([s1, s3]). However, it is clear that t (s)∈C1([s1, s2])

and t (s) ∈ C1([s2, s3]).

We finish this section with the following important corollary about concave extension of the functions
with zero Gaussian curvature:

Let B− and B+ be defined as above (see Figure 4). Assume that t−2 (s2)= t+2 (s2).

Corollary 25. If B− is concave in �(2−) and the torsion of the curve (s, g(s), f (s)) is nonnegative on
J+=[s2, s3] then the function B defined in Lemma 23 is concave in the domain�(2−)∪Ang(s2)∪�(2

+).



INEQUALITY FOR BURKHOLDER’S MARTINGALE TRANSFORM 777

In other words, the corollary tells us that, if we have constructed a concave function B− which satisfies
the homogeneous Monge–Ampère equation, and we glue B− smoothly with B+ (which also satisfies the
homogeneous Monge–Ampère equation), then the result, B, is a concave function provided that the space
curve (s, g(s), f (s)) has nonnegative torsion on the interval J+.

Proof. By Corollary 19, concavity of B− implies F−(s2) ≤ 0. By (17) the condition t−2 (s2) = t+2 (s2)

is equivalent to F−(s2) = F+(s2). By Corollary 21 we get that B+ is concave. Thus, concavity of B
follows from Lemma 23. �

3.2. Cup. In this subsection we are going to consider a special type of foliation, which is called a cup.
Fix an interval I and consider an arbitrary curve (s, g(s), f (s)) ∈ C3(I ). We suppose that g′′ > 0 on I .
Let a(s) ∈C1(J ) be a function such that a′(s) < 0 on J , where J = [s0, s1] is a subinterval of I . Assume
that a(s0) < s0 and [a(s1), a(s0)] ⊂ I . Consider a set of open segments 2cup(J, g) consisting of those
segments `(s, g(s)), s ∈ J such that `(s, g(s)) is a segment in the plane joining the points (s, g(s)) and(
a(s), g(a(s))

)
(see Figure 5).

Lemma 26. The set of segments 2cup(J, g) described above forms a foliation.

Proof. We need to check the six requirements for a set to be the foliation. Most of them are trivial except
for (4) and (5). We know the endpoints of each segment, therefore we can consider the argument function

θ(s)= π + arctan
(

g(s)− g(a(s))
s− a(s)

)
.

Surely θ(s)∈C1(J ), so requirement (4) is satisfied. We check requirement (5). It is clear that it is enough
to check this requirement for x = (a(s), g(a(s)). Let s = s(x); then

K (s)+ θ ′(s)‖(a(s)− s, g(a(s))− g(s))‖

=
〈(1, g′), (g− g(a), a− s)〉
‖(g(a)− g, s− a)‖

+
(g′− a′g′(a))(s− a)− (1− a′)(g− g(a))

‖(g(a)− g, s− a)‖

=
a′ · 〈(1, g′(a)), (g− g(a), a− s)〉

‖(g(a)− g, s− a)‖
,

which is strictly negative. �

Let γ (t)= (t, g(t), f (t)) ∈ C3([a0, b0]) be an arbitrary curve such that g′′ > 0 on [a0, b0]. Assume
that the torsion of γ is positive on I− = (a0, c), and it is negative on I+ = (c, b0) for some c ∈ (a0, b0).

Lemma 27. For all P such that 0 < P < min{c − a0, b0 − c}, there exist a ∈ I−, b ∈ I+ such that
b− a = P and ∣∣∣∣∣∣

1 1 a− b
g′(a) g′(b) g(a)− g(b)
f ′(a) f ′(b) f (a)− f (b)

∣∣∣∣∣∣= 0. (21)

Proof. Pick a number a ∈ (a0, b0) such that b = a+ P ∈ (a0, b0). We denote

M(a, b)= (a− b)(g′(b)− g′(a))
(

g(a)− g(b)
a− b

− g′(a)
)
.
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I s0 s1a(s1) a(s0)

`(s1,g(s1))

J

g

Figure 5. The foliation 2cup(J, g).

Note that the conditions a 6= b and g′′ > 0 imply M(a, b) 6= 0. Then∣∣∣∣∣∣
1 1 a− b

g′(a) g′(b) g(a)− g(b)
f ′(a) f ′(b) f (a)− f (b)

∣∣∣∣∣∣=M(a, b)
[

f (a)− f (b)− f ′(a)(a− b)
g(a)− g(b)− g′(a)(a− b)

−
f ′(b)− f ′(a)
g′(b)− g′(a)

]
.

Thus our equation (21) turns into

f (a)− f (b)− f ′(a)(a− b)
g(a)− g(b)− g′(a)(a− b)

−
f ′(b)− f ′(a)
g′(b)− g′(a)

= 0. (22)

We consider the functions V (x)= f (x)− f ′(a)x and U (x)= g(x)−g′(a)x . Note that U (a) 6=U (b) and
U ′ 6= 0 on (a, b). Therefore, by Cauchy’s mean value theorem there exists a point ξ = ξ(a, b) ∈ (a, b)
such that

f (a)− f (b)− f ′(a)(a− b)
g(a)− g(b)− g′(a)(a− b)

=
V (a)− V (b)
U (a)−U (b)

=
V ′(ξ)
U ′(ξ)

=
f ′(ξ)− f ′(a)
g′(ξ)− g′(a)

.

Now we define

Wa(z)
def
=

f ′(z)− f ′(a)
g′(z)− g′(a)

, z ∈ (a, b].

So the left-hand side of (22) takes the form Wa(ξ)−Wa(b)= 0 for some ξ(a, P) ∈ (a, b). We consider
the curve v(s) = (g′(s), f ′(s)), which is a graph on [a0, b0]. The fact that the torsion of the curve
γ (s) = (s, g(s), f (s)) changes sign from + to − at the point c ∈ (a0, b0) means that the curve v(s) is
strictly convex on the interval (a0, c) and it is strictly concave on the interval (c, b0). We consider a
function obtained from (22),

D(z) def
=

f (z)− f (z+ P)+ f ′(z)P
g(z)− g(z+ P)+ g′(z)P

−
f ′(z+ P)− f ′(z)
g′(z+ P)− g′(z)

, z ∈ [a0, c]. (23)

Note that D(a0)=Wa0(ζ )−Wa0(a0+P) for some ζ =ζ(a0, P)∈ (a0, a0+P). We know that v(s) is strictly
convex on the interval (a0, a0+ P). This implies that Wa0(z)−Wa0(a0+ P) < 0 for all z ∈ (a0, a0+ P).
In particular, D(a0) < 0. Similarly, concavity of v(s) on (c, c+ P) implies that D(c) > 0. Hence, there
exists a ∈ (a0, c) such that D(a)= 0. �
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Let a1 and b1 be some solutions of (21) obtained by Lemma 27.

Lemma 28. There exists a function a(s) ∈ C1((c, b1]) ∩ C([c, b1]) such that a(b1) = a1, a(c) = c,
a′(s) < 0, and the pair (a(s), s) solves (21) for all s ∈ [c, b1].

Proof. The proof of the lemma is a consequence of the implicit function theorem. Let a < b, and consider
the function

8(a, b) def
=

∣∣∣∣∣∣
1 1 a− b

g′(a) g′(b) g(a)− g(b)
f ′(a) f ′(b) f (a)− f (b)

∣∣∣∣∣∣ .
We are going to find the signs of the partial derivatives of 8(a, b) at the point (a, b) = (a1, b1). We
present the calculation only for ∂8/∂b. The case for ∂8/∂a is similar.

∂8(a, b)
∂b

=

∣∣∣∣∣∣
1 0 a− b

g′(a) g′′(b) g(a)− g(b)
f ′(a) f ′′(b) f (a)− f (b)

∣∣∣∣∣∣
= (a− b)g′′(b)

(
g(a)− g(b)

a− b
− g′(a)

)[
f (a)− f (b)− f ′(a)(a− b)
g(a)− g(b)− g′(a)(a− b)

−
f ′′(b)
g′′(b)

]
.

Note that

(a− b)g′′(b)
(

g(a)− g(b)
a− b

− g′(a)
)
< 0,

therefore we see that the sign of ∂8/∂b depends only on the sign of the expression

f (a)− f (b)− f ′(a)(a− b)
g(a)− g(b)− g′(a)(a− b)

−
f ′′(b)
g′′(b)

. (24)

We use the cup equation (22), and we obtain that the expression (24) at the point (a, b) = (a1, b1)

takes the form
f ′(b)− f ′(a)
g′(b)− g′(a)

−
f ′′(b)
g′′(b)

. (25)

The above expression has the following geometric meaning. We consider the curve v(s)= (g′(s), f ′(s)),
and we draw a segment which connects the points v(a) and v(b). The above expression is the difference
between the slope of the line which passes through the segment [v(a), v(b)] and the slope of the tangent
line of the curve v(s) at the point b. In the case shown in Figure 6, this difference is positive. Recall
that v(s) is strictly convex on (a1, c) and it is strictly concave on (c, b1). Therefore, one can easily note
that this expression (25) is always positive if the segment [v(a), v(b)] also intersects the curve v(s) at
a point ξ such that a < ξ < b. This always happens in our case because (22) means that the points
v(a), v(ξ), v(b) lie on the same line, where ξ was determined from Cauchy’s mean value theorem. Thus,

f ′(b)− f ′(a)
g′(b)− g′(a)

−
f ′′(b)
g′′(b)

> 0. (26)

Similarly, we can obtain that ∂8/∂a < 0, because this is the same as to show that

f ′(b)− f ′(a)
g′(b)− g′(a)

−
f ′′(a)
g′′(a)

> 0. (27)
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g′(ξ)

v(s)

g′(a) g′(b)g′(c)

Figure 6. Graph of v(s).

Thus, by the implicit function theorem there exists a C1 function a(s) in some neighborhood of b1 such
that a′(s)=−8′b/8

′
a < 0, and the pair (a(s), s) solves (21).

Now we will explain that the function a(s) can be defined on (c, b1] and, moreover, lims→c+0 a(s)= c.
Indeed, whenever a(s)∈ (a1, c) and s ∈ (c, b1)we can use the implicit function theorem, and we can extend
the function a(s). It is clear that for each s we have a(s)∈[a1, c) and s ∈ (c, b1). Indeed, if a(s), s ∈ (a1, c],
or a(s), s ∈ [c, b1), then (21) has a definite sign (see (23)). It follows that α(s) ∈ C1((c, b1]), and the
condition a′(s) < 0 implies lims→c+0 a(s)= c. Hence a(s) ∈ C([c, b1]). �

It is worth mentioning that we did not use the fact that the torsion of (s, g(s), f (s)) changes sign from
+ to −. The only thing we needed was that the torsion changes sign.

Let a1 and b1 be any solutions of (21) from Lemma 27, and let a(s) be any function from Lemma 28. Fix
an arbitrary s1 ∈ (c, b1) and consider the foliation 2cup([s1, b1], g) constructed by a(s) (see Lemma 26).
Let B be the function defined by (14), where

t2(s1)=
f ′(s1)− f ′(a(s1))

g′(s1)− g′(a(s1))
. (28)

Set �cup =�(2cup([s1, b1], g)), and let �cup be the closure of �cup.

Lemma 29. The function B satisfies the following properties

(1) B ∈ C2(�cup)∩C1(�cup).

(2) B
(
a(s), g(a(s))

)
= f (a(s)) for all s ∈ [s1, b1].

(3) B is a concave function in �cup.

Proof. The first property follows from Lemma 16 and the fact that ∇B(x) = t (s) for s = s(x), where
s(x) is a continuous function in �cup.

We are going to check the second property. We recall (see (12)) that t1(s) = f ′(s) − t2(s)g′(s).
Condition (28) implies that

t1(s1)+ t2(s1)g′(a(s1))= f ′(a(s1)). (29)
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Let B
(
a(s), g(a(s))

)
= f̃ (a(s)). After differentiation of this equality we get t1(s1)+ t2(s1)g′(a(s1))=

f̃ ′(a(s1)). Hence, (29) implies that f ′(a(s1))= f̃ ′(a(s1)). It is clear that

t1(s)+ t2(s)g′(s)= f ′(s),

t1(s)+ t2(s)g′(a(s))= f̃ ′(a(s)),

t1(s)(s− a(s))+ t2(s)
(
g(s)− g(a(s))

)
= f (s)− f̃ (a(s)),

which implies ∣∣∣∣∣∣
1 1 s− a(s)

g′(s) g′(a(s)) g(s)− g(a(s))
f ′(s) f̃ ′(a(s)) f (s)− f̃ (a(s))

∣∣∣∣∣∣= 0.

This equality can be rewritten as follows:

f ′ ·
∣∣∣∣ 1 s− a(s)
g′(a(s)) g(s)− g(a(s))

∣∣∣∣− f̃ ′(a)
∣∣∣∣ 1 s− a(s)
g′ g(s)− g(a(s))

∣∣∣∣+ ( f − f̃ (a))(g′(a(s))− g′(s))= 0.

By virtue of Lemma 28 we have the same equality as above except f̃ is replaced by f . We subtract one
from the other:[

f (a(s))− f̃ (a(s))
]
+
[

f ′(a(s))− f̃ ′(a(s))
]
·

1
g′(a(s))− g′(s)

∣∣∣∣1 s− a(s)
g′ g(s)− g(a(s))

∣∣∣∣= 0.

Note that
1

g′(a(s))− g′(s)

∣∣∣∣1 s− a(s)
g′ g(s)− g(a(s))

∣∣∣∣< 0

and a(s) is invertible. Therefore, we get the differential equation z(u)C(u)+ z′(u)= 0, where C is in
C1
(
[a(b1), a(s1)]

)
, z(u) = f (u)− f̃ (u) and C < 0. The condition z′(a(s1)) = 0 implies z(a(s1)) = 0.

Note that z = 0 is a trivial solution. Therefore, by uniqueness of solutions to ODEs, we get z = 0.
We are going to check the concavity of B. Let F be the force function corresponding to B. By

Corollary 21 we only need to check that F(s1)≤ 0. Note that (17) and (28) imply

F(s1)=
f ′′(s1)

g′′(s1)
− t2(s1)=

f ′′(s1)

g′′(s1)
−

f ′(s1)− f ′(a(s1))

g′(s1)− g′(a(s1))
,

which is negative by (26). �

Remark 30. The above lemma is true for all choices s1 ∈ (c, b1). If we send s1 to c then one can easily
see that lims1→c+ t2(s1)= 0, therefore the force function F takes the form

F(s)=
∫ s

c

[
f ′′(y)
g′′(y)

]′
exp

(
−

∫ s

y

g′′(r)
K (r)

cos θ(r) dr
)

dy.

This is another way to show that the force function is nonpositive.

The next lemma shows that, regardless of the choices of initial solution (a1, b1) of (21), the function a(s)
constructed by Lemma 28 is unique (i.e., it does not depend on the pair (a1, b1)).
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s2c s1a(s1)=ã(s1)a(s2)

Figure 7. Uniqueness of the cup.

Lemma 31. Let pairs (a1, b1), (ã1, b̃1) solve (21), and let a(s), ã(s) be the corresponding functions
obtained by Lemma 28. Then a(s)= ã(s) on [c,min{b1, b̃1}].

Proof. By the uniqueness result of the implicit function theorem we only need to show existence of
s1 ∈ (c,min{b1, b̃1}) such that a(s1)= ã(s1). Without loss of generality, assume that b̃1 = b1 = s2. We
can also assume that ã(s2) > a(s2), because other cases can be solved in a similar way.

Let 2=2cup([c, s2], g) and 2̃= 2̃cup([c, s2], g) be the foliations corresponding to the functions a(s)
and ã(s). Let B and B̃ be the functions corresponding to these foliations from Lemma 29. We consider
a chord T in R3 joining the points

(
a(s1), g(a(s1)), f (a(s1))

)
and (s1, g(s1), f (s1)) (see Figure 7). We

want to show that the chord T belongs to the graph of B̃. Indeed, concavity of B̃ (see Lemma 29)
implies that the chord T lies below the graph of B̃(x1, x2), where (x1, x2) ∈�(2̃). Moreover, concavity
of B, �(2̃) ⊂ �(2) and the fact that the graph B̃ consists of chords joining the points of the curve
(t, g(t), f (t)) imply that the graph B lies above the graph B̃. In particular, the chord T , belonging to
the graph B, lies above the graph B̃. This can happen if and only if T belongs to the graph B̃. Now we
show that, if s1 < s2, then the torsion of the curve (s, g(s), f (s)) is zero for s ∈ [s1, s2]. Indeed, let T̃
be a chord in R3 which joins the points

(
a(s1), g(a(s1)), f (a(s1))

)
and (s2, g(s2), f (s2)). We consider

the tangent plane L(x) to the graph B̃ at the point (x1, x2)=
(
a(s1), g(a(s1))

)
. This tangent plane must

contain both chords T and T̃ , and it must be tangent to the surface at these chords. Concavity of B̃
implies that the tangent plane L coincides with B̃ at points belonging to the triangle, which is the convex
hull of the points

(
a(s1), g(a(s1))

)
, (s1, g(s1)) and (s2, g(s2)). Therefore, it is clear that the tangent

plane L coincides with B̃ on the segments ` ∈ 2̃ with the endpoint at (s, g(s)) for s ∈ [s1, s2]. Thus
L
(
(s, g(s))

)
= B̃

(
(s, g(s))

)
for any s ∈ [s1, s2]. This means that the torsion of the curve (s, g(s), f (s))

is zero on s ∈ [s1, s2], which contradicts our assumption about the torsion. Therefore s1 = s2. �

Corollary 32. In the conditions of Lemma 27, for all 0< P <min{c− a0, b0− c} there exists a unique
pair (a1, b1) which solves (21) such that b1− a1 = P.
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The above corollary implies that, if the pairs (a1, b1) and (ã1, b̃1) solve (21), then a1 6= ã1 and b1 6= b̃1,
and one of the following conditions holds: (a1, b1)⊂ (ã1, b̃1) or (ã1, b̃1)⊂ (a1, b1).

Remark 33. The function a(s) is defined on the right of the point c. We extend naturally its definition
on the left of the interval by a(s) def

= a−1(s).

4. Construction of the Bellman function

4.1. Reduction to the two-dimensional case. We are going to construct the Bellman function for the
case p < 2. The case p = 2 is trivial, and the case p > 2 was solved in [Boros et al. 2012]. From the
definition of H it follows that

H(x1, x2, x3)= H(|x1|, |x2|, x3) for all (x1, x2, x3) ∈�. (30)

Also note the homogeneity condition

H(λx1, λx2, λ
px3)= λ

p H(x1, x2, x3) for all λ≥ 0. (31)

These two conditions (30), (31), which follow from the nature of the boundary data (x2
+ τ 2 y2)2/p, make

the construction of H easier. However, in order to construct the function H , this information is not
necessary. Further, we assume that H is C1(�) smooth. Then, from the symmetry (30), it follows that

∂H
∂x j
= 0 on x j = 0 for j = 1, 2. (32)

For convenience, as in [Boros et al. 2012], we rotate the system of coordinates (x1, x2, x3). Namely, let

y1
def
=

x1+ x2

2
, y2

def
=

x2− x1

2
, y3

def
= x3. (33)

We define
N (y1, y2, y3)

def
= H(y1− y2, y1+ y2, y3) on �1,

where �1 = {(y1, y2, y3) : y3 ≥ 0, |y1− y2|
p
≤ y3}. It is clear that, for fixed y1, the function N is concave

in the variables y2 and y3; moreover, for fixed y2, the function N is concave with respect to the other
variables. The symmetry (30) for N turns into the condition

N (y1, y2, y3)= N (y2, y1, y3)= N (−y1,−y2, y3). (34)

Thus it is sufficient to construct the function N on the domain

�2
def
= {(y1, y2, y3) : y1 ≥ 0, −y1 ≤ y2 ≤ y1, (y1− y2)

p
≤ y3}.

Condition (32) turns into

∂N
∂y1
=
∂N
∂y2

on the hyperplane y2 = y1, (35)

∂N
∂y1
=−

∂N
∂y2

on the hyperplane y2 =−y1. (36)
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The boundary condition (6) becomes

N (y1, y2, |y1− y2|
p)= ((y1+ y2)

2
+ τ 2(y1− y2)

2)p/2. (37)

The homogeneity condition (31) implies that N (λy1, λy2, λ
p y3)= λ

p N (y1, y2, y3) for λ≥ 0. We choose
λ= 1/y1, and we obtain that

N (y1, y2, y3)= y p
1 N

(
1,

y2

y1
,

y3

y p
1

)
(38)

Suppose we are able to construct the function M(y2, y3)
def
= N (1, y2, y3) on

�3
def
= {(y2, y3) : − 1≤ y2 ≤ 1, (1− y2)

p
≤ y3}

with the following conditions:

(1) M is concave in �3.

(2) M satisfies (37) for y1 = 1.

(3) The extension of M onto �1 via formulas (38) and (34) is a function with the properties of N (see
(35), (36), and concavity of N ).

(4) M is minimal among those who satisfy the conditions (1)–(3).

Then the extended function M should be N . So we are going to construct M on �3. We denote

g(t) def
= (1− t)p, t ∈ [−1, 1], (39)

f (t) def
= ((1+ t)2+ τ 2(1− t)2)p/2, t ∈ [−1, 1]. (40)

Then we have the boundary condition

M(t, g(t))= f (t), t ∈ [−1, 1]. (41)

We differentiate the condition (38) with respect to y1 at the point (y1, y2, y3) = (1,−1, y3) and we
obtain that

∂N
∂y1

(1,−1, y3)= pN (1,−1, y3)+
∂N
∂y2

(1,−1, y3)− py3
∂N
∂y3

, y3 ≥ 0.

Now we use (36), so we obtain another requirement for M(y2, y3):

0= pM(−1, y3)+ 2
∂M
∂y2

(−1, y3)− py3
∂M
∂y3

(−1, y3) for y3 ≥ 0. (42)

Similarly, we differentiate (38) with respect to y1 at the point (y1, y2, y3)= (1, 1, y3) and use (35), so we
obtain

0= pM(1, y3)− 2
∂M
∂y2

(1, y3)− py3
∂M
∂y3

(1, y3) for y3 ≥ 0. (43)

So, in order to satisfy conditions (35) and (36), the requirements (42) and (43) are necessary. It is easy to
see that these requirements are also sufficient in order to satisfy these conditions.
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The minimum between two concave functions with fixed boundary data is a concave function with the
same boundary data. Note also that the conditions (42) and (43) are still fulfilled after taking the minimum.
Thus it is quite reasonable to construct a candidate for M(y2, y3) as a minimal concave function on �3

with the boundary conditions (41), (42) and (43). We recall that we should also have the concavity of the
extended function N (y1, y2, y3) with respect to the variables y1, y3 for each fixed y2. This condition can
be verified after the construction of the function M(y2, y3).

4.2. Construction of a candidate for M. We are going to construct a candidate B for M . Firstly, we
show that, for τ > 0, the torsion τγ of the boundary curve γ (t) def

= (t, g(t), f (t)) on t ∈ (−1, 1), where
f , g are defined by (39) and (40), changes sign once from + to −. We call this point the root of a cup.

We construct the cup around this point. Note that g′ < 0, g′′ > 0 on [−1, 1). Therefore,

sign τγ = sign
(

f ′′′−
g′′′

g′′
f ′′
)
= sign

(
f ′′′−

2− p
1− t

f ′′
)
= sign(v(t)),

where

v(t) def
= −(1+ τ 2)2(p− 1)t3

+ (1+ τ 2)(3τ 2
+ τ 2 p+ 3− 3p)t2

+ (2τ 2 p− 9τ 4
+ τ 4 p+ 3− 3p− 6τ 2)t − p+ 5τ 4

+ 2τ 2 p− τ 4 p− 10τ 2
+ 1.

Note that v(−1)= 16τ 4 > 0 and v(1)=−8((p− 1)+ τ 2) < 0. So the function v(t) changes sign from +
to− at least once. Now, we show that v(t) has only one root. For τ 2<3(p−1)/(3− p), note that the linear
function v′′(t) is nonnegative, i.e., v′′(−1)=8τ 2 p(1+τ 2)>0, v′′(1)=−4(1+τ 2)(τ 2 p−3τ 2

+3p−3)≥0.
Therefore, the convexity of v(t) implies the uniqueness of the root v(t) on [−1, 1].

Suppose τ 2 < 3(p− 1)/(3− p); we will show that v′ ≤ 0 on [−1, 1]. Indeed, the discriminant of the
quadratic function v′(x) has the expression

D = 16τ 2(τ 2
+ 1)2((3− p)2τ 2

− 9(p− 1)),

which is negative for 0< τ 2 < 3(p− 1)/(3− p). Moreover, v′(−1)=−4τ 2(τ 2 p+ 3τ 2
+ 3) < 0. Thus

we obtain that v′ is negative.
We denote the root of v by c. It is an appropriate time to make the following remark:

Remark 34. Note that v(−1+ 2/p) < 0. Indeed,

v

(
−1+

2
p

)
=
(3p− 2)(p2

− 2p− 4)τ 4
+ (16+ 5p3

− 8p2
− 16p)τ 2

+ 8(1− p)
p3 ,

which is negative because the coefficients of τ 4, τ 2, τ 0 are negative. Therefore, this inequality implies
that c <−1+ 2/p.

Consider a =−1 and b = 1; the left side of (21) takes the positive value −22p−1 p(1− p). However,
if we consider a = −1 and b = c, then the proof of Lemma 27 (see (23)) implies that the left side
of (21) is negative. Therefore, there exists a unique s0 ∈ (c, 1) such that the pair (−1, s0) solves (21).
Uniqueness follows from Corollary 32. The equation (21) for the pair (−1, s0) is equivalent to the
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y3

y=(y2,y3)

`(y)

y2−1 1s=s(y)

h(s)

(t,g(t))

∂M
∂y2

=− ∂M
∂y3

∂M
∂y2

= ∂M
∂y3

Figure 8. The segment `(y).

equation u((1+ s0)/(1− s0))= 0, where

u(z) def
= τ p(p− 1)(τ 2

+ z2)(2−p)/2
− τ 2(p− 1)+ (1+ z)2−p

− z(2− p)− 1. (44)

Lemma 28 gives the function a(s), and Lemma 29 gives the concave function B(y2, y3) for s1 = c with
the foliation 2cup((c, s0], g) in the domain �

(
2cup((c, s0], g)

)
.

The above explanation implies the following corollary:

Corollary 35. Pick any point ỹ2 ∈ (−1, 1). The inequalities s0 < ỹ2, s0 = ỹ2 and ỹ2 > s0 are equivalent
to the following inequalities, respectively: u((1 + ỹ2)/(1 − ỹ2)) < 0, u((1 + ỹ2)/(1 − ỹ2)) = 0 and
u((1+ ỹ2)/(1− ỹ2)) > 0.

Now we are going to extend C1 smoothly the function B on the upper part of the cup. Recall that we
are looking for a minimal concave function. If we construct a function with a foliation 2([s0, ỹ2], g),
where ỹ2 ∈ (s0, 1), then the best thing we can do according to Lemma 23 and Lemma 22 is to minimize
sin(θcup(s0)− θ(s0)), where θcup(s) is an argument function of 2cup((c, s0], g) and θ(s) is an argument
function of 2([s0, ỹ2], g). In other words, we need to choose segments from 2([s0, ỹ2], g) close enough
to the segments of 2cup((c, s0], g).

Thus, we are going to construct the set of segments 2([s0, ỹ2]) so that they start from (s, g(s), f (s)),
s ∈ [s0, ỹ2], and they go to the boundary y2 =−1 of �3.

We explain how the conditions (42) and (43) allow us to construct such a type of foliation2([s0, ỹ2], g)
in a unique way. Let `(y) be the segment with the endpoints (s, g(s)), where s ∈ (s0, ỹ2) and (−1, h(s))
(see Figure 8).

Let t (s)= (t1(s), t2(s))= ∇B(y), where s = s(y) is the corresponding gradient function. Then (42)
takes the form

0= pB(−1, h(s))+ 2t1(s)− ph(s)t2(s). (45)
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y3

y2−1 1s0 yp

h(s0)

c

Θ([s0,yp),g)

Ang(s0)

Θcup((c,s0],g)

∂M
∂y2

=− ∂M
∂y3

∂M
∂y2

= ∂M
∂y3

Figure 9. Foliations 2cup((c, s0], g) and 2([s0, yp), g).

We differentiate this expression with respect to s, and we obtain

2t ′1(s)− ph(s)t ′2(s)= 0. (46)

Then, according to (11), we find the function tan θ(s), and, hence, we find the quantity h(s):

tan θ(s)=−
ph(s)

2
⇐⇒

h(s)− g(s)
s+ 1

=
ph(s)

2
.

Therefore,

h(s)=
2g(s)

p

(
1

yp − s

)
, where yp

def
= −1+

2
p
. (47)

We see that the function h(s) is well defined, it increases, and it is differentiable on −1≤ s < yp. So we
conclude that if s0 < yp then we are able to construct the set of segments 2([s0, yp), g) that pass through
the points (s, g(s)), where s ∈ [s0, yp), and through the boundary y2 =−1 (see Figure 9).

It is easy to check that2([s0, yp), g) is a foliation, so, taking the value t2(s0) of B on�
(
2([s0, yp), g)

)
according to Lemma 23, by Corollary 25 we have constructed a concave function B in the domain
�
(
2cup((c, s0], g)

)
∪Ang(s0)∪�

(
2([s0, yp], g)

)
.

It is clear that the foliation 2([s0, yp), g) exists as long as s0 < yp. Note that (1+ yp)/(1− yp) =

1/(p− 1). Therefore, Corollary 35 implies the following remark:

Remark 36. The inequalities s0 < yp, s0 = yp and s0 > yp are equivalent to the following inequalities
respectively: u(1/(p− 1)) < 0, u(1/(p− 1))= 0 and u(1/(p− 1)) > 0.

At the point yp, the segments from 2([s0, yp), g) become vertical. After the point (yp, g(yp)), we
should consider vertical segments 2([yp, 1], g) (see Figure 10), because by Lemma 22 this corresponds
to the minimal function. Surely 2([yp, 1], g) is the foliation. Again, choosing the value t2(yp) of B on
�
(
2([yp, 1], g)

)
according to Lemma 23, by Corollary 25 we have constructed the concave function B
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y3

y2−1 1s0 yp

h(s0)
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Θ([s0,yp),g)

Ang(s0)
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Figure 10. The case u(1/(p− 1)) < 0.

on �3. Note that if s0 ≥ yp (which corresponds to the inequality u(1/(p− 1)) > 0) then we do not have
the foliation 2([s0, yp), g). In this case we consider only vertical segments 2([s0, 1], g) (see Figure 11),
and again, choosing the value t2(s0) of B on �(2([s0, 1], g)) according to Lemma 23, by Corollary 25
we construct a concave function B on �3. We believe that B = M .

We still have to check the requirements (42) and (43). A crucial role is played by symmetry of the
boundary data of N . Further, the given proofs work for both of the cases yp < s0 and yp ≥ s0, so we do
not consider them separately.

The requirement (43) follows immediately. Indeed, the condition (14) at the point y = (1, y3) (note that
in (14) instead of x = (x1, x2) we consider y = (y2, y3)) implies that B(1, y3)= f (1)+ t2(1)(y3− g(1)).
Therefore, (43) takes the form 0= p f (1)− 2t1(1). Using (12), we obtain that t1(1)= f ′(1). Therefore,
we see that p f (1)− 2t1(1)= p f (1)− 2 f ′(1)= 0.

Now, we are going to obtain the requirement (42) which is the same as (45). The quantities t1, t2 of B
with the foliation 2([s0, yp), g) satisfy the condition (46) which was obtained by differentiation of (45).
So we only need to check the condition (45) at the initial point s = s0. If we substitute the expression
of B from (14) into (45), then (45) turns into the following equivalent condition:

t1(s)(s− yp)+ t2(s)g(s)= f (s). (48)

Note that (12) allows us to rewrite (48) into the equivalent condition

t2(s)=
f (s)− (s− yp) f ′(s)
g(s)− (s− yp)g′(s)

. (49)

And, as was mentioned above we only need to check condition (49) at the point s = s0, i.e.,

t2(s0)=
f (s0)− (s0− yp) f ′(s0)

g(s0)− (s0− yp)g′(s0)
. (50)
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Figure 11. The case u(1/(p− 1))≥ 0.

On the other hand, if we differentiate the boundary condition B(s, g(s))= f (s) at the points s= s0,−1,
then we obtain

t1(s0)+ t2(s0)g′(−1)= f ′(−1),

t1(s0)+ t2(s0)g′(s0)= f ′(s0).

Thus we can find the value of t2(s0):

t2(s0)=
f ′(−1)− f ′(s0)

g′(−1)− g′(s0)
. (51)

So these two values (51) and (50) must coincide. In other words, we need to show

f (s0)− (s0− yp) f ′(s0)

g(s0)− (s0− yp)g′(s0)
=

f ′(−1)− f ′(s0)

g′(−1)− g′(s0)
. (52)

It will be convenient for us to work with the following notations for the rest of the current subsection.
We denote g(−1) = g−, g′(−1) = g′

−
, f (−1) = f−, f ′(−1) = f ′

−
g(s0) = g, g′(s0) = g′, f (s0) = f

and f ′(s0)= f ′. The condition (52) is equivalent to

s0 =
f g′
−
+ f ′g− f g′− g f ′

−

f ′g′−− g′ f ′−
+ yp =

(
f g′
−
+ f ′g− f g′− g f ′

−

f ′g′−− g′ f ′−
− 1

)
+

2
p
. (53)

On the other hand, from (21) for the pair (−1, s0), we obtain that

s0 =

(
f g′
−
+ f ′g− f g′− g f ′

−

f ′g′−− g′ f ′−
− 1

)
+

f ′g−+ g′
−

f−− g′ f−− f ′
−

g−
g′ f ′−− f ′g′−

.

So, from (53) we see that it suffices to show that

f ′g−+ g′
−

f−− g′ f−− f ′
−

g−
g′ f ′−− f ′g′−

=
2
p
.
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We note that g′
−
=−(p/2)g−, f ′

−
=−(p/2) f−, hence g′

−
f− = f ′

−
g−. Therefore, we have

f ′g−+ g′
−

f−− g′ f−− f ′
−

g−
g′ f ′−− f ′g′−

=
f ′g−− g′ f−
g′ f ′−− f ′g′−

=
2
p
.

4.3. Concavity in another direction. We are going to check the concavity of the extended function N
via B in another direction. It is worth mentioning that both of the cases yp < s0, yp ≥ s0 do not play any
role in the following computations, therefore we consider them together. We define a candidate for N as

N (y1, y2, y3)
def
= y p

1 B
(

1,
y2

y1
,

y3

y p
1

)
for

(
y2

y1
,

y3

y p
1

)
∈�3, (54)

and we extend N to �1 by (34). Then, as was already discussed, N ∈ C1(�1). We need the following
technical lemma:

Lemma 37. N ′′y1 y1
N ′′y3 y3

− (N ′′y1 y3
)2 =−t ′2s ′y3

p(p− 1)y p−2
1

(
st1+ gt2− f +

y2

y1
t1 ·
(

2
p
− 1

))
,

where s = s(y2/y1, y3/y p
1 ) and (y2/y1, y3/y p

1 ) ∈ int(�3) \Ang(s0).

As was mentioned in Remark 24, the gradient function t (s) is not necessarily differentiable at the point
s0; this is the reason for the requirement (y2/y1, y3/y p

1 ) ∈ int(�3) \Ang(s0) in the lemma. However,
from the proof of the lemma, the reader can easily see that N ′′y1 y1

N ′′y3 y3
− (N ′′y1 y3

)2 = 0 whenever the points
(y2/y1, y3/y p

1 ) belong to the interior of the domain Ang(s0).

Proof. The definition of the candidate N (see (54)) implies N ′′y3 y3
= t ′2(s)s

′
y3

, N ′′y3 y1
= t ′2s ′y1

and

N ′y1
= y p−1

1

(
pB
(

y2

y1
,

y3

y p
1

)
− t1

y2

y1
− pt2

y3

y p
1

)
. (55)

Condition (14) implies

B
(

y2

y1
,

y3

y p
1

)
= f (s)+ t1 ·

(
y2

y1
− s

)
+ t2 ·

(
y3

y p
1
− g(s)

)
.

We substitute this expression for B(y2/y1, y3/y p
1 ) into (55), and we obtain

N ′y1
= y p−1

1

(
p f +

y2

y1
t1(p− 1)− pst1− pgt2

)
. (56)

The condition (y2/y1, y3/y p
1 ) ∈ int(�3) \Ang(s0) implies the equality N ′′y1 y3

= N ′′y3 y1
, which in turn

gives

t ′2s ′y1
= y p−1

1

(
p f ′+

y2

y1
t ′1(p− 1)− (pst1+ pgt2)′s

)
s ′y3
.

Hence,

t ′2 · (s
′

y1
)2 = y p−1

1

(
p f ′+

y2

y1
t ′1(p− 1)− (pst1+ pgt2)′s

)
s ′y3

s ′y1
. (57)

We keep in mind this identity, and continue our calculations:

N ′′y1 y1
= (p−1)y p−2

1

(
p f +

y2

y1
t1(p−2)− pst1− pgt2

)
+ y p−1

1

(
p f ′+

y2

y1
t ′1(p−1)−(pst1+ pgt2)′s

)
s ′y1
.
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So, finally we obtain

N ′′y1 y1
N ′′y3 y3

− (N ′′y1 y3
)2 = t ′2(N

′′

y1 y1
s ′y3
− t ′2(s

′

y1
)2).

Now we use the identity (57), and we substitute the expression t ′2(s
′
y1
)2:

N ′′y1 y1
N ′′y3 y3

− (N ′′y1 y3
)2 = t ′2s ′y3

(
N ′′y1 y1

− y p−1
1

(
p f ′+

y2

y1
t ′1(p− 1)− (pst1+ pgt2)′s

)
s ′y1

)
= t ′2s ′y3

(p− 1)y p−2
1

(
p f +

y2

y1
t1(p− 2)− pst1− pgt2

)
=−t ′2s ′y3

p(p− 1)y p−2
1

(
st1+ gt2− f +

y2

y1
t1 ·
(

2
p
− 1

))
. �

Now we are going to consider several cases, when the points (y2/y1, y3/y p
1 ) belong to the different

subdomains in �3. Note that we always have N ′′y3 y3
≤ 0, because of the fact that B is concave in �3

and (54). So we only have to check that the determinant of the Hessian of N is negative. If the determinant
of the Hessian is zero, then it is sufficient to ensure that N ′′y3 y3

is strictly negative, and, if N ′′y3 y3
is also

zero, then we need to ensure that N ′′y1,y1
is nonpositive.

The domain �(2[s0, yp]). In this case we can use the equality (48), and we obtain that

st1+ gt2− f = ypt1.

Therefore,

N ′′y1 y1
N ′′y3 y3

− (N ′′y1 y3
)2 =−t ′2s ′y3

p(p− 1)y p−2
1 t1 yp

(
1+

y2

y1

)
≥ 0

because t1 ≥ 0. Indeed, t1(s) is continuous on [c, 1], where c is the root of the cup and B ′′y2 y2
= t ′1s ′y2

≤ 0;
therefore, because of the fact s ′y2

> 0, it suffices to check that t1(1)≥ 0, which follows from the inequality

t1(1)= f ′(1)− t2(1)g′(1)= f ′(1) > 0.

Domain of linearity Ang(s0). This is the domain that consists of the triangle ABC with A= (−1, g(−1)),
B= (s0, g(s0)) and C = (−1, h(s0)) if s0< yp, and the infinite domain of linearity, which is of rectangular
type and which lies between the chords AB, BC ′, where C ′= (s0,+∞), and AC ′′, where C ′′= (−1,+∞)
(see Figure 11).

Suppose the points (y2/y1, y3/y p
1 ) belong to the interior of Ang(s0). Then the gradient function t (s)

of B is constant, and, moreover, s(y2/y1, y3/y p
1 ) is constant. The fact that the determinant of the Hessian

is zero in the domain of linearity (note that s ′y3
= 0) implies that we only need to check N ′′y1 y1

< 0. The
equality (56) implies

N ′′y1 y1
= (p−1)y p−2

1

(
p f +

y2

y1
t1(p−2)− ps0t1− pgt2

)
≤ (p−1)y p−2

1 (p f − ps0t1− pgt2−t1(p−2))=0.

The last equality follows from (48). The above inequality turns into an equality if and only if y2/y1 = s0;
this is the boundary point of Ang(s0).
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Domain of vertical segments. On the vertical segments, the determinant of the Hessian is zero (for
example, because the vertical segment is a vertical segment in all directions) and B ′′y3 y3

= 0; therefore, we
must check that N ′′y1 y1

≤ 0. We note that s(y2, y3)= y2, so

N ′′y1 y1
= y p−2

1 ×
[
(p− 1)(p f + st1(p− 2)− pst1− pgt2)− s(p f ′− t ′1s− t1 p− pg′t2)

]
.

However, from (12) we have p f ′− t1 p− pg′t2 = 0; therefore,

N ′′y1 y1
= y p−2

1 ×[(p− 1)(p f − 2st1− pgt2)+ s2t ′1].

The condition t ′1 ≤ 0 implies that it is sufficient to show p f − 2st1− pgt2 ≤ 0. We use (12), and we find
t1 = f ′− g′t2. Hence,

p f − 2st1− pgt2 = p f − gpt2− 2s( f ′− g′t2)= p f − 2s f ′− t2(gp− 2sg′).

Note that gp − 2sg′ ≥ 0 (because s ≥ 0 and g′ ≤ 0). From (12) and the fact that on the vertical
segments t2 is constant (see the expression for t2 in Lemma 13 and note that cos θ(s)= 0), it follows that
0≥ t ′1 = f ′′− g′′t2; therefore, we have t2 ≥ f ′′/g′′. Therefore,

p f − 2s f ′− t2(gp− 2sg′)≤ p f − 2s f ′−
f ′′

g′′
(gp− 2sg′).

Now we recall the values (41), (40), and after direct calculations we obtain

p f − 2s f ′−
f ′′

g′′
(gp− 2sg′)=

f (1− s2)p(p− 2)(τ 2(1+ s)2+ (1− s)2+ 2τ 2(1− s2))

(p− 1)((1+ s)2+ τ 2(1− s)2)2
≤ 0.

Domain of the cup �
(
2cup((c, s0], g)

)
. The condition that N ′′y3 y3

is strictly negative in the cup implies
that we only need to show st2+ gt3− f + (y2/y1)t1(2/p− 1) ≥ 0, where s = s(y2/y1, y3/y p

1 ) and the
points y = (y2/y1, y3/y p

1 ) lie in the cup. Without loss of generality we can assume that y1 = 1. Therefore
it suffices to show that st2+ gt3− f + y2t1(2/p− 1)≥ 0, where y = (y2, y3) ∈�

(
2cup((c, s0], g)

)
. On

a segment with the fixed endpoint (s, g(s)) the expressions s, t1, g(s), t2 and f (s) are constant, so the
expression st1+gt2− f + y2t1(2/p−1) is linear with respect to y2 on each segment of the cup. Therefore,
the worst case appears when y2 = a(s) (it is the left end — an abscissa — of the given segment). This
is true because t1 ≥ 0 (as was already shown) and (2/p− 1) ≥ 0. So, as a result, we derive that it is
sufficient to prove the inequality

st1+ gt2− f + a(s)t1 ·
(

2
p
− 1

)
= t1(s− a(s))+ gt2− f +

2a(s)
p

t1 ≥ 0. (58)

We use the identity (14) at the point y =
(
a(s), g(a(s))

)
, and we find that

t1(s− a(s))+ gt2− f = g(a(s))t2− f (a(s)).

We substitute this expression into (58), then we get that it suffices to prove the inequality

g(a(s))t2− f (a(s))+
2a(s)

p
t1 ≥ 0. (59)
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We differentiate the condition B
(
a(s), g(a(s))

)
= f (s) with respect to s. Then we find the expression

for t1(s), namely t1(s)= f ′(a(s))− t2(s)g′(a(s)). After substituting this expression into (59) we obtain
that

g(a(s))t2− f (a(s))+
2a(s)

p
t1 =

1+ z
g′(z)

(
(z− 1)(τ 2

+ 1) f (z)
((1+ z)2+ τ 2(1− z)2)g′(z)

− t2(s)
)
,

where z = a(s). So it suffices to show that

(z− 1)(τ 2
+ 1) f (z)

((1+ z)2+ τ 2(1− z)2)g′(z)
− t2(s)≤ 0 (60)

because g′ is negative. We are going to show that it is sufficient to check the condition (60) at the
point z =−1. Indeed, note that (t2)′z ≥ 0 on [−1, c], where c is the root of the cup, and also note that(

(z− 1)(τ 2
+ 1) f

((1+ z)2+ τ 2(1− z)2)g′

)′
z
=
τ 2
+ 1
p

(p− 2)(1− z)−(p−1)
[(1+ z)2+ τ 2(1− z)2]p/2−22(1+ z)≤ 0.

The condition (60) at the point z =−1 turns into the condition

t2(s0)−
τ p−2(τ 2

+ 1)
p

≥ 0.

Now we recall (27) and t2(s0)= ( f ′(−1)− f ′(s0)/(g′(−1)− g′(s0)); therefore, we have

t2(s0)−
τ p−2(τ 2

+ 1)
p

≥
f ′′(−1)
g′′(−1)

−
τ p−2(τ 2

+ 1)
p

=
τ p(p− 1)2+ τ p−2

p(p− 1)
> 0.

Thus we finish this section with the following remark:

Remark 38. We still have to check the cases when the points (y2/y1, y3/y p
1 ) belong to the boundary of

Ang(s0) and the vertical rays y2 =±1 in �3. The reader can easily see that, in this case, the concavity
of N follows from the observation that N ∈ C1(�1). Symmetry of N covers the rest of the cases when
(y2/y1, y3/y p

1 ) /∈�3.

Thus we have constructed the candidate N .

5. Sharp constants via foliation

5.1. Main theorem. We remind the reader the definition of the functions u(z), g(s) and f (s) (see (44),
(39) and (40)), the value yp =−1+2/p and the definition of the function a(s) (see Lemma 28, Lemma 31
and Remark 33).

Theorem 39. Let 1< p< 2, let G be the martingale transform of F and let |EG| ≤ β|EF |. Set β ′= β−1
β+1

.

(i) If u(1/(p− 1))≤ 0 then

E(τ 2 F2
+G2)p/2

≤

(
τ 2
+max

{
β,

1
p− 1

}2)p
2

E|F |p. (61)

(ii) If u(1/(p− 1)) > 0 then
E(τ 2 F2

+G2)p/2
≤ C(β ′)E|F |p,
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where C(β ′) is continuous, nondecreasing, and is defined by

C(β ′) def
=



(τ 2
+β2)p/2 if β ′ ≥ s∗,

τ p
(

1−
22−p(1− s0)

p−1

(τ 2+ 1)(p− 1)(1− s0)+ 2(2− p)

)−1

if β ′ ≤−1+ 2/p,

f ′(s1)− f ′(a(s1))

g′(s1)− g′(a(s1))
if R(s1, β

′)= 0 for s1 ∈ (β
′, s0),

where s0 ∈ (−1+2/p, 1) is the solution of the equation u((1+ s0)/(1− s0))= 0, and the function R(s, z)
is defined as follows:

R(s, z) def
= − f (s)−

f ′(a(s))g′(s)− f ′(s)g′(a(s))
g′(s)− g′(a(s))

(z− s)+
f ′(s)− f ′(a(s))
g′(s)− g′(a(s))

g(s)

for z ∈ [−1+ 2/p, s∗], s ∈ [z, s0]. The value s∗ ∈ [−1+ 2/p, s0] is the solution of the equation

f ′(s∗)− f ′(a(s∗))
g′(s∗)− g′(a(s∗))

=
f (s∗)
g(s∗)

. (62)

Proof. Before we investigate some of the cases mentioned in the theorem, we should make the following
observation. The inequality (61) can be restated as follows:

H(x1, x2, x3)≤ Cx3, (63)

where H is defined by (5) and x1 = EF , x2 = EG, x3 = E|F |p. In order to derive the estimate (61), we
have to find the sharp C in (63). Because of the property (30), we can assume that both of the values x1, x2

are nonnegative. So, the nonnegativity of x1, x2 and the condition |EG| ≤ β|EF | can be reformulated as

−
x1+ x2

2
≤

x2− x1

2
≤
β − 1
β + 1

·
x1+ x2

2
. (64)

The condition (64) with (63) in terms of the function N and the variables y1, y2, y3 means that we have
to find the sharp C such that

N (y1, y2, y3)≤ Cy3 for − y1 ≤ y2 ≤
β − 1
β + 1

y1, y ∈�2.

Because of (38), the above condition can be reformulated as

B(y2, y3)≤ Cy3 for − 1≤ y2 ≤
β − 1
β + 1

, y3 ≥ g(y2), (65)

where B(y2, y3)=N (1, y2, y3). So our aim is to find the sharp C , or in other words the value supy1,y2
B/y3,

where the supremum is taken from the domain mentioned in (65). Note that the quantity B(y2, y3)/y3

increases with respect to the variable y2. Indeed, (B(y2, y3)/y3)
′
y2
= t1(s(y))/y3, where the function t1(s)

is nonnegative on [c0, 1] (see the end of the proof of the concavity condition in the domain �(2[s0, yp])).
Note that, as we increase the value y2, the range of y3 also increases. This means that the supremum of
the expression B/y3 is attained on the subdomain where y2 = (β − 1)/(β + 1). It is worth mentioning



INEQUALITY FOR BURKHOLDER’S MARTINGALE TRANSFORM 795

that, since the quantity (β− 1)/(β+ 1) ∈ [−1, 1] increases as β increases and because of the observation
made above, we see that the value C increases as β ′ increases.

5.2. The case yp ≤ s0. We are going to investigate the simple case (i). Remark 36 implies that s0 ≤ yp;
in other words, the foliation of vertical segments is 2([yp, 1], g), where the value θ(s) on [yp, 1] is equal
to π/2. This means that t2(s) is constant on [yp, 1] (see Lemma 13), and it is equal to f (yp)/g(yp)=

(τ 2
+ 1/(p− 1)2)p/2 (see (49)).

If (β − 1)/(β + 1)≥ yp, or equivalently β ≥ 1/(p− 1), then the function B on the vertical segment
with the endpoint (β ′, g(β ′)), where (β − 1)/(β + 1)= β ′ ∈ [yp, 1), has the expression (see (14))

B(β ′, y3)= f (β ′)+
f (yp)

g(yp)
(y3− g(β ′)), y3 ≥ g(β ′).

Therefore,
B(β ′, y3)

y3
=

f (yp)

g(yp)
+

g(β ′)
y3

(
f (β ′)
g(β ′)

−
f (yp)

g(yp)

)
, y3 ≥ g(β ′). (66)

The expression f (s)/g(s) is strictly increasing on (−1, 1); therefore, (66) attains its maximal value at
the point y3 = g(β ′). Thus, we have

B(y2, y3)

y3
≤

B(β ′, y3)

y3
≤

B(β ′, g(β ′))
g(β ′)

=
f (β ′)
g(β ′)

= (τ 2
+β2)p/2 for − 1≤ y2 ≤ β

′, y3 ≥ g(y2).

If (β − 1)/(β + 1) < yp, or equivalently β < 1/(p− 1), then we can achieve the value for C which
was achieved at the moment β = 1/(p− 1), and, since the function C = C(β ′) increases as β ′ increases,
this value will be the best. Indeed, it suffices to look at the foliation (see Figure 10). For any fixed y2 we
send y3 to +∞, and we obtain that

lim
y3→∞

B(y2, y3)

y3
= lim

y3→∞

f (s)+ t1(s)(y2− s)+ t2(s)(y3− g(s))
y3

= lim
y3→∞

t2(s(y))= t2(yp)=

(
τ 2
+

1
(p− 1)2

)p
2
.

5.3. The case yp > s0. As was already mentioned, the condition in case (ii) is equivalent to the inequality
s0 > yp (see Remark 36). This means that the foliation of the vertical segments is 2([s0, 1], g) (see
Figure 11). We know that C(β ′) is increasing. We recall that we are going to maximize the function
B(y2, y3)/y3 on the domain in (65). It was already mentioned that we can require y2= (β−1)/(β+1)=β ′.
For such fixed y2=β

′
∈ [−1, 1], we are going to investigate the monotonicity of the function B(β ′, y3)/y3.

We consider several cases. Let β ′ ≥ s0. We differentiate the function B(β ′, y3)/y3 with respect to y3, and
we use the expression (14) for B to obtain that

∂

∂y3

(
B(β ′, y3)

y3

)
=

t2(β ′)y3− B(β ′, y3)

y2
3

=
− f (β ′)+ t2(β ′)g(β ′)

y2
3

.
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Recall that t2(s)= t2(s0) for s ∈ [s0, 1]; therefore, direct calculations imply

t2(β ′)=
f (s0)− (s0− yp) f ′(s0)

g(s0)− (s0− yp)g′(s0)
<

f (s0)

g(s0)
≤

f (β ′)
g(β ′)

, β ′ ≥ s0.

This implies that

C(β ′)= sup
y3≥g(β ′)

B(β ′, y3)

y3
=

B(β ′, y3)

y3

∣∣∣∣
y3=g(β ′)

=
f (β ′)
g(β ′)

= (τ 2
+β2)p/2.

Now we consider the case β ′ < s0. For each point y = (β ′, y3) that belongs to the line y2 = β
′, there

exists a segment `(y) ∈2((c, s0], g) with the endpoint (s, g(s)), where s ∈ [max{β ′, a(β ′)}, s0]. If the
point y belongs to the domain of linearity Ang(s0), then we can choose the value s0 and consider any
segment with the endpoints y and (s0, g(s0)), which surely belongs to the domain of linearity. The reader
can easily see that as we increase the value y3 the value s increases as well. So,

∂

∂y3

(
B(β ′, y3)

y3

)
=

t2(s)y3− B(β ′, y3)

y2
3

=
− f (s)− t1(s)(β ′− s)+ t2(s)g(s)

y2
3

.

Our aim is to investigate the sign of the expression − f (s)− t1(s)(β ′− s)+ t2(s)g(s) as we vary the
value y3 ∈ [g(β ′),+∞). Without loss of generality, we can forget about the variable y3, and we can vary
only the value s on the interval [max{α(β ′), β ′}, s0].

We consider the function R(s, z) def
= − f (s)− t1(s)(z− s)+ t2(s)g(s) with the domain −1≤ z ≤ s0 and

s ∈ [max{α(z), z}, s0] (see Figure 12). As we have already seen, R(s0, s0) < 0. Note that R(s0,−1) > 0.
Indeed, R(s0,−1)= t2(s0)g(−1)− f (−1). This equality follows from the fact that

f (s0)− f (−1)= t1(s0)(s0+ 1)+ t2(s0)(g(s0)− g(−1)),

which is a consequence of Lemma 29. So, (51) and (27) imply

t2(s0)=
f ′(−1)− f ′(s0)

g′(−1)− g′(s0)
>

f ′′(−1)
g′′(−1)

≥
f (−1)
g(−1)

.

The function R(z, s0) is linear with respect to z. So, on the interval [−1, s0], it has the root yp =−1+2/p.
Indeed,

− f (s0)+ t2(s0)g(s0)+ t1(s0)s0

t1(s0)
= yp.

The last equality follows from (51), (53) and (12). We need a few more properties of the function R(s, z).
For each fixed z, the function R(s, z) is nonincreasing on [max{α(z), z}, s0]. Indeed,

R′s(s, z)=− f ′(s)− t ′1(s)(z− s)+ t1(s)+ t ′2(s)g(s)+ t2(s)g(s). (67)

We take into account the condition (12), so the expression (67) simplifies to

R′s(s, z)= t ′2(s)g(s)+ t ′1(s)(s− z).

We remind the reader of the equality (11) and the fact that t ′2(s)≤ 0. Therefore, we have R′s(s, z)= y3t ′2(s),
where y3 = y3(s) > 0. Thus we see that R(s, β ′)≥ 0 for β ′ ≤ yp.
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So, if the function R( · , z) at the right end on its domain [max{α(z), z}, s0] is positive, this will mean
that the function B/y3 is increasing; hence, the constant C(β ′) will be equal to

C(β ′)= lim
y3→∞

B(z, y3)

y3
= t2(s0)=

f ′(−1)− f ′(s0)

g′(−1)− g′(s0)

(this follows from (51) and the structure of the foliation). Since u((1+ s0)/(1− s0))= 0 and given (52),
direct computations show that

f ′(−1)− f ′(s0)

g′(−1)− g′(s0)
= τ p

(
1−

22−p(1− s0)
p−1

(τ 2+ 1)(p− 1)(1− s0)+ 2(2− p)

)−1

. (68)

So it follows that, if β ′ ≤ yp, then (68) is the value of C(β ′).
If the function R( · , z) on the left end of its domain is nonpositive, this will mean that the function

B/y3 is decreasing, so the sharp constant will be the value of the function B(z, y3)/y3 at the left end of
its domain:

C(β ′)=
B(z, y3)

y3

∣∣∣∣
y3=g(z)

=
f (z)
g(z)
= (τ 2

+β2)p/2. (69)

We recall that c is the root of the cup and c< yp (see Remark 34). We will show that the function R(z, s)
is decreasing on the boundary s = z for s ∈ (yp, s0]. Indeed, (12) implies

(R(s, s))′s =− f ′(s)+ t ′2(s)g(s)+ t2(s)g′(s)=−t1(s)+ t ′2(s)g(s) < 0.

The last inequality follows from the fact that t ′2(s) ≤ 0 and t1(s) > 0 on (c, 1]. Surely R(yp, yp) >

R(s0, yp)=0, and we recall that R(s0, s0)<0, so there exists a unique s∗∈[yp, s0] such that R(s∗, s∗)=0.
This is equivalent to (62). So it is clear that R(z, z)≤ 0 for z ∈ [s∗, s0]. Therefore, C(β ′) has the value
(69) for β ′ ≥ s∗.

The only case that remains is when β ′ ∈ [yp, s∗]. We know that R(z, z) ≥ 0 for z ∈ [yp, s∗] and
R(s0, z)≤ 0 for z ∈ [yp, s∗]. The fact that, for each fixed z, the function R(s, z) is decreasing implies the
following: for each z ∈ [yp, s∗], there exists a unique s1(z) ∈ [z, s0] such that R(z, s1(z))= 0. Therefore,
for β ′ ∈ [yp, s∗] we have

C(β ′)=
B
(
β ′, y3(s1(β

′))
)

y3(s1(β ′))
, (70)

where the value s1(β
′) is the root of the equation R(s1(β

′), β ′)= 0. Recall that

R(s1(β
′), β ′)= t2(s1)y3(s1)− B(β ′, y3(s1))=− f (s1)− t1(s1)(β

′
− s1)+ t2(s1)g(s1). (71)

So the expression (70) takes the form

C(β ′)= t2(s1)=
f ′(s1)− f ′(a(s1))

g′(s1)− g′(a(s1))
.
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Finally, we remind the reader that

t2(s)=
f ′(s)− f ′(a(s))
g′(s)− g′(a(s))

,

t1(s)=
f ′(a(s))g′(s)− f ′(s)g′(a(s))

g′(s)− g′(a(s))

for s ∈ (c, s0], and we finish the proof of the theorem. �

6. Extremizers via foliation

We set 9(F,G) = E(G2
+ τ 2 F2)2/p. Let N be the candidate that we have constructed in Section 4

(see (54)). We define the candidate B for the Bellman function H (see (5)) as follows:

B(x1, x2, x3)= N
(

x1+ x2

2
,

x2− x1

2
, x3

)
, (x1, x2, x3) ∈�.

We want to show that B = H . We already know that B ≥ H (see Proposition 9). So, it remains to show
that B ≤ H . We are going to do this as follows: for each point x ∈� and any ε > 0, we are going to find
an admissible pair (F,G) such that

9(F,G) > B(x)− ε. (72)

Up to the end of the current section, we are going to work with the coordinates (y1, y2, y3) (see (33)). It
will be convenient for us to redefine the notion of admissibility of a pair.

Definition 40. We say that a pair (F,G) is admissible for the point (y1, y2, y3)∈�1 if G is the martingale
transform of F and E(F,G, |F |p)= (y1− y2, y1+ y2, y3).

So, in this case, the condition (72) in terms of the function N takes the following form: for any
point y ∈�1 and for any ε > 0, we are going to find an admissible pair (F,G) for the point y such that

9(F,G) > N ( y)− ε. (73)

We formulate the following obvious observations:

Lemma 41. (1) A pair (F,G) is admissible for the point y = (y1, y2, y3) if and only if (F̃, G̃) =
(±F,∓G) is admissible for the point ỹ = (∓y2,∓y1, y3); moreover, 9(F̃, G̃)=9(F,G).

(2) A pair (F,G) is admissible for the point y = (y1, y2, y3) if and only if (F̃, G̃) = (λF, λG)
(where λ 6= 0) is admissible for the point ỹ= (λy1, λy2, |λ|

p y3); moreover, 9(F̃, G̃)= |λ|p9(F,G).

Definition 42. The pair of functions (F,G) is called an ε-extremizer for the point y ∈�1 if (F,G) is
admissible for the point y and 9(F,G) > N ( y)− ε.

Lemma 41, homogeneity, and the symmetry of N imply that we only need to check (73) for the
points y ∈�1 where y1 = 1 and (y2, y3) ∈�3. In other words, we show that 9(F,G) > B(y2, y3)− ε

for some admissible pair (F,G) for the point (1, y2, y3), where (y2, y3) ∈�3. Further, instead of saying
that (F,G) is an admissible pair (or ε-extremizer) for the point (1, y2, y3) we just say that it is an
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Figure 12. The domain of R(s, z).

admissible pair (or an ε-extremizer) for the point (y2, y3). So we only have to construct ε-extremizers in
the domain �3.

It is worth mentioning that we construct ε-extremizers (F,G) such that G will be the martingale
transform of F with respect to some filtration other than dyadic. The reader can find a detailed explanation
on how to pass from one filtration to another in [Slavin and Vasyunin 2011].

We need a few more observations. For α ∈ (0, 1), we define the α-concatenation of the pairs (F,G)
and (F̃, G̃) as follows:

(F • F̃,G • G̃)α(x)=
{
(F,G)(x/α) if x ∈ [0, α],
(F̃, G̃)((x −α)/(1−α)) if x ∈ [α, 1].

Clearly, 9((F • F̃,G • G̃)α(x))= α9(F,G)+ (1−α)9(F̃, G̃).

Definition 43. Any domain of the type �1 ∩ {y1 = A}, where A is some real number, is said to be a
positive domain. Any domain of the type �1 ∩ {y2 = B}, where B is some real number, is said to be a
negative domain.

The following lemma is obvious:

Lemma 44. If (F,G) is an admissible pair for a point y and (F̃, G̃) is an admissible pair for a point ỹ
such that either of the following is true: y, ỹ belong to a positive domain, or y, ỹ belong to a negative
domain, then (F • F̃,G • G̃)α is an admissible pair for the point α y+ (1−α) ỹ.

Let (F,G) be an admissible pair for a point y, and let (F̃, G̃) be an admissible pair for a point ỹ.
Let ŷ be a point which belongs to the chord joining the points y and ỹ.

Remark 45. It is clear that, if (F+,G+) is admissible for a point (y+2 , y+3 ) and (F−,G−) is admissible
for a point (y−2 , y−3 ), then an α-concatenation of these pairs is admissible for the point (y2, y3) =

α · (y+2 , y+3 )+ (1−α) · (y
−

2 , y−3 ).
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Now we are ready to construct ε-extremizers in �3. The main idea is that these functions 9 and B
are very similar: they obey almost the same properties. Moreover, foliation plays a crucial role in the
contraction of ε-extremizers.

6.1. The case s0 ≤ yp. We want to find ε-extremizers for the points in �3.

Extremizers in the domain �
(
2cup((c, s0], g)

)
. Pick any y = (y2, y3) ∈�(2cup((c, s0], g)). Then there

exists a segment `(y) ∈ 2cup((c, s0], g). Let y+ = (s, g(s)) and y− = (a(s), g(a(s)) be the endpoints
of `(y) in �3. We know ε-extremizers at these points y+, y−. Indeed, we can take the ε-extremizers
(F+,G+)= (1− s, 1+ s) and (F−,G−)= (1− a(s), 1+ a(s)) (i.e., constant functions). Consider an
α-concatenation (F+ • F−,G+ •G−)α, where α is chosen so that y = αy++ (1−α)y−. We have

9[(F+•F−,G+•G−)α]=α9(F+,G+)+(1−α)9(F−1,G−)>αB(y+)+(1−α)B(y−)−ε= B(y)−ε.

The last equality follows from the linearity of B on `(y).

Extremizers on the vertical line (−1, y3), y3 ≥ h(s0). Now we are going to find ε-extremizers for the
points (−1, y3), where y3 ≥ h(s0). We use a similar idea to one mentioned in [Vasyunin and Volberg
2010] (see the proof of Lemma 3). We define the functions (F,G) recursively:

G(t)=


−w if 0≤ t < ε,

γ · g
(

t − ε
1− 2ε

)
if ε ≤ t ≤ 1− ε,

w if 1− ε < t ≤ 1,

F(t)=


d− if 0≤ t < ε,

γ · f
(

t − ε
1− 2ε

)
if ε ≤ t ≤ 1− ε,

d+ if 1− ε < t ≤ 1,

where the nonnegative constants w, d−, d+ and γ will be obtained from the requirement E(F,G, |F |p)=
(2, 0, y3) and the fact that G is the martingale transform of F . Surely 〈G〉

[0,1] = 0. The condition
〈F〉

[0,1] = 2 means that

(d−+ d+)ε+ 2γ (1− 2ε)= 2. (74)

The condition 〈|F |p〉
[0,1] = y3 implies that

y3 =
ε(d p
++ d p

−)

1− (1− 2ε)γ p . (75)

Now we use the condition |F0− F1| = |G0−G1|. In the first step we split the interval [0, 1] at the point ε
with the requirement F0− F1 = G0−G1, from which we obtain w = 2− d−. In the second step we split
at the point 1− ε with the requirement F1− F2 = G2−G1, obtaining w = 2γ − d+. From these two
conditions we obtain d−+ d+ = 2(1+ γ )− 2w, and by substituting in (74) we find

γ = 1+
εw

1− ε
.
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Now we investigate what happens as ε tends to zero. Our aim will be to focus on the limit value
limε→0w = w0. We have 1− (1− 2ε)γ p

≈ ε(2−wp). So (75) becomes

y3 =
ε(d p
++ d p

−)

1− (1− 2ε)γ p →
2(2−w0)

p

2−w0 p
. (76)

Note that, for w0 = 1+ s, equation (76) is the same as (47). By direct calculations we see that as ε→ 0
we have

〈(G2
+ τ 2 F2)p/2

〉
[0,1] =

ε[(w2
+ τ 2d2

−
)p/2
+ (w2

+ τ 2d2
+
)p/2
]

1− (1− 2ε)γ p →
2 f (w0− 1)

2−w0 p
.

Now we are going to calculate the value B(−1, h(s)), where h(s)= y3. From (45) we have

B(−1, h(s))= h(s)t2(s)−
2
p

t1(s).

By using (12) we express t1 via t2; also because of (47) and (50), we have

B(−1, h(s))= h(s)t2(s)−
2
p

t1(s)= h(s)t2−
2
p
( f ′− t2g′)= t2

(
h(s)+

2
p

g′
)
− f ′

2
p

=
f (s)− (s− yp) f ′(s)
g(s)− (s− yp)g′(s)

(
2g

p(yp − s)
+

2
p

g′
)
− f ′

2
p

=
2
p

[
f (s)

yp − s

]
=

2(2−w0)
p

2−w0 p
.

Thus we obtain the desired result

〈(G2
+ τ 2 F2)p/2

〉
[0,1]→ B(−1, y3) as ε→ 0.

Extremizers in the domain �
(
2([s0, yp), g)

)
. Pick any point y = (y2, y3) ∈ �

(
2([s0, yp], g)

)
. Then

there exists a segment `(y) ∈ 2([s0, yp], g). Let y+ and y− be the endpoints of this segment, so that
y+ = (−1, ỹ3) for some ỹ3 ≥ h(s0) and y− = (s̃, g(s̃)) for some s̃ ∈ [yp, s0). We remind the reader
that we know ε-extremizers for the points (s, g(s)), where s ∈ [s0, 1], and we know ε-extremizers on
the vertical line (−1, y3), where y3 ≥ h(s0). Therefore, as in the case of a cup, taking the appropriate
α-concatenation of these ε-extremizers and using the fact that B is linear on `(y), we find an ε-extremizer
at the point y.

Extremizers in the domain Ang(s0). Pick any y = (y1, y2) ∈ Ang(s0). There exist points y+ ∈ `+,
y− ∈ `−, where `+ = `+(s0, g(s0)) ∈ 2([s0, yp), g) and `− = `−(s0, g(s0)) ∈ 2((c, s0], g), such that
y = αy++ (1− α)y− for some α ∈ [0, 1]. We know ε-extremizers at the points y+ and y−. Then by
taking an α-concatenation of these extremizers and using the linearity of B on Ang(s0) we can obtain an
ε-extremizer at the point y.

Extremizers in the domain �
(
2([yp, 1], g)

)
. Finally, we consider the domain of vertical segments

�(2[yp, 1], g). Pick any point y = (y2, y3) ∈ �(2[yp, 1]). Take an arbitrary point y+ = (−1, y+3 ),
where y+3 is sufficiently large such that y= αy++(1−α)y− for some α ∈ (0, 1) and some y−= (y−2 , y−3 )
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with (1, y−2 , y−3 )∈ ∂�1. Surely, y+ and y− belong to a positive domain. The condition (1, y−2 , y−3 )∈ ∂�1

implies that we know an ε-extremizer (F−,G−) at the point y− (these are constant functions). We
also know an ε-extremizer at the point y+. Let (F+ • F−,G+ •G−)α be an α-concatenation of these
extremizers. Then

9[(F+ • F−,G+ •G−)α]> αB(y+)+ (1−α)B(y−)− ε.

Note that the condition y = αy++ (1−α)y− implies that

α =
y3− (y2/y−2 )y

−

3

y+3 + y−3 /y−2
.

Recall that B(y2, g(y2))= f (y2) and B(y+)= f (s)+t1(s)(−1−s)+t2(s)(y+3 −g(s)), where s ∈ [s0, yp]

is such that a segment `(s, g(s)) ∈2([s0, yp), g) has an endpoint y+.
Note that as y+3 →∞ all terms remain bounded; moreover, α→ 0, y−→ (y2, g(y2)) and s→ yp.

This means that

lim
y+3 →∞

αB(y+)+ (1−α)B(y−)− ε = lim
y+3 →∞

t2(s)y+3

(
y3− (y2/y−2 )y

−

3

y+3 + y−3 /y−2

)
+ f (y2)− ε

= t2(yp)(y3− g(y2))+ f (y2)− ε.

We recall that t2(s)= t2(yp) for s ∈ [yp, 1]. Then

B(y)= f (y2)+ t2(s(y))(y3− g(y2))= f (y2)+ t2(yp)(y3− g(y2)).

Thus, if we choose y+3 sufficiently large then we can obtain a 2ε-extremizer for the point y.

6.2. The case s0 > yp. In this case we have s0 ≥ yp (see Figure 11). This case is a little bit more
complicated than the previous one. The construction of ε-extremizers (F,G) will be similar to the one
presented in [Reznikov et al. 2013].

We need a few more definitions.

Definition 46. Let (F,G) be an arbitrary pair of functions. Let (y2, g(y2))∈�3 and let J be a subinterval
of [0, 1]. We define a new pair (F̃, G̃) as follows:

(F̃, G̃)(x)=
{
(F,G)(x) if x ∈ [0, 1] \ J
(1− y2, 1+ y2) if x ∈ J.

We will refer to the new pair (F̃, G̃) as putting the constant (y2, g(y2)) on the interval J for the pair (F,G).

Sometimes we will denote the new pair (F̃, G̃) by the same symbol (F,G).

Definition 47. We say that the pairs (Fα,Gα), (F1−α,G1−α) are obtained from the pair (F,G) by
splitting at the point α ∈ (0, 1) if

(Fα,Gα)= (F,G)(x ·α), x ∈ [0, 1],

(F1−α,G1−α)= (F,G)(x · (1−α)+α), x ∈ [0, 1].
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It is clear that 9(F,G) = α9(Fα,Gα)+ (1− α)9(F1−α,G1−α). Also note that, if (Fα,Gα) and
(F1−α,G1−α) are obtained from the pair (F,G) by splitting at the point α ∈ (0, 1), then (F,G) is an
α-concatenation of the pairs (Fα,Gα) and (F1−α,G1−α). Thus, splitting and concatenation are opposite
operations.

Instead of explicitly presenting an admissible pair (F,G) and showing that it is an ε-extremizer, we
present an algorithm which constructs the admissible pair, and we show that the result is an ε-extremizer.

By the same explanations as in the case s0 ≤ yp, it is enough to construct an ε-extremizer (F,G) on
the vertical line y2 =−1 of the domain �3. Moreover, linearity of B implies that, for any A > 0, it is
enough to construct ε-extremizers for the points (−1, y3), where y3 ≥ A. Pick any point (−1, y3), where
y3 = y(0)3 > g(−1). Linearity of B on Ang(s0) and direct calculations (see (14), (51)) show that

B(−1, y3)= f (−1)+ t3(s0)(y3− g(−1))= f (−1)+ (y3− g(−1))
f ′(−1)− f ′(s0)

g′(−1)− g′(s0)
. (77)

We describe the first iteration. Let (F,G) be an admissible pair for the point (−1, y3), whose explicit
expression will be described during the algorithm. For a pair (F,G), we put a constant (s0, g(s0)) on an
interval [0, ε], where the value ε ∈ (0, 1) will be given later. Thus we obtain a new pair (F,G), which
we denote by the same symbol. We want (F,G) to be an admissible pair for the point (−1, y3). Let the
pairs (Fε,Gε) and (F1−ε,G1−ε) be obtained from the pair (F,G) by splitting at the point ε. It is clear
that (Fε,Gε) is an admissible pair for the point (s0, g(s0)). We want (F1−ε,G1−ε) to be an admissible
pair for the point P = (ỹ2, ỹ3), so that

(−1, y3)= ε(s0, g(s0))+ (1− ε)P. (78)

Therefore we require

P =
(
−1− εs0

1− ε
,

y3− εg(s0)

1− ε

)
. (79)

So we make the following simple observation: if (F1−ε,G1−ε) were an admissible pair for the point P ,
then (F,G) (which is an ε-concatenation of the pairs (1− s0, 1+ s0) and (F1−ε,G1−ε)) would be an
admissible pair for the point (−1, y3). The explanation of this observation is simple: note that the pairs
(F1−ε,G1−ε) and (1− s0, 1+ s0) are admissible pairs for the points P and (s0, g(s0)), which belong to
a positive domain (see (78)); therefore, the rest immediately follows from Lemma 44. So we want to
construct the admissible pair (F1−ε,G1−ε) for the point (79).

We recall Lemma 41, which implies that the pair (F1−ε,G1−ε) is admissible for the point(
1,
−1− εs0

1− ε
,

y3− εg(s0)

1− ε

)
if and only if the pair (F̃, G̃), where (F1−ε,−G1−ε)= (1+ εs0)/(1− ε)(F̃, G̃), is admissible for a point

W =
(

1,
ε− 1

1+ εs0
,

y3− εg(s0)

(1+ εs0)p · (1− ε)
p−1
)
.

So, if we find the admissible pair (F̃, G̃) then we automatically find the admissible pair (F,G).
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Choose ε small enough so that
(
(ε− 1)/(1+ εs0), (y3− εg(s0))/(1+ εs0)

p
· (1− ε)p−1

)
∈�3 and(

ε− 1
1+ εs0

,
y3− εg(s0)

(1+ εs0)p · (1− ε)
p−1
)
= δ(s0, g(s0))+ (1− δ)(−1, y(1)3 )

for some δ ∈ (0, 1) and y(1)3 ≥ g(−1). Then

δ =
ε

1+ εs0
= ε+ O(ε2),

y(1)3 =

(
(y3− εg(s0))/(1+ εs0)

p
)
· (1− ε)p−1

− (ε/(1+ εs0))g(s0)

1− ε/(1+ εs0)

= y3(1− ε(p+ ps0− 2))− 2εg(s0)+ O(ε2). (80)

For the pair (F̃, G̃), we put a constant (s0, g(s0)) on the interval [0, δ]. We split the new pair (F̃, G̃)
at δ, so we get the pairs (F̃δ, G̃δ) and (F̃1−δ, G̃1−δ). We make a similar observation as above. It is
clear that if we know the admissible pair (F̃1−δ, G̃1−δ) for the point (−1, y(1)3 ), then we can obtain an
admissible pair (F̃, G̃) for the point(

ε− 1
1+ εs0

,
y3− εg(s0)

(1+ εs0)p · (1− ε)
p−1
)
.

Surely (F̃, G̃) is a δ-concatenation of the pairs (1− s0, 1+ s0) and (F̃1−δ, G̃1−δ).
We summarize the first iteration. We took ε ∈ (0, 1), and we started from the pair (F (0),G(0))= (F,G),

and after one iteration we came to the pair (F (1),G(1))= (F̃1−δ, G̃1−δ). We showed that, if (F (1),G(1))

is an admissible pair for the point (1, y(1)3 ), then the pair (F (0),G(0)) can be obtained from the pair
(F (1),G(1)); moreover, it is admissible for the point (1, y(0)3 ).

Continuing these iterations, we obtain the sequence of numbers {y( j)
3 }

N
j=0 and the sequence of pairs

{(F ( j),G( j))}Nj=0. Let N be such that y(N )3 ≥ g(−1). It is clear that, if (F (N ),G(N )) is an admissible pair
for the point (−1, y(N )3 ), then the pairs {(F ( j),G( j))}N−1

j=0 can be determined uniquely, and, moreover,
(F ( j),G( j)) is an admissible pair for the point (−1, y( j)

3 ) for all j = 0, . . . , N − 1.
Note that we can choose sufficiently small ε ∈ (0, 1), and we can find N = N (ε) such that y(N )3 =

g(−1) (see (80), and recall that s0 > yp). In this case the admissible pair (F (N ),G(N )) for the point
(−1, y(N )3 )= (−1, g(−1)) is a constant function, namely, (F (N ),G(N ))= (2, 0). Now we try to find N
in terms of ε, and we try to find the value of 9(F (0),G(0)).

Condition (80) implies that y(1)3 = y(0)3 (1− ε(p + ps0 − 2))− 2εg(s0)+ O(ε2). We denote δ0 =

p+ ps0− 2> 0. Therefore, after the N -th iteration we obtain

y(N )3 = (1− εδ0)
N
(

y(0)3 +
2g(s0)

δ0

)
−

2g(s0)

δ0
+ O(ε).

The requirement y(N )3 = g(−1) implies that

(1− εδ0)
−N
=

y(0)3 + 2g(s0)/δ0

g(−1)+ 2g(s0)/δ0
+ O(ε).



INEQUALITY FOR BURKHOLDER’S MARTINGALE TRANSFORM 805

This implies that lim supε→0 ε · N = lim supε→0 ε · N (ε) <∞. Therefore, we get

eεδ0 N
=

y(0)3 + 2g(s0)/δ0

g(−1)+ 2g(s0)/δ0
+ O(ε). (81)

Also note that

9(F (0),G(0))=9(F,G)= ε9(Fε,Gε)+ (1− ε)9(F1−ε,G1−ε)

= ε f (s0)+ (1− ε)9(F1−ε,G1−ε)= ε f (s0)+ (1− ε)
(

1+ εs0

1− ε

)p

9(F̃, G̃)

= ε f (s0)+ (1− ε)(1− ε)
(

1+ εs0

1− ε

)p

[δ f (s0)+ (1− δ)9(F̃1−δ, G̃1−δ)]

= 2ε f (s0)+ (1+ εδ0)9(F (1),G(1))+ O(ε2).

Therefore, after the N -th iteration (and using the fact that 9(F (N ),G(N ))= f (−1)), we obtain

9(F (0),G(0))= (1+ εδ0)
N
(

f (−1)+
2 f (s0)

δ0

)
−

2 f (s0)

δ0
+ O(ε)

= eεδ0 N
(

f (−1)+
2 f (s0)

δ0

)
−

2 f (s0)

δ0
+ O(ε). (82)

The last equality follows from the fact that lim supε→0 ε · N (ε) <∞.
Therefore (81) and (82) imply that

9(F (0),G(0))=

(
y(0)3 + 2g(s0)/δ0

g(−1)+ 2g(s0)/δ0

)(
f (−1)+

2 f (s0)

δ0

)
−

2 f (s0)

δ0
+ O(ε)

= f (−1)+ (y(0)3 − g(−1))
(

f (−1)+ 2 f (s0)/δ0

g(−1)+ 2g(s0)/δ0

)
+ O(ε).

Now we recall (77). So, if we show that

f (−1)+ 2 f (s0)/δ0

g(−1)+ 2g(s0)/δ0
=

f ′(−1)− f ′(s0)

g′(−1)− g′(s0)
, (83)

then (83) will imply that 9(F (0),G(0))= B(−1, y(0)3 )+ O(ε). So, choosing ε sufficiently small, we can
obtain the extremizer (F (0),G(0)) for the point (−1, y3). Therefore, we need only to prove equality (83). It
will be convenient to use the following notations: set f− = f (−1), f ′

−
= f ′(−1), f = f (s0), f ′ = f ′(s0),

g− = g(−1), g′
−
= g′(−1), g = g(s0) and g′ = g(s0). Then (83) turns into

δ0

2
=

f g′
−
− f g′− f ′

−
g+ f ′g

g′ f−− f ′g−
. (84)

This simplifies into

s0− yp =
2
p
·

f g′
−
− f g′− f ′

−
g+ f ′g

g′ f−− f ′g−
=

f g′
−
− f g′− f ′

−
g+ f ′g

−g′ f ′−+ f ′g′−
,

which is true by (53).
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CLASSIFICATION OF BLOWUP LIMITS FOR SU(3) SINGULAR TODA SYSTEMS

CHANG-SHOU LIN, JUN-CHENG WEI AND LEI ZHANG

For singular SU(3) Toda systems, we prove that the limit of energy concentration is a finite set. In addition,
for fully bubbling solutions we use a Pohozaev identity to prove a uniform estimate. Our results extend
previous results of Jost, Lin and Wang on regular SU(3) Toda systems.

1. Introduction

Systems of elliptic equations in two-dimensional space with exponential nonlinearity are very commonly
observed in physics, geometry, chemistry and biology. In this article we consider the following general
system of equations defined in R2:

1ui +
∑
j∈I

ai j h j eu j = 4πγiδ0 in B1 ⊂ R2 for i ∈ I, (1-1)

where I ={1, . . . , n}, B1 is the unit ball in R2, h1, . . . , hn are smooth functions, A= (ai j )n×n is a constant
matrix, γi > −1 and δ0 is the Dirac mass at 0. If n = 1 and a11 = 1, the system (1-1) is reduced to a
single Liouville equation, which has vast background in conformal geometry and physics. The general
system (1-1) is used for many models in different disciplines of science. If the coefficient matrix A is
nonnegative, symmetric and irreducible, (1-1) is called a Liouville system and is related to models in
the theory of chemotaxis [Childress and Percus 1981; Keller and Segel 1971], in the physics of charged
particle beams [Bennet 1934; Debye and Huckel 1923; Kiessling and Lebowitz 1994] and in the theory
of semiconductors [Mock 1975]; see [Chanillo and Kiessling 1995; Chipot et al. 1997; Lin and Zhang
2010] and the references therein for more applications of Liouville systems. If A is the Cartan matrix

An =



2 −1 0 0 · · · 0
−1 2 −1 0 · · · 0

0 −1 2 −1
. . .

...
...
. . .

. . .
. . .

. . . 0
0 · · · 0 −1 2 −1
0 · · · 0 0 −1 2


,

the system (1-1) is called an SU(n+1) Toda system (which has n equations) and is related to the nonabelian
gauge in Chern–Simons theory; see [Dunne et al. 1991; Dunne 1995; Ganoulis et al. 1982; Leznov
1980; Leznov and Saveliev 1992; Malchiodi and Ndiaye 2007; Malchiodi and Ruiz 2013; Mansfield

MSC2010: primary 35J60; secondary 35J55.
Keywords: SU(n+ 1)-Toda system, asymptotic analysis, a priori estimate, classification theorem, topological degree, blowup

solutions.
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1982; Nolasco and Tarantello 1999; 2000; Yang 1997; 2001] and the references therein. There are also
many works on the relationship between SU(n+ 1) Toda systems and holomorphic curves in CPn , the
flat SU(n+ 1) connection, complete integrability and harmonic sequences; see [Bolton and Woodward
1997; Bolton et al. 1988; Calabi 1953; Chern and Wolfson 1987; Doliwa 1997; Guest 1997; Leznov and
Saveliev 1992; Lin et al. 2012a] for references.

After decades of extensive study, many important questions related to the scalar Liouville equation are
answered and the behavior of blowup solutions is well understood (see [Bartolucci and Tarantello 2002a;
2002b; Bartolucci and Malchiodi 2013; Chen and Lin 2002; 2003] for related discussions). However,
the understanding of blowup solutions to the more general systems (1-1) is far from complete. In recent
years, much progress has been made on more general systems and we only mention a few works related
to the topic of the current article. First, Lin and Zhang [2010; 2011] completed a degree-counting project
for Liouville systems defined on Riemann surfaces. Second, for regular SU(3) Toda systems (which have
two equations), Jost, Lin and Wang [Jost et al. 2006] proved some uniform estimates for fully bubbling
solutions (see Section 4 for the definition) using holonomy theory. Later, Lin, Wei and Zhao [Lin et al.
2012b] improved the estimate of [Jost et al. 2006] to the sharp form using the nondegeneracy of the
global SU(3) solutions, which was established by Lin, Wei and Ye [Lin et al. 2012a] among other things.

In this article we mainly focus on the asymptotic behavior of blowup solutions of (1-1) and the weak
limit of energy concentration for SU(n+ 1) Toda systems. More specifically, let uk

= (uk
1, . . . , uk

n) be a
sequence of solutions

1uk
i +

n∑
j=1

ai j hk
j e

uk
j = 4πγ k

i δ0 in B1, i = 1, . . . , n, (1-2)

with 0 being its only possible blowup point in B1:

max
KbB1\{0}

uk
i ≤ C(K ). (1-3)

Since the right-hand side of (1-2) is a Dirac mass, we define the regular part of uk
i to be

ũk
i (x)= uk

i (x)− 2γ k
i log |x |, x ∈ B1, i = 1, . . . , n. (1-4)

Then uk
= (uk

1, . . . , uk
n) is called a sequence of blowup solutions if maxi maxx∈B1 ũk

i →∞.
We assume that γ k

i → γi >−1, that hk
1, . . . , hk

n are positive smooth functions with a uniform bound
on their C3 norm:

1
C
≤ hk

i ≤ C, ‖hk
i ‖C3(B1) ≤ C in B1, γ k

i → γi >−1 for all i ∈ I ; (1-5)

and we suppose that there is a uniform bound on the oscillation of uk
i on ∂B1 and its energy,

∫
B1

hk
i euk

i :

|uk
i (x)− uk

i (y)| ≤ C for all x, y ∈ ∂B1,

∫
B1

hk
i euk

i ≤ C, i ∈ I, (1-6)

where C is independent of k.
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Note that the oscillation finiteness assumption in (1-6) is natural and generally satisfied in most
applications. The energy bound in (1-6) is also natural for a system or equation defined in two-dimensional
space.

If A = A2, (1-2) describes SU(3) with sources. Our first main theorem is concerned with the energy
limits of solutions to singular SU(3) Toda systems.

Given any δ > 0, uk has no blowup point in B1 \ Bδ (in this article we use B(x, r) to denote a ball
centered at x with radius r and use Br to denote B(0, r)). Thus we are interested in the following limit:

σi = lim
δ→0

lim
k→∞

1
2π

∫
Bδ

hk
i euk

i , i = 1, 2. (1-7)

Since, for each δ > 0,
∫

Bδ
hk

i euk
i is uniformly bounded, the limk→∞ in (1-7) is understood as the limit of a

subsequence of uk . For convenience we don’t distinguish uk and its subsequences in this article.
Let

µi = 1+ γi , i = 1, 2,

and let
0 = {(σ1, σ2) : σ1, σ2 ≥ 0, σ 2

1 − σ1σ2+ σ
2
2 = 2µ1σ1+ 2µ2σ2}

be a quadratic curve in the first quadrant. It is easy to see that 0 is contained in the box[
0, 4

3µ1+
2
3µ2+

4
3

√
µ2

1+µ1µ2+µ
2
2
]
×
[
0, 2

3µ1+
4
3µ2+

4
3

√
µ2

1+µ1µ2+µ
2
2
]
.

In Definition 1.1 below we shall define a finite set on 0. In order to describe the relative positions of
points, we say (c, d) is in the upper right part of (a, b) if c ≥ a and d ≥ b.

Definition 1.1. It is easy to verify that the following six points are on 0:

(0, 0) (2µ1, 0), (0, 2µ2), (2µ1, 2(µ1+µ2)), (2(µ1+µ2), 2µ2), (2(µ1+µ2), 2(µ1+µ2)).

First we let the six points above belong to 6, then we determine other points in 6 as follows: For
(a, b) ∈ 6, intersect 0 with σ1 = a + 2N and σ2 = b+ 2N (N = 0, 1, 2, . . . ) and add the point(s) of
intersection to 6 that belong to the upper right part of (a, b). For each new member (c, d) ∈6 added by
this process, we apply the same procedure based on (c, d) to obtain possible new members.

Theorem 1.2. Let A= A2, hk
i and γ k

i satisfy (1-5). Then, for uk satisfying (1-2), (1-3) and (1-6), we have
(σ1, σ2) ∈6, where σi is defined by (1-7) and 6 is defined as in Definition 1.1.

Remark 1.3. If γ1 = γ2 = 0, the system is a nonsingular SU(3) Toda system. One sees easily that

6 = {(0, 0), (2, 0), (0, 2), (2, 4), (4, 2), (4, 4)}.

Indeed, when the procedure described in Definition 1.1 is applied to any of the six points in 6, no extra
point of intersection can be found. For example if we start from (0, 0) and intersect 0 by lines σ1 = 2N
(N being a nonnegative integer), then we see immediately that the intersection of 0 with σ1 = 2 gives
(2, 0) and (2, 4), which are already in 6. The intersection with σ1 = 4 gives (4, 2) and (4, 4), which also
belong to the six types in 6. There is no intersection between 0 and σ1 = 6. Theorem 1.2 in this special
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case was proved in [Jost et al. 2006]. Recent work of Pistoia, Musso and Wei [Musso et al. 2015] proved
that all six cases for nonsingular SU(3) Toda systems can occur.

Remark 1.4. It is easy to observe that the maximum value of σ1 on 0 is

4
3µ1+

2
3µ2+

4
3

√
µ2

1+µ1µ2+µ
2
2.

The maximum value of σ2 is
2
3µ1+

4
3µ2+

4
3

√
µ2

1+µ1µ2+µ
2
2.

Thus 6 is a finite set. As two special cases, we see that:

(1) If

4
3µ1+

2
3µ2+

4
3

√
µ2

1+µ1µ2+µ
2
2 < 2 and 2

3µ1+
4
3µ2+

4
3

√
µ2

1+µ1µ2+µ
2
2 < 2

then there are only six points in 6:

6 =
{
(0, 0), (2µ1, 0), (0, 2µ2), (2(µ1+µ2), 2µ2), (2µ1, 2(µ1+µ2)), (2(µ1+µ2), 2(µ1+µ2))

}
.

(2) For γ1 = γ2 = 1, in addition to (0, 0), (4, 0), (0, 4), (4, 8), (8, 4) and (8, 8), 6 has other 14 points.

An earlier version of the current article was posted on the arXiv in March 2013. After that, some work
has been done based on Theorem 1.2 (see [Battaglia and Malchiodi 2014] for example). Theorem 1.2
reflects some essential differences between Toda systems and Liouville systems. Lin et al. [2012a] proved
that all the global solutions of SU(n+ 1) Toda systems can be described by n2

+ 2n parameters and the
energy of global solutions is a discrete set. On the other hand, the global solutions of Liouville systems
all belong to a family of three parameters but their energy forms an (n−1)-dimensional hypersurface
(see [Chipot et al. 1997; Lin and Zhang 2010]). These differences lead to very different approaches in
their respective research. For example, [Lin et al. 2012b] obtained sharp estimates for fully bubbling
solutions (see Section 4 for the definition) of SU(3) Toda systems using the discreteness of energy as a
key ingredient in their proof.

Here we briefly describe the strategy used to prove Theorem 1.2. First we introduce a selection
process suitable for SU(n+ 1) Toda systems. The selection process has been widely used for prescribing
curvature-type equations (see [Li 1995; Chen and Lin 1998], etc) and we modify it to locate the bubbling
area, which is a union of finite disks. In each of the disks, the blowup solutions have roughly the energy
of a global SU(m + 1) Toda system on R2 (with m ≤ n), which is the limit of the blowup solutions
after scaling. If m = n, which means no component is lost after scaling and taking the limit, we say
the sequence of solutions in the disk is fully bubbling, otherwise we call it partially bubbling. Next we
introduce the “group” concept to place bubbling disks according to their relative locations. There are only
finitely many bubbling disks and their relative distances may tend to 0 with very different speed. The
name “group” is used to describe a few disks that are roughly closest to one another and much further from
other disks. Lemma 2.4 is a Harnack-type result that plays an important role in determining the energy
concentration around a group. Suppose there is a circle that surrounds a group and both components of
the blowup solutions have fast decay (see Section 3 for the definition) on the circle. Then a Pohozaev
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identity can be computed on this circle to determine how much energy this group carries. Because of
Lemma 2.4, such a circle can always be found, so the energy within the circle can be determined. Then
we consider the combination of groups by scaling. The relationship among groups is similar to that of
members in a same group. For example, if the distance between two groups is scaled to be 1, the bubbling
disks of one group look like a Dirac mass from afar. We can similarly find circles surrounding groups
that are also suitable for computing Pohozaev identities (i.e., both components of the blowup solutions
have fast decay on these circles). From these Pohozaev identities, we determine how much energy is
contained in each group and all the combinations of groups. One important fact is that one component of
the blowup solutions always has fast decay, even though the other component may not. It is possible for
the first (fast decay) component to turn to a slow decay component as the distance to a group becomes
bigger, but before that happens the second component, which used to be a slow decay component, will
turn to a fast decay component first.

As another application of the Pohozaev identity we establish some uniform estimates for fully bubbling
solutions. These estimates were first obtained by Li [1999] for the scalar Liouville equation without
singularity (using the method of moving planes) and [Bartolucci et al. 2004] for the scalar Liouville
equation with singularity (using the Pohozaev identity and potential analysis). For regular SU(3) Toda
systems, [Jost et al. 2006] established similar estimates using holonomy theory. Our results (Theorem 4.1
and Theorem 4.3) apply to general SU(n+ 1) Toda systems with singularity.

This article is set out as follows. In Section 2 we introduce the selection process mentioned before
and in Section 3 we prove the Pohozaev identity, which is crucial for the proof of Theorem 1.2. In
Section 4 we prove a uniform estimate for fully bubbling solutions (Theorem 4.3 and Theorem 4.1). Then
in Section 5 and Section 6 we finish the proof of Theorem 1.2 according to the strategy mentioned before.

2. A selection process for SU(n+ 1) Toda systems

Clearly in the proof of Theorem 1.2 we can assume 0 to be a blowup point:

max
x∈B1, i∈I

{uk
i − 2γ k

i log |x |} →∞, (2-1)

because otherwise the blowup type is (0, 0). So, from now on throughout the paper, (2-1) is assumed.

Case one: γ k
1 = · · · = γ

k
n = 0.

Proposition 2.1. Let A = (ai j )n×n be the Cartan matrix An , hk
i satisfy (1-5) and uk

= (uk
1, . . . , uk

n) be a
sequence of solutions to (1-2) with γ k

1 = · · · = γ
k
n = 0 such that (1-6) and (1-3) hold. Then there exist finite

sequences of points 6k := {xk
1 , . . . , xk

m} (all xk
j → 0, j = 1, . . . ,m) and positive numbers lk

1, . . . , l
k
m→ 0

such that the following four properties hold:

(1) maxi∈I {uk
i (x

k
j )} =maxB(xk

j ,l
k
j ),i∈I {u

k
i } for all j = 1, . . . ,m.

(2) exp
( 1

2 maxi∈I {uk
i (x

k
j )}
)
lk

j →∞, j = 1, . . . ,m.

(3) There exists C1 > 0 independent of k such that

uk
i (x)+ 2 log dist(x, 6k)≤ C1 for all x ∈ B1, i ∈ I,
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where dist stands for distance.

(4) In each B(xk
j , l

k
j ) let

vk
i (y)= uk

i (εk y+ xk
j )+ 2 log εk, εk = e−Mk/2, Mk =max

i
max

B(xk
j ,l

k
j )

uk
i . (2-2)

Then one of the following two alternatives holds:

(a) The sequence is fully bubbling: along a subsequence, (vk
1, . . . , v

k
n) converges in C2

loc(R
2) to

(v1, . . . , vn) which satisfies

1vi +
∑
j∈I

ai j h j ev j = 0 in R2, i ∈ I,

lim
k→∞

∫
B(xk

j ,l
k
j )

∑
t∈I

ai t hk
t euk

t > 4π, i ∈ I.

(b) I = J1 ∪ J2 ∪ · · · ∪ Jm ∪ N , where J1, J2, . . . , Jm and N are disjoint sets, N 6= ∅ and each
Jt (t = 1, . . . ,m) consists of consecutive indices. For each i ∈ N , vk

j tends to −∞ over any fixed
compact subset of R2. The components of vk

= (vk
1, . . . , v

k
n) corresponding to each Jl (l = 1, . . . ,m)

converge in C2
loc(R

2) to an SU(|Jl | + 1) Toda system, where |Jl | is the number of indices in Jl . For
each i ∈ Jl , we have

lim
k→∞

∫
B(xk

j ,l
k
j )

∑
t∈Jl

ai t hk
t ev

k
t > 4π.

Remark 2.2. In this article we don’t use different notations for sequences and subsequences.

Remark 2.3. For each xk
j ∈ 6k , suppose 2tk

j is the distance from xk
j to 6k \ {xk

j }. Then tk
j / lk

j →∞

as k→∞ if lk
j is suitably chosen.

Proof of Proposition 2.1. Without loss of generality we assume

uk
1(x

k
1)= max

i∈I, x∈B1
uk

i (x).

Clearly xk
1→ 0, because maxi maxx∈B1 uk

i →∞ and uk is uniformly bounded from above away from the
origin. Let (vk

1, . . . , v
k
n) be defined by (2-2) with xk

j replaced by xk
1 . Immediately we observe that |1vk

i |

is bounded because each vk
i ≤ 0. Consequently, |vk

i (z)− v
k
i (0)| is uniformly bounded in any compact

subset of R2. Thus, since vk
1(0)= 0, (along a subsequence) vk

1 converges in C2
loc(R

2) to a function v1. For
the other components of vk

= (vk
1, . . . , v

k
n), either some of them tend to −∞ over any compact subset

of R2, or all of them converge to a system of n equations. Let J ⊂ I be the set of indices corresponding to
those convergent components. That is, for all i ∈ J , vk

i converges to vi in C2
loc(R

2) and, for all j ∈ I \ J ,
vk

i tends to −∞ over any fixed compact subset of R2. For each i ∈ I \ J , there is J1 ⊂ J such that i ∈ J1,
the indices in J1 are consecutive and the limit of the vk

i is one component of an SU(|J1|+1) Toda system:{
1vm +

∑
j∈J amlhlevl = 0 in R2 for all m ∈ J1∫

R2 hmevm ≤ C, m ∈ J1,
(2-3)
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where hm = limk→∞ hk
m(x

k
1), (ai j )= A|J1|, and C is the same constant as in (1-6). By the classification

theorem of [Lin et al. 2012a] (if the limit is a system) or [Chen and Li 1991] (if the limit is one equation)
we have ∑

j∈J1

∫
R2

ai j h j ev j = 8π for all i ∈ J1 (2-4)

and
vi (x)=−4 log |x | + O(1), |x |> 2, for all i ∈ J1. (2-5)

Thus, for any index i ∈ I , we can find Rk→∞ such that

vk
i (y)+ 2 log |y| ≤ C, |y| ≤ Rk, for i ∈ I. (2-6)

Equivalently, for uk there exist lk
1 → 0 such that

uk
i (x)+ 2 log |x − xk

1 | ≤ C, |x − xk
1 | ≤ lk

1, for i ∈ I

and
euk

1(x
k
1 )/2lk

1 →∞ as k→∞, i ∈ J.

Next, we let qk be the maximum point of max|x |<1,i∈I uk
i (x)+ 2 log |x − xk

1 |. If

max
|x |≤1,i∈I

uk
i (x)+ 2 log |x − xk

1 | →∞,

we let j be the index such that

uk
j (qk)+ 2 log |qk − xk

1 | =max
i∈I

uk
i (x)+ 2 log |x − xk

1 | →∞.

The following localization is to adapt the original argument of R. Schoen [1988] for the scalar curvature
equation (also see [Chen and Lin 1998]). Set

dk =
1
2 |qk − xk

1 |

and
Sk

i (x)= uk
i (x)+ 2 log(dk − |x − qk |) in B(qk, dk).

Then clearly, for fixed k, Sk
i →−∞ as x tends to ∂B(qk, dk). On the other hand, at least for j , we have

Sk
j (qk)= uk

j (qk)+ 2 log dk→∞.

Let pk be where
max

i
max

x∈B(qk ,dk)

Sk
i

is attained and i0 be the index corresponding to where the maximum is taken:

uk
i0
(pk)+ 2 log(dk − |pk − qk |)≥ Sk

j (qk)→∞. (2-7)

Let
lk =

1
2(dk − |pk − qk |).
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Then for y ∈ B(pk, lk), by the choice of pk and lk , we have

uk
i (y)+ 2 log(dk − |y− qk |)≤ uk

i0
(pk)+ 2 log(2lk) for all i ∈ I.

On the other hand, by the definition of lk , we have

dk − |y− qk | ≥ dk − |pk − qk | − |y− pk | ≥ lk if |y− pk |< lk,

and

uk
i (y)≤ uk

i0
(pk)+ 2 log 2 for all y ∈ B(pk, lk). (2-8)

Next, we set

Rk = euk
i0
(pk)/2lk (2-9)

and scale uk
i by

ṽk
i (y)= uk

i (pk + e−uk
i0
(pk)/2 y)− uk

i0
(pk) for i ∈ I.

From (2-7) we clearly have Rk→∞. By (2-8) and standard elliptic estimates for the Laplacian, ṽk
i is

bounded in C2
loc(R

2) and there exists ∅ 6= J ⊂ I such that, for all i ∈ J , ṽk
i converges to a limit system

like (2-3). On the other hand, ṽk
i converges uniformly to−∞ over all compact subsets of R2 for all i ∈ I \ J .

Clearly (2-6) holds for ṽk
i . Going back to uk , we have

uk
i (x)+ 2 log |x − xk

2 | ≤ C for |x − xk
2 | ≤ lk

2,

where xk
2 is the point where maxi maxB(pk ,lk

2 )
uk

i is attained and lk
2 = lk . Here we note that xk

2 is neither qk

nor pk and the distance between pk and xk
2 is small: euk

i0
(pk)/2
|xk

2− pk | = O(1). If we rescale uk around xk
2 ,

then vk defined as in (2-2) satisfies (a) and (b) in Proposition 2.1. Clearly B(xk
1 , l

k
1)∩ B(xk

2 , l
k
2)=∅.

To continue with the selection process, we let 6k,2 := {xk
1 , xk

2} and consider

max
i∈I,x∈B1

uk
i (x)+ 2 log dist(x, 6k,2).

If, along a subsequence, the quantity above tends to infinity, we apply the same procedure to get xk
3 and lk

3 .
After each selection we add a new disjoint disk, say B(xk

m, l
k
m), in which the profile of bubbling solutions

is like that of a global system, so from (2-4) we see that∫
B(xk

m ,lk
m)

∑
i

hk
i euk

i ≥ C for some C > 0 independent of k.

Therefore by (1-6) the process stops after finitely many steps and we have

uk
i (x)+ 2 log d(x, 6k)≤ C, i ∈ I. (2-10)

Proposition 2.1 is established. �
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2.1. Case two: the singular case ∃γi 6= 0. First, the selection process is almost the same. The difference
is instead of taking the maximum of uk

i over B1 we require

0 ∈6k .

Clearly, in B1\{0}, uk satisfies the same equation as the nonsingular case. Then we consider the maximum
of uk

i (x)+ 2 log dist(x, 6k)= uk
i (x)+ 2 log |x | and the selection proceeds the same as before. Therefore,

in the singular case, 6k = {0, xk
1 , . . . , xk

m}.

Lemma 2.4. Let 6k be the blowup set (thus, if γ k
i = 0 for all i , 6k = {xk

1 , . . . , xk
m}, and if the system is

singular, 6k = {0, xk
1 , . . . , xk

m}). In either case, for all x0 ∈ B1 \6k , there exists C0 independent of x0

and k such that

|uk
i (x1)− uk

i (x2)| ≤ C0 for all x1, x2 ∈ B
(
x0,

1
2 d(x0, 6k)

)
for all i ∈ I.

Proof. We can assume |x | < 1
10 because it is easy to see from Green’s representation formula that the

oscillation of uk
i on B1 \ B1/10 is finite. Recall the regular part of uk

i is defined in (1-4) and ũk
i satisfies

1ũk
i (x)+

∑
j∈I

ai j hk
j (x)|x |

2γ k
j eũk

j (x) = 0 in B1, i ∈ I.

Let σk be the distance between x0 and 6k . Clearly, for x0 ∈ B1 \6k and x1, x2 ∈ B
(
x0,

1
2 d(x0, 6k)

)
,

uk
i (x1)−uk

i (x2)= ũk
i (x1)−ũk

i (x2)+O(1)=
∫

B1

(G(x1, η)−G(x2, η))
∑
j∈I

ai j hk
j (η)|η|

2γ k
j eũk

j (η) dη+O(1).

Here G is the Green’s function on B1. The last term on the above is O(1) because it is the difference of
two points of a harmonic function that has bounded oscillation on ∂B1. Since both x1, x2 ∈ B1/10, it is
easy to use the uniform bound on the energy (1-6) to obtain∫

B1

(γ (x1, η)− γ (x2, η))
∑
j∈I

ai j hk
j (η)|η|

2γ k
j eũk

j (η) dη = O(1),

where γ ( · , · ) is the regular part of G. Therefore, we only need to show∫
B1

log
|x1− η|

|x2− η|

∑
j

ai j hk
j |η|

2γ j eũ j dη = O(1).

If η ∈ B1 \ B
(
x0,

3
4σk

)
, we have log(|x1−η|/|x2−η|)= O(1), then the integration over B1 \ B

(
x0,

3
4σk

)
is uniformly bounded. Therefore, we only need to show∫

B(x0,3σk/4)
log
|x1− η|

|x2− η|

∑
j

ai j hk
j |η|

2γ j eũk
j dη =

∫
B(x0,3σk/4)

log
|x1− η|

|x2− η|

∑
j

ai j hk
j e

uk
j dη = O(1).

To this end, let

vk
i (y)= uk

i (x0+ σk y)+ 2 log σk, y ∈ B3/4, i ∈ I. (2-11)
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Then we just need to show∫
B3/4

log
|y1− η|

|y2− η|

∑
j

ai j hk
j (x0+ σkη)e

vk
j (η) dη = O(1). (2-12)

We assume, without loss of generality, that e1 is the image of the closest blowup point in 6k . Thus, by
the selection process,

vk
i (η)≤−2 log |η− e1| +C.

Therefore,
ev

k
i (η) ≤ C |η− e1|

−2.

With this estimate, we observe that |η− e1| ≥ C > 0 for η ∈ B3/4. Thus, for j = 1, 2 and any fixed i ∈ I ,∫
B3/4

∣∣log |y j − η|
∣∣evk

i (η) dη ≤ C
∫

B3/4

∣∣log |y j − η|
∣∣

|η− e1|2
dη ≤ C.

Lemma 2.4 is established. �

Remark 2.5. For systems with nonnegative coefficient matrix A, the selection process can also be applied.
See [Chen and Li 1993] or [Lin and Zhang 2010] for more details.

3. Pohozaev identity and related estimates on the energy

In this section we derive a Pohozaev identity for uk satisfying (1-2), (1-3) and (1-6), hk
i and γ k

i satisfying
(1-5), and A = An .

Proposition 3.1. Let A = An , σi be defined by (1-7). Suppose uk
= (uk

1, . . . , uk
n) satisfy (1-2), (1-6),(1-3)

and (2-1), hk and γ k
i satisfy (1-5). Then we have

∑
i, j∈I

ai jσiσ j = 4
n∑

i=1

(1+ γi )σi .

Proof. We start with a lemma:

Lemma 3.2. Given any εk→ 0 such that 6k ⊂ B
(
0, 1

2εk
)
, there exist lk→ 0 satisfying lk ≥ 2εk and

ūk
i (lk)+ 2 log lk→−∞ for all i ∈ I, where ūk

i (r) :=
1

2πr

∫
∂Br

uk
i . (3-1)

Remark 3.3. By Lemma 3.2 and Lemma 2.4,

uk
i (x)+ 2 log |x | → −∞ for all i ∈ I and x ∈ ∂Blk .

This is crucial for evaluating the R1 term (the first term on the right) of (3-7) below.

Proof of Lemma 3.2. Since 6k ⊂ B
(
0, 1

2εk
)
, we have, by Proposition 2.1(3),

uk
i (x)+ 2 log |x | ≤ C, |x | ≥ εk . (3-2)
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The key point of the argument below is that we can always use the finite energy assumption and Lemma 2.4
to make uk

1 satisfy (3-1). Then we can adjust the radius to make the other components satisfy (3-1) as
well.

First we observe that, for each fixed i , there exists rk,i ≥ εk such that

ūk
i (rk,i )+ 2 log rk,i →−∞, (3-3)

because otherwise we would have

ūk
i (r)+ 2 log r ≥−C for all r ≥ εk

for some C > 0. By Lemma 2.4, uk
i has bounded oscillation on each ∂Br . Thus

uk
i (x)+ 2 log |x | ≥ −C for all x ∈ ∂Br , εk < r < 1

for some C . Then
euk

i (x) ≥ C |x |−2, εk ≤ |x | ≤ 1.

Integrating euk
i on B1 \ Bεk , we get a contradiction on the uniform energy bound of

∫
B1

hk
i euk

i . Thus (3-3)
is established.

Now, for uk
1, we find rk,1 ≥ εk so that

ūk
1(rk,1)+ 2 log rk,1→−∞.

Here we claim that we can assume rk,1→ 0 as well. In fact, if rk,1 does not tend to 0, by Lemma 2.4

ūk
1(r)+ 2 log r ≤−Nk +C, 1

2rk,1 < r < rk,1,

where Nk→∞ and satisfies
ūk

1(rk,1)+ 2 log rk,1 ≤−Nk .

Using Lemma 2.4 again we have

ūk
1(r)+ 2 log r ≤−Nk +C, 1

4rk,1 < r < 1
2rk,1.

Obviously this process can be done N k times, where N k is chosen to tend to infinity slowly enough so
that r̄k := rk,12−N k satisfies

ūk
1(r̄k)+ 2 log r̄k ≤−Nk +C N k→−∞.

We can use r̄k to replace rk,1. Exactly the same argument shows the existence of sk→ 0, Ñk→∞ such
that {

sk/rk,1→∞,

ūk
1(r)+ 2 log r ≤−Ñk, rk,1 ≤ r ≤ sk .

Next we claim that, between rk,1 and sk , there must be a rk,2 such that

ūk
2(rk,2)+ 2 log rk,2 ≤−Nk,2 (3-4)
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for some Nk,2 →∞ as k →∞. The proof of (3-4) is very similar to what has been used before: If
this is not the case, euk

2 ≥ Cr−2 for some C > 0 and r ∈ (rk,1, sk). The fact that sk/rk,1→∞ leads to a
contradiction to the uniform bound of the energy of uk

2.
Thus, we have proved that, for r = rk,2 both uk

1 and uk
2 decay faster than −2 log r :

ūk
i (r)+ 2 log r ≤−Nk, r = rk,2, i = 1, 2,

for some Nk→∞. Then it is easy to see that there exist sk→ 0 and sk/rk,2→∞ such that

ūk
i (r)+ 2 log r ≤−N ′k, rk,2 ≤ r ≤ sk, i = 1, 2,

for some N ′k→∞ as well. The same argument as above guarantees the existence of lk ∈ (rk,2, sk) and
some N ′′k →∞ such that

ūk
3(lk)+ 2 log lk ≤−N ′′k .

Clearly this argument can be applied finitely many times to exhaust all the components of the whole
system. Lemma 3.2 is established. �

Now we continue with the proof of Proposition 3.1.

Case one: γ k
i ≡ 0. Using the definition of σi in (1-7), we choose lk→ 0 such that 6k ⊂ B

(
0, 1

2 lk
)

and

1
2π

∫
Blk

hk
i euk

i = σi + o(1) for i ∈ I. (3-5)

Here we claim that (3-1) also holds, because otherwise we would have

ūi (lk)+ 2 log lk ≥−C.

By Lemma 2.4

ūi (r)+ 2 log r ≥−C1, lk ≤ r ≤ 2lk,

which means there is a lower bound on the energy in the annulus B2lk \ Blk . Consequently

1
2π

∫
B2lk

hk
i euk

i > σi + ε

for some ε > 0 independent of k, a contradiction to the definition of σi in (1-7).
Let

vk
i (y)= uk

i (lk y)+ 2 log lk, i ∈ I.

Then clearly we have{
1vk

i (y)+
∑n

j=1 ai j H k
j (y)e

vk
j (y) = 0, |y| ≤ l−1

k , i ∈ I,
v̄k

i (1)→−∞,
(3-6)

where

H k
i (y)= hk

i (lk y), |y| ≤ l−1
k , i ∈ I.
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The Pohozaev identity we use is∑
i

∫
B√Rk

(x · ∇H k
i )e

vk
i + 2

∑
i

∫
B√Rk

H k
i ev

k
i

=

√
Rk

∫
∂B√Rk

∑
i

H k
i ev

k
i +

√
Rk

∫
∂B√Rk

∑
i, j

(
ai j∂νv

k
i ∂νv

k
j −

1
2ai j
∇vk

i ∇v
k
j
)
, (3-7)

where Rk→∞ will be chosen later and (ai j ) is the inverse matrix of (ai j ). The key point of the following
proof is to choose Rk properly in order to estimate ∇vk

i on ∂B√Rk
. In the estimate of ∂B√Rk

, the procedure
is to get rid of unimportant parts and prove that the radial part of ∇vk

i is the leading term. To estimate all
the terms of the Pohozaev identity we first write (3-7) as

L1+L2 =R1+R2+R3,

where L1 stands for “the first term on the left” and the other terms are understood similarly. First, we
choose Rk →∞ such that R3/2

k = o(l−1
k ), then use lk → 0 to show that L1 = o(1). To evaluate L2,

we observe that, by Lemma 2.4, vk
i (y)→−∞ over all compact subsets of R2

\ B1/2. Thus we further
require Rk to satisfy ∫

BRk \B3/4

H k
i ev

k
i = o(1) (3-8)

and, for i ∈ I , by (3-6) and Lemma 2.4,

vk
i (y)+ 2 log |y| → −∞ uniformly in 1< |y| ≤ Rk . (3-9)

By the choice of lk we clearly have

1
2π

∫
B1

H k
i ev

k
i =

1
2π

∫
Blk

hk
i euk

i = σi + o(1), i ∈ I.

By (3-8), we have

L2 = 4π
n∑

i=1

σi + o(1).

For R1, we use (3-9) to conclude R1 = o(1).
Therefore we are left with the estimates of R2 and R3, for which we shall estimate ∇vk

i on ∂BRk . Let

Gk(y, η)=−
1

2π
log |y− η| + γk(y, η)

be the Green’s function on Bl−1
k

with respect to the Dirichlet boundary condition. Clearly

γk(y, η)=
1

2π
log
|y|

l−1
k

∣∣∣∣ l−2
k y
|y|2
− η

∣∣∣∣,
and we have

∇yγk(y, η)= O(lk), y ∈ ∂B√Rk
, η ∈ Bl−1

k
. (3-10)
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We first estimate ∇vk
i on ∂BR1/2

k
. By Green’s representation formula,

vk
i (y)=

∫
B

l−1
k

G(y, η)
n∑

j=1

ai j H k
i ev

k
j dη+ Hik,

where Hik is the harmonic function satisfying Hik = v
k
i on ∂Bl−1

k
. Since Hik − ck = O(1) for some ck ,

|∇Hik(y)| = O(lk), so

∇vk
i (y)=

∫
B

l−1
k

∇yGk(y, η)
n∑

j=1

ai j H k
j ev

k
j dη+∇Hik(y)

=−
1

2π

∫
B

l−1
k

y− η
|y− η|2

n∑
j=1

ai j H k
j ev

k
j dη+ O(lk). (3-11)

We estimate the integral in (3-11) over a few subregions. First, the integral over Bl−1
k
\BR2/3

k
is o(1)R−1/2

k

because, over this region, 1/|y− η| ∼ 1/|η| ≤ o(R−1/2
k ). For the integral over B1, we use

y− η
|y− η|2

=
y
|y|2
+ O

(
1
|y|2

)
to obtain

−
1

2π

∫
B1

y− η
|y− η|2

n∑
j=1

ai j H k
j ev

k
j =

(
−

y
|y|2
+ O

(
1
|y|2

))( n∑
j=1

ai jσ j + o(1)
)
.

This is the leading term. For the integral over the region B(0,
√

Rk/2) \ B1, we use 1/|y− η| ∼ 1/|y|
and (3-8) to get ∫

B
R1/2

k /2
\B1

y− η
|y− η|2

n∑
j=1

ai j H k
j ev

k
j = o(1)|y|−1.

By a similar argument we also have∫
B

R2/3
k
\(B

R1/2
k /2
∪B(y,|y|/2))

y− η
|y− η|2

n∑
j=1

ai j H k
j ev

k
j = o(1)|y|−1.

Finally, over the region B(y, |y|/2) we use ev
k
i (η) = o(1)|η|−2 to get∫

B(y,|y|/2)

y− η
|y− η|2

n∑
j=1

ai j H k
j ev

k
j = o(1)|y|−1.

Combining the estimates on all the subregions mentioned above, we have

∇vk
i (y)=−

y
|y|2

( n∑
j=1

ai jσ j + o(1)
)
+ o(|y|−1), |y| = R1/2

k .
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Using the above in R2 and R3, we have

n∑
i, j=1

ai jσiσ j = 4
n∑

i=1

σi +◦(1).

Proposition 3.1 is established for the nonsingular case.

Case two: the singular case ∃γi 6= 0.

Lemma 3.4. For σ ∈ (0, 1), the following Pohozaev identity holds:

σ

∫
∂Bσ

∑
i, j∈I

ai j(∂νuk
i ∂νu

k
j −

1
2∇uk

i · ∇uk
j
)
+

∑
i∈I

σ

∫
∂Bσ

hk
i euk

i

= 2
∑
i∈I

∫
Bσ

hk
i euk

i +

∑
i∈I

∫
Bσ
(x · ∇hk

i )e
uk

i + 4π
∑
i, j∈I

ai jγ k
i γ

k
j .

Proof. First, we claim that, for each fixed k,

∇uk
i (x)= 2γ k

i x/|x |2+ O(1) near the origin. (3-12)

Indeed, recall the equation for the regular part ũk
i is

1ũk
i (x)+

∑
j

|x |2γ
k
j hk

j (x)e
ũk

j (x) = 0 in B1.

By the argument of Lemma 4.1 in [Lin and Zhang 2010], for fixed k, ũk
i is bounded above near 0, then an

elliptic estimate leads to (3-12).
Let �= Bσ \ Bε . The standard Pohozaev identity on � is∑

i∈I

(∫
�

(x ·∇hk
i )e

uk
i +2hk

i euk
i

)
=

∫
∂�

(∑
i

(x ·ν)hk
i euk

i +

∑
i, j

ai j(∂νuk
j (x ·∇uk

i )−
1
2(x ·ν)(∇uk

i ·∇uk
j )
))
.

Let ε → 0, then the integration over � extends to Bσ by the integrability of hk
i euk

i and (1-5). For
the terms on the right-hand side, clearly ∂� = ∂Bσ ∪ ∂Bε . Thanks to (3-12), the integral on ∂Bε is
−4π

∑
i, j ai jγ k

i γ
k
j . Lemma 3.4 is established. �

Let

σ k
i (r)=

1
2π

∫
Br

hk
i euk

i , i ∈ I.

Lemma 3.5. Let εk→ 0 such that 6k ⊂ B
(
0, 1

2εk
)

and

uk
i (x)+ 2 log |x | → −∞, |x | = εk, i ∈ I. (3-13)

Then we have ∑
i, j∈I

ai jσ
k
i (εk)σ

k
j (εk)= 4

∑
i∈I

(1+ γ k
i )σ

k
i (εk)+ o(1). (3-14)



822 CHANG-SHOU LIN, JUN-CHENG WEI AND LEI ZHANG

Proof of Lemma 3.5. First the existence of εk that satisfies (3-13) is guaranteed by Lemma 2.4. In Bεk , we
let ũk

i (x) be defined as in (1-4). Then

vk
i (y)= ũk

i (εk y)+ 2(1+ γ k
i ) log εk .

Using vk
i →−∞ on ∂B1, we obtain, by Green’s representation formula and standard estimates,

∇vk
i (y)=

(∑
j∈I

ai jσ
k
j (εk)+ o(1)

)
y, y ∈ ∂B1.

After translating the above to estimates of uk
i , we have

∇uk
i (x)=

(∑
j∈I

(ai jσ
k
j (εk)− 2γ k

j )

)
x
|x |2
+

o(1)
|x |

, |x | = εk . (3-15)

As we observe the Pohozaev identity in Lemma 3.4 with σ = εk , we see easily that the second term on the
left-hand side and the second term on the right-hand side are both o(1). The first term on the right-hand
side is clearly 4π

∑
i σ

k
i (εk). Therefore we only need to evaluate the first term on the left-hand side, for

which we use (3-15). Lemma 3.5 is established by similar estimates as in the nonsingular case. �

Thus Proposition 3.1 is established for the singular case as well. �

Remark 3.6. The proof of Proposition 3.1 clearly indicates the following statements when it is applied
to an SU(3) Toda system. Let B(pk, lk) be a circle centered at pk with radius lk . Let 6′k be a subset
of 6k . Suppose dist(6′k, ∂B(pk, lk))= o(1) dist(6k \6

′

k, ∂B(pk, lk)), and we consider the following two
situations: If pk = 0, we have

σ̃ k
1 (lk)

2
− σ̃ k

1 (lk)σ̃
k
2 (lk)

2
+ σ̃ k

2 (lk)= 2µ1σ̃
k
1 (lk)+ 2µ2σ̃

k
2 (lk)+ o(1).

If 0 ∈6k \6
′

k , then

σ̃ k
1 (lk)

2
− σ̃ k

1 (lk)σ̃
k
2 (lk)+ σ̃

k
2 (lk)

2
= 2σ̃ k

1 (lk)+ 2σ̃ k
2 (lk)+ o(1),

where σ̃ k
i (lk)= (1/2π)

∫
B(pk ,lk)

hk
i euk

i . This fact will be used in the final step of the proof of Theorem 1.2.

Remark 3.7. From the proof of Proposition 3.1, we see that the Pohozaev identity has to be evaluated on
fast decay components in order to rule out the R1 term. A component is called fast decay if the difference
between itself and the threshold harmonic function tends to −∞; for example, see (3-13). A component
is called a slow decay component if it is not a fast decay component. Later, in the remaining part of the
proof of Theorem 1.2, we shall derive Pohozaev identities over different regions and all of them will have
to be evaluated on fast decay components.

4. Fully bubbling systems

Next we consider a typical blowup situation for systems: fully bubbling solutions. First, let γ k
i ≡ 0 for

all i ∈ I . Let
λk
=max

{
max

B1
uk

1, . . . ,max
B1

uk
n
}

(4-1)
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and xk
→ 0 be where λk is attained. Let

vk
i (y)= uk

i (xk + e−λ
k/2 y)− λk, y ∈�k, i ∈ I, (4-2)

where �k = {y : e−λ
k/2 y+ xk ∈ B1}. The sequence is called fully bubbling if, along a subsequence,

{vk
1, . . . ., v

k
n} converge in C2

loc(R
2) to (v1, . . . , vn) (4-3)

that satisfies
1vi +

∑
j∈I

ai j h j ev j = 0 in R2, i ∈ I, (4-4)

where hi = limk→∞ hk
i (0). Our next theorem is concerned with the closeness between uk

= (uk
1, . . . , uk

n)

and v = (v1, . . . , vn).

Theorem 4.1. Let A = An , uk be a sequence of solutions to (1-2) with γ k
i = 0 for all i ∈ I . Suppose uk

satisfies (1-3) and (1-6), hk satisfies (1-5), and λk , xk and vk are described by (4-1) and (4-2), respectively.
Suppose uk is fully bubbling; then there exists C > 0 independent of k such that

|uk
i (e
−

1
2λ

k
y+ xk)− λk

− vi (y)| ≤ C + o(1) log(1+ |y|) for x ∈�k, i ∈ I. (4-5)

Remark 4.2. If A is nonnegative, i.e., the system is a Liouville system, Theorem 4.1 and Theorem 4.3
below are established in [Lin and Zhang 2010]. For A = A2, [Jost et al. 2006] proved

|uk
i (e
−λk/2 y+ xk)− λk

− vi (y)| ≤ C for x ∈�k, i = 1, 2.

Clearly this estimate is slightly stronger than (4-5) for n = 2. The Jost–Lin–Wang proof uses holonomy
theory but the proof of Theorem 4.1 is a simple application of the Pohozaev identity proved in Section 3.

If there is a γi 6= 0, we let

λ̃k
=max

{
maxB1 ũk

1

1+ γ k
1
, . . . ,

maxB1 ũk
n

1+ γ k
n

}
,

and
ṽk

i (y)= ũk
i (e
−λ̃k/2 y)− (1+ γ k

i )λ̃
k

for i ∈ I and y ∈�k := {y : e−λ̃
k/2 y ∈ B1}. We assume

(ṽk
1, . . . , ṽ

k
n) converge in C2

loc(R
2) to (ṽ1, . . . , ṽn) (4-6)

that satisfies

1ṽi +

n∑
j=1

ai j |x |2γ j h j eṽ j = 0 in R2, i ∈ I, (4-7)

where hi = limk→∞ hk
i (0).

Theorem 4.3. Let A = An , ũk , ṽk , (ṽ1, . . . , ṽn), λ̃k , εk and �k be as described above, and hk
i and γ k

i
satisfy (1-5); then, under assumption (4-6), there exists C > 0 independent of k such that

|ũk
i (e

λ̃k/2 y)− (1+ γ k
i )λ̃

k
− ṽi (y)| ≤ C + o(1) log(1+ |y|) for x ∈�k . (4-8)
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Proof of Theorem 4.1. Recall that σi is defined in (1-7). By Proposition 3.1, we have∑
i, j∈I

ai jσiσ j = 4
∑
i∈I

σi . (4-9)

On the other hand, let

σiv :=
1

2π

∫
R2

hi evi for i = 1, . . . , n,

where v= (v1, . . . , vn) is the limit of the fully bubbling sequence after scaling. Clearly σv= (σ1v, . . . , σnv)

also satisfies (4-9). We claim that

σi = σiv for i = 1, . . . , n. (4-10)

Let si = σi − σvi ; we obviously have si ≥ 0. The difference between σ and σv on (4-9) gives∑
i, j∈I

ai j si s j + 2
∑
i∈I

(∑
j∈I

ai jσv j − 2
)

si = 0. (4-11)

First, by Proposition 2.1, we have
∑

j∈I ai jσv j − 2> 0. Next, if either A is nonnegative (ai j ≥ 0 for all
i , j = 1, . . . , n) or A is positive definite, we have

∑
i, j∈I ai j si s j ≥ 0. Then (4-11) and si ≥ 0 imply (4-10).

From the convergence from vk
i to vi in C2

loc(R
2), we can find Rk→∞ such that

|vk
i (y)− vi (y)| = o(1), |y| ≤ Rk .

For |y|> Rk , let

v̄k
i (r)=

1
2πr

∫
∂Br

vk
i (y) d Sy .

Then
d
dr
v̄k

i (r)=
1

2πr

∫
Br

1vk
i =−

1
2πr

∫
Br

∑
j∈I

ai j hk
j e
vk

j =−

∑
j ai jσ j + o(1)

r
.

Hence

v̄k
i (r)=−

(∑
j∈I

ai jσ j + o(1)
)

log r + O(1) for all r > 2.

Since vk
i (y)= v̄

k
i (|y|)+ O(1) and

vi (y)=−
(∑

j

ai jσ j

)
log |y| + O(1) for |y|> 1,

we see that (4-5) holds. Theorem 4.1 is established. �

Proof of Theorem 4.3. By (3-14) we have∑
i, j∈I

ai jσiσ j = 4
∑
i∈I

(1+ γi )σi . (4-12)

Recall that v = (v1, . . . , vn) satisfies (4-7). Let

σiv =
1

2π

∫
R2

hi |x |2γi evi .
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On the one hand, (σ1v, . . . , σiv) also satisfies (4-12); on the other hand, the classification theorem of [Lin
et al. 2012a] gives ∑

j∈I

ai jσ jv > 2+ 2γi , i ∈ I. (4-13)

Let si = σi − σiv (i ∈ I ); then (4-12), which is satisfied by both (σ1, . . . , σn) and (σ1v, . . . , σnv), gives∑
i, j∈I

ai j si s j + 2
∑
i∈I

(∑
j∈J

ai jσ jv − 2− 2γi

)
si = 0.

By (4-13) and the assumption on A, we have si = 0 for all i ∈ I . The remaining part of the proof is
exactly like the last part of the proof of Theorem 4.1. Theorem 4.3 is established. �

5. Asymptotic behavior of solutions in each simple blowup area

In this section, we derive some results on the energy classification around each blowup point. First we let
A = An (the Cartan matrix) and consider:

The neighborhood around 0. Since 0 is postulated to belong to 6k first, it means there may not be a
bubbling picture in a neighborhood of 0.

Let τk =
1
2 dist(0, 6k \ {0}); we consider the energy limits of hk

i euk
i in Bτk . By the selection process

and Lemma 2.4,

uk
i (x)+ 2 log |x | ≤ C, uk

i (x)= ūk
i (|x |)+ O(1), |x | ≤ τk, i ∈ I, (5-1)

where ūk
i (|x |) is the average of uk

i on ∂B|x |. Let ũk
i be defined by (1-4). Then we have

1ũk
i (x)+

∑
j∈I

ai j |x |2γ j hk
j (x)e

ũk
j (x) = 0, |x | ≤ τk .

Let

−2 log δk =max
i∈I

max
x∈B(0,τk)

ũk
i

1+ γ k
i

and
vk

i (y)= ũk
i (δk y)+ 2(1+ γ k

i ) log δk, |y| ≤ τkδ
−1
k . (5-2)

It is easy to see the equation for vk
i is

1vk
i (y)+

∑
j∈I

ai j |y|
2γ k

j hk
j (δk y)ev

k
j (y) = 0, |y| ≤ τkδ

−1
k .

Then we consider two trivial cases, first, τkδ
−1
k ≤ C . This is the case that there is no entire bubble after

scaling.
Let f k

i solve {
1 f k

i +
∑

j∈I ai j |y|
2γ k

j hk
j (δk y)ev

k
j = 0, |y| ≤ τkδ

−1
k ,

f k
i = 0 on |y| = τkδ

−1
k .
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Using vi ≤ 0 we have | f k
i | ≤C on B(0, τkδ

−1
k ). Since vk

i − f k
i is harmonic and vk

i has bounded oscillation
on ∂B(0, τkδ

−1
k ), we have

vk
i (x)= v̄

k
i (∂B(0, τkδ

−1
k ))+ O(1) for all x ∈ B(0, τkδ

−1
k ), (5-3)

where v̄k
i (∂B(0, τkδ

−1
k )) stands for the average of vk

i on ∂B(0, τkδ
−1
k ). Direct computation shows that∫

B(0,τk)

euk
i (x) dx =

∫
B(0,τkδ

−1
k )

ev
k
i (y)|y|2γ

k
i dy.

Therefore, ∫
Bτk

hk
i euk

i dx = O(1)ev̄
k
i (∂B(0,τkδ

−1
k )). (5-4)

So, if v̄k
i (∂B(0, τkδ

−1
k ))→−∞, then

∫
Bτk

hk
i euk

i dx = o(1).

The second trivial case is when the blowup sequence is fully bubbling. We now have

τkδ
−1
k →∞ (5-5)

and we assume that (vk
1, . . . , v

k
n)→ (v1, . . . , vn) in C2

loc(R
2). Clearly,

1vi +

n∑
j=1

ai j |x |2γ j h j ev j = 0 in R2, i ∈ I,

where hi = limk→∞ hk
i (0). By the classification theorem of [Lin et al. 2012a], we have

1
2π

∑
j∈I

ai j

∫
R2
|y|2γ j ev j h j dy = 2(2+ γi + γn+1−i )

and
vi (y)=−(4+ 2γn+1−i ) log |y| + O(1), |y|> 1, i ∈ I.

By the proof of Theorem 4.3, there is only one bubble.

The final case we consider is a partially blown-up picture. Note that (5-5) is assumed. For the following
two propositions we assume n = 2, i.e., we consider SU(3) Toda systems.

Proposition 5.1. Suppose (1-2), (1-3), (1-5) and (1-6) hold for uk , hk
i and γi . The matrix A equals A2,

and (5-5) also holds. Suppose sk ∈ (0, τk) satisfies

uk
i (x)≤−2 log |x | − Nk, i = 1, 2,

for all |x | = sk and some Nk→∞. Then (σ k
1 (sk), σ

k
2 (sk)) is an o(1) perturbation of one of the following

five types:

(2µ1, 0), (0, 2µ2), (2(µ1+µ2), 2µ2), (2µ1, 2(µ1+µ2)), (2µ1+ 2µ2, 2µ1+ 2µ2).

On ∂B(0, τk), for each i either

uk
i (x)+ 2 log |x | ≥ −C, |x | = τk,
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for some C > 0 or

uk
i (x)+ 2 log |x |<−(2+ δ) log |x | + δ log δk, |x | = τk, (5-6)

for some δ > 0. If (5-6) holds for some i , then

σ k
i (τk)= o(1), 2µi + o(1) or 2µ1+ 2µ2+ o(1).

Moreover, there exists at least one i0 such that (5-6) holds for i = i0.

Similarly, for bubbles away from the origin we have:

Proposition 5.2. Suppose (1-2), (1-3), (1-5) and (1-6) hold for uk , hk
i and γi . The matrix A equals A2.

Let xk ∈6k \ {0}, τ̄k =
1
2 dist(xk, 6k \ {0, xk}) and

δ̄k = exp
(
−

1
2 max

i=1,2
x∈B(xk ,τ̄k)

uk
i (x)

)
.

Then, for all sk ∈ (0, τ̄k), if

uk
i (x)+ 2 log |x − xk | ≤ −Nk for all |x − xk | = sk, i = 1, 2,

for some Nk→∞, then
(
(1/2π)

∫
B(xk ,sk)

hk
1euk

1, (1/2π)
∫

B(xk ,sk)
hk

2euk
2
)

is an o(1) perturbation of one of
the following five types:

(2, 0), (0, 2), (2, 4), (4, 2), (4, 4).

On ∂B(xk, τ̄k), for each i either

uk
i (x)+ 2 log τ̄k ≥−C for all x ∈ ∂B(xk, τ̄k)

or
uk

i (x)≤−(2+ δ) log τ̄k + δ log δ̄k for all x ∈ ∂B(xk, τ̄k). (5-7)

If (5-7) holds for some i , then (1/2π)
∫

B(xk ,τ̄k)
hk

i euk
i is o(1), 2+ o(1) or 4+ o(1). Moreover, there exists

at least one i0 such that (5-7) holds for i0.

We shall only prove Proposition 5.1, as the proof for Proposition 5.2 is similar.

Proof of Proposition 5.1. Let vk
i be defined by (5-2). Since we only need to consider a partially blown-up

situation, without loss of generality we assume vk
1 converges to v1 in C2

loc(R
2) and vk

2 tends to −∞ over
any compact subset of R2. The equation for v1 is

1v1+ 2h1|y|2γ1ev1 = 0 in R2,

∫
R2

h1|y|2γ1ev1 <∞,

where h1 = limk→∞ hk
1(0). By the classification result of [Prajapat and Tarantello 2001] we have

2
∫

R2
h1|y|2γ1ev1 = 8πµ1

and
v1(y)=−4µ1 log |y| + O(1), |y|> 1.
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Thus we can find Rk→∞ (without loss of generality, Rk = o(1)τkδ
−1
k ) such that

1
2π

∫
BRk

hk
1(δk y)|y|2γ

k
1 ev

k
1 = 2µ1+ o(1),

i.e., σ k
1 (δk Rk)= 2µ1+ o(1), and ∫

BRk

hk
2(δk y)|y|2γ

k
2 ev

k
2 = o(1).

For r ≥ Rk , recall that

σ k
i (δkr)= 1

2π

∫
Br

hk
i (δk y)|y|2γ

k
i ev

k
i dy;

then we have
d
dr
v̄k

1(r)=
−2σ k

1 (δkr)+ σ k
2 (δkr)

r
,

d
dr
v̄k

2(r)=
σ k

1 (δkr)− 2σ k
2 (δkr)

r
, Rk ≤ r ≤ τkδ

−1
k .

Clearly we have

Rk
d
dr
v̄k

1(Rk)=−4µ1+ o(1), Rk
d
dr
v̄k

2(Rk)= 2µ1+ o(1). (5-8)

The following lemma says that as long as both components stay well below the harmonic function
−2 log |y| (i.e., both of them are fast decay components), there is no essential change on the energy for
either component:

Lemma 5.3. Suppose Lk ∈ (Rk, τkδ
−1
k ) satisfies

vk
i (y)+ 2γ k

i log |y| ≤ −2 log |y| − Nk, Rk ≤ |y| ≤ Lk, i = 1, 2, (5-9)

for some Nk→∞, then

σ k
i (δk Rk)= σ

k
i (δk Lk)+ o(1), i = 1, 2.

Proof of Lemma 5.3. We aim to prove that σ k
i does not change much from δk Rk to δk Lk . Suppose this is

not the case; then there exists i such that σ k
i (δk Lk) > σ

k
i (δk Rk)+ δ for some δ > 0. Let L̃k ∈ (Rk, Lk) be

such that

max
i=1,2

(σ k
i (δk L̃k)− σ

k
i (δk Rk))= ε for i = 1, 2, (5-10)

where ε > 0 is sufficiently small. Then, for vk
1 ,

d
dr
v̄k

1(r)≤
−4(1+ γ1)+ ε

r
≤−

2(1+ γ1)+ ε

r
. (5-11)

It is easy to see from Lemma 2.4 that ∫
BL̃k
\BRk

|y|2γ
k
1 ev

k
1 = o(1),



CLASSIFICATION OF BLOWUP LIMITS FOR SU(3) SINGULAR TODA SYSTEMS 829

which is σ k
1 (δk L̃k)= σ

k
1 (δk Rk)+ o(1). Indeed, by Lemma 2.4,∫

BLk \BRk

|y|2γ
k
1 ev

k
1 = O(1)

∫
BLk \BRk

|y|2γ
k
1 ev̄

k
1 = o(1).

The second equality above is because, by (5-11),

v̄k
1(r)+ 2γ k

1 log r ≤−Nk − 2 log Rk +
(
−2− 1

2ε
)

log r, Rk ≤ r ≤ Lk .

Thus σ k
2 (δk L̃k)= σ

k
2 (δk Rk)+ ε. However, since (5-9) holds, by Remark 3.6 we have

lim
k→∞

(σ k
1 (δk L̃k), σ

k
2 (δk L̃k)) ∈ 0.

The two points on 0 that have the first component equal to 2µ1 are (2µ1, 0) and (2µ1, 2(µ1+µ2)). Thus
(5-10) is impossible. Lemma 5.3 is established. �

From Lemma 5.3 and (5-8) we see that, for r ≥ Rk , either

vk
i (y)+ 2γ k

i log |y| ≤ −2 log |y| − Nk, Rk ≤ |y| ≤ τkδ
−1
k , i = 1, 2, (5-12)

or there exists Lk ∈ (Rk, τkδ
−1
k ) such that

vk
2(y)+ 2γ k

2 log Lk ≥−2 log Lk −C, |y| = Lk, (5-13)

for some C > 0, while, for Rk ≤ |y| ≤ Lk ,

vk
1(y)+ 2γ k

1 log |y| ≤ −(2+ δ) log |y|, Rk ≤ |y| ≤ Lk, (5-14)

for some δ > 0. Indeed, from (5-8) we see that if the energy has to change, σ k
2 has to change first. Lk can

be chosen so that σ k
2 (δk Lk)− σ

k
2 (δk Rk)= ε for some ε > 0 small.

Lemma 5.4. Suppose there exist Lk ≥ Rk such that (5-13) and (5-14) hold. For Lk , we assume
Lk = o(1)τkδ

−1
k . Then there exist L̃k such that L̃k/Lk → ∞ and L̃k = o(1)τkδ

−1
k still holds. For

|y| = L̃k , we have

vk
i (y)+ 2(1+ γ k

i ) log |y| ≤ −Nk, |y| = L̃k, i = 1, 2, (5-15)

for some Nk→∞. In particular,

vk
1(y)+ 2

(
1+ γ k

1 +
1
4δ
)

log |y| ≤ 0, |y| = L̃k, (5-16)

σ k
1 (δk L̃k)= 2µ1+ o(1), σ k

2 (δk L̃k)= 2µ1+ 2µ2+ o(1). (5-17)

Remark 5.5. The statement of Lemma 5.4 can be understood as follows: Suppose, starting from ∂BLk ,
σ k

2 starts to change because (5-13) holds. Then, from Lk to L̃k , σ k
1 does not change much and vk

1 is still
far below −2(1+ γ k

1 ) log |y|, but vk
2 has changed from decaying slowly (which is (5-13)) to a fast decay

(the i = 2 part of (5-16)). In other words, as σ k
2 changes from Lk to L̃k , vk

2 changes from slow decay to
fast decay but vk

1 still has fast decay in the meanwhile. The change of σ k
2 has influenced the derivative

of v̄k
1 , but has not made σ k

1 change much because σ k
2 changes too fast from Lk to L̃k .
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Proof of Lemma 5.4. First we observe that, by Lemma 5.3, the energy does not change if both components
satisfy (5-12). Thus we can assume that σ k

2 (δk Lk)≤ ε for some ε > 0 small. Consequently,

d
dr
v̄k

1(r)≤
−4(1+ γ1)+ 2ε

r
, r ≥ Rk .

Now we claim that there exists N > 1 such that

σ k
2 (δk(Lk N ))≥ 2+ γ1+ γ2+ o(1). (5-18)

If this is not true, we would have ε0 > 0 and R̃k→∞ such that

σ k
2 (δk R̃k Lk)≤ 2+ γ1+ γ2− ε0. (5-19)

On the other hand, R̃k can be chosen to tend to infinity slowly, so that, by Lemma 2.4 and (5-14),

vk
1(y)+ 2(1+ γ k

1 ) log |y| ≤ − 1
2δ log |y|, Lk ≤ |y| ≤ R̃k Lk . (5-20)

Clearly (5-20) implies σ k
1 (δk Lk)= σ

k
1 (δk R̃k Lk)+ o(1). Thus, by (5-19),

d
dr
v̄k

2(r)≥
−2− 2γ2+ ε0/2

r
. (5-21)

Using (5-21) and

vk
2(y)= (−2− 2γ k

2 ) log |y| + O(1), |y| = Lk,

we see easily that ∫
B(0,R̃k Lk)\B(0,Lk)

|y|2γ
k
2 ev

k
2 →∞,

a contradiction to (1-6). Therefore (5-18) holds.
By Lemma 2.4,

vk
i (y)+ 2 log(N Lk)= v̄

k
i (N Lk)+ 2 log(N Lk)+ O(1), |y| = N Lk, i = 1, 2.

Thus we have
v̄k

1(N Lk)≤
(
−2− 2γ k

1 −
1
2δ
)

log(N Lk),

v̄k
2(N Lk)≥ (−2− 2γ k

2 ) log(N Lk)−C.

Consequently,

v̄k
2((N + 1)Lk)≥ (−2− 2γ k

2 ) log Lk −C

leads to
1

2π

∫
B(0,(N+1)Lk)

hk
2(δk y)|y|2γ

k
2 ev

k
2(y) dy ≥ 2+ γ1+ γ2+ ε0

for some ε0 > 0. Going back to the equation for v̄k
2 , we have

d
dr
v̄k

2(r)≤−
2+ 2γ2+ ε0

r
, r = (N + 1)Lk .
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Therefore we can find R̃k→∞ such that R̃k Lk = o(1)τkδ
−1
k and

vk
2(y)≤ (−2− 2γ k

2 − ε0) log |y| − Nk, |y| = R̃k Lk,

vk
1(y)≤

(
−2− 2γ k

1 −
1
4δ
)

log |y|, Lk ≤ |y| ≤ R̃k Lk .

Obviously,
σ k

1 (δk R̃k Lk)= σ
k
1 (δk Lk)+ o(1)= σ k

1 (δk Rk)+ o(1)= 2(1+ γ1)+ o(1).

By computing the Pohozaev identity on R̃k Lk , we have

σ k
2 (δk R̃k Lk)= 2µ1+ 2µ2+ o(1).

Letting L̃k = R̃k Lk , we have proved Lemma 5.4. �

To finish the proof of Proposition 5.1, we need to consider the region L̃k ≤|y|≤ τkδ
−1
k if Lk=o(1)τkδ

−1
k

(in which case L̃k can be made to be o(1)τkδ
−1
k ), or Lk = O(1)τkδ

−1
k . First we consider the region

L̃k ≤ |y| ≤ τkδ
−1
k when L̃k = o(1)τkδ

−1
k . It is easy to verify that

d
dr
v̄k

1(r)=−
2γ1− 2γ2

r
+

o(1)
r
, r = L̃k,

d
dr
v̄k

2(r)=−
6+ 2γ1+ 4γ2+ o(1)

r
, r = L̃k .

The second equation above implies

d
dr
v̄k

2(r)≤−
2µ2+ δ

r
, r = L̃k,

for some δ > 0. So σ k
2 (r) does not change for r ≥ L̃k unless σ k

1 changes. By the same argument as before,
either vk

1 rises to −2 log |y| + O(1) on |y| = τkδ
−1
k , or there is L̂k = o(1)τkδ

−1
k such that

σ k
i (δk L̂k)= 2µ1+ 2µ2+ o(1), i = 1, 2.

Since this is the energy of a fully bubbling system, we have in this case both

vk
i (y)≤−(2µi + δ) log |y|, |y| = τkδ

−1
k , i = 1, 2,

for some δ > 0.
If Lk = O(1)τkδ

−1
k , it is easy to use Lemma 2.4 to see that one component is −2(1+γ k

i ) log |y|+O(1)
and the other component has the fast decay. Proposition 5.1 is established. �

6. Combination of bubbling areas

The following definition plays an important role:

Definition 6.1. Let Qk = {pk
1, . . . , pk

q} be a subset of 6k such that Qk has more than one point in it and
6k \ Qk =6 ∅. Qk is called a group if:

(1) dist(pk
i , pk

j )∼ dist(pk
s , pk

t ),

where pk
i , pk

j , pk
s , pk

t are any points in Qk such that pk
i 6= pk

j and pk
t 6= pk

s .
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(2) For any pk ∈6k \ Qk , dist(pk
i , pk

j )/dist(pk
i , pk)→ 0 for all pk

i , pk
j ∈ Qk with pk

i 6= pk
j .

Proof of Theorem 1.2. Let 2τk be the distance between 0 and 6k \ {0}. For each zk ∈6k ∩ ∂B(0, 2τk), if
dist(zk, 6k \ {zk}) ∼ τk , let G0 be the group that contains the origin. On the other hand, if there exists
z′k ∈ ∂B(0, 2τk) such that τk/ dist(z′k, 6k \ z′k)→∞, we let G0 be 0 itself. By the definition of a group,
all members of G0 are in B(0, Nτk) for some N independent of k. Let

vk
i (y)= uk

i (τk y)+ 2 log τk, |y| ≤ τ−1
k .

Then we have

1vk
i (y)+

2∑
j=1

ai j hk
j (τk y)ev

k
j (y) = 4πγ k

i δ0, |y| ≤ τ−1
k . (6-1)

Let 0, Q1, . . . , Qm be the images of members of G0 after the scaling from y to τk y. Then all Qi ∈ BN .
By Proposition 5.1 and Proposition 5.2, at least one component decays fast on ∂B1. Without loss of
generality, we assume

vk
1 ≤−Nk on ∂B1

for some Nk→∞, and

σ k
1 (τk)= o(1), 2µ1+ o(1) or 2µ1+ 2µ2+ o(1).

Specifically, if τkδ
−1
k ≤ C , then σ k

1 (τk) = o(1). Otherwise, σ k
1 (τk) is equal to one of the two other

cases mentioned above. By Lemma 2.4, vk
1 ≤−Nk +C on all ∂B(Qt , 1) (t = 1, . . . ,m); therefore, by

Proposition 5.2,
1

2π

∫
B(Qt ,1)

hk
1(τk · )ev

k
1 = 2mt + o(1), t = 1, . . . ,m,

where, for each t , mt = 0, 1 or 2. Let 2τk Lk be the distance from 0 to the nearest group other than G0.
Then Lk→∞. By Lemma 2.4 and the proof of Lemma 3.2, we can find L̃k ≤ Lk , L̃k→∞, such that
most of the energy of vk

1 in B(0, L̃k) is contributed by bubbles and vk
2 decays faster than −2 log L̃k on

∂B(0, L̃k):

1
2π

∫
B(0,Lk)

hk
1(0)e

vk
1 = 2m+ o(1), 2µ1+ 2m+ o(1) or 2(µ1+µ2)+ 2m+ o(1) (6-2)

for some nonnegative integer m, and

vk
2(y)+ 2 log L̃k→−∞, |y| = L̃k . (6-3)

Then we evaluate the Pohozaev identity on B(0, L̃k). Since (6-3) holds, by Remark 3.6 we have

lim
k→∞

(σ k
1 (τk L̃k), σ

k
2 (τk L̃k)) ∈ 0.

Moreover, by (6-2) we see that limk→∞(σ
k
1 (τk L̃k), σ

k
2 (τk L̃k))∈6 because the limit point is the intersection

between the line σ1 = limk→∞ σ
k
1 (τk L̃k) and 0.
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The Pohozaev identity for (σ k
1 (τk L̃k), σ

k
2 (τk L̃k)) can be written as

σ k
1 (τk L̃k)(2σ k

1 (τk L̃k)− σ
k
2 (τk L̃k)− 4µ1)+ σ

k
2 (τk L̃k)(2σ k

2 (τk L̃k)− σ
k
1 (τk L̃k)− 4µ2)= o(1).

Thus either

2σ k
1 (τk L̃k)− σ

k
2 (τk L̃k)≥ 4µ1+ o(1) (6-4)

or

2σ k
2 (τk L̃k)− σ

k
1 (τk L̃k)≥ 4µ2+ o(1).

Moreover, if

2σ k
1 (τk L̃k)− σ

k
2 (τk L̃k)≥ 2µ1+ o(1) and 2σ k

2 (τk L̃k)− σ
k
1 (τk L̃k)≥ 2µ2+ o(1),

then, by the proof of Theorem 4.3, ∫
Blk \τk l̃k

hk
i euk

i = o(1), i = 1, 2,

for any lk→ 0. In this case we have

σi = lim
k→∞

σ k
i (τk L̃k), i = 1, 2,

and Theorem 1.2 is proved in this case.
Thus, without loss of generality, we assume that (6-4) holds. From the equation for uk

1, this means that,
for some δ > 0,

ūk
1(τk L̃k)≤−2 log(τk L̃k)− Nk,

d
dr

ūk
1(r) <

−2−δ
r

, r = τk L̃k . (6-5)

The property above implies, by the proof of Proposition 5.1, that, as r grows from τk L̃k to τk Lk , the
following three situations may occur:

Case one. Both uk
i satisfy, for some Nk→∞, that

uk
i (x)+ 2 log |x | ≤ −Nk, τk L̃k ≤ |x | ≤ τk Lk, i = 1, 2.

In this case,

σ k
i (τk L̃k)= σ

k
i (τk Lk)+ o(1), i = 1, 2.

So, on ∂B(0, τk Lk), uk
1 is still a fast decaying component.

Case two. There exist L1,k and L2,k ∈ (L̃k, Lk) such that

uk
2(x)≥−2 log(τk L1,k)−C, |x | = τk L1,k,

uk
i (x)≤−2 log(τk L2,k)− Nk, |x | = τK L2,K , i = 1, 2, (6-6)

and

σ k
1 (τk L̃k)= σ

k
1 (τk L2,k)+ o(1). (6-7)
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Since (6-6) holds, by Remark 3.6 we have (limk→∞ σ
k
1 (τk L2,k), limk→∞ σ

k
2 (τk L2,k))∈0. Then we further

observe that, since (6-7) holds, limk→∞(σ
k
1 (τk L2,k), σ

k
2 (τk L2,k))∈6, because this point is obtained by in-

tersecting 0 with σ1= limk→∞ σ
k
1 (τk L̃k). In other words, the new point limk→∞(σ

k
1 (τk L2,k), σ

k
2 (τk L2,k))

is on the upper right part of the old point limk→∞(σ
k
1 (τk L̃k), σ

k
2 (τk L̃k)).

Case three. uk
2(x)≥−2 log τk Lk −C, |x | = τk Lk,

for some C > 0 and σ k
1 (τk L̃k) = σ

k
1 (τk Lk)+ o(1). This means that ∂B(0, τk Lk), uk

1 is still the fast
decaying component.

If the second case above happens, the relationship between σ k
1 and σ k

2 on B(0, τk Lk) \ B(0, τk L2,k) is
the same as discussed before. In any case, on ∂B(0, τk Lk) at least one of the two components has fast
decay and has its energy equal to a corresponding component of a point in 6. For any group not equal to
G0, it is easy to see that the fast decay component has its energy equal to 0, 2 or 4. The combination
of bubbles for groups is very similar to the combination of bubbling disks as we have done before. For
example, let G0, G1, . . . ,G t be groups in B(0, εk) for some εk→ 0. Suppose the distances between any
two of G0, . . . ,G t are comparable and

dist(Gi ,G j )= o(1)εk for all i, j = 0, . . . , t, i 6= j.

Also we require
(
6k \

(⋃t
i=0 Gi

))
∩ B(0, 2εk) = ∅. Let ε1,k = dist(G0,G1); then all G0, . . . ,G t are

in B(0, Nε1,k) for some N > 0. Without loss of generality let uk
1 be a fast decaying component on

∂B(0, Nε1,k). Then we have

σ k
1 (Nε1,k)= σ

k
1 (τk Lk)+ 2m+ o(1),

where m is a nonnegative integer because, by Lemma 2.4, uk
1 is also a fast decaying component

for G1, . . . ,G t . Moreover, by Proposition 5.2, the energy of uk
1 in Gs (s = 1, . . . , t) is o(1), 2+ o(1) or

4+ o(1). If uk
2 also has fast decay on ∂B(0, Nε1,k), then limk→∞(σ

k
1 (Nε1,k), σ

k
1 (Nε1,k)) ∈ 6 because

this is a point of intersection between 0 and σ1 = limk→∞ σ
k
1 (τk Lk)+ 2m. If

uk
2(x)≥−2 log Nε1,k −C, |x | = Nε1,k,

then, as before, we can find ε3,k in (Nε1,k, εk) such that, for some Nk→∞,

uk
i (x)+ 2 log ε3,k ≤−Nk, |x | = ε3,k, i = 1, 2,

and
σ k

1 (Nε1,k)= σ
k
1 (ε3,k).

Thus we have
lim

k→∞
(σ k

1 (ε3,k), σ
k
2 (ε3,k)) ∈6,

because this point is the intersection between 0 and σ1 = limk→∞ σ
k
1 (Nε1,k).

The last possibility on B(0, εk) \ B(0, ε1,k) is

σ k
1 (εk)= σ

k
1 (Nε1,k)+ o(1)
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and
uk

2(x)+ 2 log εk ≥−C, |x | = εk .

In this case, uk
1 is the fast decaying component on ∂B(0, εk).

Such a procedure can be applied to include groups further away from G0. Since we have only finitely
many blowup disks this procedure only needs to be applied finitely many times. Finally, let sk→ 0 be
such that

σi = lim
k→∞

lim
sk→0

σ k
i (sk), i = 1, 2,

and, for some Nk→∞,

uk
i (x)+ 2 log sk ≤−Nk, |x | = sk, i = 1, 2.

Then we see that (σ1, σ2) ∈6. Theorem 1.2 is established. �
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RICCI FLOW ON SURFACES WITH CONIC SINGULARITIES

RAFE MAZZEO, YANIR A. RUBINSTEIN AND NATASA SESUM

We establish short-time existence of the Ricci flow on surfaces with a finite number of conic points,
all with cone angle between 0 and 2π , with cone angles remaining fixed or changing in some smooth
prescribed way. For the angle-preserving flow we prove long-time existence; if the angles satisfy the
Troyanov condition, this flow converges exponentially to the unique constant-curvature metric with these
cone angles; if this condition fails, the conformal factor blows up at precisely one point. These geometric
results rely on a new refined regularity theorem for solutions of linear parabolic equations on manifolds
with conic singularities. This is proved using methods from geometric microlocal analysis, which is the
main novelty of this article.
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1. Introduction

This article studies the local and global properties of Ricci flow on compact surfaces with conic singularities.
This is a natural continuation of various efforts, including recent work of Mazzeo and Sesum, to develop a
comprehensive understanding of Ricci flow in two dimensions in various natural geometries. This work is
also partly motivated by extensive recent efforts in higher-dimensional complex geometry toward finding
Kähler–Einstein edge metrics with prescribed cone angle along a divisor, as approached by Mazzeo and
Rubinstein using a stationary (continuity) method with features suggested by the Ricci flow, together with
geometric microlocal techniques. A final motivation is the Hamilton–Tian conjecture, stipulating that
Kähler–Ricci flow on Fano manifolds should converge in a suitable sense to a Kähler–Ricci soliton with
mild singularities; we make some progress toward the analogue of this conjecture in our setting.

We investigate here the dynamical problem of Ricci flow on a Riemann surface (M, J ), with conic
singularities at a specified k-tuple of points Ep, where the cone angle at p j is 2πβ j . Our main theorems
provide optimal regularity for flow in this setting for cone angle smaller than 2π . We state these results,
deferring explanation of the notations and terminology until later in the introduction and the next section.
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Theorem 1.1. Consider a set of conic data (M, J, Ep, Eβ) with all β j ∈ (0, 1), and let g0 be a C2,γ
b conic

metric compatible with this data (this regularity class is defined in Section 3B) with curvature Kg0 ∈ C
0,γ
b .

If β j (t) : [0, t0] → (0, 1) is a k-tuple of C∞ functions with β j (0) = β j , then there exists a solution g(t)
of (2-1) defined on some interval 0≤ t < T ≤ t0 with conic singularities at the points p j with cone angle
2πβ j (t) at time t. For t > 0, g(t) is smooth away from the p j and polyhomogeneous at these conic points,
and satisfies limt↘0 g(t)= g0.

The special case of this theorem when β j (t) ≡ β j (0) is called the angle-preserving flow and is the
two-dimensional case of a recent short-time existence result for the Yamabe flow with edge singularities
by [Bahuaud and Vertman 2014]; the methods developed here to obtain the necessary bounds for the
linear parabolic problem are somewhat more flexible than theirs and yield stronger estimates.

The key step in the proof of this short-time existence result is a new regularity statement for the
linearized parabolic equation. This regularity is one of the main new technical contributions of this article.

Theorem 1.2. Let β ∈ (0, 1). Suppose that (∂t −1g − V )u = f , u(0, · )= φ, where g, V , φ ∈ C0,γ
b (M)

and f lies in the parabolic regularity space Cγ,γ /2b (M ×[0, T )). Then, near each conic point,

u = a0(t)+ r1/β(a11(t) cos y+ a12(t) sin y)+O(r2), (1-1)

where a0, ai j (t) ∈ C1+γ /2([0, T )). When g, V , f and φ are all polyhomogeneous, then the solution u is
polyhomogeneous on [0, T )×M. If β > 1, a similar expansion holds but there exist additional terms of
order r δ(log r)k with δ ∈ (1/β, 2).

This refined regularity for solutions of singular parabolic equations seems to be new and requires some
delicate analysis that is mostly contained in Propositions 3.6 and 3.9. We expect this type of estimate
should be a standard tool in problems where such equations arise; see [Gell-Redman 2011] for a recent
application.

We go beyond this short-time existence result only for the angle-preserving flow. Theorem 1.2 allows
us to directly adapt Hamilton’s method to get long-time existence of the normalized flow. Convergence,
however, is more subtle. As we explain below, there is a set of linear inequalities (2-14), discovered by
Troyanov, which is known to be necessary and sufficient for the existence of constant-curvature metrics
with this prescribed conic data (for cone angles less than 2π ).

Theorem 1.3. Let g(t) be the angle-preserving solution of the normalized Ricci flow from Theorem 1.1.
Then g(t) exists for all t > 0. If χ(M) ≤ 0, or if χ(M) > 0 and (2-14) holds, then g(t) converges
exponentially to the unique constant-curvature metric compatible with this conic data.

In the remaining cases we have two parallel results.

Theorem 1.4. Let g(t) be the angle-preserving solution of the normalized Ricci flow, as above. Suppose
that χ(M) > 0 and (2-14) fails.

• Define ψ(t) to be the t-dependent diffeomorphism generated by the vector field ∇ f (t), where
1 f (t)= Rg(t)− ρ (where ρ is the average of R). Then ĝ(t) := ψ∗g(t) satisfies ∂ ĝ(t)/∂t = 2µ̂(t),
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where µ̂ is the tensor defined by (5-1) with respect to the metric ĝ(t), and we prove that

lim
t→∞

∫
M
|µ̂(t)|2ĝ(t) d Â(t)= lim

t→∞

∫
M
|µ(t)|2g(t) d A(t)= 0.

Furthermore, the vector field X =∇R+ R∇ f satisfies

lim
t→∞

∫
M
|X (t)|2g(t) d A(t)= 0.

• Returning to the unmodified normalized Ricci flow, and writing g(t)= u(t, · )g0, the conformal factor
u blows up at precisely one point q ∈ M.

The significance of the tensor µ and the vector field X , is that they both vanish on a Ricci soliton. It
would be very interesting to connect the two different conclusions of this theorem.

Remark 1.5. It should be possible to show that there is a t-dependent family of conformal dilations F(t)
fixing the point of blowup of u(t), and such that F(t)∗g(t) converges (on every compact set K ⊂ S2

\ Ep) to
an eternal solution of normalized Ricci flow. One would hope to prove that the family of metrics F(t)∗g(t)
converges to a soliton metric, but, unfortunately, this does not seem to be possible with the present methods.
It would also be quite interesting to identify the unique point of blowup of u(t); the natural conjecture
is that this blowup occurs at the unique conic point p j ∈ Ep where the Troyanov condition fails.

We learned only in November 2014 of [Phong et al. 2014], where this conjecture is verified. The proof
uses the machinery developed in the recent proof of the Yau–Tian–Donaldson conjecture.

Our goals are, first, to provide a clear and direct analytic treatment of the short-time existence for
this problem, thus circumventing the approximation methods of [Yin 2010], and, second, to establish
convergence to a constant-curvature metric when the Troyanov condition holds. This generalizes [Yin
2013], where only the negative case is handled. We assume throughout that all cone angles lie between
0 and 2π . As explained below, this restriction has significant geometric and analytical ramifications.
The regularity theorem accounts for a substantial amount of the analysis here, and is one of our new
innovations. Our methods provide a new approach for obtaining estimates for heat operators on conic
spaces on the naturally associated Hölder spaces.

This article is organized as follows. In Section 2 we review some basic facts regarding the two-
dimensional Ricci flow. The heart of the article, Section 3, develops the linear parabolic edge theory on
Riemann surfaces. In particular, Sections 3A–3E review the relevant elliptic theory, based on the methods
of [Mazzeo 1991; Jeffres et al. 2014], but emphasizing the simplifications that occur in this dimension com-
pared to [Jeffres et al. 2014]. Building on this, Section 3F develops the corresponding parabolic regularity
theory. Short-time existence, Theorem 1.1, is proved in Section 3G, while Section 3H contains Theorem 1.2
on the asymptotic expansion for solutions and the further results on higher regularity. The long-time exis-
tence of the flow is a fairly easy consequence of all of this and appears in Section 3J. The convergence result
in the Troyanov regime is the subject of Section 4, while in Section 5 we study the complementary regime.
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2. Preliminaries on Ricci flow

The normalized Ricci flow equation on surfaces is

∂t g(t)= (ρ− R(t, · ))g(t), (2-1)

where R is the scalar curvature function of the metric g(t) and ρ is the (time-independent!) average of the
scalar curvature. For this choice of ρ, the area A(M, g(t)) remains constant in time. This flow preserves
the conformal class of g(t), so (2-1) can be written as a scalar equation for the conformal factor: if g0 is
the metric at t = 0 and g(t)= u(t, · )g0, then (2-1) is equivalent to

∂t u =1g0 log u− Rg0 + ρu, u(0)≡ 1. (2-2)

This is the fundamental equation studied in this article.

2A. Miscellaneous formulae. In two dimensions, Ric(g) = 1
2 R g, where R is the scalar curvature, so

Ricci flow coincides with the Yamabe flow, and both are given by (2-1). This flow preserves the conformal
class of the metric, and so can be written as a scalar parabolic equation. Indeed, if g = eφg0, then the
scalar curvatures of these two metrics satisfy

10φ− R0+ Reφ = 0, (2-3)

so, with u = eφ , (2-1) is equivalent to (2-2). (The reader should note that the conformal factor is often
written e2φ elsewhere, but this is compensated for here by the fact that R = 2K .)

If g0 is any metric with finite Hölder regularity and isolated conic points, then its conformal class [g0]

admits a representative ḡ0 which is smooth on all of M . We can even assume that ḡ0 is exactly Euclidean
in a ball around each p j . Fix any such metric, then choose a conformal factor φ0 ∈ C∞(M \{p1, . . . , pk})

which equals (β j −1) log r in Euclidean coordinates near each p j . The metric g̃0 = e2φ0 ḡ0 is then smooth
away from each p j and has the exact conic form dr2

+β2
j r

2 dy2 near p j . Finally, write the metric g0, the
initial condition for the Ricci flow, as u0g̃0. This encodes the finite regularity entirely in the conformal
factor. Using this regular background conic metric g̃0 allows for some technical simplifications in the
presentation below. Henceforth we relabel g̃0 as g0, and then consider the initial value problem (2-2)
with u(0)= u0, assuming that g0 is C∞ on M \ {p1, . . . , pk} and exactly conic near each p j .

We record some other useful formulae. First, using (2-3) in (2-2) with φ = 1
2 log u gives

∂t u = (ρ− R)u ⇐⇒ ∂t log u = ρ− R. (2-4)

Another formulation of the equations for the angle-fixing flow includes a distributional contribution from
the cone points:

∂t log u = ρ− R+ 2π
∑

(1−βi )δpi .

This conforms with a standard presentation in higher dimensions, but we primarily work with the
equations (2-2) without the extra delta summands. Denoting the area form for g(t) by d A, then

d
dt

d A = (ρ− R) d A. (2-5)
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Consequently, the area A(t) :=
∫

M d A satisfies

d
dt

A(t)=
∫

M
(ρ− R) d A = ρA(t)− 4πχ(M, Eβ),

so, if we now fix

ρ =
4πχ(M, Eβ)

A(0)
, (2-6)

then A(t)≡A(0) for all t .
Note that, by (2-4), uniform bounds on R(t) imply bounds and (at least subsequential) convergence for

log u(t) as t ↗∞. This means we can focus on the curvature function rather than the conformal factor.
Differentiating (2-3), assuming that g(t) is a solution of (2-1) on some interval 0≤ t < T , we obtain

∂t R =1g(t)R+ R(R− ρ). (2-7)

When M is compact and smooth, (2-7) implies that the minimum of R is nondecreasing in t . Indeed,
Rmin(t) := infM R(q, t) satisfies

d
dt

Rmin ≥ Rmin(Rmin− ρ).

Since Rmin(t) is only Lipschitz, the term on the left is defined as the limit infimum of the forward
difference quotient of Rmin(t). Since ρ is the average of R, Rmin ≤ ρ; hence, if ρ ≤ 0, then the right-hand
side is nonnegative, and the claim about Rmin being nondecreasing holds. If ρ > 0, then, choosing r(t) so
that dr(t)/dt = r(t)(r(t)− ρ), r(0)= Rmin(0), a similar argument applied to the difference Rmin− r(t)
leads to the same conclusion.

Estimating Rmax is more difficult, especially when R > 0, and we discuss this later.

2B. Conic singularities. In two dimensions, there are two equivalent ways to describe conic singularities.
The first is conformal: using a local holomorphic coordinate, we can write

g = e2φ
|z|2β−2

|dz|2, (2-8)

where β > 0 and φ is a bounded function (with regularity to be specified later); the second is the polar
coordinate model

g = dr2
+ r2h(r, y)2dy2, y ∈ S1

2π , (2-9)

where h is a strictly positive function with h(0, y)= β, again with regularity to be specified later. The
equivalence between these two representations, at least in the model case where φ ≡ 0 and h ≡ 1, is
exhibited by writing |dz|2 = dρ2

+ ρ2dy2, y ∈ S1
2π = R/2πZ, and setting r = ρβ/β, since then

dr = ρβ−1dρ =⇒ g = e2φ(dr2
+β2r2dy2).

The fact that more general conic metrics can be written in either of these two forms is considered
in [Troyanov 1991]. We refer also to [Jeffres et al. 2014, §2.1] for a thorough discussion of this
correspondence. Consequently, if g has a conic singularity at p, then the underlying conformal class [g]
extends smoothly across p, or, in other words, the conformal class [g] determined by a conic metric contains
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a representative which is smooth across the conic points. (This holds for isolated conic singularities only
in two dimensions, or, more generally, for nonisolated “edge” singularities in complex codimension one.)

It is also convenient to use
α = β − 1,

and we refer to either α or β as the cone angle parameter, hopefully without causing confusion. We focus
in this article exclusively on surfaces with conic singularities for which the equivalent conditions

2πβ ∈ (0, 2π), β ∈ (0, 1), α ∈ (−1, 0) (2-10)

hold. There are good reasons for this restriction: for such cone angles, the uniformization results are
definitive, and, in addition, conic surfaces with cone angles in this range have certain favourable geometric
and analytic properties which are very helpful, and perhaps crucial, in certain parts of the analysis below.
Related issues appear in [Jeffres et al. 2014].

2C. Uniformization of conical Riemann surfaces. Fix a smooth compact surface M , along with a
conformal, or, equivalently, a complex structure J . Denote by Ep = {p1, . . . , pk} ⊂ M a collection of
k distinct points, and let Eβ = {β1, . . . , βk} ∈ (0, 1)k be a corresponding set of cone angle parameters. As
above, write α j = β j − 1. The conic Euler characteristic associated to this data is the number

χ(M, Eβ)= χ(M)+
k∑

j=1

α j = χ(M)+
k∑

j=1

β j − k. (2-11)

In the higher-dimensional language of [Jeffres et al. 2014], this is the twisted anticanonical class of
the pair

(
M,

∑
(1− βi )pi

)
, i.e., −KM −

∑
(1− βi )pi , where KM = T 1,0,?M denotes the class of the

canonical divisor of M .
The uniformization problem asks for the existence of a conic metric g compatible with the complex

structure J with cone parameters β j at p j and with constant curvature away from these conic points.
This can also be phrased in terms of the distributional equation

Rg − 2π
∑

(1−βi )δpi = const . (2-12)

Indeed, in conformal coordinates, Rg =−1g log γ up to a constant factor, where g =
√
−1γ dz⊗ dz =

√
−1γ |dz|2, and the Poincaré–Lelong formula asserts that −1g log |z| is a multiple of the delta function

at {z = 0} (this can be seen by excising a small neighbourhood near the cone point and using Stokes’
formula). Then (2-12) follows, since, for a conic metric, γ = |z|2β−2 F near a cone point, with F bounded.

A consequence of this formulation is the Gauss–Bonnet theorem in this setting: if g is any metric with
this conic data, then

2πχ(M, Eβ)=
∫

M
Kg d Ag. (2-13)

Therefore, if a constant-curvature metric with this conic data exists, then the sign of its curvature Kg

agrees with the sign of χ(M)+
∑
αi . Note that, because of (2-10), this sign can be positive only when

M = S2 (or RP2, but for simplicity we always work in the oriented case).
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The next theorem combines results of McOwen [1988; 1993] and Troyanov [Troyanov 1991] (the
existence), Luo and Tian [1992] (uniqueness and nonexistence), and Jeffres, Mazzeo and Rubinstein
[Jeffres et al. 2014] (higher regularity).

Theorem 2.1. Let (M, J, Ep, Eβ) be as above. Then there exists a conic metric with constant curvature
associated to the data (J, Ep, Eβ) if and only if either χ(M, Eβ) ≤ 0, in which case {β j } ∈ (0, 1)k can be
arbitrary, or else χ(M, Eβ) > 0 and, for each j = 1, . . . , k,

α j >
∑
i 6= j

αi or, equivalently, 2α j >

k∑
i=1

αi . (2-14)

This metric, when it exists, is unique, except when χ(M, Eβ)= 0, in which case it is unique up to a constant
positive multiple, or when M = S2 and there are no more than two conic singularities, in which case it is
unique up to Möbius transformations which fix the cone points. Finally, the metric is polyhomogeneous
with a complete asymptotic expansion of the form

g ∼
( ∑

j,k≥0

N j,k∑
`=0

a jk`(y)r j+k/β(log r)`
)
|z|2β−2

|dz|2

The existence and regularity statements here were recently generalized to any dimension in [Jeffres
et al. 2014, Theorems 1 and 2]; in that setting, the Troyanov condition is replaced by the coercivity of the
twisted Mabuchi K-energy functional. Following [Ross and Thomas 2011], these conditions can also be
reinterpreted as saying that the twisted Futaki invariant of the pair

(
M,

∑
(1−βi )pi

)
is nonnegative, or,

equivalently, that this pair is logarithmically K-stable. The generalization of the uniqueness part of this
result to higher dimensions has been accomplished by Berndtsson [2015]. Nonexistence when coercivity
fails can be easily deduced from [Jeffres et al. 2014] together with work of Berman [2013]. We also
remark that Berman’s work gave a new proof of Troyanov’s original results. We refer to [Rubinstein
2014] for a survey of the results mentioned in this paragraph and further references.

The rather curious linear inequalities (2-14) were discovered by Troyanov [1991, Theorem 5], and
we refer to them henceforth as the Troyanov conditions. As just noted, they guarantee coercivity in the
variational approach to this problem, which is key to proving existence, and which plays a key role in our
considerations about the flow below. This coercivity is automatic when χ(M)≤ 0, where simpler barrier
methods suffice [McOwen 1988].

We also remark that, if k > 2, then (2-14) can fail for no more than one value of j . Indeed, if these
inequalities fail for two distinct index values j , j ′, which we may as well take as j = 1 and j ′ = 2, then

α1 ≤ α2+

k∑
j=3

αi , α2 ≤ α1+

k∑
j=3

αi =⇒ 0≤
k∑

j=3

αi ,

which is impossible since all the αi are negative.
We discuss the cases k=1, 2 separately. Using that a constant-curvature metric is rotationally symmetric

near each conic point, we see that there can be no constant-curvature metric with only one conic point,
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while, if there are precisely two conic points, then the surface is globally rotationally symmetric, the cone
angles are equal and the metric is the standard suspension dr2

+β2 sin2 r dy2, 0≤ r ≤ π . When k ≤ 2
and no constant-curvature metrics exist, there are well-known soliton metrics: the teardrop (k = 1 and
any β ∈ (0, 1)) and the (American) football (k = 2 and any pair 0< β1 < β2 < 1). These can be obtained
by ODEs methods; see [Hamilton 1988; Yin 2010; Ramos 2013]; Ramos’s paper gives a particularly
complete and incisive analysis.

The variational approach has recently been extended considerably through the work of Malchiodi et al.
to allow angles bigger than 2π , even when coercivity fails; see, e.g., [Bartolucci et al. 2011; Carlotto and
Malchiodi 2012]. Our regularity result, Theorem 1.2, holds for such angles, but our proofs of long-time
existence and convergence do not carry over to that angle regime.

2D. Optimal regularity. We have already identified the central role of the refined regularity in Theorem 1.2.
This result considerably sharpens the linear estimates proved by Jeffres and Loya [2003]. At the technical
level, that paper establishes control on two “b-derivatives”, i.e., with respect to the vector fields r∂r and ∂y ,
which vanish at the cone points, which imply only that ∂r u=O(r−1), for example. Our Theorem 1.2 shows
that both ∂r u and r1−1/β∂r u are bounded. It also parallels the recent result [Jeffres et al. 2014, Proposi-
tion 3.3], which concerns the corresponding elliptic Poisson equation1gu= f for the Laplacian of a Kähler
edge metric g (generalizing the conic metrics considered here). This result in the elliptic case for smooth
(or polyhomogeneous) edge metrics and with data lying in Sobolev spaces appears in [Mazzeo 1991].

These refined regularity statements represent basic phenomena associated to elliptic and parabolic edge
operators. The fact that “singular” terms with noninteger exponents appear in solutions goes back to the
work of Kondratiev and his school in the 1960s. However, since the methods and the particular choice of
function spaces used here are less well known to geometric analysts, we pause to make some additional
remarks. One key fact is that, even for the model (exact conic) case, if 1gu = f is Hölder continuous
with respect to the metric g (i.e., defining Hölder seminorms using the distance determined by g), then it
is not the case — unlike in the smooth setting — that all second derivatives of u are even bounded, let
alone Hölder continuous. A basic example of this is the harmonic function u = Re z = r1/β cos y, since,
if 1

2 < β < 1, then ∂2
r u ∼ r1/β−2 blows up as r→ 0. The optimal regularity is that [∂r u]g;0,1/β−1 <∞,

where

[v]g;0,γ = sup
|v(z)− v(z′)|

dg(z, z′)γ
.

The results described above show that the phenomena in these examples provide the only mechanism
through which control of second derivatives is lost. They also show that, if β ∈

(
0, 1

2

]
(the easier “orbifold

regime”), one has full control on the Hessian, since 1/β ≥ 2. One can obtain a slightly weaker statement
using classical methods; see [Donaldson 2012]. As shown here, and in line with [Jeffres et al. 2014], one
can go further by taking advantage of a detailed description of the structure of the Green function and
heat kernel. Thus, we use here the so-called b-Hölder spaces Ck,γ

b , which are defined using the slightly
different seminorms

[v]b;0,γ = sup
|v(z)− v(z′)|(r + r ′)γ

dg(z, z′)γ
,
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where r = r(z) and r ′ = r(z′) are the g-distances of these respective points to the nearest conic points.
As already noted, [Bahuaud and Vertman 2014] contains a result similar to Theorem 1.1 for the

higher-dimensional Yamabe flow for metrics with edges, while, as announced in [Mazzeo and Rubinstein
2012], direct analogues of Theorems 1.1 and 1.2 for the higher-dimensional Kähler–Ricci edge flow will
appear in [Mazzeo and Rubinstein ≥ 2015].

2E. Historical remarks. The survey [Isenberg et al. 2011] provides a fairly recent account of what is
known about Ricci flow on various classes of smooth surfaces, both compact and noncompact. The survey
[Rubinstein 2014] reviews results on geometry and analysis related to Kähler edge metrics, including the
special case of conic metrics on Riemann surfaces. The Ricci flow on conic surfaces presents several new
challenges, some geometric and some analytic. For example, the uniformization problem in this setting
is obstructed, in the sense that it is not always possible to find metrics of constant curvature in a given
conformal class with certain prescribed cone angles. In addition, the flow starting at an initial singular
surface is not uniquely defined: there are solutions which immediately smooth out the cone points [Simon
2002; Ramos 2011], and others which immediately become complete and send the cone points to infinity
[Giesen and Topping 2010; 2011]. The solutions studied here, by contrast, either preserve the cone angles
or allow them to change in some prescribed, smoothly varying manner. Our methods are drawn from
geometric microlocal analysis, and are continuations of the elliptic methods used in [Jeffres et al. 2014;
Mazzeo and Rubinstein 2012; ≥ 2015] to study the existence problem for Kähler–Einstein edge metrics.
These provide very detailed information about the asymptotic behaviour of solutions near the conic points.
Indeed, we have already noted that Theorem 1.2, concerning a regularity and asymptotics theorem for
solutions of linear heat equations on manifolds with conic singularities, is a key ingredient, and should be
useful elsewhere too.

The angle-preserving flow for Riemann surfaces with conic singularities was previously studied by
Yin [2010]; his approach provides few details about the geometric nature of the solution and does not
yield precise analytic or geometric control of the solution for positive time. More recently, in [Yin
2013], he establishes long-time existence of the normalized Ricci flow for conic surfaces, and proves
convergence to a constant-curvature metric when the conic Euler characteristic (see Section 2C for the
definition) is negative. However, he only establishes smooth convergence away from the conic points,
and does not describe the precise limiting behaviour near these conic points. There is other work on
this problem by Ramos, contained in his thesis but not yet released (see, however, [Ramos 2011; 2013]).
Another related paper is [Bahuaud and Vertman 2014], which proves a short-time existence result for
the Yamabe flow on higher-dimensional manifolds with edge singularities. Their methods are not far
from the ones here, but our approach to regularity theory developed is simpler in many regards. Recently,
Chen and Wang [2013] use quite different ideas to study the Kähler–Ricci flow on Kähler manifolds with
edges.

We also mention the work of Rochon [2014], where a “propagation of polyhomogeneity” result is
proved in the spirit of Theorem 1.2 but in the complete asymptotically hyperbolic setting; see also Albin,
Aldana and Rochon [Albin et al. 2013], and also [Rochon and Zhang 2012] concerning a similar result in
higher dimensions.
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Finally, we make some remarks about the history of these results and of this particular work. The
initial draft of this paper was completed in the Fall of 2011, though the work on it had started a few
years before, and this material has been presented at conferences since then and announced in the survey
article [Isenberg et al. 2011]. The appearance of this final draft was held up by other commitments of
the authors, as well as our efforts to obtain the most incisive results possible. We now comment on the
relationship between this work and other recent papers. These recent works include Yin’s original [2010]
paper and his very recent follow-up [2013]; these certainly have substantial overlap with the present work,
although our more detailed treatment of the linear and nonlinear regularity theory should be useful in
further and more refined investigations of this problem. In addition, some time ago we were informed
that D. Ramos had obtained results on this problem, relying on the short-time existence results in [Yin
2010]. His work was done independently of ours and has many points of overlap as well, though we have
not seen details beyond what is contained in [Ramos 2011; 2013]. We acknowledge some very interesting
and helpful conversations with him, clarifying his work, shortly before this paper was initially posted.
Finally, we mention the very recent paper by Chen and Wang [2013], which has made substantial inroads
into the higher-dimensional Kähler–Ricci flow in the presence of edge singularities using rather different
methods that do not give higher regularity, and the announcement of Tian and Zhang [2013] concerning
the Hamilton–Tian conjecture in the smooth setting in dimension three.

3. Linear estimates and existence of the flow

We now review some of the basic theory of the Laplacian and its associated heat operator on manifolds
with conic singularities. For brevity, we focus entirely on the two-dimensional case. The main part of this
section is an extension of standard parabolic regularity estimates to this conic setting; the main goal is a
refined regularity result which is necessary for understanding our particular geometric problem. These
estimates also lead directly to a proof of short-time existence.

3A. Elliptic operators on conic manifolds. Let g be a metric on a compact two-dimensional surface M
with a finite number of conic singularities; in fact, to simplify the discussion below, assume that there is
only one conic point, p. Write g= eφg0, where g0 is smooth and exactly conic near p. We now study some
analytic properties of the operator 1g + V , where g and V have some specified Hölder regularity. Since

(1g + V )u = (e−φ(1g0 + eφV )u = f =⇒ (1g0 + eφV )u = eφ f,

we may as well replace g by g0 and the potential V by eφV , and hence it suffices to study operators of
the form 1g + V , where g is smooth and exactly conic, and V satisfies an appropriate Hölder condition.

We use tools from geometric microlocal analysis to study elliptic operators on surfaces with cone
points. As references for these results, see the monograph by Melrose [1993] and the articles of Mazzeo
[1991], Gil, Krainer and Mendoza [Gil et al. 2006], and [Jeffres et al. 2014, §3 ] for a more extended
expository review. This approach takes advantage of the approximate homogeneity of the Laplacian of a
conic metric of the cone point, as well as the resulting approximate homogeneity of the Schwartz kernels
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of the corresponding Green functions. The strategy is to use these to obtain refined mapping properties of
the operator, as well as regularity properties of its solutions.

In much of the following, it is convenient to replace the conic manifold M with a manifold with
boundary M̃ which is obtained by blowing up the conic point. This blowup procedure (which is described
in more generality below) corresponds to introducing polar coordinates (r, y) around the conic point p
and then replacing p by the circle {(0, y)} = {0}× S1 at r = 0. The space M̃ is then given the smallest
smooth structure for which these polar coordinate functions give a smooth chart.

3B. Function spaces. We first introduce various function spaces used later. The key to all these definitions
is that it is advantageous to base them on differentiations with respect to the elements of Vb(M̃), the
space of all smooth vector fields on M̃ which are unconstrained in the interior but tangent to the boundary.
In local coordinates, any element of this space is a linear combination, with C∞(M̃) coefficients, of the
vector fields r∂r and ∂y . Natural differential operators are built out of these; for example, the Laplacian
of an exactly conic metric with cone angle 2πβ takes the form

1β = r−2((r∂r )
2
+β−2∂2

y )

near p, where y ∈ S1
2π . In other words, up to the factor r−2, this is an elliptic combination (sum of

squares) of the basis elements of Vb.
Now define

Ck
b(M̃)= {u : V1 · · · V`u ∈ C0(M̃) for all `≤ k and V j ∈ Vb(M)}.

Because these spaces are based on differentiating by elements of Vb, observe that Ck
b contains functions

like r ζψ(y), where ψ ∈ Ck(S1) and Re ζ > 0. We also use the corresponding family of b-Hölder
spaces Ck+δ

b (M̃). The space Cδb(M̃) consists of functions φ such that ‖φ‖b,δ := sup |φ| + [φ]b;δ <∞,
where this Hölder seminorm is the ordinary one away from ∂ M̃ , while, in a neighbourhood U = {r < 2},

[φ]b,δ,U = sup
(r,y) 6=(r ′,y′)

|φ(r, y)−φ(r ′, y′)|(r + r ′)δ

|r − r ′|δ + (r + r ′)δ|y− y′|δ
.

Observe that, if we decompose U into a union of overlapping dyadic annuli,
⋃
`≥0 A`, where each

A` = {(r, y) : 2−`−1
≤ r ≤ 2−`+1

}, then this seminorm (for functions supported in U) is equivalent to the
supremum over ` of the Hölder seminorm on each annulus,

[φ]δ,U ≈ sup
`≥0
[φ]δ,A` . (3-1)

Said differently, the seminorm can be computed assuming 1
2 ≤ r/r ′ ≤ 2. To verify this, simply note that,

if (r, y) ∈ A` and (r ′, y′) ∈ A`′ with |`− `′| ≥ 2, then

|r − r ′|
|r + r ′|

≈ 1,

so that
|φ(r, y)−φ(r ′, y′)|(r + r ′)δ

|r − r ′|δ + (r + r ′)δ|y− y′|δ
≤ C sup |φ|
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with C independent of ` and `′.
We also let Ck+δ

b (M̃) consist of the space of φ such that V1 · · · V`φ ∈ Cδb(M̃) for all `≤ k, and where
V j ∈ Vb(M̃) for every j ; finally, define rγ Ck+δ

b (M̃)= {φ = rγψ : ψ ∈ Ck+δ
b (M̃)}.

The intersection of all these spaces,
⋂

k C
k
b(M̃), is the space of conormal functions, denoted by A(M̃).

It contains the very useful subspace of polyhomogeneous functions, Aphg. By definition, Aphg consists of
all conormal functions which admit asymptotic expansions of the form

φ ∼
∑

Re γ j↗∞

N j∑
`=0

φ j,`(y)rγ j (log r)`.

Note that the conormality condition requires that each coefficient φ j,` lies in C∞(S1). As an important
special case, C∞(M̃) ⊂ Aphg(M̃), since smoothness corresponds to demanding that the exponents in
the expansion above are all nonnegative integers, i.e., γ j = j and N j = 0 for all j ≥ 0. Finally, define
A0(M̃)=A(M̃)∩ L∞ and A0

phg(M̃)=Aphg(M̃)∩ L∞(M).
A metric g is Ck+δ

b , conormal, polyhomogeneous or smooth if g = ug0, where the background metric
g0 is smooth and exactly conic, and where the function u satisfies any one of these regularity conditions.

3C. Mapping properties. Suppose that L =1g+V , where both g and V are polyhomogeneous (and V
is real-valued). There is a canonical self-adjoint realization of this operator, which we still denote by L ,
defined via the Friedrichs construction associated to the quadratic form

∫
|∇u|2− V |u|2 d Ag and core

domain C∞0 (M \ {p}). It is well known that the Friedrichs domain of L obtained from this construction
is compactly contained in L2, so this operator has discrete spectrum. We let G denote its generalized
inverse. As an operator on L2(M̃), this satisfies

1g ◦G = G ◦1g = Id−5, (3-2)

where 5 is the orthogonal projector onto the nullspace of L . Thus 5 has finite rank, and a basic regularity
theorem in the subject (see the references cited earlier) states that, if g and V are polyhomogeneous,
then the range of 5, which is the nullspace of L , lies in Aphg. When V ≡ 0, we have rank(5)= 1 and
5 projects onto the constant functions. We regard each of these integral operators as corresponding to
a Schwartz kernel, which is an element of D′(M̃ × M̃). The “integration”, or distributional pairing, is
taken with respect to the density d Ag. In local coordinates this equals r dr dy; the reader should note
that this is not the standard b-density r−1 dr dy that is commonly used in setting up the b-calculus. The
differences are minor and notational only.

In this subsection we apply the theory of b-pseudodifferential operators to describe the fine structure of
the Schwartz kernel of G. There are many reasons for wanting to know this structure, beyond the simplest
statement that G is bounded on L2. One example is that, once we know the pointwise structure of this
Schwartz kernel, we can show that G and 5 are bounded operators acting between certain weighted
b-Hölder spaces. Since the equality of operators (3-2) remains true on these spaces as well, we deduce
that the operator L is Fredholm between these weighted Hölder spaces as well as just on L2 or Sobolev
spaces. This is very helpful when studying nonlinear problems.
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We are primarily interested in the mapping

L : C2+δ
b (M̃)−→ Cδb(M̃). (3-3)

This is unbounded because, for a general u ∈ C2+δ
b , it need only be true that 1gu ∈ r−2Cδb . Thus the

domain of (3-3) is
Dγb (L) := {u ∈ C

2+δ
b (M̃) : Lu = f ∈ Cδb(M̃)}, (3-4)

which we call the Friedrichs–Hölder domain of L . This space is independent of the potential V . Indeed,
if u ∈Dδb(L), then 1gu= f −V u ∈ Cδb , so u ∈Dδb(1g). Note finally that Dδb(1g) is complete with respect
to the Banach norm

‖u‖Dδ
b
:= ‖u‖Cδb +‖1gu‖Cδb .

An essentially tautological characterization of this space is that

Dδb(L)= {u = G f +w : f ∈ Cδb and w ∈ ker L ∩ C2+δ
b }. (3-5)

However, there is an even more explicit characterization of this space:

Proposition 3.1. Suppose that L = 1g + V with g, V ∈ Cδb , and u ∈ Dδb(L) satisfies Lu = f ∈ Cδb(M̃).
Then

u = a0+ (a11 cos y+ a12 sin y)r1/β
+ ũ,

where a0, a11, a12 are constants and ũ ∈ r2C2+δ
b . (Note that the middle term on the right can be absorbed

into ũ if β ≤ 1
2 .)

To explain the relevance of the terms in this expansion, recall that, using the exactly conic structure
of g near the conic points, we have that, if γ ∈ R and φ ∈ C∞(S1), then

1grγφ(y)= (β−2φ′′(y)+ γ 2φ(y))rγ−2 and V rγφ(y)=O(rγ ).

Thus, in terms of its formal action on Taylor series, 1g is the principal part. The operator 1g has special
locally defined solutions r j/β(a j1 cos( j y)+ a j2 sin( j y)), and the terms in the statement of this result are
simply those special solutions with exponent less than 2.

The L2 version of this proposition is a special case of Theorem 7.14 in [Mazzeo 1991], and it is not
hard to deduce the corresponding statement in these b-Hölder spaces from that. We sketch a direct proof
below in Section 3E.

Remark 3.2. The higher-dimensional version of this decomposition for solutions of Schrödinger-type
equations on manifolds with edges plays a crucial role in [Jeffres et al. 2014].

3D. Structure of the generalized inverse. We now describe the detailed structure of G. First recall the
definition of conormal and polyhomogeneous distributions. We say that u is conormal of order γ on M̃ ,
written u ∈ Aγ (M̃), if V1 · · · V`u ∈ rγ L∞ for every ` ≥ 0 and all V j ∈ Vb(M). Such a u is smooth
away from the conic points. Next, let E be an index set, i.e., a discrete subset {(γ j , p j )} ⊂ C×N0 such
that there are only finitely many pairs with γ j lying in any half-plane Re z < C . We also assume that
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(γ j , p j ) ∈ E implies that (γ j + `, p j ) ∈ E for every ` ∈N. We then say that u is polyhomogeneous with
index set E , written u ∈AE

phg(M), if u ∈Aγ (M̃) and

u ∼
∑

(γ j ,p j )∈E

∑
`≤p j

a j`(y)rγ j (log r)`,

where each a j` ∈ C∞(S1). Similarly, if X is any manifold with corners, then we can define the space of
polyhomogeneous functions on X ; these have the same type of asymptotic expansion at all boundary
faces and product-type expansions at the corners of X .

The reason for introducing polyhomogeneity is that the Schwartz kernel G is polyhomogeneous, not
on (M̃)2, but rather on a certain manifold with corners (M̃)2b which is obtained by blowing up (M̃)2

along the codimension two corner (∂ M̃)2. This new space has three boundary hypersurfaces: two are
lifts of the faces ∂ M̃ × M̃ and M̃ × ∂ M̃ and called the left and right faces, lf and rf, respectively, and
the third is the front face, ff, which is the one produced by the blowup. There is a natural blowdown
map b : (M̃)2b→ (M̃)2, and the precise statement is that G = (b)∗KG , where KG is polyhomogeneous
on (M̃)2b, with an additional conormal singularity along the lifted diagonal in (M̃)2b.

There are several useful coordinate systems on (M̃)2b. Using coordinates (r, y) near the boundary on the
first copy of M̃ and an identical set (r ′, y′) on the second copy, this blowup is tantamount to introducing
the polar coordinates r = R cos θ , r ′ = R sin θ and replacing the corner {r = r ′ = 0} by the hypersurface
{R = 0, θ ∈ [0, π/2]}. Thus lf corresponds to θ = π/2, rf corresponds to θ = 0, and the front face ff
corresponds to R = 0. The lifted diagonal is the submanifold {θ = π/4, y = y′}. If E = (Elf, Erf) is a pair
of index sets, the first for lf and the second for rf, then we say that a pseudodifferential operator A lies in
the space 9−∞,r,Eb (M̃) if the lift K A of its Schwartz kernel to (M̃)2b lies in Ar,E

phg((M̃)
2
b), where the initial

superscript r indicates that K A = Rr−2K ′A, where K ′A is C∞ up to the front face and is polyhomogeneous
at the side faces with index sets Elf and Erf, respectively. Finally, A∈9m,r,E

b (M̃) if K A= Rr−2(K ′A+K ′′A),
where the first term lies in 9−∞,r,Eb and K ′′A is supported in a small neighbourhood of the lifted diagonal,
and in particular vanishes near lf∪ rf, has a conormal singularity of pseudodifferential order m along
the lifted diagonal (so its Fourier transform on the fibres of the normal bundle to the lifted diagonal is a
symbol of order −2+m), and is smoothly extendible across the front face. The reason for the slightly
odd normalization of the singularity along ff is to make the identity operator an element of 90,0,∅,∅

b (M).
Indeed, relative to the measure r ′dr ′dy′, the Schwartz kernel of Id is r−1δ(r − r ′)δ(y− y′), and this lifts
to (M̃)2b as R−2δ(θ −π/4)δ(y− y′).

If g is a smooth conic metric and β /∈Q, then the index set for the expansion of KG at lb and rb is

E =
{( j
β
+ `, 0

)
: j, ` ∈ N0, ( j, `) 6= (0, 1)

}
.

This excluded element (0, 1) corresponds to requiring that the expansion not include the term log r . If β
is rational, or if g is only polyhomogeneous, then we are able to state that the generalized inverse G lies
in 9−2,2,E ′,E ′

b (M) for some index set E ′, which may contain extra terms, including log terms, high up in
the index set; however, the initial part of this index set (and hence the exponents in the initial part of the
expansion of any solution) up to order 2 remains the same. The fact that the index r in the general definition
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equals 2 for the particular kernel KG turns out to be very helpful. This correspond to precisely the order of
approximate homogeneity needed to compensate for the fact that the identity operator behaves like R−2 at
the front face, and 1g is approximately homogeneous of order 2. The index sets of G at the left and right
faces are equal to one another because G is a symmetric operator. The fact that E does not contain the term
(0, 1) is because G is the generalized inverse for the Friedrichs extension. It can also be verified by direct
calculation that, in fact, E does not contain the element (1, 0), for, if it did, then we could produce a poly-
homogeneous element u =G f in the Friedrichs domain which contains a term u1(y)r ; this holds because
1gr =O(r−1). We refer to [Jeffres et al. 2014, §3 ] for a more careful description of all of these facts.

Let us say that A ∈9m,r,E
b is of nonnegative type if m ≤ 0, r ≥ 0, all the terms (γ, s) in the index sets

Elf and Erf are nonnegative and, if (0, s) lies in either index set, then s = 0. Proposition 3.27 in [Mazzeo
1991] implies that, if A is of nonnegative type, then A : C0,δ

b → C0,δ
b is a bounded mapping.

3E. Mapping properties, revisited. We are now ready for:

Proof of Proposition 3.1. Rewrite Lu = f as 1gu = f − V u := f̃ ∈ Cδb . Let G denote the generalized
inverse of the Friedrichs extension of1g, so that u=G f̃ −5u; since5u is a constant, we can concentrate
on the first term.

Decompose the Schwartz kernel of G into a sum G ′+G ′′, where G ′ is supported in a small neighbour-
hood of the lifted diagonal of M̃2

b (and hence vanishes near lf∪ rf), and G ′′ ∈Aphg(M̃2
b ); see Section 3F3,

where the parabolic version of this decomposition is described more carefully. Since G ′ ∈9−2,2,∅,∅
b , we

can write G ′ = r2Ĝ ′, where Ĝ ′ ∈9−2,0,∅,∅
b and hence is nonnegative. Since Ĝ ′ f̃ ∈ C2+δ

b , we obtain that
u′ ∈ r2C2+δ

b .
Turning now to u′′, first observe that r∂r and ∂y lift to the left factor of (M̃)2b as smooth vector

fields on M̃2
b that are tangent to all boundaries. It follows that (r∂r )

j∂`y G ′′ ∈9−∞,2,0,0b for all j , `≥ 0,
from which it follows that u′′ ∈ A0(M̃). Moreover, the initial part of the expansion G — and hence
of G ′′— at rf takes the form A0r0

+ (A11 cos y+ A12 sin y)r1/β
+O(r2), which means that the kernel

(r∂r −β
−1)(r∂r ) ◦G is not only of nonnegative type (and of pseudodifferential order −∞), but in fact

vanishes to order 2 at rf. Since G ′′ already vanishes to this order at ff, we can remove a factor of r2, i.e.,
write (r∂r −β

−1)r∂r ◦G ′′ = r2Ĝ ′′, where Ĝ ′′ is of nonnegative type and smoothing. This means that

(r∂r )(r∂r −β
−1)u′′ ∈ r2A0(M̃).

Integrating in r gives that u′′ = a0(y)+ a1(y)r1/β
+ r2A0. Finally, since 1gu′′ is bounded, we conclude

that a0 is constant and a1(y)= a11 cos y+ a12 sin y, as claimed. �

We conclude this discussion with the following application of Proposition 3.1 to our geometric problem.

Proposition 3.3. Let g0 be a conic metric and suppose that its scalar curvature Rg0 lies in Cδb and,
in particular, is bounded near the conic points. If g = eφg0 is another conformally related metric,
with φ ∈ C2+δ

b , then Rg ∈ Cδb if and only if

φ = c0+ r1/β(c11 cos y+ c12 sin y)+ φ̃, φ̃ ∈ r2C2+δ
b ,

or, more succinctly, φ ∈ Dδb(M̃).
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Proof. Apply the generalized inverse G for the Friedrichs extension of 1g0 to the curvature transformation
equation

1g0φ = Rg0 −
1
2 Rgeφ

to get
φ =5φ+G

(
Rg0 −

1
2 Rge2φ).

Suppose now that Rg ∈Cδb . The first term5φ is just a constant, while, by Proposition 3.1, G
(
Rg0−

1
2 Rge2φ

)
has an expansion up to order r2.

On the other hand, if φ has an expansion as in the statement of this proposition, then Rg ∈ Cδb . �

Remark 3.4. The results in 3A–3E are special cases of the ones in [Jeffres et al. 2014, §3], which are
proved for Kähler manifolds of arbitrary dimension. We have presented this material in some detail since
the statements and proofs in the Riemann surface case are simpler than in higher dimensions, and also
because the discussion above sets the stage for the derivation of the parabolic estimates, which occupies
the remainder of this section.

3F. Parabolic Schauder estimates. We now turn to the parabolic problem, and in particular to the
analogue of Proposition 3.1.

Let (M, g) be a smooth exactly conic metric with cone angle 2πβ < 2π , and set L =1g+V , where V
is polyhomogeneous; later we relax this to assume that V ∈ Cδb . We are interested in the homogeneous
and inhomogeneous problems{

(∂t − L)v = 0,
v(0, z)= φ(z),

and
{
(∂t − L)u = f,
u(0, z)= 0,

(3-6)

for which the solutions can be represented as

v(t, z)=
∫

M
H(t, z, z′)φ(z′) d Ag(z′), (3-7)

u(t, z)=
∫ t

0

∫
M

H(t − t ′, z, z′) f (t ′, z′) dt ′ d Ag; (3-8)

here H is the heat kernel associated to L . In order to study the regularity properties of the solution u, we
describe a fine structure theorem for H , similar to the one for the Green function G above. This leads to
a definition of parabolic weighted Hölder spaces, and finally a derivation of the estimates for solutions
in these spaces. As in the previous section, we work exclusively with the Friedrichs extension of the
Laplacian.

3F1. Structure of the heat kernel. Denote by gβ the complete flat conic metric dr2
+β2r2 dy2 and by

1β its Laplacian. The first observation is that the model heat operator ∂t −1β is homogeneous with
respect to the dilation (t, r, y) 7→ (λ2t, λr, y), λ > 0, and hence, if Hβ is the heat kernel associated to
(the Friedrichs realization of) 1β , then

Hβ(λ2t, λr, y, λr ′, y′)= λ−2 Hβ(t, r, y, r ′, y′). (3-9)
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In fact, there are explicit expressions:

Hβ(t, r, y, r ′, y′)=
1
π

∞∑
`=0

(∫
∞

0
e−λ

2t J`/α(λr)J`/α(λr ′)λ dλ
)

cos `(y− y′)

=

∞∑
`=0

1
t

exp
(
−(r2

+ (r ′)2)
2t

)
I`/α

(
rr ′

2t

)
cos `(y− y′).

These expressions are better suited for studying the action of Hβ on L2 Sobolev spaces than weighted
Hölder spaces, so, just as for the operator G earlier, we describe this model heat kernel, and then the true
heat kernel, using the language of blowups and polyhomogeneous distributions. This structure theory for
the Laplacian on a conic space appears in [Mooers 1999], with basic mapping properties later determined
by Jeffres and Loya [2003].

The function H(t, z, z′) is a distribution on R+× (M̃)2, but the key point is that its lift to the “conic
heat space” (M̃)2h is polyhomogeneous. This will be obvious for the model heat kernel Hβ once we
define (M̃)2h and, conversely, starting from the ansatz that this lift is polyhomogeneous, we can construct
(the lift of) H as a polyhomogeneous object by standard heat operator parametrix methods.

The conic heat space is defined, starting from R+× (M̃)2, through a sequence of blowups. The first
step is to blow up the corner r = r ′= t = 0, with a parabolic homogeneity in the variable t , and, following
that, to blow up the diagonal in (M̃)2 at t = 0. The first blowup is tantamount to introducing the parabolic
spherical coordinates ρ ≥ 0 and ω = (ω0, ω1, ω2) ∈ S2

+
= S2
∩ (R+)3, where

ρ =
√

t + r2+ (r ′)2 and ω =

(
t
ρ2 ,

r
ρ
,

r ′

ρ

)
.

Thus ρ, ω, y, y′ are nondegenerate local coordinates near the new face created by this first step. For the
second blowup we use the coordinates

R =
√

t + |z− z′|2, θ =
z− z′

R
, z′,

where z is any interior coordinate system and z′ an identical chart on the second copy of M̃ . This sequence
of blowups is summarized by the notation

M2
h := [R

+
× M̃2

; {0}× (∂ M̃)2, {dt}; {0}× diagM̃ , {dt}].

This manifold with corners has five boundary faces (see Figure 1): the left and right faces lf= {ω2 = 0}
and rf= {ω1= 0}, which are the lifts of the faces r ′= 0 and r = 0, respectively; the front face ff= {ρ= 0};
the temporal diagonal td= {R = 0}, which covers the diagonal at t = 0, and bf, the original bottom face
at t = 0 away from the diagonal.

The construction in [Mooers 1999] shows that H is polyhomogeneous on (M̃)2h with index set
E = {( j/β, 0) : j ∈ N0} at the left and right faces; note that these are exactly the same as the index sets
for the Green function G at the corresponding faces. The kernel H vanishes to infinite order at bf, while
at td it has an expansion in powers of R, starting with R−2 (in general, this is R− dim M ). Finally, at ff it
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rflf

bf td

ff

bf

Figure 1. The faces of the manifold with corners.

has an expansion in integer powers of ρ, beginning with ρ−1. The leading coefficient of the expansion at
this face is precisely the model heat kernel Hβ .

3F2. Function spaces. We now describe a family of function spaces commonly used in parabolic problems.
We refer to [Lunardi 1995, Chapter 5] for a careful description of these (in the setting of interior and
standard boundary problems). In the definitions and discussion below, we first introduce a scale of fully
dilation-invariant spaces (jointly in the variables (t, r)), where the parabolic estimates are obtained by
using scaling arguments to reduce to standard interior parabolic estimates. After that, we refine the
estimates to obtain the maximal expected regularity in t .

First, for 0 < δ < 2, define C0,δ/2
b0 ([0, T ] × M̃) to consist of all u ∈ C0([0, T ] × M̃) for which

u( · , z) ∈ Cδ/2([0, T ]) for all z ∈ M̃ \ ∂ M̃ and

[u]b0;0,δ/2 := sup
z

r δ[u( · , z)]δ/2, [0,T ] <∞; (3-10)

by contrast, the standard Hölder space in t , C0,δ/2([0, T ]× M̃) is defined using the usual seminorm

[u]0,δ/2 := sup
z
[u( · , z)]δ/2, [0,T ]

(without the extra weight factor r δ). Next, spatial regularity is measured using the spaces

Cδ,0b ([0, T ]× M̃)= {u ∈ C0([0, T ]× M̃) : u(t, · ) ∈ Cδb(M̃) for all t ∈ [0, T ]},

where the norm is ‖u‖b;δ,0 = supt‖u(t, · )‖b;δ . We still let 0< δ < 2, with the understanding that if δ = 1
then this is the Zygmund space (so that interpolation arguments can be used). For simplicity below we
omit discussion of this special case. Taking intersections yields the two natural parabolic Hölder spaces

Cδ,δ/2b0 ([0, T ]× M̃)= C0,δ/2
b0 ([0, T ]× M̃)∩ Cδ,0b ([0, T ]× M̃), (3-11a)

Cδ,δ/2b ([0, T ]× M̃)= C0,δ/2([0, T ]× M̃)∩ Cδ,0b ([0, T ]× M̃). (3-11b)
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Thus, functions in Cδ,δ/2b0 have no regularity in t at r = 0, while functions in Cδ,δ/2b satisfy the ordinary
Hölder regularity in t even at r = 0. The seminorms on these two spaces agree away from p, while, in a
neighbourhood U of this conic point, these seminorms are described as follows. Decomposing U into a
countable union of dyadic annuli,

⋃
`≥0 A`, we have

[u]b0;δ,δ/2,U = sup
`∈N0

sup
|t−t ′|<2−2`

sup
z,z′∈A`

|u(t, r, y)− u(t ′, r ′, y′)|(r + r ′)δ

|r − r ′|δ + |t − t ′|δ/2+ (r + r ′)δ|y− y′|δ

and

[u]b;δ,δ/2,U = sup
t,t ′

sup
`∈N0

sup
z,z′∈A`

|u(t, r, y)− u(t ′, r ′, y′)|(r + r ′)δ

|r − r ′|δ + (r + r ′)δ(|t − t ′|δ/2+ |y− y′|δ)
.

These seminorms are equivalent to

sup
(t,z)6=(t ′,z′)

|u(t, z)− u(t ′, z′)|max{r(z)δ, r ′(z′)δ}
|t − t ′|δ/2+ distg(z, z′)δ

and

sup
(t,z) 6=(t ′,z′)

|u(t, z)− u(t ′, z′)|max{r(z)δ, r ′(z′)δ}
|t − t ′|δ/2 max{r(z)δ, r ′(z′)δ}+ distg(z, z′)δ

,

respectively, where the radial function r has been extended from U to the rest of M̃ to be smooth and
strictly positive.

We also define higher regularity versions of these spaces,

Ck+δ,(k+δ)/2
b0 ([0, T ]× M̃) and Ck+δ,(k+δ)/2

b ([0, T ]× M̃),

where k is an even positive integer and 0 < δ < 2. The former space consists of functions u such that
V1 · · · Vi (r2∂t)

j u ∈ Cδ,δ/2b0 for i + 2 j ≤ k, where every V` ∈ Vb(M̃), while the latter consists of all u such
that V1 · · · Vi∂

j
t u ∈ Cδ,δ/2b for i + 2 j ≤ k and every V` ∈ Vb(M̃). As before, these are Zygmund spaces

when δ = 1. We also introduce weighted versions of these spaces, rγ Ck+δ,(k+δ)/2
∗ , ∗ = b0 or b. For

later reference, for the same ranges of k and δ, C0,(k+δ)/2([0, T ] × M̃) is the space of functions u with
∂

j
t u ∈ C0,δ/2([0, T ]× M̃) for 2 j ≤ k.

Finally, we define the analogues of the Friedrichs–Hölder domain:

Dδ,δ/2
∗

([0, T ]× M̃)= {u ∈ Cδ,δ/2
∗
:1u ∈ Cδ,δ/2

∗
([0, T ]× M̃)}, ∗ = b0 or ∗ = b,

again with the higher regularity analogues.
If h(t, r, y) ∈ Ck+δ,(k+δ)/2

b0 is supported in R+×U , then the rescaled function hλ(t, r, y)= h(λ2t, λr, y)
satisfies

‖hλ‖b0;k+δ,(k+δ)/2,γ = λ
γ
‖h‖b0;k+δ,(k+δ)/2,γ

(the final subscript in the norms indicates the weight factor). In other words, these spaces are compatible
with the approximate dilation invariance of the heat operator ∂t − L , which means that we will be able
to prove the basic a priori estimates on them by exploiting this scaling. On the other hand, it is clearly
important to obtain better regularity of solutions in t near r = 0. We obtain estimates on the b-spaces
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starting from the estimates on the b0-spaces and using induction and interpolation. Note that the analogue
of (3-11b) is not true when k > 0; namely, there is a proper inclusion

Ck+δ,(k+δ)/2
b ( Ck+δ,(k+δ)/2

b0 ∩ C0,(k+δ)/2, k > 0.

3F3. Estimates. The basic Hölder estimates for the homogeneous problem were already determined by
Jeffres and Loya [2003].

Proposition 3.5. Suppose that φ ∈ Ck+δ
b (M̃) and

(∂t − L)v = 0, v|t=0 = φ.

Then v ∈ Ck+δ,(k+δ)/2
b ([0, T ]× M̃) and, furthermore, v(t, · ) ∈Aphg(M̃)∩D0,δ

b (M̃) for all t > 0.

The proof in [Jeffres and Loya 2003] of the first assertion here proceeds by direct and rather intricate
estimates in various local coordinate systems, but they do not consider the issue of membership in D0,δ

b .
The polyhomogeneity of v when t>0 is immediate from the polyhomogeneous structure of H on M2

h ; also,
v ∈ D0,δ

b implies that v(t, · )∼ c0(t)+ (c11(t) cos y+ c12(t) sin y)r1/β as r→ 0; using polyhomogeneity
again, these coefficients are smooth when t > 0.

There are a couple of variants of the inhomogeneous problem, depending on the regularity assumptions
placed on f . We start with the version in dilation-invariant spaces.

Proposition 3.6. Let f ∈ Ck+δ,(k+δ)/2
b0 ([0, T ] × M̃) and suppose that u is the unique solution in the

Friedrichs domain to (∂t − L)u = f , u|t=0 = 0. Then u ∈ Ck+2+δ,(k+2+δ)/2
b0 ([0, T ]× M̃) and

‖u‖b0;k+2+δ,(k+2+δ)/2 ≤ C‖ f ‖b0;k+δ,(k+δ)/2, (3-12)

where C is a constant independent of u and f . In addition,

u(t, z)= û(t, z)+ ũ(t, z), where ũ ∈ r2Ck+2+δ,(k+2+δ)/2
b0 (M̃) and û(t, z) ∈

⋂
`≥0

C2`,`
b0 .

The proof of this, which relies on the approximate homogeneity structure of H , adapts readily to the
homogeneous case too, and gives a new proof of Proposition 3.5 which is conceptually simpler than the
one in [Jeffres and Loya 2003].

Proof. Write u as in (3-8). We analyze this integral by decomposing H into a sum of two terms, as
follows. Choose a smooth nonnegative cutoff function χ =χ (1)(ρ)χ (2)(ω) on M2

h , where χ (1)(ρ) equals 1
for ρ ≤ 1 and vanishes for ρ ≥ 2, and χ (2)(ω) has support in

{ 1
2 ≤ ω1/ω2 ≤ 2, ω0 ≤

1
2

}
and equals 1

near (0, 1/
√

2, 1/
√

2) (which is where the diagonal {t = 0, r = r ′} intersects ff). Note that χ is (locally)
invariant under the parabolic dilations (t, r, y, r ′, y′) 7→ (λ2t, λr, y, λr ′, y′). Then set

H = H0+ H1, H0 = (1−χ(ρ, ω))H, H1 = χ(ρ, ω)H,

and

u = u0+ u1, u j = H j ? f, j = 0, 1.
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We study u1 first. Introduce a partition of unity {ψ`} relative to the covering U =
⋃

A`; for example,
take ψ`(r) = ψ(2`r), where ψ(r) ∈ C∞0

((1
4 , 4

))
≥ 0 equals 1 for 1

2 ≤ r ≤ 1 and is chosen so that∑
`≥0 ψ(2

`r)= 1 for 0< r ≤ 1. Now write

f =
∑

f`(t, r, y), f` = ψ` f, and u1` = H1 ? f`.

Thus f` has support in R+× A`, while the support of u1` lies in R+× (A`−1 ∪ A` ∪ A`+1). We can also
assume that f` is supported in some time interval [τ, τ + 22−2`

], since if |t − t ′| > (r + r ′)2 then the
b-Hölder seminorm can be estimated by C sup | f`|. By the support properties of H1, u1` is supported in
a time interval of at most twice this length. We replace t by t − τ without further comment.

Fix ` ∈ N0 and let λ = 2`−1; for any function h, define (Dλh)(t̄, r̄ , y) = h(λ−2 t̄, λ−1r̄ , y). Thus,
if h is supported in A`, then Dλh is supported in A1 :=

{
(t̄, r̄ , y) : 1

4 ≤ r̄ ≤ 1
}
. In particular, Dλ f`

and Dλu1` are supported in [0, 1] × A1 and [0, 1] × (A0 ∪ A1 ∪ A2), respectively. We shall use that
‖Dλu1`‖b0;k+2+δ,(k+2+δ)/2 = ‖u1`‖k+2+δ,(k+2+δ)/2, and similarly for Dλ f`.

For convenience in the next few paragraphs, drop the indices ` and 1, and simply write Dλu = uλ,
Dλ f = fλ. Since it also just complicates the notation, we also assume that k= 0. Using these conventions,
change variables in u = H1 ? f by setting

t̄ = λ2t, t̂ = λ2t ′, r̄ = λr, r̂ = λr ′.

This yields

uλ(t̄, r̄ , y)=
∫ t̄

0

∫
λ−4 H1(λ

−2(t̄ − t̂), λ−1r̄ , y, λ−1r̂ , y′) fλ(t̂, r̂ , y′)r̂ dr̂ dy′ dt̂ .

For simplicity we have replaced the measure d Ag dt ′ in the initial integral by r ′ dr ′ dy′ dt ′.
The key point is that the polyhomogeneous structure of H1 on M2

h implies that the family of dilated
kernels

(H1)λ(t̄ − t̂, r̄ , y, r̂ , y′) := λ−2 H1(λ
−2(t̄ − t̂), λ−1r̄ , y, λ−1r̂ , y′)

converges in Aphg on the portion of the heat space with r̄ , r̂ ∈
[ 1

4 , 4
]

as λ→∞. In fact, its limit is simply
the heat kernel for the model operator 1β on the complete warped product cone restricted to this range
of radial variables. Since this region remains away from the vertex, we invoke the classical parabolic
Schauder estimates to deduce that, as an operator between ordinary parabolic Hölder spaces, the norm
of (H1)λ restricted to functions supported in [0, 1]× (A0 ∪ A1 ∪ A2) is uniformly bounded in λ. Hence,
comparing the last two displayed formulae, we see that

‖uλ‖b0;2+δ,1+δ/2 ≤ Cλ−2
‖ fλ‖b0;δ,δ/2 =⇒ ‖r−2uλ‖b0;2+δ,1+δ/2 ≤ C‖ fλ‖b0;δ,δ/2

with C independent of λ. Restoring the indices, and using the fact that, analogous to (3-1),

‖h‖b0;kδ,(k+δ)/2 ≈ sup
`

‖h‖b0;k+δ,(k+δ)/2

for any function h and any k ∈ N0, we conclude finally that

‖r−2u1‖b0;2+δ,1+δ/2 ≤ C‖ f ‖b0;δ,δ/2, (3-13)
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so u1 ∈ r2C2+δ,(1+δ)/2
b0 .

We now turn to the estimate for u0 = H0 ? f , which is the same as the function û in the statement
of the theorem. The polyhomogeneous structure of H0 is slightly simpler than that for H ; indeed, H0

vanishes to infinite order not only along bf but along td as well. This means that H0 is polyhomogeneous
on the space obtained from M2

h by blowing down td. We first claim that ‖H0 ? f ‖C0 ≤C‖ f ‖C0 . The proof
reduces immediately to verifying that

∫ t
0

∫
M H0(t − s, r, y, r ′, y′)r ′ dr ′ dy′ ds ≤ C independently of t ,

and this can be done by changing to polar coordinates in M2
h near ff to see that the integrand is actually

bounded. Details are left to the reader. Since the vector fields r2∂t , r∂r and ∂y lift to M2
h to be tangent to

the side and front faces, and because of the infinite order vanishing along t = 0, the differentiated kernel
(r2∂t)

i (r∂r )
j∂s

y H0 has the same polyhomogeneous structure as H0 for any i , j , s ∈N0. This means that
(r2∂t)

i (r∂r )
j∂s

yu0 satisfies precisely the same estimates as u0 does, whence u0 = û ∈ C2`,`
b0 for all `≥ 0,

as claimed.
This discussion has focussed entirely on the behaviour of H near ff. This is because if we localize H

by multiplying by a cutoff function which vanishes near ff and the side faces, then the estimates reduce to
those for a standard local interior problem with no conic degeneracy. �

Remark 3.7. There is one other dilation-invariant vector field, namely t∂t , and it is natural to ask about
the regularity of t∂t u when f ∈ Ck+δ,(k+δ)/2

b0 . Write t∂t = (t/r2)r2∂t , and note that, in the support of H1,
t/r2 is a smooth bounded function; in addition, t∂t is tangent to the front face of the heat space, and
hence preserves the expansion of H0. Taking these two facts together, we see that

(r∂r )
i (∂y)

j (r2∂t)
`(t∂t)

mu ∈ Cδ,δ/2b0

provided i + j + 2`+ 2m ≤ k + 2. In particular, we see that u obtains more regularity in t than was
initially apparent near r = 0 when t > 0.

The next estimate is for the Friedrichs–Hölder domain norm.

Proposition 3.8. Suppose that f ∈ Ck+δ,(k+δ)/2
b0 ([0, T ]× M̃) and u is the unique solution to (∂t−L)u= f ,

u|t=0 = 0. Then u lies in the Friedrichs–Hölder domain Dk+δ,(k+δ)/2
b0 and satisfies

‖u‖Dk+δ,(k+δ)/2
b0

:= ‖u‖b0;k+δ,(k+δ)/2+‖1gu‖b0;k+δ,(k+δ)/2 ≤ C‖ f ‖b0;k+δ,(k+δ)/2. (3-14)

Proof. We must estimate

1gu =
∫ t

0

∫
M
1g H(t − t ′, z, z′) f (s, z′) d Ag dt ′

in Cδ,δ/2b0 . The key observation is that the Schwartz kernel K of 1g ◦ H is an operator of heat type which
we say is of “nonnegative type” (by analogy with the stationary case), and which therefore gives a bounded
map of the spaces Cδ,δ/2b0 . To be more specific, K is polyhomogeneous at all the faces of M2

h , and the
terms in its expansions at the left and right faces are nonnegative, while the leading terms at ff and td
are ρ−4 ∼= t−2 and R−4, respectively. To see this, note that 1g differentiates tangentially to the left face
(where r ′→ 0) so K has the same leading order as H there; at the right face (r → 0), 1g annihilates



RICCI FLOW ON SURFACES WITH CONIC SINGULARITIES 861

the initial terms r0 and r1/β cos y and r1/β sin y in the expansion of H , so the leading order of K is
nonnegative here too; the leading orders exhibit the maximal drop in order to ρ−4 and R−2 at the other
two faces because 1g is not tangent to these faces and acts as a second-order conic operator in (r, y), and
the leading coefficients in the expansion of H there are not annihilated by this operator.

We now proceed as in the preceding proof, decomposing K into K0+ K1 and estimating the integrals
corresponding to each. The details are almost exactly the same, except for two facts. First, the extra factor
of λ−2

= 2−2` no longer appears when rescaling the terms K1 ? f` because of the drop in leading order
homogeneity (from ρ−2 to ρ−4) at the front face. In addition, we appeal to the standard interior estimate
‖1u‖δ,δ/2 ≤ C‖ f ‖δ,δ/2, where u and f are defined on the product of [0, 1] with a ball of radius 1, 1 is a
nondegenerate Laplacian on that ball, and, as usual, the norm on the left is only computed over a ball of
radius 1

2 . A generalization of this interior estimate is that, if J is a kernel on the double heat space of R2

with compact support in all variables, and which vanishes to infinite order at t = 0 but blows up like t−2

at the new face, td, of the blowup, then ‖J f ‖δ,δ/2 ≤ C‖ f ‖δ,δ/2. The simpler integral estimate for K0 ? f
is again essentially the same, since

∫
K0(t, z, z′) dt dz′ is still bounded as a function of z. This proves

that ‖1gu‖b0;k+δ,(k+δ)/2 ≤ C‖ f ‖b0;k+δ,(k+δ)/2. �

We can now turn to the estimates in the b-spaces.

Proposition 3.9. Suppose that f ∈ Ck+δ,(k+δ)/2
b ([0, T ] × M̃) and u is the unique Friedrichs solution to

(∂t − L)u = f , u|t=0 = 0. Then u lies in the Friedrichs–Hölder domain Dk+δ,(k+δ)/2
b and satisfies

‖u‖b;k+2+δ,(k+2+δ)/2 ≤ C‖ f ‖b;k+δ,(k+δ)/2 (3-15)

and
‖u‖Dk+δ,(k+δ)/2

b
:= ‖u‖b;k+δ,(k+δ)/2+‖1gu‖b;k+δ,(k+δ)/2 ≤ C‖ f ‖b;k+δ,(k+δ)/2. (3-16)

Moreover, u = û+ ũ, where ũ ∈ r2Ck+2+δ,(k+2+δ)/2
b and

û(t, z)= a0(t)+ (a11(t) cos y+ a12(t) sin y)r1/β (3-17)

with a0, a11, a12 ∈ C1+δ/2([0, T ]).

Proof. First suppose that k = 0. We prove (3-16) using (3-11b). By Proposition 3.8, we already know that
u ∈ C2+δ,1+δ/2

b0 ∩Dδ,δ/2b0 . Thus it suffices to show that u and1gu lie in C0,δ/2 as well. Defining K =1g ◦H ,
we first prove that

K? : Cδ,δ/2b0 ∩ C0,`
−→ Cδ,δ/2b0 ∩ C0,`

is bounded for `= 0, 1. For `= 0, observe first that if f = C is constant then K ? f ≡ 0, since H ? 1= t .
This means that we may reduce to considering functions which vanish at t = r = 0. Next, if f vanishes
near t = r = 0, then direct inspection of the integral defining K ? f shows that this function also vanishes
near t = r = 0; taking the closure in the C0 norm (or rather, the C0

∩ Cδ,δ/2b0 ) norm preserves the property
of vanishing at t = r = 0. The case `= 1 follows by noting that ∂t commutes with H and hence with K .
By interpolation, we conclude the boundedness of

K? : Cδ,δ/2b0 ∩ C0,δ/2
−→ Cδ,δ/2b0 ∩ C0,δ/2.
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This finishes the proof of (3-16).
To obtain (3-15) when k = 0, we must show that u ∈ C2+δ,1+δ/2

b , or equivalently (in a neighbourhood
of the conic point), that (r∂r )

i∂
j
y ∂
`
t u ∈ Cδ,δ/2b if i + j + 2` ≤ 2. If ` = 1 (so i = j = 0), we use that

∂t u =1gu+ f ∈ Cδ,δ/2b , as per the last paragraph. If `= 0, we observe, as before, that (r∂r )
i∂

j
y ◦ H is

bounded on Cδ,δ/2b0 ∩ C0,` for `= 0, 1, and hence, by interpolation, is bounded on Cδ,δ/2b .
Now suppose that k is a strictly positive even integer. We use induction, supposing that (3-16) and (3-15)

have been proved for 0, 2, . . . , k− 2. To prove that K =1g ◦ H? is bounded on Ck+δ,(k+δ)/2
b , we must

show that Ki, j,` := (r∂r )
i∂

j
y ∂
`
t ◦ K? : Ck+δ,(k+δ)/2

b → Cδ,δ/2b is bounded whenever i + j + 2` ≤ k. There
are three cases. First, if 1 ≤ ` ≤ k/2 − 1, then Ki, j,` : C

k+δ,(k+δ)/2
b → Cδ,δ/2b is bounded provided

Ki, j,0 : C
k+δ−2`,(k+δ−2`)/2
b → Cδ,δ/2b is, and, since i + j ≤ k − 2` ≤ k − 2, this is known by induction.

Next, if `= k/2 then, since ∂k/2
t ◦ K = K ◦ ∂k/2

t , we reduce directly to the boundedness of K on Cδ,δ/2b .
Finally, when ` = 0, a bit more work is needed. If V is any b-vector field, we consider either the
commutator [V, H?] or, more or less equivalently, the commutator [V, ∂t −1]. The latter is slightly
more elementary, so we follow that route. Writing g = eφ(dr2

+ (1+β)2r2 dy2) near the conic point, it
is easy to check that

[V,1] = p1+ q +W,

where W is a second-order operator with coefficients supported away from r = 0. Since the estimates we
seek are standard in the support of W , we shall systematically neglect this term in the calculations
below. For this part of the estimate we induct in integer steps, so, to unify the notation, assume
that k ∈ N and 0< δ < 1. Now, suppose that f ∈ Ck+δ,(k+δ)/2

b and that we have proved by induction that
u ∈ Ck+1+δ,(k+1+δ)/2

b and 1u ∈ Ck−1+δ,(k−1+δ)/2
b . We then compute that

(∂t −1)V u = V f + (p1+ q)u ∈ Ck−1+δ,(k−1+δ)/2
b ,

which implies that V u ∈Ck+1+δ,(k+1+δ)/2
b and1V u ∈Ck−1+δ,(k−1+δ)/2

b . Finally, V1u=1V u+(p1+q)u
is in Ck−1+δ,(k−1+δ)/2

b . Since this is true for every b-vector field V , we conclude that u ∈ Ck+2+δ,(k+2+δ)/2
b

and 1u ∈ Ck+δ,(k+δ)/2
b , as required. This proves (3-16) and (3-15) in general.

It remains to study the expansion as r → 0. We explain the case k = 0 and leave the extension to
spaces with higher regularity to the reader. Recalling the decomposition H = H0+ H1 from the proof of
Proposition 3.6, the same interpolation argument as earlier implies that

H1? : C
δ,δ/2
b −→ r2C2+δ,1+δ/2

b .

Next, similarly to what we did in the stationary (elliptic) case, note that r∂r (r∂r − β
−1) ◦ H0 = r2 H ′0,

where H ′0 has nonnegative index sets at ff∪ lf∪ rf (and vanishes to infinite order at td), which means that
r∂r (r∂r −β

−1)u0 ∈ r2Ck,k/2
b0 for all k ≥ 0. Applying interpolation once more, this time for the mappings

(r∂r )
i∂ j

y ∂
`
t r∂r (r∂r −β

−1)H0? : C
δ,δ/2
b0 ∩ C0,m

−→ r2Cδ,δ/2b0 ∩ C0,m,

gives that r∂r (r∂r − β
−1)u0 ∈ r2Ck+δ,(k+δ)/2

b for every k ≥ 0. Both this and the previous interpolation
involving H1 are complicated slightly by the fact that [∂t , H j?] is no longer zero, but the extra terms can
still be handled.
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Finally, integrating in r gives that u0 = a0(t, y)+a1(t, y)r1/β
+ ũ′, where ũ′ ∈ r2C2+δ,1+δ/2

b . Applying
(∂t −1g) to u = u0+ u1 shows first that a0 = a0(t) and a1 = a11(t) cos y + a12(t) sin y, and then that
a0, a11, a12 ∈ C1+δ/2([0, T ]). �

Corollary 3.10. Let u and f be as in Proposition 3.9. Then

‖u‖b,k+δ,(k+δ)/2 ≤ CT ‖ f ‖b,k+δ,(k+δ)/2. (3-18)

Proof. The inequality (3-18) is actually a formal consequence of (3-12) and (3-16). Indeed, since
u(0, z)= 0,

u(t, z)=
∫ t

0
∂τu(τ, z) dτ =⇒ ‖u‖b;δ,0 ≤

∫ T

0
‖∂τu(τ, · )‖b;δ,0 dτ ≤ T ‖u‖b;2+δ,1+δ/2 ≤ CT ‖ f ‖b;δ,δ/2.

Similarly, since ∂τu(0, z)=1gu(0, z)= 0,

|u(t, z)− u(t ′, z)| ≤
∫ t

t ′
|∂τu(τ, z)| dτ =

∫ t

t ′
|∂τu(τ, z)− ∂τu(0, z)| dτ

≤ ‖u‖b;2+δ,1+δ/2

∫ t

t ′
τ δ/2 dτ ≤ C |t − t ′| · (|t + t ′|δ/2+ 1)‖u‖b;2+δ,1+δ/2

for some constant C = C(δ) > 0, whence

[u]b;0,δ/2 ≤ CT ‖ f ‖b;δ,δ/2.

Combining these two inequalities yields (3-18). �

We make a special note of the fact that the estimate (3-16) is the main one here, since both (3-15)
and (3-18) follow from it.

Corollary 3.11. Let g0 be any smooth conic metric, and suppose that g1= eφg0 with φ ∈ Ck+δ
b (M̃), where

φ = 0 at ∂ M̃. For any R1 ∈ Ck+δ
b (M̃), i.e., not necessarily the scalar curvature of g1, set L1 =1g1 + R1.

Then the solution operator H1 to (∂t− L1)u = f , u|t=0= 0, satisfies the same set of bounds (3-12), (3-14),
(3-15), (3-16) and (3-18) (for that particular value of k, with constants depending only on g0 and the
norms ‖φ‖b;k+δ, ‖R1‖b;k+δ.

Proof. We may as well absorb the term R1u into f . Choose a function ã ∈ Ck+δ
b which agrees with eφ

in a small neighbourhood of ∂ M̃ and which is chosen uniformly close to 1 on the rest of M̃ , so that
‖(ã− 1)10 H0?‖b;k+δ < ε, where H0 is the heat kernel for ∂t −10. Writing 1̃1 = ã10,

(∂t − 1̃1)H0?= Id−(ã− 1)10 H0?;

by our choice of ã, the right-hand side is invertible by Neumann series, so we may represent the heat
kernel H̃1 for 1̃1 as

H̃1 = H0 ? (Id−(ã− 1)10 H0?)
−1.

This shows that the solution ũ to (∂t − 1̃1)ũ = f satisfies all the same estimates as the solution u
to (∂t −10)u = f , with constants depending only on the norm of φ.
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Taking as given that the solution u exists, but may not satisfy the correct estimates near M̃ , observe
that

(∂t − 1̃1)(ũ− u)= b10u

for some function b ∈ Ck+δ
b which vanishes in a fixed neighbourhood of the conic points. Noting that, by

standard local parabolic regularity theory, u certainly satisfies the correct estimates on the support of b,
we observe finally that

u = ũ− H̃1 ? (b10u)= H̃1 ? ( f − b10u),

from which we again obtain all necessary estimates. It is clear that the constants depend on φ only through
its norm ‖φ‖b;k+δ. �

3G. Short-time existence. We can now apply the mapping properties of the last section to establish the
short-time existence for the angle-preserving solution of the flow (2-2). For this short-time result, we
may as well assume that ρ = 0, and we consider the flow starting at any Dk,δ

b metric g0. Recall that this
means that g0 = ew0 ḡ0, where ḡ0 is a smooth and exact conic and w0 ∈ Dk,δ

b . Now let g(t)= eφ(t)g0, so
that (2-2) becomes

∂tφ = e−φ1g0φ− R0e−φ = (1g0 + R0)φ− R0+ (e−φ − 1)10φ− R0(e−φ − 1+φ)

:= Lφ− R0+ Q(φ,10φ) (3-19)

with φ(0, · ) = 0. By Corollary 3.11, the heat kernel H for ∂t − L , L = 1g0 + Rg0 , satisfies the same
estimates as before.

Proposition 3.12. Let g0 be a Dk,δ
b metric. Then there exists a unique solution φ∈Dk+δ,(k+δ)/2

b ([0, T ]×M̃)
to (3-19) with φ|t=0 = 0 for some T > 0 depending on the Dk,δ

b norm of g0.

Proof. We suppose that k= 0, leaving the case of general k to the reader. The equation (3-19) is equivalent
to the integral equation

φ(t, z)=
∫ t

0

∫
M

H(t − s, z, z′)(Q(φ,10φ)(s, z′)− R0(s, z′)) ds d Az′ . (3-20)

Denote the operator on the right by T (φ). We claim that there are constants η and T so that the convex,
closed set

J =
{
φ ∈ Dδ,δ/2b ([0, T ]× M̃) : ‖φ‖b;δ,δ/2+‖10φ‖b;δ,δ/2 ≤ η

}
is mapped to itself by T and, moreover, T : J → J is a contraction.

For notational simplicity below, write

‖φ‖b;δ,δ/2+‖10φ‖b;δ,δ/2 := ‖φ‖D.

Denote by B the norm of H? : Cδ,δ/2b → Dδ,δ/2b ; cf. Proposition 3.9. Writing 8 = H ? (−R0), we then
take η = 2‖8‖D.

To proceed, recall first that, if χ ∈ Cδ,δ/2b vanishes at t = 0, then, for 0≤ t ≤ T ,

|χ(t, z)| = |χ(t, z)−χ(0, z)| ≤ T δ/2
‖χ‖b;δ,δ/2,
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and hence

[χ1χ2]b;δ,δ/2 ≤ ‖χ1‖∞[χ2]b;δ,δ/2+ [χ1]b;δ,δ/2‖χ2‖∞ ≤ T δ/2
‖χ1‖b;δ,δ/2‖χ2‖b;δ,δ/2.

Therefore,
‖(e−φ − 1)10φ‖b;δ,δ/2 ≤ CT δ/2

‖φ‖b;δ,δ/2‖10φ‖b;δ,δ/2,

where the constant C depends on η; hence,

‖Q(φ,10φ)‖b;δ,δ/2 ≤ C1T δ/2η2.

Thus, if φ ∈ J , then
‖T (φ)‖D ≤ BC1T δ/2η2

+‖8‖D.

By taking T sufficiently small, we can make this less than η again, so T maps J to itself.
By the same reasoning, adding and subtracting (e−φ2 − 1)10φ1 shows that

‖(e−φ1 − 1)10φ1− (e−φ2 − 1)10φ2‖b;δ,δ/2 ≤ CT δ/2(‖φ1‖D+‖φ2‖D)‖φ1−φ2‖D.

The identical estimate for the other term in Q(φ,10φ), which does not involve derivatives of the φ j , is
easier. We deduce that

‖T (φ1)− T (φ2)‖D ≤ BCT δ/2(2η)‖φ1−φ2‖D,

so, by taking T still smaller, we can make the coefficient less than 1
2 . This proves that T is a contraction

on J , and hence that there exists a unique solution φ ∈ Dδ,δ/2b to (3-20) in J . �

We now prove the short-time existence result for the angle-changing flow. Since this is a side note
of the paper, we make some simplifying assumptions about the initial metric to remove some irrelevant
details from the proof. We assume that the prescribed angle functions βi (t) are smooth functions of t ,
although the optimal result should allow these to have only finite Hölder regularity. Assume too that there
is only one conic point, and that the initial metric g0 is the exact conic metric dr2

+β2r2 dy2 near r = 0.
Reverting back to the conformal form of the metric, define

ĝ0(t)= |z|2β(t)−2
|dz|2.

We have ĝ′0(t)= 2β ′(t) log |z|ĝ0(t), or, in terms of the (r, y) coordinates,

ĝ′0(t)= κβ
′(t) log r ĝ0(t), κ =

2
β
.

Setting g(t)= u(t, · )ĝ0(t), the Ricci flow equation (with ρ = 0) thus becomes

(∂t u+ uCκβ ′ log r)=1ĝ0(t) log u− Rĝ0(t),

or, finally, in terms of φ = log u,

∂tφ = e−φ1ĝ0(t)φ− Rĝ0(t)e
−φ
− κβ ′ log r. (3-21)

We seek a local-in-t solution to this equation with initial value φ(0, · )≡ 0.
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Unlike the case considered before, the reference metric ĝ0(t) now depends on t , and there is an extra
inhomogeneous term −κβ ′(t) log r . For the first issue we say nothing, because short-time existence for
the heat operators associated to time-dependent metrics is standard; see [Chow et al. 2006]. Regarding
the second issue, since this additional term is polyhomogeneous, we may choose a polyhomogeneous
function φ̂(t, · ) with leading term Cκr2 log r that satisfies

(∂t − e−φ̂1ĝ0(t))φ̂+ Rĝ0(t)e
−φ̂
=−κβ ′(t) log r +χ,

where χ is smooth and vanishes to infinite order at r = 0. Now set φ = φ̂+ψ and rewrite (3-21) as an
equation for the unknown function ψ . It is straightforward to check that this equation is different from
the one for the angle-fixing flow in only a few minor ways. There are additional terms in the coefficients
of the nonlinear terms; these, however, are polyhomogeneous in (r, y, t) and vanish at least like r2 log r .
Next, there is an additional inhomogeneous term coming from the “error term” χ . The general structure
of the equation is very similar to the one considered earlier in this section, and it is a straightforward
exercise to check that this equation has a solution ψ(t, · ) for 0≤ t < T for T sufficiently small.

It is important to note that, unlike in the angle-changing flow, the fact that the conformal factor now
includes a term r2 log r means that the curvature Rg(t) is unbounded for t > 0 near r = 0. This is in
accord with the results in the thesis of Ramos.

3H. Higher regularity. It will be very helpful for us later to be able to appeal to some higher regularity
properties of the solution, so we prove these now.

Proposition 3.13. Suppose that g(t) is the solution to the Ricci flow equation with g(t)= u(t)g0, where
g0 is smooth and exactly conic, u(0) ∈ C0,δ

b , and u ∈ Dδ,δ/2b is given by Proposition 3.12. Then u is
polyhomogeneous on (0, T )× M̃.

Proof. Write u = eφ with φ satisfying (3-19) and φ(0)= φ0 ∈ C0,δ
b . Since the initial condition is no longer

zero, we have

φ(t, z)=
∫

M
H0(t, z, z′)φ0(z′) d Az′ + H0 ? (Q(φ,10φ)− R0).

The first term is polyhomogeneous when t > 0 because of the polyhomogeneous structure of H0. The
second term lies in C2+δ,1+δ/2

b , so its restriction to any t = ε > 0 lies in C2,δ
b . Consider the equation

starting at t = ε, i.e., replace t by t+ ε. Then Proposition 3.12 and the uniqueness of solutions shows that
u ∈ D2+δ,1+δ/2

b for t ≥ ε and, since ε is arbitrary, this holds for all t > 0. Bootstrapping in the obvious
way gives that u ∈ Dk+δ,(k+δ)/2

b for every k, all in the same interval of existence (0, T ). In other words,
(r∂r )

j∂`θ ∂
r
t 10u ∈ Cδ,δ/2b for all j , `, s ≥ 0, which means that u is conormal when t > 0.

From Proposition 3.6, φ = a0(t)+ r1/β(a11(t) cos y+ a12(t) sin y)+ φ̃; by what we have just shown,
φ̃ ∈ r2A((0, T )× M̃) and a0, a11, a12 ∈ C∞((0, T )). In order to extend this expansion to all higher orders,
assume g0 is exactly conic (so R0 ≡ 0) in some neighbourhood of r = 0 and write (3-19) there as

r2∂t eφ = ((r∂r )
2
+β−2∂2

y )φ.
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Since φ is conormal, we may study this formally. Taking advantage of information we have already
obtained, inserting the expansion of φ to order 2 shows that the expression on the left has a finite expansion
r2a′0(t)+ r2+1/β(a′11(t) cos y+ a′12(t) sin y) and a conormal error term of order r4. Using the operator
on the right shows that φ must have an expansion up to order 4, with new terms of orders r2 and r2+1/β

as well as r2/β if β > 1
2 , with a conormal error term of order 4. Continuing in this way, we see that φ has

an expansion to all orders, as claimed. �

Corollary 3.14. Let R(t) denote the curvature function of the solution metric g(t). Then R(t) is also
polyhomogeneous on (0, T )× M̃ , and the initial terms in its expansion have the form

R(t)∼ b0(t)+ r1/β(b11(t) cos y+ b12(t) sin y)+O(r2).

In particular, 10 R is bounded and polyhomogeneous for all t > 0.

Proof. This follows directly from the polyhomogeneity of φ and equation (2-4). �

3I. Maximum principles. Before embarking on the remainder of the proof of long-time existence and
convergence, we present some results which show how the maximum principle may be extended to this
conic setting. We adapt the trick of [Jeffres 2005].

The possible difficulty in applying the maximum principle directly is if the maximum of the solution
were to occur at a conic point, so the idea is to perturb the solution slightly to ensure that the maximum
cannot occur at the singular locus.

Lemma 3.15. Suppose that (M, g(t)) is a family of metrics which is in Dδ,δ/2b ([0, T )× M̃ , polyhomoge-
neous on (0, T )× M̃), and that w satisfies

∂tw ≥1w+ X · ∇w+ a(w2
− A2),

where X and a are a given vector field and function, respectively, with the same regularity as g(t) and with
a>0; here A≥0 is a constant. Suppose too thatw(0, · )≥−A and that sup

(
|w(t, · )|+rσ |∇w(t, · )|

)
<∞

for every t > 0, where 0< σ < 1. Then w ≥−A for all t < T .

Proof. Define wmin(t)= infq∈M̃ w(t, q). By hypothesis, wmin(0)≥−A. Suppose that, at some time t > 0,
this minimum is achieved at some point q. If q is not one of the conic points, then 1w(t, q) ≥ 0 and
∇w(t, q)= 0; hence

d
dt
wmin(t)≥ a(wmin(t)2− A2). (3-22)

Suppose for the moment that we have established this differential inequality regardless of the location of
the minimum. But then, if wmin(t) were ever to achieve a value less than −A at some t0 > 0, (3-22) would
give that w′min(t0) > 0, which is impossible (if t0 > 0 is the smallest time at which wmin(t0) <−A).

Thus it suffices to show that (3-22) is always true. Fix γ with 0 < γ < 1− σ . Then, for any k ≥ 1,
define wk(q, t)= w(q, t)− rγ /k (where r is a fixed radial function near each conic point such that r is
smooth and strictly positive in the interior and r = 0 at a conic point). Suppose that wmin(t) is achieved
at some conic point p. We first observe that, for q sufficiently near p, using the hypothesis on |∇w|,

w(t, q)≤ wmin(t)+Cr1−σ
= w(t, p)+Cr1−σ ,
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where r = r(q), and hence

wk(t, q)≤ w(t, p)+Cr1−σ
−

1
k

rγ <w(t, p)= wk(t, p)

for r sufficiently small. In other words, (wk)min(t) cannot occur at p. Now, the differential inequality
satisfied by wk is

∂twk ≥1
(
wk +

1
k

rγ
)
+ X · ∇

(
wk +

1
k

rγ
)
+ a

((
wk +

1
k

rγ
)2
− A2

)
.

At a spatial minimum (away from the conic point),1wk≥0 and∇wk=0. On the other hand,1rγ ≥Crγ−2

and |X · ∇rγ | ≤ Crγ−1 near r = 0, and, since the first of these terms is positive, these two terms together
satisfy

1
k
(1rγ + X · ∇rγ )≥ C

k
.

Thus altogether, applying the same reasoning as before (and using that (wk)min does not occur at a conic
point), we deduce that

d
dt
(wk)min ≥

C
k
+ a

((
(wk)min+

1
k

r(qk(t))γ
)2
− A2

)
,

where the minimum of wk is achieved at qk(t). The same arguments as above give (wk)min ≥−A−C ′/k,
and hence wmin ≥−A−C ′′/k. Letting k↗∞ proves the result. �

Essentially the same proof gives the following version of the maximum principle:

Lemma 3.16. Suppose that the setup is exactly the same as in the previous lemma, and that

∂tw =1w+ aw2
+ bw.

Then
d
dt
wmax ≤ aw2

max+ bwmax and d
dt
wmin ≥ aw2

min+ bwmin. (3-23)

3J. Long-time existence. We are finally able to complete the proof of long-time existence of the solution
of the Ricci flow with prescribed conic singularities. In fact, the proof is a straightforward adaptation of
the original proof of this same fact for the Ricci flow on smooth compact surfaces in [Hamilton 1988].
We refer to that article as well as [Isenberg et al. 2011] for all the details of the proof. We supply here
only the key results which then allow the proofs in those articles to be applied verbatim.

The strategy is to consider the “potential function” f for the metric g(t). (In the language of [Jeffres
et al. 2014], f is the Ricci potential for g.) By definition, this is a solution to the equation

1g(t) f = Rg(t)− ρ, (3-24)

where ρ is the average scalar curvature. The crucial property that it must satisfy is that |∇ f | ≤C . Observe
that f is only defined up to an arbitrary additive constant, which may depend on t , but that the proof in
[Hamilton 1988] shows how to choose this constant using the evolution equation satisfied by f .

In any case, we now show that a potential function with bounded gradient exists. Interestingly, this is
one place where the assumption that the cone angles are less than 2π plays a crucial role.
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Proposition 3.17. Suppose that g is a conic metric with all cone angles less than 2π ; suppose too that
g = ug0, where g0 is smooth (or polyhomogeneous) on M̃ , u ∈ C2,δ

b and, furthermore, Rg ∈ C0,δ
b . Then the

solution f to 1g f = Rg−ρ which lies in the Friedrichs domain and satisfies
∫

f d Ag = 0 has |∇ f | ≤C.

Proof. By Proposition 3.1 (as well as the fact that the integral of R− ρ is zero), there exists a unique
solution f which has integral zero, and this function has a partial expansion

f ∼ a0+ (a11 cos y+ a12 sin y)r1/β
+ ũ, ũ ∈ r2C2,δ

b .

Since β < 1, it follows immediately that |∇ f | ≤ C . �

We recall very briefly that the rest of the proof of long-time existence involves getting an priori uniform
bound on Rg(t) where g(t) is the family of solution metrics, and then using (2-4) to find bounds for log u.
The bounds on Rmin follow easily from the maximum principle, while the bound for Rmax is derived by
considering the evolution equation satisfied by h :=1 f + |∇ f |2. For both of these steps, one needs the
maximum principle from the previous subsection, which is permissible since R and h both satisfy the
conditions of Lemma 3.15.

4. Convergence of the flow in the Troyanov case

We are now in a position to be able to prove that the solution g( · , t) converges exponentially as t→∞
to a constant-curvature metric with the same cone angles, provided the Troyanov condition (2-14) holds.

Let W 1,2 denote the usual Sobolev space of L2 functions whose gradient is in L2 (with respect to g0).
Following [Troyanov 1991; Struwe 2002], consider the energy functional F :W 1,2

→ R,

F(φ) :=
∫

M
(|∇0φ|

2
+ 2R0φ) d A0,

where the conformal factor has been rewritten as u = eφ . (The function spaces W 1,2 and W 2,2 used below
are taken with respect to any fixed conic metric that is smooth in the (r, y) coordinates.) The next lemma
says that the Ricci flow is the gradient flow of F with respect to the Calabi L2 metric (see, e.g., [Clarke
and Rubinstein 2013, §2]).

Lemma 4.1. If u is a solution of (2-2), then

d
dt

F(φ)=−2
∫

M
(R− ρ)2 d Ag. (4-1)

Proof. On smooth, closed surfaces the formula is well known [Struwe 2002, Equation (49)]. Indeed,
recall that, using (2-1) and (2-2),

∂tφ = e−φ (10u− R0)+ ρ = ρ− R;

from this we get

d
dt

F(φ)= 2
∫

M
(∇φ · ∇φt + R0φt) d A0 = 2

∫
M
φt(R0−10φ) d A0

= 2
∫

M
Reφφt d A0 =−2

∫
M
(R− ρ)R d Ag,
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and the result follows since
∫
(R−ρ) d Ag = 0. Concealed here is the fact that these integrations by parts

remain valid in this conic setting. This sort of computation will be used repeatedly in the remainder of
this paper. The key point is that the functions involved enjoy sufficient regularity near the conic points
that one may integrate by parts on the complement of an ε-neighbourhood of these points and show that
the boundary term tends to 0 with ε. �

Troyanov [1991] proves that the conditions (2-14) ensure that there exists a constant C such that

F(φ(t))≥−C for all t ≥ 0.

(In fact, Troyanov considers the stationary problem from a variational point of view and proves that F is
bounded below on W 1,2 if (2-14) holds.)

We now prove that φ( · , t) is uniformly bounded in W 2,2. This too follows arguments in [Troyanov
1991; Struwe 2002].

Proposition 4.2. With all notation as above, if the conditions (2-14) hold and φ is a solution to the flow,
then

‖φ( · , t)‖W 2,2 ≤ C.

Proof. We sketch the argument and refer to [Troyanov 1991; Struwe 2002] for more details. The starting
point is the uniform lower bound F(φ( · , t))≥−C . We first claim that

‖φ( · , t)‖W 1,2 ≤ C, t ≥ 0. (4-2)

There are three cases to consider. We only give details for the case when χ(M, Eβ) > 0, since the
cases where χ(M, Eβ) ≤ 0 are similar but simpler. The Troyanov condition (2-14) is equivalent to
0< 2πγ := 2πχ(M, Eβ) < 4π mini {βi }. Choose b such that πγ = πχ(M, Eβ) < b< 2π mini {βi } and set

I (φ) := 1
2b

∫
M
|∇φ|2 d A0+

1
πγ

∫
M

R0φ d A0.

As in the proof of Theorem 5 in [Troyanov 1991], we have I (φ)≥−C for all φ ∈W 1,2. But

1
2πγ

F(φ)= I (φ)+ 1
2

( 1
πγ
−

1
b

) ∫
M
|∇φ|2 d A0 > I (φ)≥−C.

Since F(φ)≤ m, ∫
M
|∇φ|2 d A0 ≤ C, t ≥ 0,

and Troyanov’s argument then shows that also the L2 is uniformly bounded [Troyanov 1991, p. 817],
whence ‖φ( · , t)‖W 1,2 ≤ C for all t ≥ 0.

It is proved in [Troyanov 1991] that, if 0< b < 2π mini {2+ 2αi }, then there exists a constant C such
that ∫

M
ebu2

d A0 ≤ C

for all u ∈W 1,2 such that
∫

M u d A0 = 0 and
∫

M |∇u|2 d A0 ≤ 1. This is the Moser–Trudinger–Cherrier
inequality for surfaces with conic singularities.
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We now prove that ∫
M
|∇

2φ|2 d A0 ≤ C for all t ∈ [0,∞).

Carrying out a standard integration by parts argument over the complement of the ε-balls around the
conic points, we obtain∫

M\B( Ep,ε)
|∇

2φ|2 d A0

=

∫
M\B( Ep,ε)

|10φ|
2 d A0−

1
2

∫
M\B( Ep,ε)

R|∇φ|2 d A0+

∫
∂B( Ep,ε)

∂ν∇φ ·∇φ dσ0−

∫
∂B( Ep,ε)

10φ ∂νφ dσ0.

Using Proposition 3.3 and letting ε→ 0 gives∫
M
|∇

2φ|2 d A0 =

∫
M
|10φ|

2 d A0−
1
2

∫
M

R|∇φ|2 d A0. (4-3)

By (2-3),∫
M
|10φ|

2 d A0 ≤ 2
(∫

M
R2

0 d A0+

∫
M

R2e2φ d A0

)
≤ C

(
1+

∫
M

e2|φ| d A0

)
≤ C

(
1+

∫
M

eb2
|φ|2 d A0

)
,

since, by Corollary 5.7 (proved later), the scalar curvature is uniformly bounded in time, where b is
any real number such that 0< b2 < 2π mini {2+ 2αi } and C may depend on the choice of b. Now, by
[Troyanov 1991, Proposition 11], the map φ 7→ eφ is a compact embedding of W 1,2 in L2, which thus
yields ∫

M
|10φ|

2 d A0 ≤ C,

and hence, finally, ∫
M
|∇

2φ|2 d A0 ≤ C for all t ≥ 0. �

Proposition 4.3. Let g(t) be the angle-preserving solution of (2-1) provided by Theorem 1.1. If (2-14)
holds, then g(t) converges exponentially to the unique constant-curvature metric in the conformal class
of g0 with specified conic data.

Proof. We have already shown that φ( · , t) exists and ‖φ( · , t)‖W 2,2 ≤C for all t ≥ 0. We now invoke the
arguments of [Struwe 2002] verbatim to deduce that g(t) converges exponentially to a constant-curvature
metric g∞ in the conformal class of g0.

It remains to show that g∞ has the same conic data { Ep, Eβ} as g0. The W 2,2 bound and the Sobolev
embedding theorem give a uniform C0 bound |φ( · , t)| ≤ C . This implies that the conic points do not
merge in the limit. Indeed, if i 6= j and γ t

i j is the geodesic for g(t) joining these two conic points, then

distg(t)(pi , p j )=

∫
γ t

i j

eφ/2 ≥ c̄
∫
γ t

i j

≥ c̄ distg(0)(pi , p j ).

Next, suppose that g∞ has cone angle parameter β̃i at pi . Thus, in local conformal coordinates,

g0 = e2φ0 |z|2βi−2
|dz|2 and g∞ = e2φ∞ |z|2β̃i−2

|dz|2,
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so by the uniform C0 bound it is clear that β̃i ≥ βi for all i . Since

χ(M)+
∑

βi = χ(M)+
∑

β̃i ,

we see that βi = β̃i for all i . �

5. Convergence in the non-Troyanov case

In this final section we consider the case where the Troyanov condition (2-14) fails. As remarked earlier,
the angle inequality fails at just one of the points p j , say p1, and necessarily M = S2. Then, (M, J, Ep, Eβ)
does not admit a constant-curvature metric, and hence, even if g( · , t) converges, its limit must either not
be of constant curvature or else some of the conic data is destroyed in the limit. More precisely, the limit
might be a surface with fewer conic points and different cone angles, and hence might conceivably still
admit a constant-curvature metric. The existence of nonconstant-curvature, soliton metrics with one or
two conic points (the teardrop or American football) on S2 can be ascertained using ODEs arguments,
[Yin 2010], and these are the reasonable candidates for limiting metrics in the non-Troyanov case. To
this end, we first show that every compact two-dimensional shrinking Ricci soliton which does not have
constant curvature has at most two conic points. Furthermore, if (2-14) holds, then any shrinking Ricci
soliton must have constant curvature. The next lemma also appears in [Ramos 2013].

Lemma 5.1. If g is a shrinking Ricci soliton metric on M with conic data ( Ep, Eβ) and there are at least
three conic points, then g has constant curvature.

Proof. View g as a Kähler–Ricci soliton; then

(R− 1)gi j̄ =∇i∇ j̄ f,

where the vector field X i
:= ∇

i f is a holomorphic vector field on S2
\ Ep. The trace of the soliton equation

gives 1 f = R − 1, and hence, using the static case of Theorem 1.2 — see also [Jeffres et al. 2014,
Propositions 3.3 and 3.8] — it follows that ∇ f =O(r1/β−1), so must vanish at each of the points pi . This
may also be deduced as in [Luo and Tian 1992, Lemma 3]. Using this same regularity, we can integrate
by parts to get ∫

S2\ Ep
|X |2 d A =

∫
S2\ Ep
|∇ f |2 d A =

∫
S2\ Ep

(1− R) f d A <∞.

However, there is no nontrivial holomorphic vector field on S2 which vanishes at more than two points,
so X = 0 and hence ∇ j̄∇i f = 0. Finally, using the soliton equation again, R ≡ 1. �

Lemma 5.2. If (M, J, Eβ, Ep) satisfies (2-14) and g is a shrinking Ricci soliton metric, then g has constant
curvature, i.e., f = const.

Proof. The argument carries over from the smooth setting, by virtue of Theorem 1.2. We already know
that there exists a constant-curvature metric ḡ with this prescribed data. By rescaling, assume Rḡ = 1.
Write g = eφ ḡ. Since g is a shrinking soliton, it moves under Ricci flow by a 1-parameter family of



RICCI FLOW ON SURFACES WITH CONIC SINGULARITIES 873

diffeomorphisms ψ(t), so g(t)= ψ(t)∗g. Hence, φ( · , t)= ψ∗φ solves

∂tφ = 〈∇ f,∇φ〉g = e−φ(1ḡφ− Rḡ)+ 1.

However, Rg = e−φ(1−1ḡφ) and Rḡ = 1, so 〈∇ f,∇φ〉g =−Rg + 1, which implies that

〈∇ f,∇φ〉g = Rg − 1=−1g f,

or, equivalently, div(eφ∇ f )= 0. Multiplying by f and integrating by parts on M \ Bε( Ep) gives∫
M\Bε( Ep)

|∇ f |2eφ d Ag =

∫
∂Bε( Ep)

f ∂ν f eφ dσ,

and this converges to 0 as ε→ 0. Hence,
∫

M |∇ f |2 d Ag = 0, so f = const. Thus Rg ≡ 1 and, by the
uniqueness of constant-curvature metrics with given conic data [Luo and Tian 1992], g = ḡ. �

Our goal in the remainder of this section is to prove:

Proposition 5.3. Let g(t) be the angle-preserving flow on (M, J, Ep, Eβ) and assume that (2-14) fails.
Define ψ(t) to be the t-dependent diffeomorphism generated by the vector field ∇ f (t), where 1 f (t)=
Rg(t)− ρ. Then ĝ(t) := ψ∗g(t) satisfies ∂ ĝ(t)/∂t = 2µ̂(t), where µ̂ is the tensor defined by (5-1) with
respect to the metric ĝ(t). We prove that

lim
t→∞

∫
M
|µ̂(t)|2ĝ(t) d Â = lim

t→∞

∫
M
|µ(t)|2g(t) d A = 0

and, moreover,

lim
t→∞

∫
M
|X (t)|2g(t) d A = 0,

where X =∇R+ R∇ f .

In the next subsections we assemble various facts which lead to the proof of this proposition. These
were all initially developed in the smooth case, and the main work here consists mainly in verifying that
they remain true in this conic setting.

The outline of this proof is as follows: In Section 5A we adapt Perelman’s arguments for volume
noncollapsing for the Kähler–Ricci flow; see [Sesum and Tian 2008]. We then follow the arguments
in [Hamilton 1988], making use of the entropy functional N (g) =

∫
M R log R dVg, and showing that

N (g(t))≤ C here too. In Section 5C we explain how to apply the maximum principle in the proof of the
Harnack inequality, and hence obtain that Rsup ≤ C Rinf. Area noncollapsing, entropy monotonicity and
the Harnack estimate then show that R ≤ C for all t ∈ [0,∞). We also show R ≥ c > 0 for t ≥ t0.

5A. Area noncollapsing via Perelman’s monotonicity formula. Our first goal is to prove an estimate
on the area of small geodesic balls.

Lemma 5.4. Let (M, g(t)) be a compact conic surface evolving by the angle-preserving area-normalized
Ricci flow. Define Rmax(t)= supq∈M Rg(t). Then there exists C > 0 so that, for all p ∈ M and t > 0, we
have

Areag(t)B(p, Rmax(t)−1/2)≥
C

Rmax(t)
.
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Proof. The proof relies on monotonicity properties with respect to the unnormalized Ricci flow of
Perelman’s W functional,

W(g, f, τ )= (4πτ)−1
∫

M
[τ(|∇ f |2+ R)+ f − 2]e− f d Ag,

where g is a metric, f is a function and τ ∈ R+. For us, g is a polyhomogeneous conic metric and
f (z, t)= a0(t)+ (a11(t) cos y+a12(t) sin y)r1/β

+r2 f̃ (z, t), where both f and f̃ lie in C1([0,∞); C2,δ
b ).

This integral is convergent, since |∇ f | is bounded.
We review the proof of monotonicity of this functional to check that the singularities of g and f do not

cause difficulties. We restrict to the space of triples (g, f, τ ) such that the measure (4πτ)−1/2e− f d Ag is
fixed. If (v, h, σ ) is a tangent vector to this space then, by [Kleiner and Lott 2008, Propositions 5.3 and
12.1],

δW|(g, f,τ )(v, h, σ )= (4πτ)−1
∫

M
[σ(Rg + |∇ f |2)− τ 〈v,Ricg +∇

2 f 〉+ h]e− f d Ag

This requires justifying the three integrations by parts∫
M

e− f (−1 trg v) d A =−
∫

M
1(e− f ) trg v d A,∫

M
e− f δ∗δ∗v d A =

∫
M
〈∇

2e− f , v〉 d A,∫
M

e− f
〈∇ f,∇h〉 d A =

∫
M
1e− f h d A,

which we do in the usual way, using the expansion for f .
Still following [Kleiner and Lott 2008, §12], set v =−2(Ricg +∇

2 f ), so trg v =−2(Rg +1 f ), and
also h =−1 f + |∇ f |2− Rg + 1/(2τ), σ =−1. Then

δW|(g, f,τ )(v, h, σ )=
∫

M
τ

∣∣∣Ricg +∇
2 f − 1

2τ
g
∣∣∣2(4πτ)−1e− f d Ag ≥ 0.

To recover the actual Ricci flow, we add to v and h the Lie derivative terms LV g and LV f = V f ,
respectively, where V =∇ f . This new infinitesimal variation corresponds to the flow

∂t g =−2 Ricg, ∂t f =−1 f + |∇ f |2− Rg +
1
τ

and ∂tτ =−1,

along which we have

δW|(g, f,τ )(v, h, σ )=
∫

M
2τ
∣∣∣∇2 f + 1

2

(
Rg −

1
τ

)
gi j

∣∣∣2(4πτ)−1/2e− f d Ag.

Finally, define
µ(g, τ ) := inf

f

{
W(g, f, τ ) : (4πτ)−1/2 ∫

M e− f d Ag = 1
}
.

We have proved that µ(g(t), τ (t)) increases along the Ricci flow. Using this monotonicity, we follow
precisely the same arguments as in Perelman’s proof of volume noncollapsing for the Kähler–Ricci flow
(see [Sesum and Tian 2008] for details). �
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5B. Entropy estimate. The potential function f satisfies 1 f = R− ρ. Define the symmetric, trace-free
2-tensor

µ=∇2 f − 1
21 f g (5-1)

and the vector field X =∇R+ R∇ f . As in the earlier part of this section, g is a gradient Ricci soliton
if µ≡ 0; in fact, one also has X ≡ 0 on any soliton. The entropy function introduced by Hamilton [1988]
when Rg0 is a strictly positive function on M is the quantity

N (t)=
∫

M
R log R d A.

When R changes sign, Chow [1991b] considered the modified entropy

N (t)=
∫

M
(R− s) log(R− s) d A, (5-2)

where s ′(t)= s(s− r) with s(0) <minx∈M R(x, 0). In either case, if M is smooth, these authors showed
that N (t)≤ C for t ≥ 0; in the first case, this is based on the monotonicity of N , which follows from the
formula

d N
dt
=−

∫ (
2|µ|2+

|X |2

R

)
d A. (5-3)

We now prove that this entropy function, or its modified form, is still bounded above even in the conic
setting.

Lemma 5.5. If g(t) is an angle-preserving solution of the normalized Ricci flow, and if the entropy N is
defined by (5-3) if R > 0 everywhere and by (5-2) if R changes signs, then N (t)≤ C for all t <∞.

Proof. The argument proceeds exactly as in the smooth case once we show that the various integrations
by parts are justified. We assume that R does change signs, since the two cases are very similar, and
follow Chow’s [1991a] proof on orbifolds.

Define L = log(R− s). The proof relies on the following identities:∫
1L(R− s)=−

∫
|∇R|2

R− s
,

∫
L1R =−

∫
|∇R|2

R− s
,∫

(1 f )2 =−
∫
〈∇ f,∇1 f 〉,

∫
〈∇ f,1∇ f 〉 = −

∫
|D2 f |2,∫

f1 f =−
∫
|∇ f |2,

∫
〈∇R,∇ f 〉 = −

∫
R1 f =−

∫
R(R− r),∫

〈∇L ,∇ f 〉 = −
∫

L1 f =−
∫

L(R− r);

these are all proven using Green’s identity on M \ B( Ep, ε) and taking advantage of the expansions of f
and R to show that the boundary terms vanish in the limit ε→ 0. �
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5C. Harnack estimate and curvature bound. The proof of the Harnack estimate for R, when R > 0
everywhere, or for R− s if R changes sign, again proceeds exactly as in the smooth [Chow 1991b] and
orbifold [Chow and Wu 1991] cases, although now using the maximum principles from Lemmas 3.15
and 3.16. We outline the main step. Consider P = Q+ sL , where

Q = ∂t L − |∇L|2− s =1L + R− ρ and L = log(R− s).

One computes that

∂t P ≥1P + 2∇L · ∇P + 1
2(P

2
−C2), (5-4)

where C is a constant chosen so that L ≥−C−Ct . By Corollary 3.14, R is polyhomogeneous (for t > 0)
and the only terms in its expansion less than r2 are r0 and r1/β . Using (2-7), the initial terms in the
expansion of 1R have the same exponents. Thus, |∇P| satisfies the conditions in these maximum
principle lemmas, and we conclude that Q ≥−C , independently of t . The usual integration in spatial and
time variables leads to the Harnack inequality — see [Chow 1991b] for details — and thus gives:

Lemma 5.6. If y ∈ Bg(t)
(
x, 1

8

√
R(x, t)

)
, then R(y, t +1)≥ C R(x, t) for some universal constant C > 0.

Using the entropy bound and area comparison, the boundedness of R follows as in [Hamilton 1988;
Chow 1991b].

Corollary 5.7. There exist constants c, C > 0 such that |R( · , t)| < C for all t > 0 and R( · , t) ≥ c
for t � 1.

Proof of Proposition 5.3. Consider the following modification of the Ricci flow equation:

∂

∂t
ĝi j = 2µ̂i j = (ρ− R̂)ĝi j − 2∇i∇ j f, (5-5)

where R̂ is the scalar curvature of ĝ (the covariant derivatives in the last term are also with respect to ĝ(t),
but we omit this from the notation for simplicity) and f is the same potential function as before. This
differs from the standard flow by the action of the one-parameter family of diffeomorphisms ψt generated
by ∇ f , i.e., ĝ(t)= ψ∗t g(t), where g(t) is a solution of the original normalized (but unmodified) Ricci
flow. According to Lemma 5.5, Corollary 5.7, and (5-3), N (t) is monotone (for t sufficiently large) and
converges to a finite limit, hence

lim
t→∞

d N
dt
= 0;

recalling (5-3), the conclusion follows from this. �

Remark 5.8. Hamilton’s original argument showing that the pointwise norm of µ converges exponentially
to zero breaks down in our setting for the following reason. As for many of the other quantities we
consider here, the function f admits an expansion

f = a0(t)+ r1/β(a11(t) cos y+ a12(t) sin y)+ a2(t)r2
+O(r2+ε),
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where the ai and ai j are smooth in t . This follows from the equation satisfied by R, the equation

1g(t) f (t)= R(t)− ρ =−ρ+
R0−1g(0) log u(t)

u(t)
,

the asymptotic expansion (1-1) of u(t), and [Jeffres et al. 2014, Corollary 3.5]. However,

µ=∇2 f − 1
21 f g (5-6)

is a second-order operator applied to f , and not all of these annihilate the troublesome term r1/β in the
expansion of f . This means that, although µ, and hence |µ|, has an asymptotic expansion, this expansion
contains a singular term of the form r1/β−2. This means that the maximum principle is not applicable,
and we cannot conclude the exponential decay of |µ|. Note that there is no difficulty with what we prove
above, since this most singular term r1/β−2 is square-integrable with respect to r dr dy.

5D. One concentration point. We now prove the second part of Theorem 1.4, concerning the divergence
profile of the unmodified flow. Namely, we show that the conformal factor φ blows up at precisely one
point q as t ↗∞, but tends uniformly to zero on every compact set K ⊂ S2

\ {q}. This argument is
drawn from methods developed specifically for higher-dimensional complex analysis, so it is convenient
to now change to the Kähler formalism.

Fix the initial conic metric g0; since the flow immediately smooths out any initial metric, we may as
well assume that g0 is polyhomogeneous. Denote its associated Kähler form by ω. Define Hω to consist
of all functions φ such that ωφ := ω+

√
−1∂∂̄φ > 0, and then denote by PSHω the L1 closure of Hω.

Observe that, since ω and ωφ (or, rather, g0 and gφ) lie in the same Kähler class, they are conformally
related; indeed,

ωφ = (1+10φ)ω, and similarly ω = (1−1φφ)ωφ.

Here 10 and 1φ are the Laplacians for ω and ωφ , respectively. Note that this implies that

10φ >−1 and 1φφ < 1. (5-7)

For any φ ∈ PSHω, we define the multiplier ideal sheaf I(φ) associated to the presheaf which assigns
to any open set U the space of holomorphic functions

I(φ)(U )= {h ∈OS2(U ) : |h|2e−φ ∈ L1
loc(S

2, ω)}.

It is proved in [Nadel 1990] that I(φ) is always coherent; moreover, it is called proper if it is neither the
trivial (zero) sheaf nor the structure sheaf OS2 .

Definition 5.9 [Nadel 1990, Definition 2.4]. The multiplier ideal sheaf I(φ) is called a Nadel sheaf if
there exists an ε > 0 such that (1+ ε)φ ∈ PSHω.

A fundamental result of Nadel’s [1990] is that any Nadel sheaf has connected support. The proof is not
hard in this low dimension, so we give it below. This uses an extension (for the one-dimensional case only)
of the result [Rubinstein 2009, Theorem 1.3], which in turn extends Nadel’s work from the continuity
method to the Ricci flow. Note too that [Rubinstein 2009] provided a new proof of the uniformization
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theorem in the smooth case using the Ricci flow (see also [Chen et al. 2006] for an earlier and different
flow-based proof), and hence its use here is natural.

We write the flow equation in this setting in terms of the Kähler potential as

ω+
√
−1∂∂̄φ := ωφ = e fω−φ+φ̇ω, φ(0)= φ0, and φ̇ = ∂tφ, (5-8)

where fω is the initial value f (0) of the Ricci potential, as defined in (3-24). There is a choice of constant
in this initial condition, and it is explained in [Phong et al. 2007] how to choose this additional constant
so that φ̇ remains bounded along the flow. We assume henceforth that this initial condition has been set
properly. We also write A for the (constant value of the) area of (S2, g(t)).

Theorem 5.10. Suppose that (S2, J, Ep, Eβ) does not satisfy (2-14). Fix any γ ∈
( 1

2 , 1
)
. Then the solu-

tion φ(t), normalized as above, admits a subsequence φ j := φt j for which φ̂ j := φt j − A−1
∫
φt j converges

in L1 to φ∞ ∈ PSHω. Finally, I(γ φ∞) is a proper Nadel multiplier ideal sheaf with support equal to a
single point.

Proof. We proceed in a series of steps.

Step 1: diam(M, g(t))≤C . This is a special case of [Jeffres et al. 2014, Claim 6.4]. Indeed, since β < 1,
if p, q ∈ M are not conic points then the minimizing geodesic which connects them does not pass through
a conic point. Thus we can apply the standard argument for Myers’ theorem, using that R > c > 0 for
large t . This can also be deduced by specializing Perelman’s diameter estimate [Sesum and Tian 2008] to
our setting, which is possible using Theorem 1.2.

Step 2: − infφ ≤ supφ+C . The proof of [Rubinstein 2009, Lemma 2.2] carries over without change by
using the twisted Berger–Moser–Ding functional

D(φ)=

√
−1

2A

∫
∂φ ∧ ∂̄φ− log

(
1
A

∫
e fω−φω

)
.

This is monotone along the flow, which gives, after some calculations, that [Rubinstein 2009, (15)]

1
A

∫
−φωφ ≤

1
A

∫
φω+C. (5-9)

We next show that the average A−1
∫
φω is comparable to supφ. Indeed, the inequality A−1

∫
φω≤supφ

is trivial. For the converse, recall that the Green function of 10, normalized so that
∫

G0(q, q ′)ω(q ′)= 0
for every q and G↘−∞ near the diagonal, is bounded from above by a constant E0. We then write

φ(q)−
1
A

∫
φω =

∫
G(q, q ′)1ωφ(q ′)ω(q ′)

=

∫
−(G(q, q ′)− E0)(−1ωφ(q ′))ω(q ′)≤−

∫
(G(q, q ′)− E0)ω ≤ AE0,

using the first inequality in (5-7). Taking the supremum over the left side gives supφ ≤ (1/A)
∫
φω+C ,

as claimed.
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To estimate the infimum of φ we use a similar trick, but using the upper bound Gφ(q, q ′)≤ Eφ and
the second inequality in (5-7). This gives

φ(q)−
1
A

∫
φωφ =

∫
Gφ(q, q ′)1φφ(q ′)ωφ(q ′)

=

∫
(G(q, q ′)− E0)1ωφ(q ′)ωφ(q ′)≥

∫
(G(q, q ′)− E0)ωφ(q ′)≥−AEφ,

so, taking the infimum, − infφ ≤−(1/A)
∫
φωφ + AEφ .

It remains only to observe that, special to this dimension, Gφ(q, q ′)= G0(q, q ′); this is because, if we
write ωφ = Fω, and if

∫
f ωφ = 0, then

1φ

∫
Gφ(q, q ′) f (q ′)ωφ(q ′)= F−110

∫
Gφ(q, q ′) f (q ′)F(q ′)ω(q ′),

and this equals f (q) when Gφ = G0. This means that Eφ = E0 and the constant in this inequality does
not vary along the flow.

Putting these inequalities together completes this step.

Step 3: supt‖φt‖0 = ∞. Indeed, if this supremum were finite, then, by Step 2, φ would be bounded
in C0, and standard regularity estimates would then show that some subsequence of the φt converges. The
limiting metric (or rather, the limit of any one of these subsequences) would then need to have constant
curvature. Furthermore, the uniform boundedness of the conformal factor shows that the cone angles
do not change in the limit. This is a contradiction, since we are assuming that the Troyanov conditions
(2-14) fail.

The construction of the Nadel sheaf now proceeds as in [Rubinstein 2009, p. 5846].

Step 4: If γ ∈
( 1

2 , 1
)

and Vγ denotes the support of Iγ := I(γ φ∞), then Vγ is a single point. Recall that
a coherent sheaf is locally free away from a complex codimension-two set, so, since we are in complex
dimension one, Iγ is a sheaf of sections of a holomorphic line bundle OS2(−k), k ≥ 0. By the properness
assumption, k ≥ 1. We claim that k = 1, which then implies that Iγ is spanned by a single holomorphic
section, which vanishes to order one at precisely one point.

To do this, let U be a small open set and let h ∈ Iγ (U ), and assume that h vanishes exactly to order one
at a point p ∈U . Then

∫
U |h|

2e−γφ∞ω <∞. Now fix a local holomorphic coordinate z which vanishes
at p and assume either that U contains no conic points or, if it does contain one, then p is that point. In
the first of these cases, ω is locally equivalent to |dz|2, while φ∞ ≥ 4 log |z|, and 0< γ < 1. If p = pi

is a conic point, then, assuming that U contains no other conic points,
∫

U |h|
2e−γφ∞z2βi−2

|dz|2 <∞.
This follows just as before but using that φ∞ has a singularity of, at worst, 4 log |z| − 2(1− βi ) log |z|
(recall [ω] =OS2(2)−

∑
(1−βi )[pi ]) and 0< γ < 1. Thus k cannot be greater than one. Since k > 0, it

follows that k = 1, as desired.

There is an alternative proof that does not rely on facts about coherent sheaves, using weighted L2 esti-
mates for the ∂̄-equation. This proceeds as follows. Let η be a (0, 1)-form such that

∫
|η|2e−γφ∞ |dz|2<∞.

It is always possible [Berndtsson 2010, §1] to find a solution ρ to ∂̄ρ= η that satisfies
∫
|ρ|2e−γφ∞ |dz|2≤
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Cγ
∫
|η|2e−γφ∞ |dz|2 <∞, where Cγ = O((1− γ )−1). The same arguments can be used to verify that

this estimate also holds with respect to the measure |z|2βi−2
|dz|2. This proves that H 1(S2, Iγ ) = 0.

From the long exact sequence in cohomology corresponding to the short exact sequence of sheaves
0→ Iγ →OS2 →OVγ → 0, one concludes that H 0(Vγ ,OVγ )

∼= H 0(S2,OS2)∼= C, which means once
again that the support of Iγ is connected, i.e., a single point.

These two methods of proof are closely related, of course, by virtue of the identification H 1(S2, Iγ )∼=
H 0(S2,OS2(KS2 − Iγ )). �

Following [Clarke and Rubinstein 2013, Lemma 6.5], we can use Theorem 5.10 to deduce estimates
on the conformal factor:

Corollary 5.11. The conformal factor u blows up at exactly one point. On any compact set K disjoint
from that point, u→ 0 uniformly, so, in particular, the area of K with respect to g(t) tends to 0.
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GROWTH OF SOBOLEV NORMS FOR THE QUINTIC NLS ON T 2

EMANUELE HAUS AND MICHELA PROCESI

We study the quintic nonlinear Schrödinger equation on a two-dimensional torus and exhibit orbits whose
Sobolev norms grow with time. The main point is to reduce to a sufficiently simple toy model, similar
in many ways to the one discussed by Colliander et al. for the case of the cubic NLS. This requires an
accurate combinatorial analysis.

1. Introduction

We consider the quintic defocusing NLS on the two-dimensional torus T2
= R2/(2πZ)2

−i∂t u+1u = |u|4u, (1-1)

which is an infinite-dimensional dynamical system with Hamiltonian

H =
∫

T2
|∇u|2+ 1

3

∫
T2
|u|6 (1-2)

having the mass (the L2 norm) and momentum

L =
∫

T2
|u|2 and M =

∫
T2
=(u · ∇u) (1-3)

as constants of motion. The well-posedness result of [Bourgain 1993; Burq et al. 2004] for data
u0 ∈ H s(T2), s ≥ 1, gives the existence of a global-in-time smooth solution to (1-1) from smooth
initial data, and one would like to understand some qualitative properties of solutions.

A fruitful approach to this question is to apply the powerful tools of singular perturbation theory,
such as KAM theory, the Birkhoff normal form and Arnold diffusion, first developed in order to study
finite-dimensional systems.

We are interested in the phenomenon of the growth of Sobolev norms, i.e., we look for solutions which
initially oscillate only on scales comparable to the spatial period and eventually oscillate on arbitrarily
short spatial scales. This is a natural extension of the results in [Colliander et al. 2010; Guardia and
Kaloshin 2015], which prove similar results for the cubic NLS. In the strategy of the proof, we follow
[Colliander et al. 2010] — henceforth abbreviated [CKSST] — as closely as possible; therefore our main
result is the precise analogue of theirs for the cubic NLS. Namely, we prove:

MSC2010: 35B34, 35Q55, 37K45.
Keywords: nonlinear Schrödinger equation, growth of Sobolev norms, Hamiltonian PDEs, weak turbulence.
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Theorem 1.1. Let s > 1, K � 1 and 0< δ� 1 be given parameters. Then there exists a global smooth
solution u(t, x) to (1-1) and a time T > 0 with

‖u(0)‖H s(T2) ≤ δ and ‖u(T )‖H s(T2) ≥ K .

Note that we are making no claim regarding the time T over which the growth of Sobolev norms
occurs; this is the main difference between the approaches of [CKSTT] and [Guardia and Kaloshin 2015].

1A. Some literature. The growth of Sobolev norms for solutions of the nonlinear Schrödinger equation
has been studied widely in the literature, but most of the results regard upper bounds on such growth. In
the one-dimensional case with an analytic nonlinearity ∂ū P(|u|2), Bourgain [1996b] and Staffilani [1997]
proved at-most polynomial growth of Sobolev norms. In the same context, Bourgain [2000] proved a
Nekhoroshev-type theorem for a perturbation of the cubic NLS. Namely, for s large and a typical initial
datum u(0) ∈ H s(T ) of small size ‖u(0)‖s ≤ ε, he proved

sup
t≤T
‖u(t)‖s ≤ Cε, |t |< T, T ≤ ε−A,

with A= A(s)→ 0 as s→∞. Similar upper bounds on the growth have been obtained also for the NLS
equation on R and R2 as well as on compact manifolds.

We finally mention [Faou et al. 2013], which discusses the existence of stability regions for the NLS
on tori.

Concerning instability results for the NLS on tori, we mention the work by Kuksin [1997b] (and see
his related works [1995; 1996; 1997a; 1999]) who studied the growth of Sobolev norms for the equation

−i∂t u+ δ1u = |u|2pu, p ∈ N,

and constructed solutions whose Sobolev norms grow by an inverse power of δ. Note that the solutions
that he obtains (for p = 2) correspond to orbits of (1-1) with large initial data. A big advance appeared in
[CKSTT], where the authors prove Theorem 1.1 for cubic NLS. Note that the initial data are small in H s .
Finally, [Guardia and Kaloshin 2015] follows the same general strategy of [CKSTT] and constructs orbits
whose Sobolev norm grows (by an arbitrary factor) in a time which is polynomial in the growth factor.
This is done by a careful analysis of the equation and using in a clever way various tools from diffusion
in finite-dimensional systems.

These results do not imply the existence of solutions with diverging Sobolev norm, nor do they claim
that the unstable behavior is typical. Recently, Hani [2014] has made remarkable progress towards
the existence of unbounded Sobolev orbits: for a class of cubic NLS equations with nonpolynomial
nonlinearity, the combination of a result like Theorem 1.1 with some clever topological arguments leads
to the existence of solutions with diverging Sobolev norm. Moreover, Hani et al. [2013] prove infinite
growth of Sobolev norms for the cubic NLS on R×T2.

Regarding growth of Sobolev norms for other equations, we mention the following papers: [Bourgain
1996b] for the wave equation with a cubic nonlinearity but with a spectrally defined Laplacian; [Gérard
and Grellier 2010; Pocovnicu 2011] for the Szegö equation; and [Pocovnicu 2013] for certain nonlinear
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wave equations. We also mention the long time stability results obtained in [Bambusi 1997; 1999; 2003;
Bambusi and Grébert 2006; Grébert et al. 2009a; 2009b; Wang 2008; 2010].

A dual point of view to instability is to construct quasiperiodic orbits. These are nongeneric solutions
which are global-in-time and whose Sobolev norms are approximately constant. Among the relevant
literature we mention [Wayne 1990; Pöschel 1996; Kuksin and Pöschel 1996; Bourgain 1998; Berti and
Bolle 2013; Eliasson and Kuksin 2010; Geng et al. 2011; Berti and Biasco 2011; Wang 2014; Procesi and
Xu 2013; Berti et al. 2015]. Of particular interest are the recent results obtained through KAM theory,
which gives information on linear stability close to the quasiperiodic solutions. In particular, [Procesi and
Procesi 2015] proves the existence of both stable and unstable tori (of arbitrary finite dimension) for the
cubic NLS.

In finite-dimensional systems diffusive orbits are usually constructed by proving that the stable and
unstable manifolds of a chain of unstable tori intersect. Usually this is done with tori of codimension one,
so that the manifolds should intersect for dimensional reasons. Unfortunately, in the infinite-dimensional
case one is not able to prove the existence of codimension-one tori. Actually, the construction of almost-
periodic orbits is an open problem except for very special cases, such as integrable equations or equations
with infinitely many external parameters (see, for instance, [Pöschel 2002; Chierchia and Perfetti 1995;
Bourgain 1996a]).

In [CKSTT] and [Guardia and Kaloshin 2015] (and the present paper) this problem is avoided by
taking advantage of the specific form of the equation. First one reduces to an approximate equation, the
first-order Birkhoff normal form; see (1-5). Then, for this dynamical system, one proves directly the
existence of chains of one-dimensional unstable tori (periodic orbits) together with their heteroclinic
connections. Next, one proves the existence of a slider solution which shadows the heteroclinic chain in a
finite time. Finally, one proves the persistence of the slider solution for the full NLS. In the next section,
we describe the strategy more in detail.

1B. Informal description of the results. In order to understand the dynamics of (1-1), it is convenient
to pass to the interaction representation picture

u(t, x)=
∑
j∈Z2

a j (t)ei j ·x+i | j |2t ,

so that the equations of motion become

−i ȧ j =
∑

j1, j2, j3, j4, j5∈Z2
j1+ j2+ j3− j4− j5= j

a j1a j2a j3 ā j4 ā j5eiω6t , (1-4)

where ω6 = | j1|2+ | j2|2+ | j3|2− | j4|2− | j5|2− | j |2.
We define the resonant truncation of (1-4) as

−i β̇ j =
∑

j1, j2, j3, j4, j5∈Z2

j1+ j2+ j3− j4− j5= j
| j1|2+| j2|2+| j3|2−| j4|2−| j5|2=| j |2

β j1β j2β j3 β̄ j4 β̄ j5 . (1-5)
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It is well known that the dynamics of (1-4) is well approximated by the one of (1-5) for finite but
long times.1 Our aim is to first prove Theorem 1.1 for (1-5) and then extend the result to (1-4) by an
approximation lemma. The idea of the approximation lemma roughly speaking is that, by integrating in
time the left-hand side of (1-4), one sees that the nonresonant terms (those with ω6 6= 0) give a contribution
of order O(a9). By scaling a(λ)(t)= λ−1a(λ−4t) with λ arbitrarily small, we see that the nonresonant
terms are an arbitrarily small perturbation with respect to the resonant terms appearing in (1-5) and hence
they can be ignored for arbitrarily long finite times.

We now outline the strategy used to prove Theorem 1.1 for (1-5).
The equations (1-5) are Hamiltonian with respect to the Hamiltonian function

H= 1
3

∑
j1, j2, j3, j4, j5, j6∈Z2

j1+ j2+ j3= j4+ j5+ j6
| j1|2+| j2|2+| j3|2=| j4|2+| j5|2+| j6|2

β j1β j2β j3 β̄ j4 β̄ j5 β̄ j6 (1-6)

and the symplectic form �= i dβ ∧ dβ̄.
This is still a very complicated (infinite-dimensional) Hamiltonian system, but it has the advantage

of having many invariant subspaces on which the dynamics simplifies significantly. Let us set up some
notation.

Definition 1.2 (resonance). A sextuple (k1, k2, k3, k4, k5, k6) ∈ (Z
2)6 is a resonance if

k1+ k2+ k3− k4− k5− k6 = 0 and |k1|
2
+ |k2|

2
+ |k3|

2
− |k4|

2
− |k5|

2
− |k6|

2
= 0. (1-7)

A resonance is trivial if it is of the form (k1, k2, k3, k1, k2, k3) up to permutations of the last three elements.

Definition 1.3 (completeness). We say that a set S ⊂ Z2 is complete if the following holds: for every
quintuple (k1, k2, k3, k4, k5) ∈ S5, if there exists k6 ∈ Z2 such that (k1, k2, k3, k4, k5, k6) is a resonance,
then k6 ∈ S.

It is easily seen that, for any complete S ⊂ Z2, the subspace defined by requiring βk = 0 for all k /∈ S
is invariant.

Definition 1.4 (action-preserving). A complete set S ⊂ Z2 is said to be action-preserving if all the
resonances in S are trivial.

We remark that, for any complete and action-preserving S ⊂ Z2, the Hamiltonian restricted to S is
given by (see [Procesi and Procesi 2012])

H|S =
1
3

(∑
j∈S

|β j |
6
+ 9

∑
j,k∈S
j 6=k

|β j |
4
|βk |

2
+ 36

∑
j,k,m∈S
j≺k≺m

|β j |
2
|βk |

2
|βm |

2
)
, (1-8)

where � is any fixed total ordering of Z2.

1Actually, passing to the resonant truncation is equivalent to performing the first step of a Birkhoff normal form. However,
since we follow closely the proof in [CKSTT], we chose to use similar notation.
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If S is complete and action-preserving, then H|S is a function of the actions |β j |
2 only, with nonvanish-

ing twist (i.e., the amplitude-to-frequency map is locally one-to-one); therefore, the corresponding motion
is periodic, quasiperiodic or almost-periodic, depending on the initial data. In particular, if β j (0)= βk(0)
for all j , k ∈ S, then the motion is periodic. Finally, since all the actions are constants of motion, so are
the H s norms of the solution.

On the other hand, it is easy to give examples of sets S that are complete but not action-preserving. For
instance, one can consider complete sets of the form S(1)

= {k1, k2, k3, k4}, where the k j are the vertices
of a nondegenerate rectangle in Z2, or of the form S(2)

= {k1, k2, k3, k4, k5, k6}, where the k j ∈ Z2 are
all distinct and satisfy (1-7). Other examples are sets of the form S(3)

= {k1, k2, k3, k4} with

k1+ 2k2− 2k3− k4 = 0 and |k1|
2
+ 2|k2|

2
− 2|k3|

2
− |k4|

2
= 0, (1-9)

studied in [Grébert and Thomann 2012] or, more generally, the sets S(4)
=
⋃

j S
(3)
j studied in [Haus and

Thomann 2013]2. In all these cases, the variation of the H s norm of the solution is of order O(1). Note
that, while sets of the form S(2), S(3), S(4) exist in Zd for all d , the nondegenerate rectangles S(1) exist
only in dimension d ≥ 2. Let us briefly describe the dynamics on these sets. By writing the Hamiltonian
in symplectic polar coordinates β j =

√
I j eiθ j , one sees that all these systems are integrable. However,

their phase portraits are quite different. In S(1) one can exhibit two periodic orbits T1, T2 that are linked
by a heteroclinic connection. T1 is supported on the modes k1, k2 and T2 on k3, k4. The H s norm of each
periodic orbit is constant in time. By choosing S(1) appropriately, one can ensure that these two values
are different, and this produces a growth of the Sobolev norms. Moreover, all the energy is transferred
from T1 to T2. In the other cases, S(2), S(3), S(4), there is no orbit transferring all the energy from some
modes to others (see Appendix C).

These heteroclinic connections are the key to the energy transfer. In fact, assume that

S1 := {v1, . . . , vn}, S2 := {w1, . . . , wn}

with n even are two complete and action-preserving sets. Assume moreover that, for all 1 ≤ j ≤ n/2,
{v2 j−1, v2 j , w2 j−1, w2 j } are the vertices of a rectangle as in S(1). Finally, assume that S1∪S2 is complete
and contains no nontrivial resonances except those of the form (k, v2 j−1, v2 j , k, w2 j−1, w2 j ). As in the
case of S(1), the periodic orbits

T1 : βv j (t)= b1(t) 6= 0, βw j (t)= 0 for all j = 1, . . . , n

and
T2 : βw j (t)= b2(t) 6= 0, βv j (t)= 0 for all j = 1, . . . , n

are linked by a heteroclinic connection.
We iterate this procedure constructing a generation set S =

⋃N
i=1 Si , where each Si is complete and

action-preserving. The corresponding periodic orbit Ti is linked by heteroclinic connections to Ti−1

and Ti+1. There are two delicate points:

2The papers [Grébert and Thomann 2012; Haus and Thomann 2013] actually consider the one-dimensional case, but of
course the construction of complete sets can always be trivially extended to higher dimensions.
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(i) At each step, when adding a new generation Si , we need to ensure that the resulting generation
set is still complete and contains no nontrivial resonances except for those prescribed and those
implied by the prescribed ones. The prescribed resonances are those of the form (k, v1, v2, k, v3, v4),
where v1, v2 ∈ Si and v3, v4 ∈ Si+1 for some 1≤ i ≤ N − 1 and {v1, v2, v3, v4} are the vertices of a
rectangle.

(ii) We need to ensure that the Sobolev norms grow by an arbitrarily large factor K/δ, which requires
taking n (the number of elements in each S j ) and N (the number of generations) to be large.

The point (i) is a question of combinatorics. It requires some careful classification of the possible
resonances and it turns out to be significantly more complicated than in the cubic case. We discuss this in
Section 3B.

The point (ii) is treated exactly in the same way as in [CKSTT]; we discuss it for completeness in
Section 3A, Remark 3.2.

Given a generation set S as above we proceed in the following way: First we restrict to the finite-
dimensional invariant subspace where βk = 0 for all k /∈ S. To further simplify the dynamics, we restrict
to the invariant subspace

βv(t)= bi (t) for all v ∈ Si , i = 1, . . . , n;

this is the so called toy model. Note that the periodic solutions Ti live in this subspace. The toy model is
a Hamiltonian system, with Hamiltonian given by (2-3) and with the constant of motion J =

∑N
i=1 |bi |

2.
We work on the sphere J = 1, which contains all the Ti with action |bi |

2
= 1.

As discussed above, we construct a chain of heteroclinic connections going from T1 to TN . Then, we
prove (see Proposition 2.10) the existence of a slider solution which “shadows” this chain, starting at
time 0 from a neighborhood of T3 and ending at time T in a neighborhood of TN−2.3

We proceed as follows: First, we perform a symplectic reduction that will allow us to study the
local dynamics close to the periodic orbit T j , which puts the Hamiltonian in the form (2-6). The new
variables ck are the ones obtained by synchronizing the bk (k 6= j) with the phase of b j . Then, we
diagonalize the linear part of the vector field associated to (2-6). In particular, the eigenvalues are the
Lyapunov exponents of the periodic orbit T j . As for the cubic case, one obtains that all the eigenvalues
are purely imaginary, except for four of them which, due to the symmetries of the problem, are of the
form λ, λ, −λ, −λ ∈ R. Note that these hyperbolic directions are directly related to the heteroclinic
connections connecting T j to T j−1 and to T j+1. It turns out that the heteroclinic connections are straight
lines in the variables ck . The equations of motion for the reduced system have the form (2-10) (which is
very similar to the cubic case); this is crucial in order to be able to apply almost verbatim the proof given
in [CKSTT]. Note that it is not obvious a priori that the equations (2-10) hold true: for instance, this
turns out to be false for the NLS of degree 7 and above.

3One could ask why we construct a slider solution diffusing from the third mode b3 to the third-to-last mode bN−2, instead
of diffusing from the first mode b1 to the last mode bN . The reason is that, since we rely on the proof given in [CKSTT], our
statement is identical to their Proposition 2.2 and Theorem 3.1. As there, also in our case, it would be possible to diffuse from the
first to the last mode just by overcoming some very small notational issues.
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The strategy of the proof, which is exactly the same as in [CKSTT], consists substantially of two parts:

• Studying the linear dynamics close to T j , treating the nonlinear terms as a small perturbation; one
needs to prove that the flow associated to equations (2-10) maps points close to the incoming hetero-
clinic connection (from T j−1) to points close to the outgoing heteroclinic connection (towards T j+1)
(note that, in order to take advantage of the linear dynamics close to T j , we need that almost all the
energy is concentrated on S j ).

• Following closely the heteroclinic connection in order to flow from a neighborhood of T j to a
neighborhood of T j+1.

The precise statement of these two facts requires the introduction of the notions of targets and covering
and is summarized in Proposition 2.13. The main analytical tool for the proof are repeated applications
of Gronwall’s lemma. Our proof of Proposition 2.13 follows almost verbatim the proof of the analogous
statement, given in Section 3 of [CKSTT]. However, the only way to check that the proof works also in
our case is to go through the whole proof in [CKSTT], which is rather long and technical, and make the
needed adaptations. Therefore, for the convenience of the reader, in Appendix A we give a summary of the
proof of Proposition 2.13, highlighting the points where there are significant differences with [CKSTT].

1C. Comparison with the cubic case and higher-order NLS equations. In the cubic NLS, the only
resonant sets of frequencies are rectangles, which makes the choice of using rectangles as building blocks
of the generation set S completely natural. In the quintic and higher-degree NLS many more resonant
sets appear, which a priori gives much more freedom in the construction of S. In particular, in the quintic
case, sets of the form S(2) are the most generic resonant sets, and therefore it would look reasonable to
use them as building blocks. However (see Appendix C), such a choice does not allow full energy transfer
from a generation to the next one and is therefore incompatible with our strategy. The same happens if one
uses sets of the form S(3). This leads us to use rectangles for the construction of S also in the quintic case.

It is worth remarking that, while nondegenerate rectangles do not exist in one space dimension, sets
of the form S(2), S(3) already exist in one dimension. The equations of the toy model only depend on
the combinatorics of the set S. Therefore, if one were able to prove diffusion in a toy model built with
resonant sets of the form S(2), S(3) (or other resonant sets that exist already in one dimension), then one
could hope to prove the same type of result for some one-dimensional (noncubic) NLS.

The use of rectangles as building blocks for the generation set of a quintic or higher-order NLS makes
things more complicated, since the rectangles induce many different resonant sets; see Section 2. This
leads to combinatorial problems that make it harder to prove the nondegeneracy and completeness of S.
The equations of the toy model also have a more complicated form than in the cubic case. Since these
types of difficulties grow with the degree, dealing with the general case will most probably require some
careful — and possibly complicated — combinatorics, and one cannot expect to have a completely explicit
formula for the toy model Hamiltonian of any degree.

In the quintic case the formula is explicit and relatively simple, and we can explicitly perform the
symmetry reduction. After some work, we still get equations of the form (2-10) that resemble the cubic
case with some relevant differences: here the Lyapunov exponent λ depends on n and tends to infinity
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as n→∞; moreover, the nonlinear part of the vector field associated to (2-6) is not homogeneous in the
variables ck , as it contains both terms of order 3 and 5 (in the cubic case, it is homogeneous of order 3).

For the NLS of higher degree, not only the reduced Hamiltonian gets essentially unmanageable, but
there also appears a further difficulty. Already for the NLS of degree 7, a toy model built using rectangles
(after symplectic reduction and diagonalization) does not satisfy equations like (2-10), meaning that
the heteroclinic connections are not straight lines. Such a problem can be probably overcome, but this
requires a significant adaptation of the analytical techniques used in order to prove the existence of the
slider solution (work in progress with M. Guardia).

1D. Plan of the paper. In Section 2, we assume we have a generation set S =
⋃N

i=1 Si which satisfies
all the needed nondegeneracy properties and deduce the form of the toy model Hamiltonian. Then we
study this Hamiltonian and prove the existence of slider solutions.

In Section 3 we prove the existence of nondegenerate generation sets such that the corresponding slider
solution undergoes the required growth of Sobolev norms.

In Section 4 we prove, via the approximation Lemma 4.1 and a scaling argument, the persistence of
solutions with growing Sobolev norm for the full NLS.

Since some of the proofs follow very closely the ones in [CKSTT], we move them to the appendix.

2. The toy model

We now define a finite subset S =
⋃N

i=1 Si ⊂ Z2 which satisfies appropriate nondegeneracy conditions
(Definition 2.8) as explained in the introduction. In the following we assume that such a set exists. This
is not obvious and will be discussed in Section 3B.

For reasons that will be clear, and following [CKSTT], the Si will be called generations. In order to
describe the resonances which connect different generations, we introduce some notation.

Definition 2.1 (family). A family (of age i ∈ {1, . . . , N − 1}) is a list (v1, v2; v3, v4) of elements of S
such that the points form the vertices of a nondegenerate rectangle, meaning that

v1+ v2 = v3+ v4 and |v1|
2
+ |v2|

2
= |v3|

2
+ |v4|

2,

and such that one has v1, v2 ∈ Si and v3, v4 ∈ Si+1. Whenever (v1, v2; v3, v4) form a family, we say that
v1, v2 are the parents of v3, v4 and that v3, v4 are the children of v1, v2. Moreover, we say that v1 is the
spouse of v2 (and vice versa) and that v3 is the sibling of v4 (and vice versa). We denote (for instance)
v1 = v

par1
3 , v2 = v

par2
3 , v1 = v

sp
2 , v4 = v

sib
3 , v3 = v

ch1
1 , v4 = v

ch2
1 .

Remark 2.2. If (v1, v2; v3, v4) is a family of age i , then the same holds for its trivial permutations
(v2, v1; v3, v4), (v1, v2; v4, v3) and (v2, v1; v4, v3).

Definition 2.3. An integer vector λ ∈ Z|S| such that∑
i

λi = 0 and |λ| :=
∑

i

|λi | ≤ 6
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is resonant for S if ∑
i

λivi = 0 and
∑

i

λi |vi |
2
= 0.

To a family F = (v1, v2; v3, v4) we associate a special resonant vector λF with |λ| = 4, through∑
i λ

F
i vi = v1+v2−v3−v4. Similarly, to the couple of parents in the family F we associate the vector λFp

through
∑

i λ
Fp
i vi = v1+ v2 and to the couple of children we associate λFc through

∑
i λ

Fc
i vi = v3+ v4,

so that λF = λFp − λFc .

Definition 2.4 (generation set). The set S is said to be a generation set if it satisfies the following:

(1) For all i ∈ {1, . . . , N − 1}, every v ∈ Si is a member of one and only one (up to trivial permutations)
family of age i . We denote such a family by Fv. (Note that Fv

= Fw if v = wsp.)

(2) For all i ∈ {2, . . . , N }, every v ∈ Si is a member of one and only one (up to trivial permutations)
family of age i − 1. We denote such a family by Fv. (Note that Fv = Fw if v = wsib.)

(3) For all v ∈
⋃N−1

i=2 Si , one has vsp
6= vsib.

Remark 2.5. The vectors λF corresponding to the families of a generation set are linearly independent.

Whenever two families F1 and F2 have a common member (which must be a child in one family and a
parent in the other one), λF1 +λF2 is a nontrivial resonant vector whose support has cardinality exactly 6.
This motivates the following definition:

Definition 2.6 (resonant vector of type CF). A resonant vector λ is said to be of type CF (couple of
families) if there exist two families F1 6= F2 such that λ=±(λF1 + λF2). (Note that, since |λ| ≤ 6, the
two families F1 and F2 must have a common member.)

Definition 2.7. Given an ordering of S, we have a one-to-one correspondence ei ↔ vi between the
canonical basis of Z|S| and the elements of S.

We say that a generation set is nondegenerate if the following condition is fulfilled:

Definition 2.8 (nondegeneracy). Suppose that there exists λ ∈ Z|S|, with
∑

i λi = 1 and |λ| ≤ 5, such that∑
i

λi |vi |
2
−

∣∣∣∣∑
i

λivi

∣∣∣∣2 = 0.

Then only four possibilities are allowed:

(1) |λ| = 1.

(2) |λ| = 3 and the support of λ consists of exactly three distinct elements of the same family, and the
two λi appearing with a positive sign correspond either to the two parents or to the two children of
the family.

(3) |λ| = 5 and there exist a family F and an element v ∈ S such that λ = ±λF + ei . Here, ei is the
vector of the canonical basis in Z|S| associated to v by Definition 2.7.

(4) |λ| = 5 and there exists v ∈ S (with b f ei ↔ v) such that λ− ei is a resonant vector of type CF.
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Note that, if S is a nondegenerate generation set and λ is a resonant vector, then either λ=±λF for
some family F or λ is a resonant vector of type CF.

In what follows we will assume that S is a nondegenerate generation set. This implies that S is
complete and all the subsets Si are pairwise disjoint, complete and action-preserving. Finally, the only
resonances which appear are those induced by the family relations. Then, the Hamiltonian restricted to S
is

H|S =
1
3

(∑
j∈S

|β j |
6
+ 9

∑
j,k∈S
j 6=k

|β j |
4
|βk |

2
+ 36

∑
j,k,m∈S
j≺k≺m

|β j |
2
|βk |

2
|βm |

2
)

+ 3
N−1∑
i=1

∑
j∈Si

(β jβ j sp β̄ jch1 β̄ jch2 + β̄ j β̄ j spβ jch1β jch2 )

(
2
∑
k∈S

k /∈F j

|βk |
2
+

∑
m∈F j

|βm |
2
)

+ 12
N−1∑
i=2

∑
j∈Si

(β jpar1β jpar2β j sp β̄ j sib β̄ jch1 β̄ jch2 +β jch1β jch2β j sib β̄ j sp β̄ jpar1 β̄ jpar2 ). (2-1)

We restrict to the invariant subspace D ⊂ S where βk = bi for all k ∈ Si and i = 1, . . . , N . Denote
by n (which must be an even integer) the cardinality of each generation. Following the construction in
[CKSTT], one has n = 2N−1. A straightforward computation (involving some easy combinatorics) of the
Hamiltonian yields

3
n
H|D =

N∑
k=1

|bk |
6
+ 9

[
(n− 1)

N∑
k=1

|bk |
6
+ n

N∑
k,`=1
k 6=`

|bk |
4
|b`|2

]

+6
[
(n−1)(n−2)

N∑
k=1

|bk |
6
+3n(n−1)

N∑
k,`=1
k 6=`

|bk |
4
|b`|2

]
+36n2

N∑
k,`,m=1
k<`<m

|bk |
2
|b`|2|bm |

2

+ 18
N−1∑
k=1

(
−|bk |

2
− |bk+1|

2
+ n

N∑
`=1

|b`|2
)
(b2

k b̄2
k+1+ b2

k+1b̄2
k)

+ 36
N−1∑
k=2

|bk |
2(b2

k−1b̄2
k+1+ b2

k+1b̄2
k−1). (2-2)

The equations of motion for the toy model can be deduced by considering the effective Hamiltonian
h(b, b̄) :=H|D(b, b̄)/n, endowed with the symplectic form �= i db∧ db̄.

Due to the conservation of the total mass L , the quantity

J :=
L
n
=

N∑
k=1

|bk |
2

is a constant of motion.
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We use this conservation law in order to remove from the right-hand side of (2-2) the terms depending
on n2. We compute the quantity 3h− 6n2 J 3: Up to a global phase shift, the subtraction of the constant
term 6n2 J 3 can be ignored, so with an abuse of notation we keep denoting it by 3h. We get

3h = 4
N∑

k=1

|bk |
6
− 9n

N∑
h=1

|bh|
2
[ N∑

k=1

|bk |
4
− 2

N−1∑
k=1

(b2
k b̄2

k+1+ b2
k+1b̄2

k)

]

+ 18
N−1∑
k=1

(−|bk |
2
− |bk+1|

2)(b2
k b̄2

k+1+ b2
k+1b̄2

k)+ 36
N−1∑
k=2

|bk |
2(b2

k−1b̄2
k+1+ b2

k+1b̄2
k−1). (2-3)

2A. Invariant subspaces. Since J is a constant of motion, the dynamics is confined to its level sets. For
simplicity, we will restrict to J = 1, that is, to

6 :=

{
b ∈ CN

:

N∑
k=1

|bk |
2
= 1

}
.

All the monomials in the toy model Hamiltonian have even degree in each of the modes (b j , b̄ j ), which
implies that

Supp(b) := {1≤ j ≤ N | b j 6= 0}

is invariant in time. This automatically produces many invariant subspaces, some of which will play a
specially important role, namely:

(i) The subspaces M j corresponding to Supp(b)= { j} for some 1≤ j ≤ N . In this case the dynamics is
confined to the circle |b j |

2
= J , with

b j (t)=
√

J exp
[
−i
(
3n− 4

3

)
J 2t
]
. (2-4)

The intersection of M j with 6 is a single periodic orbit, which we denote by T j .

(ii) The subspaces generated by M j and M j+1 (corresponding to Supp(b) = { j, j + 1}) for some
1≤ j ≤ N − 1. Here, the Hamiltonian becomes

3h2g = 4(|b j |
6
+ |b j+1|

6)− 9n(|b j |
2
+ |b j+1|

2)[|b j |
4
+ |b j+1|

4
− 2(b2

j b̄
2
j+1+ b2

j+1b̄2
j )]

− 18(|b j |
2
+ |b j+1|

2)(b2
j b̄

2
j+1+ b2

j+1b̄2
j ). (2-5)

Passing to symplectic polar coordinates

b j =
√

I1eiθ1, b j+1 =
√

I2eiθ2,

we have

3h2g = (4− 9n)(I1+ I2)
3
+ 6(I1+ I2)I1 I2

(
3n− 2+ 6(n− 1) cos(2(θ1− θ2))

)
;

since J = I1+ I2 is a conserved quantity, the dynamics is integrable and easy to study.
We pass to the symplectic variables

J, I1, θ2 and ϕ = θ2− θ1
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I1

I1 = 1

−π −π +ϕ0 −ϕ0 πϕ0 π −ϕ0 ϕ

Figure 1. Phase portrait of the two-generation Hamiltonian h2g on 6.

and obtain the Hamiltonian

3h2g = (4− 9n)J 3
+ 6J I1(J − I1)(3n− 2+ 6(n− 1) cos(2ϕ)).

The phase portrait (ignoring the evolution of the cyclic variable θ2) restricted to 6 is described in Figure 1.

Remark 2.9. The coordinates I1, ϕ and the domain given by the cylinder (ϕ, I1) ∈ S1
× [0, 1] are

singular, since the angle ϕ = θ2− θ1 is ill-defined when I1 = 0 or I1 = 1. In the correct picture for the
reduced dynamics, each of the lines I1 = 0 and I1 = 1 should be shrunk to a single point, thus obtaining
(topologically) a two-dimensional sphere (see Figure 2).

This can also be seen in the following way. The level set J = 1 is a three-dimensional sphere S3, with
the gauge symmetry group S1 acting freely on it. Due to the Hopf fibration, the topology of the quotient
space is S2.

As for the case of the cubic NLS (see [CKSTT] and [Guardia and Kaloshin 2015]), there exist
heteroclinic connections linking T j to T j+1. Again as in the cubic case, the orbits have fixed angle

ϕ(t)= ϕ0 =
1
2

arccos
(
−

3n− 2
6(n− 1)

)
, I1(t)=

e2λt

1+ e2λt ,

where λ= 2
√
(9n− 8)(3n− 4). Our aim will be to construct slider solutions that are very concentrated

on the mode b3 at the time t = 0 and very concentrated on the mode bN−2 at the time t = T . These
solutions will start very close to the periodic orbit T3 and then use the heteroclinic connections in order
to slide from T3 to T4 and so on until TN−2.

2B. Symplectic reduction. Now, since we are interested in studying the dynamics close to the j-th
periodic orbit T j , we introduce a set of coordinates that are in phase with it and give a symplectic
reduction with respect to the constant of motion J . This procedure is the same as was carried out, for the
cubic NLS, in [Guardia and Kaloshin 2015] and, substantially, already in [CKSTT].
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Let ϑ ( j) be the phase of the complex number b j . Then, for k 6= j , let c( j)
k the variable obtained by

conjugating bk with the phase ϑ ( j), i.e.,

c( j)
k = bke−iϑ ( j)

.

Then, the change of coordinates (which is well-defined on {b j 6= 0}) given by

(b1, . . . , bN , b̄1, . . . , b̄N ) 7→ (c( j)
1 , . . . , c( j)

j−1, J, c( j)
j+1, . . . , c( j)

N , c̄( j)
1 , . . . , c̄( j)

j−1, ϑ
( j), c̄( j)

j+1, . . . , c̄( j)
N )

is symplectic. Namely, in the new coordinates the symplectic form is given by

�= i dc( j)
∧ dc̄( j)

+ d J ∧ dϑ ( j).

Then, we rewrite the Hamiltonian h in terms of the new coordinates (from now on, in order to simplify
the notation, we will omit the superscript ( j) in the c( j) variables, in their complex conjugates c̄( j) and in
the phase ϑ ( j)). Thus, we get the expression

3h=4
∑
k 6= j

|ck |
6
−4
(∑

k 6= j

|ck |
2
)3

+(18n−12)J 2
∑
k 6= j

|ck |
2
−9n J

∑
k 6= j

|ck |
4
−(9n−12)J

(∑
k 6= j

|ck |
2
)2

+ 18
N−1∑
k=1

k 6= j−1, j

(−|ck |
2
− |ck+1|

2
+ n J )(c2

k c̄2
k+1+ c2

k+1c̄2
k)

+ 18
[ N∑

k=1
k 6= j−1, j

|ck |
2
+ (n− 1)J

](
J −

N∑
`=1
`6= j

|c`|2
)
(c2

j−1+ c̄2
j−1)

+ 18
[ N∑

k=1
k 6= j, j+1

|ck |
2
+ (n− 1)J

](
J −

N∑
`=1
`6= j

|c`|2
)
(c2

j+1+ c̄2
j+1)

+36
N−1∑
k=2

k 6= j−1, j, j+1

|ck |
2(c2

k−1c̄2
k+1+c2

k+1c̄2
k−1)+36|c j−1|

2
(

J−
N∑

k=1
k 6= j

|ck |
2
)
(c2

j−2+c̄2
j−2)

+ 36
(

J −
N∑

k=1
k 6= j

|ck |
2
)
(c2

j−1c̄2
j+1+ c2

j+1c̄2
j−1)

+ 36|c j+1|
2
(

J −
N∑

k=1
k 6= j

|ck |
2
)
(c2

j+2+ c̄2
j+2). (2-6)

Observe that the Hamiltonian h does not depend on ϑ . Since J is a constant of motion, the terms
depending only on J can be erased from the Hamiltonian. Up to those constant terms, one has

h = h2+ r4, (2-7)
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Figure 2. A sketch of the phase portrait of the two-generation Hamiltonian h2g on 6 in
the correct topology.

where h2 is the part of order 2 in (c, c̄) (which corresponds to the linear part of the vector field) and r4 is
of order at least 4 in (c, c̄). By an explicit computation, one obtains

h2 = 2J 2
[
(3n− 2)

N∑
k=1
k 6= j

|ck |
2
+ 3(n− 1)(c2

j−1+ c̄2
j−1+ c2

j+1+ c̄2
j+1)

]
. (2-8)

It is easily seen that the dynamics associated to the vector field generated by h2 is elliptic in the modes ck

with 1≤ k ≤ j − 2 or j + 2≤ k ≤ N , while it is hyperbolic in the modes c j−1 and c j+1. In order to put
in evidence the hyperbolic dynamics, we perform a change of coordinates which diagonalizes the linear
part of the vector field. Namely, for k = j − 1, j + 1, we set

ck =
1√

2=(ω2)
(ω̄c−k +ωc+k ) and c̄k =

1√
2=(ω2)

(ωc−k + ω̄c+k ),

where ω = eiϕ0 with

ϕ0 =
1
2

arccos
(
−

3n− 2
6(n− 1)

)
.

Note that this change of variables affects only the hyperbolic modes, which are expressed in terms of
the new variables (c+j−1, c−j−1, c+j+1, c−j+1). This transformation is symplectic; writing h2 as a function of
the new variables, we get

h2 = 2J 2
[
(3n− 2)

N∑
k=1

k 6= j−1, j, j+1

|ck |
2
+

√
(9n− 8)(3n− 4)(c+j−1c−j−1+ c+j+1c−j+1)

]
. (2-9)

We have proved that the periodic orbit (2-4) is hyperbolic and we have explicitly written the quadratic part
of the Hamiltonian in the local variables. Similarly to the case of the cubic NLS, these local variables are
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actually well adapted to describing also the global dynamics connecting two periodic orbits, as discussed
in the previous section.

To this purpose, we study the integrable two-generation Hamiltonian (2-5) after all the changes of
variables described in this section, i.e., in the variables c+j+1 and c−j+1. Direct substitution shows that the
Hamiltonian is given by

h2g = 2J
√
(9n− 8)(3n− 4)c+j+1c−j+1

{
J −

1
2=(ω2)

[(c+j+1)
2
+ (c−j+1)

2
+ 2<(ω2)c+j+1c−j+1]

}
.

It is important to note that all the monomials in h2g contain both c+j+1 and c−j+1, so the subspaces c+j+1= 0
and c−j+1 = 0 (which correspond to the heteroclinic connections) are invariant for the 2-generation
dynamics. It is useful to let c∗ = {ch}h 6= j−1, j, j+1, so that the dynamical variables of the Hamiltonian (2-6)
become (c+j−1, c−j−1, c+j+1, c−j+1, c∗, c̄∗).

Now, since

h2g = h|c+j−1=c−j−1=q1=0,c∗=0,

exploiting also the symmetry between (c+j−1, c−j−1) and (c+j+1, c−j+1), this implies that, in h, none of the
monomials in (c+j−1, c−j−1, c+j+1, c−j+1, c∗, c̄∗) depends only on one of the variables c+j−1, c−j−1, c+j+1, c−j+1.

Finally, we recall that all the monomials in h(c+j−1, c−j−1, c+j+1, c−j+1, c∗) have even degree in each of
the couples (c∗k , c̄∗k ) and in both couples (c+k , c−k ).

From these observations, and from the bound O(c2). J = O(1), we immediately deduce the following
relations about the Hamilton equations associated to h:

ċ−j−1 =−2J 2
√
(9n− 8)(3n− 4)c−j−1+ O(c2c−j−1)+ O(c2

6= j−1c+j−1),

ċ+j−1 = 2J 2
√
(9n− 8)(3n− 4)c+j−1+ O(c2c+j−1)+ O(c2

6= j−1c−j−1),

ċ−j+1 =−2J 2
√
(9n− 8)(3n− 4)c−j+1+ O(c2c−j+1)+ O(c2

6= j+1c+j+1),

ċ+j+1 = 2J 2
√
(9n− 8)(3n− 4)c+j+1+ O(c2c+j+1)+ O(c2

6= j+1c−j+1),

ċ∗ = 2J 2(3n+ 2)ic∗+ O(c2c∗),

(2-10)

where we denote c = (c+j−1, c−j−1, c+j+1, c−j+1, c∗), c6= j−1 = (c+j+1, c−j+1, c∗), c6= j+1 = (c+j−1, c−j−1, c∗).
These relations are the precise analogue of [CKSTT, Proposition 3.1]; the factor 2J 2√(9n− 8)(3n− 4)
here replaces the factor

√
3 in [CKSTT].

From the equations of motion (2-10), we deduce that

−i ċ j+1 =
∂h2g

∂ c̄ j+1
+ O(c j+1c2

6= j+1).

We have

h2g = 2J
√
(9n− 8)(3n− 4)c+j+1c−j+1(J − |c j+1|

2),
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where c+j+1 and c−j+1 can be thought of as functions of (c j+1, c̄ j+1). Then

ċ j+1 = 2i J
√
(9n− 8)(3n− 4)(J − |c j+1|

2)
∂(c+j+1c−j+1)

∂ c̄ j+1
+ O(c j+1c+j+1c−j+1)+ O(c j+1c2

6= j+1).

We compute

2i
∂(c+j+1c−j+1)

∂ c̄ j+1
=

√
2
=(ω2)

(ωc+j+1− ω̄c−j+1),

from which we deduce

ċ j+1= J

√
2(9n− 8)(3n− 4)

=(ω2)
(ωc+j+1−ω̄c−j+1)(J−|c j+1|

2)+O(c j+1c+j+1c−j+1)+O(c j+1c2
6= j+1), (2-11)

which is the analogue for c j+1 of equation (3.19) in [CKSTT]. In the same way, one deduces

ċ j−1= J

√
2(9n− 8)(3n− 4)

=(ω2)
(ωc+j−1−ω̄c−j−1)(J−|c j−1|

2)+O(c j−1c+j−1c−j−1)+O(c j−1c2
6= j−1), (2-12)

which is the analogue of equation (3.19) in [CKSTT] for the evolution of c j−1.

2C. Existence of a “slider solution”. In this section, we are going to prove the following proposition
(which is the analogue of Proposition 2.2 in [CKSTT]), which establishes the existence of a slider solution.

Proposition 2.10. For all ε > 0 and N ≥ 6, there exist a time T0 > 0 and an orbit of the toy model such
that

|b3(0)| ≥ 1− ε, |b j (0)| ≤ ε, j 6= 3,

|bN−2(T0)| ≥ 1− ε, |b j (T0)| ≤ ε, j 6= N − 2.

Furthermore, one has ‖b(t)‖`∞ ∼ 1 for all t ∈ [0, T0].
More precisely, there exists a point x3 within O(ε) of T3 (using the usual metric on 6), a point xN−2

within O(ε) of TN−2 and a time T0 ≥ 0 such that S(T0)x3 = xN−2, where S(t)x is the dynamics at time t
of the toy model Hamiltonian with initial datum x.

In order to prove Proposition 2.10, we completely rely on the proof of the analogous Proposition 2.2 in
[CKSTT]. In order to keep our notations as close as possible to those of [CKSTT], we rescale the time
t = 2
√
(9n− 8)(n− 4/3)τ in our toy model; this means rescaling h to

√
3h/2
√
(9n− 8)(3n− 4), where

h is defined in (2-3), so that the Lyapunov exponents of the linear dynamics are
√

3. We hence prove
Proposition 2.10 for the rescaled toy model. By formulae (2-10), (2-11), (2-12), we have the analogue of
Proposition 3.1 and of equation (3.19) of [CKSTT].
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Proposition 2.11. Let 3≤ j ≤ N −2 and let b(τ ) be a solution of the rescaled toy model living on 6 and
with b j (τ ) 6= 0. We have the system of equations

ċ−j−1 =−
√

3c−j−1+ O(c2c−j−1)+ O(c2
6= j−1c+j−1), (2-13a)

ċ+j−1 =
√

3c+j−1+ O(c2c+j−1)+ O(c2
6= j−1c−j−1), (2-13b)

ċ−j+1 =−
√

3c−j+1+ O(c2c−j+1)+ O(c2
6= j+1c+j+1), (2-13c)

ċ+j+1 =
√

3c+j+1+ O(c2c+j+1)+ O(c2
6= j+1c−j+1), (2-13d)

ċ∗ = iκc∗+ O(c2c∗), κ =

√
3(3n− 2)

√
(9n− 8)(3n− 4)

. (2-13e)

Moreover,

ċ j+1 =

√
3

2=(ω2)
(ωc+j+1− ω̄c−j+1)(J − |c j+1|

2)+ O(c j+1c+j+1c−j+1)+ O(c j+1c2
6= j+1) (2-14)

and

ċ j−1 =

√
3

2=(ω2)
(ωc+j−1− ω̄c−j−1)(J − |c j−1|

2)+ O(c j−1c+j−1c−j−1)+ O(c j−1c2
6= j−1). (2-15)

Finally, since the equations (2-13) come from the Hamiltonian (2-6), which is an even polynomial of
degree six, one has that all the symbols O(c3) are actually O(c3)+O(c5).4 For instance,

O(c2c−j−1)=O(c2c−j−1)+O(c4c−j−1), O(c2
6= j−1c+j−1)=O(c2

6= j−1c+j−1)+O(c2c2
6= j−1c+j−1). (2-16)

The only difference with [CKSTT] is that our remainder terms (of type O(c2c−j−1), O(c2
6= j−1c+j−1),

etc.) are not homogeneous of degree three but have also a term of degree five (which is completely
irrelevant in the analysis).

We now introduce some definitions and notations of [CKSTT].

Definition 2.12 (targets). A target is a triple (M, d, R), where M is a subset of 6, d is a semimetric on 6
and R > 0 is a radius. We say that a point x ∈ 6 is within a target (M, d, R) if we have d(x, y) < R
for some y ∈ M . Given two points x , y ∈ 6, we say that x hits y, and write x 7→ y, if we have
y = S(t)x for some t ≥ 0. Given an initial target (M1, d1, R1) and a final target (M2, d2, R2), we say that
(M1, d1, R1) can cover (M2, d2, R2), and write (M1, d1, R1)� (M2, d2, R2), if for every x2 ∈ M2 there
exists an x1 ∈ M1 such that, for any point y1 ∈6 with d(x1, y1) < R1, there exists a point y2 ∈6 with
d2(x2, y2) < R2 such that y1 hits y2.

We refer the reader to pp. 64–66 of [CKSTT] for a presentation of the main properties of targets.
We need a number of parameters: First, an increasing set of exponents

1� A0
3� A+3 � A−4 � · · · � A−N−2� A0

N−2,

4As in [CKSTT], we use the schematic notation O( · ). The symbol O(y) indicates a linear combination of terms
that resemble y up to the presence of multiplicative constants and complex conjugations. So, for instance, a term like
2i c̄ j+1|c j+2|

2c2
j+3− 3c j+1|c j+2|

4 is of the form O(c5) and, more precisely, O(c j+1c4
6= j+1)
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which, for sake of concreteness, we will take to be consecutive powers of 10. Next, we shall need a small
parameter 0< σ � 1 depending on N and the exponents A which basically measures the distance to T j

at which the quadratic Hamiltonian dominates the quartic terms. Then, we need a set of scale parameters

1� r0
N−2� r−N−2� r+N−2� r−N−3� · · · � r+3 � r0

3 ,

where each parameter is assumed to be sufficiently large, depending on the preceding parameters and
on σ and the A’s. These parameters represent a certain shrinking of each target from the previous one
(in order to guarantee that each target can be covered by the previous). Finally, we need a very large
time parameter T � 1 that we shall assume to be as large as necessary depending on all the previous
parameters.

Setting
{c1, . . . , ch} := c≤h, {ch, ch+1, . . . , cN } = c≥h,

we call c≤ j−1 the trailing modes, c≥ j+1 the leading modes, c≤ j−2 the trailing peripheral modes, and
finally c≥ j+2 the leading peripheral modes. We construct a series of targets:

• An incoming target (M−j , d−j , R−j ) (located near the stable manifold of T j ) defined as follows: M−j is
the subset of 6 where

c≤ j−2, c+j−1 = 0, c−j−1 = σ, |c≥ j+1| ≤ r−j e−2
√

3T ,

R−j = T A−j and the semimetric is

d−j (x, x̃) := e2
√

3T
|c≤ j−2− c̃≤ j−2| + e

√
3T
|c−j−1− c̃−j−1| + e4

√
3T
|c+j−1+ c̃+j−1| + e3

√
3T
|c≥ j+1− c̃≥ j+1|

• A ricochet target (M0
j , d0

j , R0
j ) (located very near T j itself), defined as follows: M0

j is the subset of
6 where

c≤ j−1, c−j+1 = 0, |c+j+1| ≤ r0
j e−
√

3T , |c≥ j+2| ≤ r0
j e−2

√
3T ,

R−j = T A0
j and the semimetric is

d0
j (x, x̃) := e2

√
3T (|c≤ j−2− c̃≤ j−2| + |c+j+1+ c̃+j+1|)+ e

√
3T
|c−j−1− c̃−j−1|

+ e3
√

3T (|c+j−1+ c̃+j−1| + |c
−

j+1+ c̃−j+1| + |c≥ j+2− c̃≥ j+2|)

• An outgoing target (M+j , d+j , R+j ) (located near the unstable manifold of T j ) defined as follows:
M+j is the subset of 6 where

c≤ j−1, c−j+1 = 0, c+j+1 = σ, |c≥ j+2| ≤ r+j e−2
√

3T ,

R−j = T A+j and the semimetric is

d+j (x, x̃) := e2
√

3T
|c≤ j−1− c̃≤ j−1| + e4

√
3T
|c−j+1− c̃−j+1| + e

√
3T
|c+j+1+ c̃+j+1| + e3

√
3T
|c≥ j+2− c̃≥ j+2|.

By Section 3.5 of [CKSTT], Proposition 2.10 follows from:
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Proposition 2.13. (M−j , d−j , R−j )� (M0
j , d0

j , R0
j ) for all 3< j ≤ N − 2,

(M0
j , d0

j , R0
j )� (M+j , d+j , R+j ) for all 3≤ j < N − 2,

(M+j , d+j , R+j )� (M−j+1, d−j+1, R−j+1) for all 3≤ j < N − 2.

Proof. See Appendix A. �

Proof of Proposition 2.10. By [CKSTT, Lemma 3.1] we deduce the covering relations

(M0
3 , d0

3 , R0
3)� (M0

N−2, d0
N−2, R0

N−2); (2-17)

in turn this implies that there is at least one solution b(t)which starts within the ricochet target (M0
3 , d0

3 , R0
3)

at some time t0 and ends up within the ricochet target (M0
N−2, d0

N−2, R0
N−2) at some later time t1 > t0.

But, from the definition of these targets, we thus see that b(t0) lies within a distance O(r0
3 e−
√

3T ) of T3,
while b(t1) lies within a distance O(r0

N−2e−
√

3T ) of TN−2. The claim follows. �

3. Construction of the set S

3A. The density argument and the norm explosion property. The perturbative argument for the con-
struction of the frequency set S works exactly as in [CKSTT, Section 4]. However, for the convenience
of the reader, we recall here the main points.

A convenient way to construct a generation set is to first fix a “genealogical tree”, i.e., an abstract
combinatorial model of the parenthood and brotherhood relations, and then to choose a placement function,
embedding this abstract combinatorial model in R2. Our choice of the abstract combinatorial model is
the one described in [CKSTT, pp. 99–100]. Then, once the combinatorial model is fixed, the choice of
the embedding in R2 is equivalent to the choice of the following free parameters:

• the placement of the first generation S1 (which implies the choice of a parameter in R2N
);

• the choice of a procreation angle ϑF for each family of the generation set (which globally implies
the choice of a parameter in T(N−1)2N−2

, since (N − 1)2N−2 is the number of families).

We let S(S1, ϑ
F ) be the corresponding generation set and write X := R2N

×T(N−1)2N−2
for the space of

parameters.
The set of parameters producing degenerate generation sets is small; more precisely, we have the

following:

Proposition 3.1. There exists a closed set of zero measure D ⊂ X such that the generation set S(S1, ϑ
F )

is nondegenerate for all (S1, ϑ
F ) ∈ X \D.

For the proof, see Section 3B.
We claim that the set of (S1, ϑ

F ) ∈ X such that S(S1, ϑ
F ) ⊂ Q2

\ {0} is dense in X . This is a
consequence of two facts:

• the density of Q2
\ {0} in R2 (for the placement of the first generation);

• the density of (nonzero) rational points on circles having a diameter with rational endpoints.
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first generation

second generation

third generation

fourth generation

fifth generation
4

4

22

3

6

Figure 3. The prototype embedding with five generations. Note that this is a highly
degenerate realization of the abstract combinatorial model of [CKSTT]. Since N = 5,
each generation contains 16 points; we have explicitly written the multiplicity of each
point when it is not one. In zero there are: 0 points of the first generation, 8 points of the
second, 12 of the third, 14 of the fourth and 15 points of the fifth generation.

These two points imply that the set of (S1, ϑ
F ) ∈ X such that S(S1, ϑ

F ) is nondegenerate and
S(S1, ϑ

F )⊂Q2
\ {0} is dense in X .

In order to prove the growth of Sobolev norms, we require a further property on the generation set S,
the norm explosion property ∑

k∈SN−2

|k|2s >
1
2

2(s−1)(N−5)
∑
k∈S3

|k|2s . (3-1)

Given N � 1, our aim is to prove the existence of a nondegenerate generation set S ⊂ Q2
\ {0}

satisfying (3-1). The fact that (3-1) is an open condition on the space of parameters X , together with the
above remarks, implies that it is enough to prove the existence of a (possibly degenerate) generation set
S⊂R2 satisfying (3-1), which is achieved by the prototype embedding described in [CKSTT, pp. 101–102]
(see Figure 3).

For the reader’s convenience, we recall the construction of the prototype embedding. Let

S1 = {1, i}, S2 = {0, i + 1};

then the 2N−1 elements of the k-th generation are identified with

(z1, . . . , zk−1, zk, . . . , zN−1) ∈ Sk−1
2 × SN−k

1 :=6k . (3-2)
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The union of the 6k is denoted by 6. For all 1≤ k ≤ N − 1, a combinatorial nuclear family with parents
in the k-th generation and children in the (k+1)-st generation is a quadruple

(z1, . . . , zk−2, w, zk, . . . , zN−1), w ∈ S1 ∪ S2, (3-3)

where all the z j with j 6= k − 1 are fixed, with z j ∈ S2 if 1 ≤ j ≤ k − 2 and z j ∈ S1 if k ≤ j ≤ N − 1.
Then, the prototype embedding f :6→ C' R2 is the one defined by

f (z1, . . . , zN−1)=

N−1∏
j=1

z j . (3-4)

Remark 3.2. For any given positive integer `, the function F : S`−1
→ R, where

S`−1
=

{
(x1, . . . , x`) ∈ R`

∣∣∣∣ ∑̀
i=1

x2
i = 1

}
,

defined by

F(x1, . . . , x`)=
∑̀
i=1

x2s
i

attains its minimum (since s > 1) at

(x1, . . . , x`)= (`−1/2, . . . , `−1/2)

and its maximum at
(x1, x2, . . . , x`)= (1, 0, . . . , 0).

From this, one deduces that, for each family F with parents v1, v2 and children v3, v4, one must have

|v3|
2s
+ |v4|

2s

|v1|2s + |v2|2s ≤ 2s−1

and therefore, for all 1≤ i ≤ N − 1, ∑
k∈Si+1

|k|2s∑
k∈Si
|k|2s ≤ 2s−1,

which implies ∑
k∈S j
|k|2s∑

k∈Si
|k|2s ≤ 2(s−1)( j−i)

for all 1≤ i ≤ j ≤ N . This means that we have to choose N large if we want the ratio∑
k∈SN−2

|k|2s∑
k∈S3
|k|2s

to be large.
Moreover, since

F(`−1/2, . . . , `−1/2)= `−s+1, F(1, 0, . . . , 0)= 1,
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we have, for all 1≤ i , j ≤ N , ∑
k∈S j
|k|2s∑

k∈Si
|k|2s ≤ ns−1,

which implies that n (the number of elements in each generation) also has to be chosen large enough.
In this sense, the prototype embedding and the choice n = 2N−1 are optimal, because they attain the

maximum possible growth of the quantity
∑

k∈Si
|k|2s both at each step and between the first and the last

generation.

Trivially there exists a one-to-one map from 6 to S which preserves the age, then the same map
identifies 6 with the basis vectors of Z|S|. This defines the family relations of our generation set. Then,
once we are given a nondegenerate generation set contained in Q2

\ {0} and satisfying (3-1), it is enough
to multiply by any integer multiple of the least common denominator of its elements in order to get a
nondegenerate generation set S ∈ Z2

\ {0} and satisfying (3-1) (note that (3-1) is invariant by dilations of
the set S). Note that we can dilate S as much as we wish, so we can make mink∈S |k| as large as desired.

These considerations are summarized by the following proposition (the analogue of Proposition 2.1 in
[CKSTT]):

Proposition 3.3. For all K , δ, R> 0, there exist N � 1 and a nondegenerate generation set S ⊂ Z2 such
that ∑

k∈SN−2
|k|2s∑

k∈S3
|k|2s &

K 2

δ2 (3-5)

and such that

min
k∈S
|k| ≥R. (3-6)

3B. Proof of Proposition 3.1. The proof is composed of several steps. First, we need a lemma ensuring
that any linear relation among the elements of the generation set that is not a linear combination of the
family relations is generically not fulfilled.

Lemma 3.4. Let µ ∈ ZN2N−1
, i = 1, . . . ,M be an integer vector, linearly independent from the subspace

of RN2N−1
generated by all the vectors λF associated to the families. Then, for an open set of full

measure S⊂ X , one has that, if (S1, ϑ
F ) ∈S, then S(S1, ϑ

F ) is such that

N2N−1∑
j=1

µ jv j 6= 0. (3-7)

Proof. We denote the elements of S by v1, . . . , v|S|, with |S| = N2N−1. For simplicity and without loss
of generality, we order the v j so that couples of siblings always have consecutive subindices.

For each family F , both the linear and the quadratic relations∑
j

λFj v j = 0 and
∑

j

λFj |v j |
2
= 0
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are satisfied. The coefficients of the linear relations can be collected in a matrix 3F with (N − 1)2N−2

rows (as many as the number of families) and N2N−1 columns (as many as the elements of S), so that
the linear relations become

3Fv = 0.

We choose to order the rows of 3F so that the matrix is in lower row echelon form (see figure).

w1 w2 w3 w4 w5 p5 w6 p6 w7 p7 w8 p8

1 1 0 0 –1 –1 0 0 0 0 0 0
0 0 1 1 0 0 –1 –1 0 0 0 0
0 0 0 0 1 0 1 0 –1 –1 0 0
0 0 0 0 0 1 0 1 0 0 –1 –1

Each row of a matrix in lower row echelon form has a pivot, the first nonzero coefficient of the row
starting from the right. Being in lower row echelon form means that the pivot of a row is always strictly
to the right of the pivot of the row above it. In the matrix 3F , the pivots are all equal to −1 and they
correspond to one and only one of the children from each family. In order to use this fact, we accordingly
rename the elements of the generation set by writing v = (p, w) ∈ R2a

×R2b with a = (N − 1)2N−2,
b = N2N−1

− a = (N + 1)2N−2, where the p j ∈ R2 are the elements of the generation set corresponding
to the pivots and the w` ∈ R2 are all the others, that is, all the elements of the first generation and one and
only one child (the nonpivot) from each family. Here, the index ` ranges from 1 to b, while the index j
ranges from 2N−1

+ 1 to b (note that a+ 2N−1
= b), so that a couple (p j , w`) corresponds to a couple of

siblings if and only if j = `. Then, the linear relations 3Fv = 0 can be used to write each p j as a linear
combination of the w` with `≤ j only:

p j =
∑
`≤ j

η`w`, η` ∈Q. (3-8)

Finally, the quadratic relations3F
|v|2=0 constrain eachw` with `>2N−1 (i.e., not in the first generation)

to a circle depending on the w j with j < `; note that this circle has positive radius provided that the
parents of w` are distinct. Then, (3-8) implies that the left-hand side of (3-7) can be rewritten in a unique
way as a linear combination of the w` only, so we have

b∑
`=1

ν`w` = 0. (3-9)

Hence, the assumption that µ is linearly independent from the space generated by the λF is equivalent to
the fact that ν ∈ R2b does not vanish.

Now, let
¯̀ :=max{` | ν` 6= 0},

so that (3-9) is equivalent to

w ¯̀ =−
1
ν ¯̀

∑
`< ¯̀

ν`w`. (3-10)
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If ¯̀ ≤ 2N−1, then w ¯̀ is in the first generation. Since there are no restrictions (either linear or quadratic) on
the first generation, the statement is trivial. Hence, assume ¯̀> 2N−1. We can assume (by removing from
X a closed subset of zero measure) that vh 6= vk for all h 6= k. Then the quadratic constraint on w ¯̀ ∈ R2

gives a circle of positive radius. By excluding at most one point of this circle, we can ensure that the
relation (3-10) is not fulfilled, which proves the thesis of the lemma. �

In view of Lemma 3.4, those vectors µ ∈Z|S| that are linear combinations of the family vectors assume
a special importance, since that is the only case in which the relation

∑
µivi = 0 cannot be excluded

when constructing the set S. In that case, we will refer to µ∼ 0 as a formal identity. In general, we will
write µ∼ λ whenever the vector µ− λ is a linear combination of the family relations.

We introduce some more notation: given a vector λ ∈ Z|S|, we denote by π jλ the projection of λ on
the j-th generation, namely the projection of λ on A j ⊂ Z|S| defined by

A j := Span({ei | vi belongs to the j-th generation};Z).

Now, let Rα =
∑

i αiλ
Fi be a linear combination with integer coefficients of the family vectors. We

denote by nRα the number of families on which the linear combination is supported, the cardinality of
{i | αi 6= 0}. Moreover, we denote by nk

Rα the number of families of age k on which Rα is supported, the
cardinality of

{i | αi 6= 0 and Fi is a family of age k}.

Finally, we denote respectively by m Rα and MRα the minimal and the maximal age of families on which
Rα is supported. Then, we make the two following simple remarks.

Remark 3.5. If nk
Rα = nk+1

Rα = 1, then πk+1 Rα is supported on at least two distinct elements.

Remark 3.6. If nk
Rα 6= nk+1

Rα , then πk+1 Rα is supported on at least two distinct elements.

Before proving the main result of this section, we need some lemmas.

Lemma 3.7. If nRα ≥ 3, then Rα is supported on at least 8 distinct elements.

Proof. For simplicity of notation, here we put m := m Rα and M := MRα . First, observe that πm Rα is
supported on 2nm

Rα elements and that πM+1 Rα is supported on 2nM
Rα elements. So, if nm

Rα + nM
Rα ≥ 4, the

thesis is trivial.
Up to symmetry between parents and children, we may choose nm

Rα ≤ nM
Rα . So, the only nontrivial

cases to consider are (nm
Rα , nM

Rα )= (1, 1) and (nm
Rα , nM

Rα )= (1, 2).

Case (1,1): We must have M ≥ m + 2, since there must be at least three families in Rα. Now, let
C := maxi ni

Rα . If C = 1 then, by Remark 3.5, the support of Rα involves at least 4 generations and
at least 2 elements for each generation, so it includes at least 8 elements. If C > 1, then there exist
m ≤ i , j < M with i 6= j such that ni

Rα < ni+1
Rα and n j+1

Rα < n j
Rα . Then, by Remark 3.6, πi+1 Rα and

π j+1 Rα are supported on at least 2 elements each. Since πm Rα and πM+1 Rα are supported on exactly 2
elements and since the four indices m, i + 1, j + 1, M + 1 are all distinct, then we have the thesis.
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Case (1,2): Here, πm Rα is supported on 2 elements and πM Rα is supported on 4 elements. Moreover,
there exists m ≤ i < M such that ni+1

Rα < ni
Rα , which, by Remark 3.6, gives us at least 2 elements in the

support of πi+1 Rα. Thus, we have the thesis. �

From Lemma 3.7, the next corollary follows immediately.

Corollary 3.8. If Rα is supported on at most 7 elements, then Rα is an integer multiple of either a family
vector or a resonant vector of type CF.

Lemma 3.9. Let A, B, C ∈ R, R > 0 and p, q ∈ R2
' C be fixed. Let

c1(ϑ) := p+ Reiϑ , c2(ϑ) := p− Reiϑ .

Then, the function F : S1
→ R defined by

F(ϑ) := A|c1(ϑ)|
2
+ B|c2(ϑ)|

2
+C − |Ac1(ϑ)+ Bc2(ϑ)+ q|2

is an analytic function of ϑ , and it is a constant function only if A = B or if (A+ B− 1)p+ q = 0.

Proof. An explicit computation yields

F(ϑ)= 2R(B− A)〈(A+ B− 1)p+ q, eiϑ
〉+ K ,

where K is a suitable constant that does not depend on ϑ . �

Corollary 3.10. If A 6= B and (A+ B− 1)p+ q 6= 0, then the zeros of F are isolated.

Lemma 3.11. Let F = (p1, p2; c1, c2)≡ (vi1, vi2; vi3, vi4) be a family of age i in S and let λFp := ei1+ei2

be the abstract vector corresponding to the sum of the parents of the family F . Moreover, let µ ∈ Z|S|

be another vector with |µ| ≤ 5 such that π jµ = 0 for all j > i + 1 and such that the support of µ and
the support of the abstract vector λFc := ei3 + ei4 corresponding to the sum of the children of F are
disjoint. Finally, let h, k ∈ Z \ {0}. Assume that the formal identity hµ+ kλFp ∼ 0 holds. Then, only two
possibilities are allowed:

(1) hµ+ kλFp = 0;

(2) hµ+ kλFp is an integer multiple of λF̃ , where F̃ is a family of age i − 1, one of whose children is a
parent in F .

Proof. We first remark that hµ+ kλFp is supported on at most 7 elements. Moreover, since it is a linear
combination of some family vectors (because of the formal identity hµ+ kλFp ∼ 0), we are in a position
to apply Corollary 3.8 and conclude that hµ+ kλFp must be an integer multiple of either a family vector
or a resonant vector of type CF.

Now, assume by contradiction that hµ+ kλFp is a nonzero integer multiple of a resonant vector of
type CF. Then, the support of hµ+ kλFp cannot include both parents of the family F , since the support
of a CF vector including a couple of parents of age i should include also a couple of children of age i +2,
but we know by the assumptions of this lemma that the support of hµ+ kλFp does not include elements
of age greater than i + 1. Therefore, at least one of the elements in λ must cancel out with one of the
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elements in λFp , but then the support of hµ+kλFp can include at most 5 elements, and therefore it cannot
be a vector of type CF.

Then, if hµ+ kλFp is a nonzero integer multiple of a single family vector F̃ , observe that its support
must contain one and only one of the parents of F . In fact, if both canceled out, then the support of
hµ+ kλFp could contain at most 3 elements, which is absurd. If none of them canceled out, then we
should have F̃ = F , which in turn is absurd since, by the assumptions of this lemma, the support of
hµ+ kλFp cannot include any of the children of the family F . This concludes the proof of the lemma. �

We can now prove the main proposition.

Proof of Proposition 3.1. The proof is based on the following induction procedure. At each step, we
assume we have already fixed i generations and say h < 2N−2 families with children in the (i+1)-st
generation. Our induction hypothesis is that the nondegeneracy condition is satisfied for the vectors µ
whose support involves only the elements that we have already fixed. Then, our aim is to show that the
nondegeneracy condition holds true also for the set of vectors supported on the already fixed elements plus
the two children of a new family (whose procreation angle has to be chosen accordingly) with children in
the (i+1)-st generation, up to removing from X a closed set of null measure.

First, we observe that, at the inductive step zero, that is, when placing the first generation S1, the set of
parameters that satisfy both nondegeneracy and nonvanishing of any fixed finite number of linear relations
that are not formal identities is obviously open and of full measure.

Then, we have to study what happens when choosing a procreation angle, i.e., when generating the chil-
dren of a family F = (p1, p2; c1, c2)≡ (vi1, vi2; vi3, vi4) whose parents (p1, p2)≡ (vi1, vi2) have already
been fixed. We need to study the nondegeneracy condition associated to the vector λ(A, B, µ) ∈ Z|S|

given by

λ(A, B, µ) := Aei3 + Bei4 +µ,

where µ satisfies the same properties as in the assumptions of Lemma 3.11, and

|A| + |B| + |µ| ≤ 5 and A+ B+
∑

j

µ j = 1.

If A 6= B and if (A+B−1)(p1+ p2)+2
∑

j µ jv j 6=0, then we are done, because, thanks to Corollary 3.10,
the nondegeneracy condition is satisfied for any choice of the generation angle except at most a finite
number. Therefore, we have to study separately the case A = B and, for A 6= B, we have to prove that
(A+B−1)λFp+2µ∼0 holds as a formal identity only in the cases allowed by Definition 2.8. Whenever the
formal identity (A+B−1)λFp+2µ∼0 does not hold, we can impose (A+B−1)(p1+p2)+2

∑
j µ jv j 6=0

by just removing from X a closed set of measure zero, thanks to Lemma 3.4.

Case A = B: If (A, B)= (0, 0) there is nothing to prove, thanks to the induction hypothesis. Then we
have to study (A, B)=±(1, 1). In this case, thanks to the linear relation defining the family F , we have
the formal identity

λ(A, B, µ)∼±λFp +µ=: ν±
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with |µ| ≤ 3,
∑

j ν
+

j = −1 and
∑

j ν
−

j = 3. The good point is that ν± is entirely supported on the
elements of the generation set that have already been fixed, so we can apply the induction hypothesis
of nondegeneracy to ν± and distinguish the 4 cases given by Definition 2.8: we have to verify that
λ(A, B, µ) accordingly falls into one of the allowed cases:

• ν± satisfies (1) of Definition 2.8. Then one readily verifies that λ(A, B, µ) satisfies either (2) or (3)
of Definition 2.8.

• ν± satisfies (2) of Definition 2.8. Observe that the family involved by the statement of (2) cannot be
F , since ν± cannot be supported on either child of the family F . Then µ must cancel out one of the
two parents appearing in ±λFp . It cannot be supported on both parents because that would not be
consistent with |µ| ≤ 3 and |ν±| = 3. Then one verifies that λ(A, B, µ) satisfies (4) of Definition 2.8.

• ν± satisfies (3) of Definition 2.8. Since |ν±| = 1, then nothing cancels out, so the support of ν±

includes both parents of F . But this is absurd, so this case cannot happen.

• ν± satisfies (4) of Definition 2.8. This case is again absurd, since ν± should be supported on 5 of
the 6 elements of a CF vector, including the two parents of the family F .

Case A 6= B: By symmetry, we may suppose |A|> |B|. Assume that (A+ B− 1)λFp + 2µ∼ 0 holds as
a formal identity; we must prove that this can be true only in the cases allowed by Definition 2.8. First,
we consider the case A+ B− 1= 0: then, we must have the formal identity µ∼ 0 with |µ| ≤ 5: so, by
Corollary 3.8, either µ is (up to the sign) a family vector (which may happen only if (A, B) = (1, 0)
due to the constraint |A| + |B| + |µ| ≤ 5) or µ= 0. Consider the case (A, B)= (1, 0): if µ is a family
vector, then λ(A, B, µ) falls into case (3) of Definition 2.8; if µ= 0, then λ(A, B, µ) falls into case (1)
of Definition 2.8. If (A, B)= (2,−1) or (A, B)= (3,−2), then µ= 0. Then, in both cases, from∑

j

λ j (A, B, µ)|v j |
2
−

∣∣∣∣∑
j

λ j (A, B, µ)v j

∣∣∣∣2
with some explicit computations one deduces |c1−c2|

2
=0, which is absurd, since the induction hypothesis

implies p1 6= p2 and since the endpoints of a diameter of a circle with positive radius are distinct.
Now, if A+ B− 1 6= 0 we can apply Lemma 3.11 and deduce that (A+ B− 1)λFp + 2µ is either zero

or an integer multiple of the vector of a family where one of the parents of F appears as a child. Suppose
first (A+ B− 1)λFp + 2µ= 0. Then A+ B− 1 must be even. If (A, B)= (−1, 0), then µ= λFp and
λ(A, B, µ) falls into case (2) of Definition 2.8. If (A, B)= (2, 1), then µ=−λFp and λ(A, B, µ) falls
into case (3) of Definition 2.8. These are the only possible cases if (A+ B− 1)λFp + 2µ= 0. Finally,
assume that (A+ B−1)λFp +2µ is an integer multiple of the vector of a family where one of the parents
of F appears as a child. Then µ must be such that the other parent of F is canceled out, so A+ B− 1
again has to be even. If (A, B)= (−1, 0), then µ−λFp is the vector of a family where one of the parents
of F appears as a child and λ(A, B, µ) falls into case (4) of Definition 2.8. This is the only possible case,
since the support of µ must include one parent of F and the other three members of the family where the
other parent of F appears as a child. This also concludes the proof of the proposition. �
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4. Proof of Theorem 1.1

In the previous sections we have proved the existence of nondegenerate sets S on which the Hamiltonian
is (2-1) and the existence of a slider solution for its dynamics. We now turn to the NLS equation (1-4)
with the purpose of proving the persistence of this type of solution.

As in [CKSTT], one can easily prove that (1-4) is locally well-posed in `1(Z2): to this end, one first
introduces the multilinear operator

N (t) : `1(Z2)× `1(Z2)× `1(Z2)× `1(Z2)× `1(Z2)→ `1(Z2)

defined by (
N (t)(a, b, c, d, f )

)
j :=

∑
j1, j2, j3, j4, j5∈Z2

j1+ j2+ j3− j4− j5= j

a j1b j2c j3 d̄ j4 f̄ j5eiω6t , (4-1)

so that (1-4) can be rewritten as

−i ȧ j = (N (t)(a, a, a, a, a)) j .

Then, in order to obtain local well-posedness, it is enough to observe that the following multilinear
estimate holds:

‖N (t)(a, b, c, d, f )‖`1 . ‖a‖`1‖b‖`1‖c‖`1‖d‖`1‖ f ‖`1 . (4-2)

Lemma 4.1. Let 0 < σ < 1 be an absolute constant (all implicit constants in this lemma may depend
on σ ). Let B� 1, and let T � B4 log B. Let g(t) := {g j (t)} j∈Z2 be a solution of the equation

ġ(t)= i(N (t)(g(t), g(t), g(t), g(t), g(t))+ E(t)) (4-3)

for times 0 ≤ t ≤ T , where N (t) is defined in (4-1) and the initial data g(0) is compactly supported.
Assume also that the solution g(t) and the error term E(t) obey bounds of the form

‖g(t)‖`1(Z2) . B−1, (4-4)∥∥∥∥∫ t

0
E(τ ) dτ

∥∥∥∥
`1(Z2)

. B−1. (4-5)

We conclude that, if a(t) denotes the solution to the NLS (1-4) with initial data a(0)= g(0), then we have

‖a(t)− g(t)‖`1(Z2) . B−1−σ/2 (4-6)

for all 0≤ t ≤ T .

Proof. The proof is the transposition to the quintic case of the proof of Lemma 2.3 of [CKSTT] and is
postponed to Appendix B. �

Given δ, K , construct S as in Proposition 3.3. Note that we are free to specify R=R(δ, K ) (which
measures the inner radius of the frequencies involved in S) as large as we wish. This construction fixes
N = N (δ, K ) (the number of generations). We introduce a further parameter ε (which we are free to
specify as a function of δ, K ) and construct the slider solution b(t) to the toy model concentrated at
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scale ε according to Proposition 2.10 above. This proposition also gives us a time T0 = T0(K , δ). Note
that the toy model has the scaling

b(λ)(t) := λ−1b
(

t
λ4

)
.

We choose the initial data for NLS by setting

a j (0)= b(λ)i (0) for all j ∈ Si (4-7)

and a j (t)= 0 when j /∈ S. We want to apply the approximation lemma, Lemma 4.1, with a parameter B
chosen large enough so that

B4 log B� λ4T0. (4-8)

We set g(t)= {g j (t)} j∈Z2 defined by the slider solution as

g j (t)= b(λ)i (t) for all j ∈ Si ,

g j (t)= 0 otherwise. Then we set E(t) := {E j (t)} j∈Z2 with

E j (t)=−
∑

ki∈S:k1+k2+k3−k4−k5= j
ω6 6=0

gk1 gk2 gk3 ḡk4 ḡk5eiω6t ,

where ω6 = |k1|
2
+|k2|

2
+|k3|

2
−|k4|

2
−|k5|

2
−| j |2. We recall that the frequency support of g(t) is in S

for all times. We choose B = C(N )λ and then show that, for large enough λ, the required conditions
(4-4), (4-5) hold true. Observe that (4-8) holds true with this choice for large enough λ. Note first that,
simply by considering its support, the fact that |S| = C(N ), and the fact that ‖b(t)‖`∞ ∼ 1, we can be
sure that ‖b(t)‖`1(Z) ∼ C(N ) and therefore

‖b(λ)(t)‖`1(Z), ‖g(t)‖`1(Z2) ≤ λ
−1C(N ). (4-9)

Thus, (4-4) holds with the choice B = C(N )λ. For the second condition, (4-5), we claim∥∥∥∥∫ t

0
E(τ ) dτ

∥∥∥∥
`1
. C(N )(λ−5

+ λ−9T ). (4-10)

This implies (4-5) since B = λC(N ) and T = λ4T0.
We now prove (4-10). Since ω6 does not vanish in the sum defining E , we can replace eiω6τ by

d[eiω6τ/(iω6)]/dτ and then integrate by parts. Three terms arise: the boundary terms at τ = 0, T and the
integral term involving

d
dτ
[gk1 gk2 gk3 ḡk4 ḡk5].

For the boundary terms, we use (4-9) to obtain an upper bound of C(N )λ−5. For the integral term, the
τ -derivative falls on one of the g factors. We replace this differentiated term using the equation to get
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an expression that is 9-linear in g and bounded by C(N )λ−9T . Once λ has been chosen as above, we
choose R sufficiently large so that the initial data g(0)= a(0) has the right size:(∑

j∈S

|g j (0)|2| j |2s
)1

2

∼ δ. (4-11)

This is possible since the quantity on the left scales like λ−1 and Rs respectively in the parameters λ, R.
The issue here is that our choice of frequencies S only gives us a large factor (that is, K/δ) by which the
Sobolev norm of the solution will grow. If our initial datum is much smaller than δ in size, the Sobolev
norm of the solution will not grow to be larger than K . It remains to show that we can guarantee(∑

j∈Z2

|a j (λ
4T0)|

2
| j |2s

)1
2

≥ K , (4-12)

where a(t) is the evolution of the initial datum g(0) under the NLS. We do this by first establishing(∑
j∈S

|g j (λ
4T0)|

2
| j |2s

)1
2

& K , (4-13)

and then ∑
j∈S

|g j (λ
4T0)− a j (λ

4T0)|
2
| j |2s . 1. (4-14)

In order to prove (4-13), consider the ratio

Q :=
∑

j∈S |g j (λ
4T0)|

2
| j |2s∑

j∈S |g j (0)|2| j |2s =

∑N
i=1 |b

(λ)
i (λ4T0)|

2∑
j∈Si
| j |2s∑N

i=1 |b
(λ)
i (0)|2

∑
j∈Si
| j |2s

. (4-15)

Set Ji :=
∑

j∈Si
| j |2s ; by construction, Ji/J j ∼ 2i− j and, by the choice of N , one has J3/JN−2 . δ2K−2.

Then one has∑N
i=1 |b

(λ)
i (λ4T0)|

2Ji∑N
i=1 |b

(λ)
i (0)|2Ji

&
JN−2(1− ε)

ε
∑

i 6=3 Ji + (1− ε)J3

=
1− ε

ε
∑

i 6=3 Ji/JN−2+ (1− ε)J3/JN−2
=

1
J3/JN−2+ O(ε)

&
K 2

δ2

provided that ε = ε(N , K , δ) is sufficiently small.
In order to prove (4-14), we use the approximation lemma, Lemma 4.1, to obtain that∑

j∈S

|g j (λ
4T0)− a j (λ

4T0)|
2
| j |2s . λ−2−σ

∑
j∈S

| j |2s
≤

1
2
. (4-16)

The last inequality is obtained by scaling λ by some (big) parameter C and R by C1/s so that the
bound (4-11) still holds while λ−2−σ ∑

n∈S | j |
2s scales as C−σ .



GROWTH OF SOBOLEV NORMS FOR THE QUINTIC NLS ON T 2 913

Appendix A: Proof of Proposition 2.13

This proof is in fact exactly the same as in [CKSTT], however in that paper all the results are stated for
the cubic case (even though they are clearly more general) and so we give a schematic overview of the
main steps.

Lemma A.1. Suppose that [0, τ ] is a time interval on which we have the smallness condition∫ τ

0
|c(s)|2 ds . 1;

then we have the estimates

|c−j±1(τ )|. e−
√

3τ
|c−j±1(0)| +

∫ τ

0
e−
√

3(τ−s)
|c+j±1(s)||c6= j±1|

2,

|c+j±1(τ )|. e
√

3τ
|c+j±1(0)| +

∫ τ

0
e
√

3(τ−s)
|c−j±1(s)||c 6= j±1|

2,

|c j±1(τ )|. e
√

3τ
|c j±1(0)|,

|c∗(τ )|. |c∗(0)|.

Proof. As in [CKSTT] this lemma follows from equations (2-13) by Gronwall’s inequality and the
definition of O( · ). �

We now prove that the incoming target covers the ricochet target. We start from some basic upper
bounds on the flow.

Proposition A.2. Let b(τ ) be a solution to the toy model such that b(0) is within (M−j , d−j , R−j ). Let c(τ )
denote the coordinates of b(τ ) as in (2-13). Then, for all 0≤ τ ≤ T , we have the bounds

|c∗(τ )| = O(T A−j e−2
√

3T ),

|c−j−1(τ )| = O(σe−
√

3τ ),

|c+j−1(τ )| = O(T 2A−j +1e−4
√

3T+
√

3τ ),

|c−j+1(τ )| = O(r−j (1+ τ)e
−2
√

3T−
√

3τ ),

|c+j+1(τ )| = O(r−j e−2
√

3T+
√

3τ ).

(A-1)

Proof. This is Proposition 3.2 of [CKSTT]. The proof is an application of the continuity method and of
Lemma A.1. �

Now, from these basic upper bounds and from the equations of motion (2-13) and (2-16), we deduce
improved upper bounds on the dynamical variables. We first consider c−j−1; we have

ċ−j−1 =−
√

3c−j−1+O((c−j−1)
3)+O((c−j−1)

5)+ O(T A−j e−2
√

3T )

for some explicit expression O((c−j−1)
3)+O((c−j−1)

5). Let g be the solution to the corresponding equation

ġ =−
√

3g+O(g3)+O(g5)
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with the same initial datum g(0)= σ . One has the bound

g(τ )= O(σe
√

3τ ), (A-2)

which is formula (3.35) of [CKSTT]. Then, by estimating the error term E−j−1 := c−j−1− g, one has

c−j−1(τ )= g(τ )+ O(T A−j +1e−2
√

3T ), (A-3a)

O(c2)=O(g2)+ O(T A−j +1e−2
√

3T ), (A-3b)

O(c2
6= j+1)=O(g2)+ O(T A−j +1e−2

√
3T−
√

3τ ), (A-3c)

which are respectively formulae (3.36)–(3.38) of [CKSTT]. Now we control the leading peripheral modes.
Inserting (A-3b) in (2-13e), we see that

ċ≥ j+2 = iκc≥ j+2+O(c≥ j+2g2)+O(c≥ j+2g4)+ O(T A−j e−2
√

3T
|c≥ j+2|).

We approximate this by the corresponding linear equation

u̇ = iκu+O(ug2)+O(ug4),

where u(τ ) ∈ CN− j−1. This equation has a fundamental solution G≥ j+2(τ ) : C
N− j−1

→ CN− j−1. From
(A-2) and Gronwall’s inequality, we have∫ T

0
g2(τ ) dτ = O(1) (A-4)

and

|G≥ j+2|, |G−1
≥ j+2| = O(1). (A-5)

Setting c≥ j+2(0)= e−2
√

3T a≥ j+2+ O(T A−j e−3
√

3T ), we define

E≥ j+2 := c≥ j+2− e−2
√

3T G≥ j+2a≥ j+2.

Applying the bound on c≥ j+2 from Proposition A.2 and Gronwall’s inequality, we conclude

|E≥ j+2(τ )| = O(T A−j e−3
√

3T )

for all 0≤ τ ≤ T , and thus

c≥ j+2(τ )= e−2
√

3T G≥ j+2(τ )a≥ j+2+ O(T A−j e−3
√

3T ). (A-6)

This is formula (3.41) of [CKSTT].
Now we consider the two leading secondary modes c+j+1, c−j+1 simultaneously. From (2-13), (A-3) and

Proposition A.2, we have the system(
ċ−j+1
ċ+j+1

)
=
√

3

(
−c−j+1
c+j+1

)
+M(τ )

(
c−j+1
c+j+1

)
+

(
O(T A−j +1e−4

√
3T )

O(T A−j +1e−4
√

3T+
√

3τ )

)
.
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Here M(τ ) is a two-by-two matrix with all entries O(g2)+O(g4). Passing to the variables

ã j+1(τ ) :=

(
ã−j+1(τ )

ã+j+1(τ )

)
,

where
ã−j+1(τ )= e2

√
3T+
√

3τ c−j+1(τ ), ã+j+1(τ )= e2
√

3T−
√

3τ c+j+1(τ ),

we get the equation {
∂τ ã j+1(τ )= A(τ )ã j+1(τ )+ O(T A−j +1e−2

√
3T+
√

3τ ),

ã j+1(0)= a j+1+ O(T A−j e−
√

3T ),
(A-7)

where A(τ ) is some known matrix which (by (A-2)) has bounds

A(τ )= σ 2

(
O(e−2

√
3τ ) O(1)

O(e−4
√

3τ ) O(e−2
√

3τ )

)
.

We have obtained formula (3.42) of [CKSTT]. Hence, following verbatim the proof given in [CKSTT],
we get (

e2
√

3T+
√

3τ c−j+1

e2
√

3T−
√

3τ c+j+1

)
= G j+1(τ )a j+1+ O(T A−j +2e−

√
3T ), (A-8)

which is formula (3.45) of [CKSTT].
Then, following Section 3.7 of [CKSTT] verbatim, we deduce that the incoming target covers the

ricochet target.

Then, one has to prove that the ricochet target covers the outgoing target. In order to do this, one
should adapt Sections 3.8–3.9 of [CKSTT] exactly as we have done in the previous section. Since this is
completely straightforward, we will not write it down.

The last step consists in proving that the outgoing target (M+j , d+j , r
+

j ) covers the next incoming target
(M−j+1, d−j+1, r

−

j+1). An initial datum in the outgoing target has the form

c≤ j−1(0)= O(T A+j e−2
√

3T ),

c−j+1(0)= O(T A+j e−4
√

3T ),

c+j+1(0)= σ + O(T A+j e−
√

3T ),

c≥ j+2(0)= e−2
√

3T a≥ j+2+ O(T A+j e−3
√

3T )

for some a≥ j+2 of magnitude at most r+j . From (2-13e), (2-14) and (2-15) we deduce

ċ 6= j+1 = O(|c6= j+1|).

Thus, for all 0≤ τ ≤ 10 log(1/σ), Gronwall’s inequality gives

c 6= j+1(τ )= O
(

1
σ O(1) T A+j e−2

√
3T
)
. (A-9)
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The stable leading mode c−j+1 can be controlled by (2-13c), which, by (A-9), becomes

ċ−j+1 = O(|c−j+1|)+ O
(

1
σ O(1) T 2A+j e−4

√
3T
)
.

By Gronwall’s inequality we conclude

c−j+1(τ )= O
(

1
σ O(1) T 2A+j e−4

√
3T
)
. (A-10)

Then, taking the c+j+1 component of (2-11), we obtain, by (A-9) and (A-10),

ċ+j+1 =
√

3(1− |c+j+1|
2)c+j+1+ O

(
1

σ O(1) T 2A+j e−4
√

3T
)
.

As in [CKSTT], we define ĝ to be the solution to the ODE

∂τ ĝ =
√

3(1− |ĝ|2)ĝ (A-11)

with initial datum ĝ(0)= σ . This solution can easily be computed and is given by

ĝ(τ )=
1√

1+ e−2
√

3(τ−τ0)
,

where τ0 is defined by
1√

1+ e2
√

3τ0

= σ.

We note that

ĝ(2τ0)=
1√

1+ e−2
√

3τ0

=

√
1− σ 2

and that 2τ0 ≤ 10 log(1/σ) if σ is small enough. Then, estimating as in [CKSTT] (via Gronwall’s
inequality) the error

E+j+1 := c+j+1− ĝ,

we get

c+j+1(τ )= ĝ(τ )+ O
(

1
σ O(1) T A+j e−

√
3T
)
. (A-12)

This (together with (A-9) and (A-10)) implies

O(c2)+O(c4)=O(ĝ2)+O(ĝ4)+ O
(

1
σ O(1) T A+j e−

√
3T
)
. (A-13)

Now, from (2-13c), (A-9) and (A-13), we have

ċ≥ j+2 = iκc≥ j+2+O(ĝ2c≥ j+2)+O(ĝ4c≥ j+2)+ O
(

1
σ O(1) T 2A+j e−3

√
3T
)
.

We approximate this flow by the linear equation

u̇ = iκu+O(uĝ2)+O(uĝ4),
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where u(τ ) ∈ CN− j−1. This equation has a fundamental solution Ĝ≥ j+2(τ ) : C
N− j−1

→ CN− j−1 for
all τ ≥ 0; from the boundedness of ĝ and Gronwall’s inequality we get

|Ĝ≥ j+2(τ )|, |Ĝ−1
≥ j+2(τ )|.

1
σ O(1) . (A-14)

As in [CKSTT], a Gronwall estimate of the error

E≥ j+2(τ ) := c≥ j+2(τ )− e−2
√

3T Ĝ≥ j+2(τ )a≥ j+2

gives

c≥ j+2(τ )= e−2
√

3T Ĝ≥ j+2(τ )a≥ j+2+ O
(

1
σ O(1) T 2A+j e−3

√
3T
)
, (A-15)

which is equation (3.62) of [CKSTT]. Then, at the time τ = 2τ0 ≤ 10 log(1/σ), the estimates become

c≤ j−1(2τ0)= O
(

1
σ O(1) T A+j e−2

√
3T
)
,

c−j+1(2τ0)= O
(

1
σ O(1) T 2A+j e−4

√
3T
)
,

c+j+1(2τ0)=
√

1− σ 2+ O
(

1
σ O(1) T A+j e−

√
3T
)
,

c≥ j+2(2τ0)= e−2
√

3T Ĝ≥ j+2(2τ0)a≥ j+2+ O
(

1
σ O(1) T 2A+j e−3

√
3T
)
.

From this, we deduce

|b j | =

(
1−

∑
k 6= j

|ck |
2
)1

2

= σ + O
(

1
σ O(1) T A+j e−

√
3T
)
.

Moving back to the coordinates b1, . . . , bN , this means that we have

b≤ j−1(2τ0)= O
(

1
σ O(1) T A+j e−2

√
3T
)
,

b j (2τ0)=

[
σ +<O

(
1

σ O(1) T A+j e−
√

3T
)]

eiϑ ( j)(2τ0),

b j+1(2τ0)=

[√
1− σ 2+<O

(
1

σ O(1) T A+j e−
√

3T
)]
ω̄eiϑ ( j)(2τ0)+ O

(
1

σ O(1) T 2A+j e−4
√

3T
)
,

b≥ j+2(2τ0)= eiϑ ( j)(2τ0)e−2
√

3T Ĝ≥ j+2(2τ0)a≥ j+2+ O
(

1
σ O(1) T 2A+j e−3

√
3T
)
,

where the notation f =<O( · ) means that both f = O( · ) and f ∈R. We now have to recast this in terms
of the variables c( j+1)

1 , . . . , c( j+1)
N in phase with T j+1. Following [CKSTT], we denote these variables by

c̃1, . . . , c̃N . We first note that

ϑ ( j+1)(2τ0)= ϑ
( j)(2τ0)+ ω̄+ O

(
1

σ O(1) T 2A+j e−4
√

3T
)
.
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Then, we deduce our final estimates

c̃≤ j−1(2τ0)= O
(

1
σ O(1) T A+j e−2

√
3T
)
,

c̃−j (2τ0)= σ + O
(

1
σ O(1) T A+j e−

√
3T
)
,

c̃+j (2τ0)= O
(

1
σ O(1) T 2A+j e−4

√
3T
)
,

c̃≥ j+2(2τ0)= ωe−2
√

3T Ĝ≥ j+2(2τ0)a≥ j+2+ O
(

1
σ O(1) T 2A+j e−3

√
3T
)
.

This, together with (A-14), shows that the outgoing target (M+j , d+j , r
+

j ) covers the next incoming target
(M−j+1, d−j+1, r

−

j+1) (it is enough to choose a≥ j+2 appropriately).

Appendix B: Proof of Lemma 4.1

Proof. First note that, since a(0)= g(0) is assumed to be compactly supported, the solution a(t) to (1-4)
exists globally in time, is smooth with respect to time, and is in `1(Z2) in space. Write

F(t) := −i
∫ t

0
E(τ ) dτ and d(t) := g(t)+ F(t).

Observe that

−i ḋ =N (d − F, d − F, d − F, d − F, d − F),

and g = O`1(B−1) and F = O`1(B−1−σ ) by hypothesis. In particular we have d = O`1(B−1). By
multilinearity and (4-2) we thus have

−i ḋ =N (d, d, d, d, d)+ O`1(B−5−σ ). (B-1)

Now write e := a− d and recall that a is the solution of the NLS. Then we have

−i(ḋ + ė)=N (d + e, d + e, d + e, d + e, d + e). (B-2)

Subtracting (B-2) from (B-1) (and using (4-2)) we get

i ė = O`1(B−5−σ )+ O`1(B−4
‖e‖1)+ O`1(‖e‖51),

so, taking the `1 norm and differentiating in time, we have

d
dt
‖e‖1 . B−5−σ

+ B−4
‖e‖1+‖e‖51.

We make the bootstrap assumption that ‖e‖1 = O(B−1) for all t ∈ [0, T ], so that one can absorb the third
term on the right-hand side into the second. Gronwall’s inequality then gives

‖e‖1 ≤ B−1−σ exp(C B−4t)
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I1

−
2
3π

2
3π θ1− θ2

Figure 4. The phase portrait of H on the subspace I1+ I2 = 1; the dynamical variables
are clearly I1, θ1− θ2.

for all t ∈ [0, T ]. Since T � B4 log B, we have ‖e‖1� B−1−σ/2 and the result follows by the bootstrap
argument. �

The result of Lemma 4.1 is that g(t) is a good approximation of a solution to (1-4) on a time interval
of approximate length B4 log B, a factor log B larger than the interval [0, B4

] for which the solution is
controlled by a straightforward local-in-time argument. We choose the exponent σ/2 for concreteness,
but it could be replaced by any exponent between 0 and σ .

Appendix C: Two-generation sets without full energy transmission

We describe the dynamics associated to the sets S(2), S(3) given in the introduction.
In S(2) we have six complex variables βk , k ∈S(2) and correspondingly six constants of motion, so

that the system is integrable. Passing to symplectic polar coordinates βk =
√

Jkeiθk , we find that Jk1− Jk2 ,
Jk1 − Jk3 , Jk4 − Jk5 and Jk4 − Jk6 are constant in time. Then one can study the dynamics reduced to the
invariant subspace where all these constants are zero. We are left with four degrees of freedom, denoted
by I1, I2, θ1, θ2, and the Hamiltonian

H = 31(I1+ I2)
3
− 66I1 I2(I1+ I2)+ 24I 3/2

1 I 3/2
2 cos(3(θ1− θ2))

Then we reduce to the subspace5 where I1+ I2 = 1, and get the phase portrait of Figure 4. It is evident
from the picture that there is no orbit connecting I1 = 0 to I1 = 1. One could argue that this is due to our
choice of invariant subspace. However, if we set, for instance, Jk1 6= Jk2 , then we cannot transfer all the
mass to k4, k5, k6 since this would imply Jk1 = Jk2 = Jk3 = 0.

The case of S(3) is discussed in detail in [Grébert and Thomann 2012]. Proceeding as above, one
gets the phase portrait of Figure 5. One could generalize this approach by taking two complete and

5This subspace is invariant due to the conservation of mass.
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I1

−
π
2

π
2 θ1− θ2

Figure 5. The phase portrait of S(3).

action-preserving sets S1, S2 and connecting them with resonances as S(2) or S(3), as we have discussed
in introduction for S(1). However, the dynamics is in fact qualitatively the same and one does not have
full energy transfer.

We have experimented also with higher-order NLS equations. We have not performed a complete
classification but it appears that the sets S(2), S(3) never give full energy transfer, while S(1) does.
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We describe the complex poles of the power spectrum of correlations for the geodesic flow on compact
hyperbolic manifolds in terms of eigenvalues of the Laplacian acting on certain natural tensor bundles.
These poles are a special case of Pollicott–Ruelle resonances, which can be defined for general Anosov
flows. In our case, resonances are stratified into bands by decay rates. The proof also gives an explicit
relation between resonant states and eigenstates of the Laplacian.
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1. Introduction

In this paper, we consider the characteristic frequencies of correlations,

ρ f,g(t)=
∫

SM
( f ◦ϕ−t) · ḡ dµ, f, g ∈ C∞(SM), (1-1)

for the geodesic flow ϕt on a compact hyperbolic manifold M of dimension n+1 (that is, M has constant
sectional curvature −1). Here ϕt acts on SM , the unit tangent bundle of M , and µ is the natural smooth
probability measure. Such ϕt are classical examples of Anosov flows; for this family of examples, we are
able to prove much more precise results than in the general Anosov case.

An important question, expanding on the notion of mixing, is the behavior of ρ f,g(t) as t →+∞.
Following [Ruelle 1986], we take the power spectrum, which in our convention is the Laplace transform
ρ̂ f,g(λ) of ρ f,g restricted to t > 0. The long-time behavior of ρ f,g(t) is related to the properties of
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m = 0
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m = 2

Figure 1. An illustration of Theorem 1, with eigenvalues of the Laplacian on the left and
the resonances of geodesic flow on the right. The red crosses mark exceptional points
where the theorem does not apply.

the meromorphic extension of ρ̂ f,g(λ) to the entire complex plane. The poles of this extension, called
Pollicott–Ruelle resonances (see [Pollicott 1986; Ruelle 1986; Faure and Sjöstrand 2011] and (1-7) below),
are the complex characteristic frequencies of ρ f,g, describing its decay and oscillation and not depending
on f , g.

For the case of dimension n+ 1= 2, the following connection between resonances and the spectrum
of the Laplacian was announced in [Faure and Tsujii 2013b, Section 4] (see [Flaminio and Forni 2003]
for a related result and the remarks below regarding the zeta function techniques).

Theorem 1. Assume that M is a compact hyperbolic surface (n = 1) and the spectrum of the positive
Laplacian on M is (see Figure 1)

Spec(1)= {s j (1− s j )}, s j ∈ [0, 1] ∪
(1

2 + iR
)
.

Then Pollicott–Ruelle resonances for the geodesic flow on SM in C \
(
−1− 1

2 N0
)

are

λ j,m =−m− 1+ s j , m ∈ N0. (1-2)

Remark. We use the Laplace transform (which has poles in the left half-plane) rather than the Fourier
transform as in [Ruelle 1986; Faure and Sjöstrand 2011] to simplify the relation to the parameter s used
for Laplacians on hyperbolic manifolds.

Our main result concerns the case of higher dimensions n+ 1> 2. The situation is considerably more
involved than in the case of Theorem 1, featuring the spectrum of the Laplacian on certain tensor bundles.
More precisely, for σ ∈ R, denote

Mult1(σ,m) := dim Eigm(σ ),
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Reλ

Imλ

− 3
2− 5

2− 7
2

m = 0, ℓ = 0

m = 1, ℓ = 0

m = 2, ℓ = 0

m = 2, ℓ = 1

Figure 2. An illustration of Theorem 2 for n = 3. The red crosses mark exceptional
points where the theorem does not apply. Note that the points with m = 2, ` = 1 are
simply the points with m = 0, ` = 0 shifted by −2 (modulo exceptional points), as
illustrated by the arrow.

where Eigm(σ ), defined in (5-19), is the space of trace-free, divergence-free symmetric sections of⊗m T ∗M
satisfying 1 f = σ f . Denote by MultR(λ) the geometric multiplicity of λ as a Pollicott–Ruelle resonance
of the geodesic flow on M (see Theorem 3 and the remarks preceding it for a definition).

Theorem 2. Let M be a compact hyperbolic manifold of dimension n+1≥2. Assume λ∈C\
(
−

1
2 n− 1

2 N0
)
.

Then, for λ 6∈ −2N, we have (see Figure 2)

MultR(λ)=
∑
m≥0

bm/2c∑
`=0

Mult1
(
−
(
λ+m+ 1

2 n
)2
+

1
4 n2
+m− 2`,m− 2`

)
(1-3)

and, for λ ∈ −2N, we have

MultR(λ)=
∑
m≥0

m 6=−λ

bm/2c∑
`=0

Mult1
(
−
(
λ+m+ 1

2 n
)2
+

1
4 n2
+m− 2`,m− 2`

)
. (1-4)

Remark. (i) If Mult1
(
−
(
λ+m+ 1

2 n
)2
+

1
4 n2
+m− 2`,m− 2`

)
> 0, then Lemma 6.1 and the fact that

1≥ 0 on functions imply that either λ ∈ −m− 1
2 n+ iR or

λ ∈ [−1−m, −m] if n = 1, m > 2`,

λ ∈ [1− n−m, −1−m] if n > 1, m > 2`,

λ ∈ [−n−m, −m] if m = 2`.

(1-5)

In particular, we confirm that resonances lie in {Re λ≤ 0} and the only resonance on the imaginary axis
is λ= 0 with MultR(0)= 1, corresponding to m = `= 0. We call the set of resonances corresponding
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to some m the m-th band. This is a special case of the band structure for general contact Anosov flows
established in the work of Faure and Tsujii [2013a; 2013b; 2014].

(ii) The case n = 1 fits into Theorem 2 as follows: for m ≥ 2, the spaces Eigm(σ ) are trivial unless σ is
an exceptional point (since the corresponding spaces Bdm,0(λ) of Lemma 5.6 would have to be trace-free
sections of a one-dimensional vector bundle), and the spaces Eig1(σ + 1) and Eig0(σ ) are isomorphic, as
shown in Appendix C2.

(iii) The band with m = 0 corresponds to the spectrum of the scalar Laplacian; the band with m = 1
corresponds to the spectrum of the Hodge Laplacian on coclosed 1-forms; see Appendix C2.

(iv) As seen from (1-3) and (1-4), for m ≥ 2 the m-th band of resonances contains shifted copies of bands
m− 2,m− 4, . . . . The special case (1-4) means that the resonance 0 of the m = 0 band is not copied to
other bands.

(v) A Weyl law holds for the spaces Eigm(σ ); see Appendix C1. It implies the following Weyl law for
resonances in the m-th band:∑

λ∈−n/2−m+i[−R,R]

MultR(λ)=
2−nπ−(n+1)/2

0
( 1

2(n+ 3)
) · (m+ n− 1)!

m!(n− 1)!
Vol(M)Rn+1

+O(Rn). (1-6)

The power Rn+1 agrees with the Weyl law of [Faure and Tsujii 2013b, (5.3)] and with the earlier upper
bound of [Datchev et al. 2014]. We also see that, if n > 1, then each m and ` ∈

[
0, 1

2 m
]

produce a
nontrivial contribution to the set of resonances. The factor (m+ n− 1)!/m!(n− 1)! is the dimension of
the space of homogeneous polynomials of order m in n variables; it is natural in light of [Faure and Tsujii
2013a, Proposition 5.11], which locally reduces resonances to such polynomials.

The proof of Theorem 2 is outlined in Section 2. We use in particular the microlocal method of Faure
and Sjöstrand [2011], defining Pollicott–Ruelle resonances as the points λ ∈ C for which the (unbounded
nonselfadjoint) operator

X + λ :Hr
→Hr , r >−C0 Re λ, (1-7)

is not invertible. Here X is the vector field on SM generating the geodesic flow, so that ϕt = et X , Hr is a
certain anisotropic Sobolev space, and C0 is a fixed constant independent of r ; see Section 5A for details.
Resonances do not depend on the choice of r . The relation to correlations (1-1) is given by the formula

ρ̂ f,g(λ)=

∫
∞

0
e−λtρ f,g(t) dt =

∫
∞

0
e−λt
〈e−t X f, g〉 dt = 〈(X + λ)−1 f, g〉L2(SM),

valid for Re λ > 0 and f , g ∈ C∞(SM). See also Theorem 4 below.
We stress that our method provides an explicit relation between classical and quantum states, that is,

between Pollicott–Ruelle resonant states (elements of the kernel of (1-7)) and eigenstates of the Laplacian;
namely, in addition to the poles of ρ̂ f,g(λ), we describe its residues. For instance, for the m = 0 band, if
u(x, ξ), x ∈ M , ξ ∈ Sx M , is a resonant state, then the corresponding eigenstate of the Laplacian, f (x), is
obtained by integration of u along the fibers Sx M ; see (2-3). On the other hand, to obtain u from f one
needs to take the boundary distribution w of f , which is a distribution on the conformal boundary Sn of
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the hyperbolic space Hn+1 appearing as the leading coefficient of a weak asymptotic expansion at Sn of
the lift of f to Hn+1. Then u is described by w via an explicit formula, (2-4); this formula features the
Poisson kernel P and the map B− : SHn+1

→ Sn mapping a tangent vector to the endpoint in negative
infinite time of the corresponding geodesic of Hn+1. The explicit relation can be schematically described
as follows:

resonant
states of X

u 7→
∫

Sx M u dξ
// eigenstates

of 1

asymptotics at Sn

{{
boundary distributions

w 7→ Pλ
· (w ◦ B−)

cc

For m > 0, one needs to also use horocyclic differential operators; see Section 2.
Theorem 2 used the notion of geometric multiplicity of a resonance λ, that is, the dimension of the

kernel of X + λ on Hr . For nonselfadjoint problems, it is often more natural to consider the algebraic
multiplicity, the dimension of the space of elements of Hr which are killed by some power of X + λ.

Theorem 3. If λ 6∈ −1
2 n− 1

2 N0, then the algebraic and geometric multiplicities of λ as a Pollicott–Ruelle
resonance coincide.

Theorem 3 relies on a pairing formula (Lemma 5.10), which states that

〈u, u∗〉L2(SM) = Fm,`(λ)〈 f, f ∗〉L2(M;⊗m−2`T ∗M),

where u is a resonant state at some resonance λ corresponding to some m, ` in Theorem 2, u∗ is a
coresonant state (that is, an element of the kernel of the adjoint of (X + λ)), f , f ∗ are the corresponding
eigenstates of the Laplacian, and Fm,`(λ) is an explicit function. Here 〈u, u∗〉L2 refers to the integral

∫
u u∗,

which is well-defined despite the fact that neither u nor u∗ lie in L2; see (5-6). This pairing formula is
of independent interest as a step towards understanding the high frequency behavior of resonant states
and attempting to prove quantum ergodicity of resonant states in the present setting. Anantharaman and
Zelditch [2007] obtained the pairing formula in dimension 2 and studied concentration of Patterson–
Sullivan distributions, which are directly related to resonant states; see also [Hansen et al. 2012].

To motivate the study of Pollicott–Ruelle resonances, we also apply to our setting the following
resonance expansion, proved by Tsujii [2010, Corollary 1.2] and Nonnenmacher and Zworski [2015,
Corollary 5]:

Theorem 4. Fix ε > 0. Then, for N large enough and f , g in the Sobolev space H N (SM),

ρ f,g(t)=
∫

f dµ
∫

g dµ+
∑

λ∈(−n/2,0)

MultR(λ)∑
k=1

eλt
〈 f, u∗λ,k〉L2〈uλ,k, g〉L2 +O f,g(e−(n/2−ε)t), (1-8)

where uλ,k is any basis of the space of resonant states associated to λ and u∗λ,k is the dual basis of the
space of coresonant states (so that

∑
k uλ,k ⊗L2 u∗λ,k is the spectral projector of −X at λ).
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Here we use Theorem 3 to see that there are no powers of t in the expansion and that there exists the
dual basis of coresonant states to a basis of resonant states.

Combined with Theorem 2, the expansion (1-8) in particular gives the optimal exponent in the decay
of correlations in terms of the small eigenvalues of the Laplacian; more precisely, the difference between
ρ f,g(t) and the product of the integrals of f and g is O(e−ν0t), where

ν0 = min
0≤m<n/2

min
{
ν+m

∣∣ ν ∈ (0, 1
2 n−m

)
, ν(n− ν)+m ∈ Specm(1)

}
,

or O(e−(n/2−ε)t) for each ε > 0 if the set above is empty. Here Specm(1) denotes the spectrum of the
Laplacian on trace-free, divergence-free symmetric tensors of order m. Using (1-5), we see that in fact
one has ν ∈

[
1, 1

2 n−m
)

for m > 0.
In order to go beyond the O(e−(n/2−ε)t) remainder in (1-8), one would need to handle the infinitely

many resonances in the m = 0 band. This is thought to be impossible in the general context of scattering
theory, as the scattering resolvent can grow exponentially near the bands; however, there exist cases, such
as Kerr–de Sitter black holes, where a resonance expansion with infinitely many terms holds; see [Bony
and Häfner 2008; Dyatlov 2012]. The case of black holes is somewhat similar to the one considered here,
because in both cases the trapped set is normally hyperbolic; see [Dyatlov 2015; Faure and Tsujii 2014].
What is more, one can try to prove a resonance expansion with remainder O(e−(n/2+1−ε)t), where the
sum over resonances in the first band is replaced by 〈(50 f ) ◦ ϕ−t , g〉 and 50 is the projector onto the
space of resonant states with m = 0, having the microlocal structure of a Fourier integral operator — see
[Dyatlov 2015] for a similar result in the context of black holes.

Previous results. In the constant curvature setting in dimension n+1=2, the spectrum of the geodesic flow
on L2 was studied by Fomin and Gelfand [1952] using representation theory. An exponential rate of mixing
was proved by Ratner [1987] and it was extended to higher dimensions by Moore [1987]. In variable nega-
tive curvature for surfaces and, more generally, for Anosov flows with stable/unstable jointly nonintegrable
foliations, exponential decay of correlations was first shown by Dolgopyat [1998] and then by Liverani
[2004] for contact flows. The work of Tsujii [2010; 2012] established the asymptotic size of the resonance-
free strip and the work of Nonnenmacher and Zworski [2015] extended this result to general normally
hyperbolic trapped sets. Faure and Tsujii [2013a; 2013b; 2014] established the band structure for general
smooth contact Anosov flows and proved an asymptotic for the number of resonances in the first band.

In dimension 2, the study of resonant states in the first band (m = 0) — that is, distributions which lie
in the spectrum of X and are annihilated by the horocyclic vector field U−— appears already in the works
of Guillemin [1977, Lecture 3] and Zelditch [1987], both using the representation theory of PSL(2;R),
albeit without explicitly interpreting them as Pollicott–Ruelle resonant states. A more general study of
the elements in the kernel of U− was performed by Flaminio and Forni [2003].

An alternative approach to resonances involves the Selberg and Ruelle zeta functions. The singularities
(zeros and poles) of the Ruelle zeta function correspond to Pollicott–Ruelle resonances on differential
forms (see [Fried 1986; 1995; Giulietti et al. 2013; Dyatlov and Zworski 2015]), while the singularities
of the Selberg zeta function correspond to eigenvalues of the Laplacian. The Ruelle and Selberg zeta



POWER SPECTRUM OF THE GEODESIC FLOW ON HYPERBOLIC MANIFOLDS 929

functions are closely related; see [Leboeuf 2004, Section 5.1, Figure 1; Dyatlov and Zworski 2015,
(1.2)] in dimension 2 and [Fried 1986; Bunke and Olbrich 1995, Proposition 3.4] in arbitrary dimensions.
However, the Ruelle zeta function does not recover all resonances on functions, due to cancellations with
singularities coming from differential forms of different orders. For example, [Juhl 2001, Theorem 3.7]
describes the spectral singularities of the Ruelle zeta function for n = 3 in terms of the spectrum of the
Laplacian on functions and 1-forms, which is much smaller than the set obtained in Theorem 2.

The book of Juhl [2001] and the works of Bunke and Olbrich [1995; 1997; 1999; 2001] study Ruelle
and Selberg zeta functions corresponding to various representations of the orthogonal group. They also
consider general locally symmetric spaces and address the question of what happens at the exceptional
points (which in our case are contained in −1

2 n− 1
2 N0), relating the behavior of the zeta functions at these

points to topological invariants. It is possible that the results [Juhl 2001; Bunke and Olbrich 1995; 1997;
1999; 2001] together with an appropriate representation-theoretic calculation recover our description of
resonances, even though no explicit description featuring the spectrum of the Laplacian on trace-free,
divergence-free symmetric tensors as in (1-3), (1-4) seems to be available in the literature. The direct
spectral approach used in this paper, unlike the zeta function techniques, gives an explicit relation between
resonant states and eigenstates of the Laplacian (see the remarks following (1-7)) and is a step towards a
more quantitative understanding of decay of correlations.

An essential component of our work is the analysis of the correspondence between eigenstates of the
Laplacian on Hn+1 and distributions on the conformal infinity Sn . In the scalar case, such a correspondence
for hyperfunctions on Sn is due to Helgason [1970; 1974] (see also [Minemura 1975]); the correspondence
between tempered eigenfunctions of1 and distributions (instead of hyperfunctions) was shown by Oshima
and Sekiguchi [1980] and van den Ban and Schlichtkrull [1987] (see also [Grellier and Otal 2005]).
Olbrich [1995] studied Poisson transforms on general homogeneous vector bundles, which include the
bundles of tensors used in the present paper. The question of regularity of equivariant distributions on Sn

by certain Kleinian groups of isometries of Hn+1 (geometrically finite groups) is interesting since it
determines the regularity of resonant states for the flow; precise regularity was studied by Otal [1998] in
the 2-dimensional cocompact case, Grellier and Otal [2005] in higher dimensions, and Bunke and Olbrich
[1999] for geometrically finite groups. In dimension 2, the correspondence between the eigenfunctions
of the Laplacian on the hyperbolic plane and distributions on the conformal boundary S1 appeared
in [Pollicott 1989; Bunke and Olbrich 1997]; it is also an important tool in the theory developed by
[Bunke and Olbrich 2001] to study Selberg zeta functions on convex cocompact hyperbolic manifolds
(see also [Juhl 2001] in the compact setting). These distributions on the conformal boundary Sn , of
Patterson–Sullivan type, are also the central object of the recent work of Anantharaman and Zelditch
[2007; 2012] studying quantum ergodicity on hyperbolic compact surfaces; a generalization to higher-rank,
locally symmetric spaces was provided by Hansen, Hilgert and Schröder [Hansen et al. 2012].

2. Outline and structure

In this section, we give the ideas of the proof of Theorem 2, first in dimension 2 and then in higher
dimensions, and describe the structure of the paper.
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2A. Dimension 2. We start by using the following criterion (Lemma 5.1): λ ∈ C is a Pollicott–Ruelle
resonance if and only if the space

ResX (λ) := {u ∈ D′(SM) | (X + λ)u = 0, WF(u)⊂ E∗u }

is nontrivial. Here D′(SM) is the space of distributions on SM (see [Hörmander 1983]), WF(u)⊂T ∗(SM)
is the wavefront set of u (see [Hörmander 1983, Chapter 8]), and E∗u ⊂ T ∗(SM) is the dual unstable
foliation described in (3-15). It is more convenient to use the condition WF(u)⊂ E∗u rather than u ∈Hr ,
because this condition is invariant under differential operators of any order.

The key tools for the proof are the horocyclic vector fields U± on SM , pictured in Figure 3(a) below.
To define them, we represent M = 0\H2, where H2

= {z ∈ C | Im z > 0} is the hyperbolic plane
and 0 ⊂ PSL(2;R) is a cocompact Fuchsian group of isometries acting by Möbius transformations.
(See Appendix B for the relation of the notation we use in dimension 2, based on the half-plane model
of the hyperbolic space, to the notation used elsewhere in the paper that is based on the hyperboloid
model.) Then SM is covered by S H2, which is isomorphic to the group G := PSL(2;R) by the map
γ ∈ G 7→ (γ (i), dγ (i) · i). Consider the left-invariant vector fields on G corresponding to the following
elements of its Lie algebra:

X =
(1

2 0
0 − 1

2

)
, U+ =

(
0 1
0 0

)
, U− =

(
0 0
1 0

)
; (2-1)

then X , U± descend to vector fields on SM , with X becoming the generator of the geodesic flow. We
have the commutation relations

[X,U±] = ±U± and [U+,U−] = 2X. (2-2)

For each λ and m ∈ N0, define the spaces

Vm(λ) := {u ∈ D′(SM) | (X + λ)u = 0, U m
−

u = 0, WF(u)⊂ E∗u },

and put

Res0
X (λ) := V1(λ).

By (2-2), U m
−
(ResX (λ)) ⊂ ResX (λ+m). Since there are no Pollicott–Ruelle resonances in the right

half-plane, we conclude that

ResX (λ)= Vm(λ) for m >−Re λ.

We now use the diagram (writing Id=U 0
±

, U± =U 1
±

for uniformity of notation)

0= V0(λ)
ι // V1(λ)

U 0
−

��

ι // V2(λ)

U 1
−

��

ι // V3(λ)

U 2
−

��

ι // · · · ,

Res0
X (λ)

U 0
+

OO

Res0
X (λ+ 1)

U 1
+

OO

Res0
X (λ+ 2)

U 2
+

OO
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where ι denotes the inclusion maps and, unless λ ∈ −1− 1
2 N0, we have

Vm+1(λ)= Vm(λ)⊕U m
+
(Res0

X (λ+m)),

and U m
+

is one-to-one on Res0
X (λ+m); indeed, using (2-2) we calculate

U m
−

U m
+
= m!

( m∏
j=1

(2λ+m+ j)
)

Id on Res0
X (λ+m)

and the coefficient above is nonzero when λ /∈ −1− 1
2 N0. We then see that

ResX (λ)=
⊕
m≥0

U m
+
(Res0

X (λ+m)).

It remains to describe the space of resonant states in the first band,

Res0
X (λ)= {u ∈ D′(SM) | (X + λ)u = 0, U−u = 0, WF(u)⊂ E∗u }.

We can remove the condition WF(u) ⊂ E∗u as it follows from the other two; see the remark following
Lemma 5.6. We claim that the pushforward map

u 7→ f (x) :=
∫

Sx M
u(x, ξ) d S(ξ) (2-3)

is an isomorphism from Res0
X (λ) onto Eig(−λ(1+ λ)), where Eig(σ )= {u ∈ C∞(M) |1u = σu}; this

would finish the proof. In other words, the eigenstate of the Laplacian corresponding to u is obtained by
integrating u over the fibers of SM .

To show that (2-3) is an isomorphism, we reduce the elements of Res0
X (λ) to the conformal boundary S1

of the ball model B2 of the hyperbolic space as follows:

Res0
X (λ)= {P(y, B−(y, ξ))λw(B−(y, ξ)) | w ∈ Bd(λ)}, (2-4)

where P(y, ν) is the Poisson kernel: P(y, ν)= (1−|y|2)/|y−ν|2, y ∈B2, ν ∈S1; B− : SB2
→S1 maps

(y, ξ) to the limiting point of the geodesic ϕt(y, ξ) as t→−∞— see Figure 3(a) — and Bd(λ)⊂D′(S1)

is the space of distributions satisfying a certain equivariance property with respect to 0. Here we lifted
Res0

X (λ) to distributions on SH2 and used the fact that the map B− is invariant under both X and U−; see
Lemma 5.6 for details.

It remains to show that the map w 7→ f defined via (2-3) and (2-4) is an isomorphism from Bd(λ) to
Eig(−λ(1+ λ)). This map is given by (see Lemma 6.6)

f (y)=P−λ w(y) :=
∫

S1
P(y, ν)1+λw(ν) d S(ν) (2-5)

and is the Poisson operator for the (scalar) Laplacian corresponding to the eigenvalue s(1− s), s = 1+λ.
This Poisson operator is known to be an isomorphism for λ /∈ −1 − N — see the remark following
Theorem 6 in Section 5B — finishing the proof.
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2B. Higher dimensions. In higher dimensions, the situation is made considerably more difficult by the
fact we can no longer define the vector fields U± on SM . To get around this problem, we remark that, in
dimension 2, U−u is the derivative of u along a certain canonical vector in the one-dimensional unstable
foliation Eu ⊂ T (SM) and, similarly, U+u is the derivative along an element of the stable foliation Es ;
see Section 4B. In dimension n+ 1> 2, the foliations Eu , Es are n-dimensional and one cannot trivialize
them. However, each of these foliations is canonically parametrized by the following vector bundle E
over SM :

E(x, ξ)= {η ∈ Tx M | η ⊥ ξ}, (x, ξ) ∈ SM.

This makes it possible to define horocyclic operators

Um
±
: D′(SM)→ D′(SM;⊗m

S E∗),

where ⊗m
S stands for the m-th symmetric tensor power, and we have the diagram

0= V0(λ)
ι // V1(λ)

U0
−

��

ι // V2(λ)

U1
−

��

ι // V3(λ)

U2
−

��

ι // · · · ,

Res0
X (λ)

V0
+

OO

Res1
X (λ+ 1)

V1
+

OO

Res2
X (λ+ 2)

V2
+

OO

where Vm
+
= (−1)m(Um

+
)∗ and we put, for a certain extension X of X to ⊗m

S E∗,

Vm(λ) := {u ∈ D′(SM) | (X + λ)u = 0, Um
−

u = 0, WF(u)⊂ E∗u },

Resm
X (λ) := {v ∈ D′(SM;⊗m

S E∗) | (X + λ)v = 0, U−v = 0, WF(v)⊂ E∗u }.

Similarly to in dimension 2, we reduce the problem to understanding the spaces Resm
X (λ), and an operator

similar to (2-3) maps these spaces to eigenspaces of the Laplacian on divergence-free symmetric tensors.
However, to make this statement precise, we have to further decompose Resm

X (λ) into terms coming from
traceless tensors of degrees m, m − 2, m − 4, . . . , explaining the appearance of the parameter ` in the
theorem. (Here the trace of a symmetric tensor of order m is the result of contracting two of its indices
with the metric, yielding a tensor of order m − 2.) The procedure of reducing elements of Resm

X (λ) to
the conformal boundary Sn is also made more difficult because the boundary distributions w are now
sections of ⊗m

S (T
∗Sn).

A significant part of the paper is dedicated to proving that the higher-dimensional analog of (2-5)
on symmetric tensors is indeed an isomorphism between appropriate spaces. To show that the Poisson
operator P−λ is injective, we prove a weak expansion of f (y)∈ C∞(Bn+1) in powers of 1−|y| as y ∈Bn+1

approaches the conformal boundary Sn; since w appears as the coefficient in one of the terms of the
expansion, P−λ w = 0 implies w = 0. To show the surjectivity of P−λ , we prove that the lift to Hn+1 of
every trace-free, divergence-free eigenstate f of the Laplacian admits a weak expansion at the conformal
boundary (this requires a fine analysis of the Laplacian and divergence operators on symmetric tensors);
putting w to be the coefficient next to one of the terms of this expansion, we can prove that f =P−λ w.
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2C. Structure of the paper. In Section 3, we study in detail the geometry of the hyperbolic space Hn+1,
which is the covering space of M . In Section 4, we introduce and study the horocyclic operators. In
Section 5, we prove Theorems 2 and 3, modulo properties of the Poisson operator. In Sections 6 and 7, we
show the injectivity and the surjectivity of the Poisson operator. Appendix A contains several technical
lemmas. Appendix B shows how the discussion of Section 2A fits into the framework of the remainder of
the paper. Appendix C shows a Weyl law for divergence-free symmetric tensors and relates the m = 1
case to the Hodge Laplacian.

3. Geometry of the hyperbolic space

In this section, we review the structure of the hyperbolic space and its geodesic flow and introduce various
objects to be used later, including:

• the isometry group G of the hyperbolic space and its Lie algebra, including the horocyclic vector
fields U±i (Section 3B);

• the stable/unstable foliations Es, Eu (Section 3C);

• the conformal compactification of the hyperbolic space, the maps B±, the coefficients 8±, and the
Poisson kernel (Section 3D);

• parallel transport to conformal infinity and the maps A± (Section 3F).

3A. Models of the hyperbolic space. Consider the Minkowski space R1,n+1 with the Lorentzian metric

gM = dx2
0 −

n+1∑
j=1

dx2
j .

The corresponding scalar product is denoted 〈 · , · 〉M . We denote by e0, . . . , en+1 the canonical basis
of R1,n+1.

The hyperbolic space of dimension n+ 1 is defined to be one sheet of the two-sheeted hyperboloid

Hn+1
:= {x ∈ R1,n+1

| 〈x, x〉M = 1, x0 > 0}

equipped with the Riemannian metric

gH := −gM |T Hn+1 .

We denote the unit tangent bundle of Hn+1 by

SHn+1
:= {(x, ξ) | x ∈ Hn+1, ξ ∈ R1,n+1, 〈ξ, ξ〉M =−1, 〈x, ξ〉M = 0}. (3-1)

Another model of the hyperbolic space is the unit ball Bn+1
= {y ∈ Rn+1

| |y|< 1}, which is identified
with Hn+1

⊂ R1,n+1 via the map (here x = (x0, x ′) ∈ R×Rn+1)

ψ : Hn+1
→ Bn+1, ψ(x)=

x ′

x0+ 1
, ψ−1(y)=

1
1− |y|2

(1+ |y|2, 2y). (3-2)
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and the metric gH pulls back to the following metric on Bn+1:

(ψ−1)∗gH =
4 dy2

(1− |y|2)2
. (3-3)

We will also use the upper half-space model Un+1
= R+z0

×Rn
z with the metric

(ψ−1ψ−1
1 )∗gH =

dz2
0+ dz2

z2
0

, (3-4)

where the diffeomorphism ψ1 : B
n+1
→ Un+1 is given by (here y = (y1, y′) ∈ R×Rn)

ψ1(y1, y′)=
(1− |y|2, 2y′)
1+ |y|2− 2y1

, ψ−1
1 (z0, z)=

(z2
0+ |z|

2
− 1, 2z)

(1+ z0)2+ |z|2
. (3-5)

3B. Isometry group. We consider the group

G = PSO(1, n+ 1)⊂ SL(n+ 2;R)

of all linear transformations of R1,n+1 preserving the Minkowski metric, the orientation, and the sign
of x0 on timelike vectors. For x ∈ R1,n+1 and γ ∈ G, denote by γ · x the result of multiplying x by the
matrix γ . The group G is exactly the group of orientation-preserving isometries of Hn+1; under the
identification (3-2), it corresponds to the group of direct Möbius transformations of Rn+1 preserving the
unit ball.

The Lie algebra of G is spanned by the matrices

X = E0,1+ E1,0, Ak = E0,k + Ek,0, Ri, j = Ei, j − E j,i (3-6)

for i , j ≥ 1 and k ≥ 2, where Ei, j is the elementary matrix if 0 ≤ i , j ≤ n+ 1 (that is, Ei, j ek = δ jkei ).
Denote for i = 1, . . . , n

U+i := −Ai+1− R1,i+1, U−i := −Ai+1+ R1,i+1 (3-7)

and observe that X , U+i , U−i , Ri+1, j+1 (for 1 ≤ i < j ≤ n) also form a basis. Henceforth we identify
elements of the Lie algebra of G with left-invariant vector fields on G.

We have the commutator relations (for 1≤ i , j , k ≤ n and i 6= j)

[X,U±i ] = ±U±i , [U
±

i ,U
±

j ] = 0, [U+i ,U
−

i ] = 2X, [U±i ,U
∓

j ] = 2Ri+1, j+1,

[Ri+1, j+1, X ] = 0, [Ri+1, j+1,U±k ] = δ jkU±i − δikU±j .
(3-8)

The Lie algebra elements U±i are very important in our argument, since they generate horocyclic flows;
see Section 4B. The flows of U 1

±
in the case n = 1 are shown in Figure 3(a); for n > 1, the flows of U j

±

do not descend to SHn+1.
The group G acts on Hn+1 transitively, with the isotropy group of e0 ∈Hn+1 isomorphic to SO(n+ 1).

It also acts transitively on the unit tangent bundle SHn+1, by the rule γ.(x, ξ)= (γ · x, γ · ξ), with the
isotropy group of (e0, e1) ∈ SHn+1 being

H = {γ ∈ G | γ · e0 = e0, γ · e1 = e1} ' SO(n). (3-9)
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x ξ
B+(x,ξ)B−(x,ξ)

exp(−U1
−)(x,ξ)

exp(U1
+)(x,ξ)

A+(x,ξ)ζ

B+(x,ξ)

x
ξ

ζ

(a) (b)

Figure 3. (a) The horocyclic flows exp(±U±1 ) in dimension n+ 1= 2, pulled back to
the ball model by the map ψ from (3-2). The thick lines are geodesics and the dashed
lines are horocycles. (b) The map A+ and the parallel transport of an element of E along
a geodesic.

Note that H is the connected Lie subgroup of G with Lie algebra spanned by Ri+1, j+1 for 1≤ i , j ≤ n.
We can then write SHn+1

' G/H , where the projection πS : G→ SHn+1 is given by

πS(γ )= (γ · e0, γ · e1) ∈ SHn+1, γ ∈ G. (3-10)

3C. Geodesic flow. The geodesic flow,

ϕt : SHn+1
→ SHn+1, t ∈ R,

is given in the parametrization (3-1) by

ϕt(x, ξ)= (x cosh t + ξ sinh t, x sinh t + ξ cosh t). (3-11)

We note that, with the projection πS : G→ SHn+1 defined in (3-10),

ϕt(πS(γ ))= πS(γ exp(t X)),

where X is as defined in (3-6). This means that the generator of the geodesic flow can be obtained by
pushing forward the left-invariant field on G generated by X by the map πS (which is possible since X
is invariant under right multiplications by elements of the subgroup H defined in (3-9)). By abuse of
notation, we then denote by X also the generator of the geodesic flow on SHn+1:

X = ξ · ∂x + x · ∂ξ . (3-12)

We now provide the stable/unstable decomposition for the geodesic flow, demonstrating that it is hyperbolic
(and thus the flow on a compact quotient by a discrete group will be Anosov). For ρ = (x, ξ) ∈ SHn+1,
the tangent space Tρ(SHn+1) can be written as

Tρ(SHn+1)= {(vx , vξ ) ∈ (R
1,n+1)2 | 〈x, vx 〉M = 〈ξ, vξ 〉M = 〈x, vξ 〉M +〈ξ, vx 〉M = 0}.
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The differential of the geodesic flow acts by

dϕt(ρ) · (vx , vξ )= (vx cosh t + vξ sinh t, vx sinh t + vξ cosh t).

We have Tρ(SHn+1)= E0(ρ)⊕ T̃ρ(SHn+1), where E0(ρ) := RX is the flow direction and

T̃ρ(SHn+1)= {(vx , vξ ) ∈ (R
1,n+1)2 | 〈x, vx 〉M = 〈x, vξ 〉M = 〈ξ, vx 〉M = 〈ξ, vξ 〉M = 0},

and this splitting is invariant under dϕt . A natural norm on T̃ρ(SHn+1) is given by the formula

|(vx , vξ )|
2
:= −〈vx , vx 〉M −〈vξ , vξ 〉M , (3-13)

using the fact that vx and vξ are Minkowski orthogonal to the timelike vector x and thus must be spacelike
or zero. Note that this norm is invariant under the action of G.

We now define the stable/unstable decomposition T̃ρ(SHn+1)= Es(ρ)⊕ Eu(ρ), where

Es(ρ) := {(v,−v) | 〈x, v〉M = 〈ξ, v〉M = 0},

Eu(ρ) := {(v, v) | 〈x, v〉M = 〈ξ, v〉M = 0}.
(3-14)

Then Tρ(SHn+1)= E0(ρ)⊕ Es(ρ)⊕ Eu(ρ), this splitting is invariant under ϕt and under the action of G,
and, using the norm from (3-13),

|dϕt(ρ) ·w| = e−t
|w|, w ∈ Es(ρ), and |dϕt(ρ) ·w| = et

|w|, w ∈ Eu(ρ).

Finally, we remark that the vector subbundles Es and Eu are spanned by the left-invariant vector fields
U+1 , . . . ,U

+
n and U−1 , . . . ,U

−
n from (3-7) in the sense that

π∗S Es = span(U+1 , . . . ,U
+

n )⊕ h, π∗S Eu = span(U−1 , . . . ,U
−

n )⊕ h.

Here π∗S Es := {(γ,w) ∈ T G | (πS(γ ), dπS(γ ) ·w) ∈ Es} and π∗S Eu is defined similarly; h is the left
translation of the Lie algebra of H , or equivalently the kernel of dπS . Note that, while the individual
vector fields U±1 , . . . ,U

±
n are not invariant under right multiplications by elements of H in dimensions

n+ 1> 2 (and thus do not descend to vector fields on SHn+1 by the map πS), their spans are invariant
under H , by (3-8).

The dual decomposition, used in the construction of Pollicott–Ruelle resonances, is

T ∗ρ (SHn+1)= E∗0(ρ)⊕ E∗s (ρ)⊕ E∗u(ρ), (3-15)

where E∗0(ρ), E∗s (ρ), E∗u(ρ) are dual to E0(ρ), Eu(ρ), Es(ρ) in the original decomposition (that is, for
instance, E∗s (ρ) consists of all covectors annihilating E0(ρ)⊕ Es(ρ)). The switching of the roles of Es

and Eu is due to the fact that the flow on the cotangent bundle is (dϕ−1
t )∗.

3D. Conformal infinity. The metric (3-3) in the ball model Bn+1 is conformally compact; namely,
the metric (1− |y|2)2(ψ−1)∗gH continues smoothly to the closure Bn+1, which we call the conformal
compactification of Hn+1; note that Hn+1 embeds into the interior of Bn+1 by the map (3-2). The
boundary Sn

= ∂Bn+1, endowed with the standard metric on the sphere, is called conformal infinity. On
the hyperboloid model, it is natural to associate to a point at conformal infinity ν ∈ Sn the lightlike ray
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{(s, sν) | s > 0} ⊂ R1,n+1; this ray is asymptotic to the curve {(
√

1+ s2, sν) | s > 0} ⊂ Hn+1, which
converges to ν in Bn+1.

Take (x, ξ) ∈ SHn+1. Then 〈x ± ξ, x ± ξ〉M = 0 and x0± ξ0 > 0, so we can write

x ± ξ =8±(x, ξ)(1, B±(x, ξ))

for some maps

8± : SHn+1
→ R+, B± : SHn+1

→ Sn. (3-16)

Then B±(x, ξ) is the limit as t→±∞ of the x-projection of the geodesic ϕt(x, ξ) in Bn+1:

B±(x, ξ)= lim
t→±∞

π(ϕt(x, ξ)), π : SHn+1
→ Hn+1.

This implies that, for X defined in (3-12), d B± · X = 0, since B±(ϕs(x, ξ)) = B±(x, ξ) for all s ∈ R.
Moreover, since 8±(ϕt(x, ξ))= e±t(x0+ ξ0)= e±t8±(x, ξ) from (3-11), we find

X8± =±8±. (3-17)

For (x, ν) ∈ Hn+1
×Sn (in the hyperboloid model), define the function

P(x, ν)= (x0− x ′ · ν)−1
= (〈x, (1, ν)〉M)−1 if x = (x0, x ′) ∈ Hn+1. (3-18)

Note that P(x, ν) > 0 everywhere, and in the Poincaré ball model Bn+1 we have

P(ψ−1(y), ν)=
1− |y|2

|y− ν|2
, y ∈ Bn+1, (3-19)

which is the usual Poisson kernel. Here ψ is as defined in (3-2).
For (x, ν) ∈ Hn+1

×Sn , there exist unique ξ± ∈ Sx Hn+1 such that B±(x, ξ±)= ν: these are given by

ξ±(x, ν)=∓x ± P(x, ν)(1, ν), (3-20)

and we have

8±(x, ξ±(x, ν))= P(x, ν). (3-21)

Notice that the equations B±(x, ξ±(x, ν))= ν imply that B± are submersions. The map ν→ ξ±(x, ν) is
conformal with the standard choice of metrics on Sn and Sx Hn+1; in fact, for ζ1, ζ2 ∈ TνSn ,

〈∂νξ±(x, ν) · ζ1, ∂νξ±(x, ν) · ζ2〉M =−P(x, ν)2〈ζ1, ζ2〉Rn+1 . (3-22)

Using that 〈x + ξ, x − ξ〉M = 2, we see that

8+(x, ξ)8−(x, ξ)(1− B+(x, ξ) · B−(x, ξ))= 2. (3-23)

One can parametrize SHn+1 by

(ν−, ν+, s)=
(

B−(x, ξ), B+(x, ξ),
1
2

log
8+(x, ξ)
8−(x, ξ)

)
∈ (Sn

×Sn)1×R, (3-24)
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where (Sn
×Sn)1 is Sn

×Sn minus the diagonal. In fact, the geodesic γ (t) = ϕt(x, ξ) goes from ν−

to ν+ in Bn+1 and γ (−s) is the point of γ closest to e0 ∈ Hn+1 (corresponding to 0 ∈ Bn+1). In the
parametrization (3-24), the geodesic flow ϕt is simply

(ν−, ν+, s) 7→ (ν−, ν+, s+ t).

We finally remark that the stable/unstable subspaces of the cotangent bundle, E∗s , E∗u ⊂ T ∗(SHn+1),
defined in (3-15), are in fact the conormal bundles of the fibers of the maps B±:

E∗s (ρ)= N ∗
(
B−1
+
(B+(ρ))

)
, E∗u(ρ)= N ∗

(
B−1
−
(B−(ρ))

)
, ρ ∈ SHn+1. (3-25)

This is equivalent to saying that the fibers of B+ integrate (that is, are tangent to) the subbundle
E0 ⊕ Es ⊂ T (SHn+1), while the fibers of B− integrate the subbundle E0 ⊕ Eu . To see the latter
statement, say for B+, it is enough to note that d B+ · X = 0 and differentiation along vectors in Es

annihilates the function x + ξ and thus the map B+; therefore, the kernel of d B+ contains E0⊕ Es , and
this containment is an equality since the dimensions of both spaces are equal to n+ 1.

3E. Action of G on the conformal infinity. For γ ∈ G and ν ∈ Sn , γ · (1, ν) is a lightlike vector with
positive zeroth component. We can then define Nγ (ν) > 0, Lγ (ν) ∈ Sn by

γ · (1, ν)= Nγ (ν)(1, Lγ (ν)). (3-26)

The map Lγ gives the action of G on the conformal infinity Sn
= ∂Bn+1. This action is transitive and the

isotropy groups of ±e1 ∈ Sn are given by

H± = {γ ∈ G | ∃s > 0 γ · (e0± e1)= s(e0± e1)}. (3-27)

The isotropy groups H± are the connected subgroups of G with the Lie algebras generated by Ri+1, j+1

for 1≤ i < j ≤ n, X , and U±i for 1≤ i ≤ n. To see that H± are connected, for n= 1 we can check directly
that every γ ∈ H± can be written as a product et X esU±1 for some t , s ∈ R, and for n > 1 we can use the
fact that Sn

' G/H± is simply connected and G is connected, and the homotopy long exact sequence of
a fibration.

The differentials of Nγ and Lγ (in ν) can be written as

d Nγ (ν) · ζ = 〈dx0, γ · (0, ζ )〉, (0, d Lγ (ν) · ζ )=
γ · (0, ζ )− (d Nγ (ν) · ζ )(1, Lγ (ν))

Nγ (ν)
;

here ζ ∈ TνSn . We see that the map ν 7→ Lγ (ν) is conformal with respect to the standard metric on Sn;
in fact, for ζ1, ζ2 ∈ TνSn ,

〈d Lγ (ν) · ζ1, d Lγ (ν) · ζ2〉Rn+1 = Nγ (ν)−2
〈ζ1, ζ2〉Rn+1 .

The maps B± : SHn+1
→ Sn are equivariant under the action of G:

B±(γ.(x, ξ))= Lγ (B±(x, ξ)).
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Moreover, the functions 8±(x, ξ) and P(x, ν) enjoy the following properties:

8±(γ.(x, ξ))= Nγ (B±(x, ξ))8±(x, ξ), P(γ · x, Lγ (ν))= Nγ (ν)P(x, ν). (3-28)

3F. The bundle E and parallel transport to the conformal infinity. Consider the vector bundle E over
SHn+1 defined as follows:

E = {(x, ξ, v) ∈ SHn+1
× Tx Hn+1

| gH (ξ, v)= 0},

i.e., the fibers E(x, ξ) consist of all tangent vectors in Tx Hn+1 orthogonal to ξ ; equivalently, E(x, ξ)
consists of all vectors in R1,n+1 orthogonal to x and ξ with respect to the Minkowski inner product. Note
that G naturally acts on E , by putting γ.(x, ξ, v) := (γ · x, γ · ξ, γ · v).

The bundle E is invariant under parallel transport along geodesics. Therefore, one can consider the
first-order differential operator

X : C∞(SHn+1
; E)→ C∞(SHn+1

; E), (3-29)

which is the generator of parallel transport; namely, if v is a section of E and (x, ξ)∈ SHn+1, then Xv(x, ξ)
is the covariant derivative at t = 0 of the vector field v(t) := v(ϕt(x, ξ)) on the geodesic ϕt(x, ξ). Note
that E(ϕt(x, ξ)) is independent of t as a subspace of R1,n+1, and, under this embedding, X just acts as X
on each coordinate of v in R1,n+1. The operator 1

i X is a symmetric operator with respect to the standard
volume form on SHn+1 and the inner product on E inherited from T Hn+1.

We now consider parallel transport of vectors along geodesics going off to infinity. Let (x, ξ) ∈ SHn+1

and v ∈ Tx Hn+1. We let (x(t), ξ(t))= ϕt(x, ξ) be the corresponding geodesic and v(t) ∈ Tx(t)H
n+1 be

the parallel transport of v along this geodesic. We embed v(t) into the unit ball model Bn+1 by defining

w(t)= dψ(x(t)) · v(t) ∈ Rn+1,

where ψ is as defined in (3-2). Then w(t) converges to 0 as t→±∞, but the limits limt→±∞ x0(t)w(t)
are nonzero for nonzero v; we call the transformation mapping v to these limits the transport to conformal
infinity as t→±∞. More precisely, if

v = cξ + u, u ∈ E(x, ξ),
then we calculate

lim
t→±∞

x0(t)w(t)=±cB±(x, ξ)+ u′− u0 B±(x, ξ), (3-30)

where B±(x, ξ) ∈ Sn is as defined in Section 3D. We will in particular use the inverse of the map
E(x, ξ) 3 u 7→ u′ − u0 B±(x, ξ) ∈ TB±(x,ξ)S

n: for (x, ξ) ∈ SHn+1 and ζ ∈ TB±(x,ξ)S
n , define (see

Figure 3(b))

A±(x, ξ)ζ = (0, ζ )−〈(0, ζ ), x〉M(x ± ξ)=±
∂νξ±(x, B±(x, ξ)) · ζ

P(x, B±(x, ξ))
∈ E(x, ξ). (3-31)

Here ξ± is as defined in (3-20). Note that, by (3-22), A± is an isometry:

|A±(x, ξ)ζ |gH = |ζ |Rn , ζ ∈ TB±(x,ξ)S
n. (3-32)
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Also, A± is equivariant under the action of G:

A±(γ · x, γ · ξ) · d Lγ (B±(x, ξ)) · ζ = Nγ (B±(x, ξ))−1 γ · (A±(x, ξ)ζ ). (3-33)

We now write the limits (3-30) in terms of the 0-tangent bundle of Mazzeo and Melrose [1987].
Consider the boundary defining function ρ0 := 2(1−|y|)/(1+|y|) on Bn+1; note that in the hyperboloid
model, with the map ψ defined in (3-2),

ρ0(ψ(x))= 2
√

x0+ 1−
√

x0− 1
√

x0+ 1+
√

x0− 1
= x−1

0 +O(x−2
0 ) as x0→∞. (3-34)

The hyperbolic metric can be written near the boundary as gH = (dρ2
0+hρ0)/ρ

2
0 with hρ0 a smooth family

of metrics on Sn , and h0 = dθ2 is the canonical metric on the sphere (with curvature 1).
Define the 0-tangent bundle 0T Bn+1 to be the smooth bundle over Bn+1 whose smooth sections are the

elements of the Lie algebra V0(B
n+1) of smooth vectors fields vanishing at Sn

=Bn+1
∩{ρ0= 0}; near the

boundary, this algebra is locally spanned over C∞(Bn+1) by the vector fields ρ0∂ρ0 , ρ0∂θ1, . . . , ρ0∂θn if θi

are local coordinates on Sn . There is a natural map 0T Bn+1
→ T Bn+1, which is an isomorphism when

restricted to the interior Bn+1. We denote by 0T ∗Bn+1 the dual bundle to 0T Bn+1, generated locally near
ρ0 = 0 by the covectors dρ0/ρ0, dθ1/ρ0, . . . , dθn/ρ0. Note that T ∗Bn+1 naturally embeds into 0T ∗Bn+1

and this embedding is an isomorphism in the interior. The metric gH is a smooth, nondegenerate, positive
definite quadratic form on 0T Bn+1, that is, gH ∈ C∞(Bn+1

;⊗
2
S(

0T ∗Bn+1)), where ⊗2
S denotes the space

of symmetric 2-tensors. We refer the reader to [Mazzeo and Melrose 1987] for further details (in particular,
for an explanation of why 0-bundles are smooth vector bundles); see also [Melrose 1993, §2.2] for the
similar b-setting.

We can then interpret (3-30) as follows: for each (y, η) ∈ SBn+1 and each w ∈ TyBn+1, the parallel
transport w(t) of w along the geodesic ϕt(y, η) (this geodesic extends smoothly to a curve on Bn+1,
as it is part of a line or a circle) has limits as t →±∞ in the 0-tangent bundle 0T Bn+1. In fact (see
[Guillarmou et al. 2010, Appendix A]), the parallel transport

τ(y′, y) : 0TyBn+1
→

0Ty′B
n+1

from y to y′ ∈ Bn+1 along the geodesic starting at y and ending at y′ extends smoothly to the boundary
(y, y′) ∈Bn+1

×Bn+1
\diag(Sn

×Sn) as an endomorphism 0TyBn+1
→

0Ty′B
n+1, where diag(Sn

×Sn)

denotes the diagonal in the boundary; this parallel transport is an isometry with respect to gH . The same
properties hold for parallel transport of covectors in 0T ∗Bn+1, using the duality provided by the metric gH .
An explicit relation to the maps A± is given by the following formula:

A±(x, ξ) · ζ = dψ(x)−1
· τ(ψ(x), B±(x, ξ)) · (ρ0ζ ), (3-35)

where ρ0ζ ∈
0TB±(x,ξ)B

n+1 is tangent to the conformal boundary Sn .
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4. Horocyclic operators

In this section, we build on the results of Section 3 to construct horocyclic operators

U± : D′(SHn+1
;⊗

jE∗)→ D′(SHn+1
;⊗

j+1E∗).

4A. Symmetric tensors. In this subsection, we assume that E is a vector space of finite dimension N ,
equipped with an inner product gE , and let E∗ denote the dual space, which has a scalar product induced
by gE (also denoted gE ). (In what follows, we shall take either E = E(x, ξ) or E = Tx Hn+1 for some
(x, ξ) ∈ SHn+1, and the scalar product gE in both cases is given by the hyperbolic metric gH on those
vector spaces.) We will work with tensor powers of E∗, but the constructions also apply to tensor powers
of E by swapping E with E∗.

We introduce some notation for finite sequences to simplify the calculations below. Denote by A m the
space of all sequences K = k1 . . . km with 1≤ k` ≤ N . For k1 . . . km ∈A m , j1 . . . jr ∈A r , and a sequence
of distinct numbers 1≤ `1, . . . , `r ≤ m, denote by

{`1→ j1, . . . , `r → jr }K ∈ A m

the result of replacing the `p-th element of K by jp for all p. We can also replace some jp by blank
space, which means that the corresponding indices are removed from K .

For m≥ 0 denote by⊗m E∗ the m-th tensor power of E∗ and by⊗m
S E∗ the subset of those tensors which

are symmetric, i.e., u ∈⊗m
S E∗ if u(vσ(1), . . . vσ(m))=u(v1, . . . , vm) for all σ ∈5m and all v1, . . . , vm ∈ E ,

where5m is the permutation group of {1, . . . ,m}. There is a natural linear projection S : ⊗m E∗→⊗m
S E∗

defined by

S(η∗1 ⊗ · · ·⊗ η∗m)=
1

m!

∑
σ∈5m

η∗σ(1)⊗ · · ·⊗ η
∗

σ(m), η∗k ∈ E∗. (4-1)

The metric gE induces a scalar product on ⊗m E∗,

〈v∗1 ⊗ · · ·⊗ v
∗

m, w
∗

1 ⊗ · · ·⊗w
∗

m〉gE =

m∏
j=1

〈v∗j , w
∗

j 〉gE , w∗i , v
∗

i ∈ E∗.

The operator S is selfadjoint and thus an orthogonal projection with respect to this scalar product.
Using the metric gE , one can decompose the vector space ⊗m

S as follows. Let (ei )
N
i=1 be an or-

thonormal basis of E for the metric gE and (e∗i ) be the dual basis. First of all, introduce the trace map
T : ⊗m E∗→⊗m−2 E∗ contracting the first two indices by the metric: for vi ∈ E , define

T (u)(v1, . . . , vm−2) :=

N∑
i=1

u(ei , ei , v1, . . . , vm−2) (4-2)

(the result is independent of the choice of the basis). For m < 2, we define T to be zero on ⊗m E∗. Note
that T maps ⊗m+2

S E∗ onto ⊗m
S E∗. Set

e∗K := e∗k1
⊗ · · ·⊗ e∗km

∈ ⊗
m E∗, K = k1 . . . km ∈ A m .
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Then

T
( ∑

K∈A m+2

fK e∗K

)
=

∑
K∈A m

∑
q∈A

fqq K e∗K .

The adjoint of T : ⊗m+2
S E∗→⊗m

S E∗ with respect to the scalar product gE is given by the map u 7→
S(gE ⊗ u). To simplify computations, we define a scaled version of it: let I : ⊗m

S E∗→⊗m+2
S E∗ be

defined by

I(u)= (m+ 2)(m+ 1)
2

S(gE ⊗ u)=
(m+ 2)(m+ 1)

2
T ∗(u). (4-3)

Then

I
( ∑

K∈A m

fK e∗K

)
=

∑
K∈A m+2

m+2∑
`,r=1
`<r

δk`kr f{`→,r→}K e∗K .

Note that, for u ∈ ⊗m
S E∗,

T (Iu)= (2m+ N )u+ I(T u). (4-4)

By (4-3) and (4-4), the homomorphism T I : ⊗m
S E∗ → ⊗m

S E∗ is positive definite and thus an iso-
morphism. Therefore, for u ∈ ⊗m

S E∗, we can decompose u = u1+ I(u2), where u1 ∈ ⊗
m
S E∗ satisfies

T (u1) = 0 and u2 = (T I)−1T u ∈ ⊗m−2
S E∗. Iterating this process, we can decompose any u ∈ ⊗m

S E∗

into

u =
bm/2c∑
r=0

Ir (ur ), ur ∈ ⊗
m−2r
S E∗, T (ur )= 0, (4-5)

with ur determined uniquely by u.
Another operation on tensors which will be used is the interior product: if v ∈ E and u ∈ ⊗m

S E∗, we
denote by ιv(u) ∈ ⊗m−1

S E∗ the interior product of u by v given by

ιvu(v1, . . . , vm−1) := u(v, v1, . . . , vm−1).

If v∗ ∈ E∗, we write ιv∗u for the tensor ιvu with gE(v, · )= v
∗.

We conclude this subsection with a correspondence which will be useful in certain calculations later.
There is a linear isomorphism between ⊗m

S E∗ and the space Polm(E) of homogeneous polynomials of
degree m on E : to a tensor u ∈⊗m

S E∗ we associate the function on E given by x→ Pu(x) := u(x, . . . , x).
If we write x =

∑N
i=1 xi ei in a given orthonormal basis, then

PS(e∗K )(x)=
m∏

j=1

xk j , K = k1 · · · km ∈ A m .

The flat Laplacian associated to gE is given by 1E = −
∑N

i=1 ∂
2
xi

in the coordinates induced by the
basis (ei ). Then it is direct to see that

1E Pu(x)=−m(m− 1)PT (u)(x), u ∈ ⊗m
S E∗, (4-6)
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which means that the trace corresponds to applying the Laplacian (see [Dairbekov and Sharafutdinov
2010, Lemma 2.4]). In particular, trace-free symmetric tensors of order m correspond to homogeneous
harmonic polynomials, and thus restrict to spherical harmonics on the sphere |x |gE = 1 of E . We also
have

PI(u)(x)= 1
2(m+ 2)(m+ 1)|x |2 Pu(x), u ∈ ⊗m

S E∗. (4-7)

4B. Horocyclic operators. We now consider the left-invariant vector fields X , U i
±

, Ri+1, j+1 on the
isometry group G, identified with the elements of the Lie algebra of G introduced in (3-6), (3-7). Recall
that G acts on SHn+1 transitively with the isotropy group H ' SO(n) and this action gives rise to the
projection πS :G→ SHn+1; see (3-10). Note that, with the maps8± : SHn+1

→R+ and B± : SHn+1
→Sn

defined in (3-16), we have

B±(πS(γ ))= Lγ (±e1) and 8±(πS(γ ))= Nγ (±e1), γ ∈ G,

where Nγ : Sn
→ R+ and Lγ : Sn

→ Sn are defined in (3-26). Since H±, the isotropy group of ±e1

under the action Lγ , contains X and U±i in its Lie algebra (see (3-27) and Figure 3(a)), we find

d(B± ◦πS) ·U±i = 0 and d(B± ◦πS) · X = 0. (4-8)

We also calculate
d(8± ◦πS) ·U±i = 0. (4-9)

Define the differential operator on G

U±K :=U±k1
· · ·U±km

, K = k1 · · · km ∈ A m .

Note that the order in which k1, . . . , km are listed does not matter, by (3-8). Moreover, by (3-8),

[Ri+1, j+1,U±K ] =
m∑
`=1

(δ jk`U
±

{`→i}K − δik`U
±

{`→ j}K ). (4-10)

Since H is generated by the vector fields Ri+1, j+1, we see that in dimensions n+ 1> 2 the horocyclic
vector fields U±i , and more generally the operators U±K , are not invariant under right multiplication
by elements of H and therefore do not descend to differential operators on SHn+1 — in other words,
if u ∈ D′(SHn+1), then U±K (π

∗

S u) ∈ D′(G) is not in the image of π∗S .
However, in this section we will show how to differentiate distributions on SHn+1 along the horocyclic

vector fields, resulting in sections of the vector bundle E introduced in Section 3F and its tensor powers.
First of all, we note that by (3-14), the stable and unstable bundles Es(x, ξ) and Eu(x, ξ) are canonically
isomorphic to E(x, ξ), by the maps

θ+ : E(x, ξ)→ Es(x, ξ), θ− : E(x, ξ)→ Eu(x, ξ), θ±(v)= (−v,±v).

For u ∈ D′(SHn+1), we then define the horocyclic derivatives U±u ∈ D′(SHn+1
; E∗) by restricting the

differential du ∈ D′(SHn+1
; T ∗(SHn+1)) to the stable/unstable foliations and pulling it back by θ±:

U±u(x, ξ) := du(x, ξ) ◦ θ± ∈ E∗(x, ξ). (4-11)
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To relate U± to the vector fields U±i on the group G, consider the orthonormal frame e∗1, . . . , e∗n of the
bundle π∗SE∗ over G defined by

e∗j (γ ) := γ
−∗(e∗j+1) ∈ E∗(πS(γ )),

where the e∗j = dx j form the dual basis to the canonical basis (e j ) j=0,...,n+1 of R1,n+1, and γ−∗ =
(γ−1)∗ : (R1,n+1)∗→ (R1,n+1)∗. More generally, we can define the orthonormal frame e∗K of π∗S (⊗

mE∗)
by

e∗K := e∗k1
⊗ · · ·⊗ e∗km

, K = k1 . . . km ∈ A m .

We compute, for u ∈ D′(SHn+1), du(πS(γ )) · θ±(γ (e j+1))=U±j (π
∗

S u)(γ ), and thus

π∗S (U±u)=
n∑

j=1

U±j (π
∗

S u)e∗j . (4-12)

We next use the formula (4-12) to define U± as an operator

U± : D′(SHn+1
;⊗

mE∗)→ D′(SHn+1
;⊗

m+1E∗) (4-13)

as follows: for u ∈ D′(SHn+1
;⊗

mE∗), define U±u by

π∗S (U±u)=
n∑

r=1

∑
K∈A m

(U±r uK )e∗r K , π∗S u =
∑

K∈A m

uK e∗K . (4-14)

This definition makes sense (that is, the right-hand side of the first formula in (4-14) lies in the image
of π∗S ) since a section

f =
∑

K∈A m

fK e∗K ∈ D′(G;π∗S (⊗mE∗)), fK ∈ D′(G),

lies in the image of π∗S if and only if Ri+1, j+1 f = 0 for 1≤ i < j ≤ n (the differentiation is well defined
since the fibers of π∗S (⊗

mE∗) are the same along each integral curve of Ri+1, j+1), and this translates to

Ri+1, j+1 fK =

m∑
`=1

(δ jk` f{`→i}K − δik` f{`→ j}K ), 1≤ i < j ≤ n, K ∈ A m
; (4-15)

to show (4-15) for fr K =U±r uK , we use (3-8):

Ri+1, j+1 fr K = [Ri+1, j+1,U±r ]uK +U±r Ri+1, j+1uK

= δ jrU±i uK − δirU±j uK +

m∑
`=1

δ jk`U
±

r u{`→i}K − δik`U
±

r u{`→ j}K .

To interpret the operator (4-13) in terms of the stable/unstable foliations in a manner similar to (4-11),
consider the connection ∇S on the bundle E over SHn+1 defined as follows: for (x, ξ) ∈ SHn+1,
(v,w) ∈ T(x,ξ)(SHn+1), and u ∈ D′(SHn+1

; E), let ∇S
(v,w)u(x, ξ) be the orthogonal projection of

∇
R1,n+1

(v,w) u(x, ξ) onto E(x, ξ)⊂ R1,n+1,
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where ∇R1,n+1
is the canonical connection on the trivial bundle SHn+1

×R1,n+1 over SHn+1 (corresponding
to differentiating the coordinates of u in R1,n+1). Then ∇S naturally induces a connection on ⊗mE∗, also
denoted ∇S , and we have, for v, v1, . . . , vm ∈ E(x, ξ) and u ∈ D′(SHn+1

;⊗
mE∗),

U±u(x, ξ)(v, v1, . . . , vm)= (∇
S
θ±(v)

u)(v1, . . . , vm). (4-16)

Indeed, if γ (t)= γ (0)etU±j is an integral curve of U±j on G, then γ (t)e2, . . . , γ (t)en+1 form a parallel
frame of E over the curve (x(t), ξ(t)) = πS(γ (t)) with respect to ∇S , since the covariant derivative
of γ (t)ek in t with respect to ∇R1,n+1

is simply γ (t)U±j ek ; by (3-7) this is a linear combination of
x(t)= γ (t)e0 and ξ(t)= γ (t)e1 and thus ∇S

t (γ (t)ek)= 0.
Note also that the operator X defined in (3-29) can be interpreted as the covariant derivative on E

along the generator X of the geodesic flow by the connection ∇S . One can naturally generalize X to a
first-order differential operator

X : D′(SHn+1
;⊗

mE∗)→ D′(SHn+1
;⊗

mE∗), (4-17)

and 1
i X is still symmetric with respect to the natural measure on SHn+1 and the inner product on ⊗mE∗

induced by the Minkowski metric. A characterization of X in terms of the frame e∗K is given by

π∗S (Xu)=
∑

K∈A m

(XuK )e∗K , π∗S u =
∑

K∈A m

uK e∗K . (4-18)

It follows from (3-8) that, for u ∈ D′(SHn+1
;⊗

mE∗),

XU±u−U±Xu =±U±u. (4-19)

We also observe that, since [U±i ,U
±

j ] = 0, for each scalar distribution u ∈D′(SHn+1) and m ∈N we have
Um
±

u ∈D′(SHn+1
;⊗

m
S E∗), where ⊗m

S E∗ ⊂⊗mE∗ denotes the space of all symmetric cotensors of order m.
Inversion of the operator Um

±
is the topic of the next subsection. We conclude with the following lemma,

describing how the operator Um
±

acts on distributions invariant under the left action of an element of G:

Lemma 4.1. Let γ ∈ G and u ∈ D′(SHn+1). Assume also that u is invariant under left multiplications
by γ , namely u(γ.(x, ξ)) = u(x, ξ) for all1 (x, ξ) ∈ SHn+1. Then v = Um

±
u is equivariant under left

multiplication by γ in the following sense:

v(γ.(x, ξ))= γ.v(x, ξ), (4-20)

where the action of γ on ⊗m
S E∗ is naturally induced by its action on E (by taking inverse transposes),

which in turn comes from the action of γ on R1,n+1.

Proof. We have, for γ ′ ∈ G,

Um
±

u(πS(γ
′))=

∑
K∈A m

(U±K (u ◦πS)(γ
′))e∗K (γ

′).

1Strictly speaking, this statement should be formulated in terms of the pullback of the distribution u by the map
(x, ξ) 7→ γ.(x, ξ).
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Therefore, since U±j are left-invariant vector fields on G,

Um
±

u(γ.πS(γ
′))= Um

±
u(πS(γ γ

′))=
∑

K∈A m

(U±K (u ◦πS)(γ
′))e∗K (γ γ

′).

It remains to note that e∗K (γ γ
′)= γ.e∗K (γ

′). �

4C. Inverting horocyclic operators. In this subsection, we show that distributions v∈D′(SHn+1
;⊗

m
S E∗)

satisfying certain conditions are in fact in the image of Um
±

acting on D′(SHn+1). This is an important
step in our construction of Pollicott–Ruelle resonances, as it will make it possible to recover a scalar
resonant state corresponding to a resonance in the m-th band. More precisely, we prove:

Lemma 4.2. Assume that v ∈ D′(SHn+1
;⊗

m
S E∗) satisfies U±v = 0, and Xv = ±λv for λ 6∈ 1

2 Z. Then
there exists u ∈D′(SHn+1) such that Um

±
u = v and Xu =±(λ−m)u. Moreover, if v is equivariant under

left multiplication by some γ ∈ G in the sense of (4-20), then u is invariant under left multiplication by γ .

The proof of Lemma 4.2 is modeled on the following well-known formula recovering a homogeneous
polynomial of degree m from its coefficients: given constants aα for each multiindex α of length m, we
have

∂βx

∑
|α|=m

1
α!

xαaα = aβ, |β| = m. (4-21)

The formula recovering u from v in Lemma 4.2 is morally similar to (4-21), with U±j taking the role of ∂x j ,
the condition U±v = 0 corresponding to aα being constants, and U∓j taking the role of the multiplication
operators x j . However, the commutation structure of U±j , given by (3-8), is more involved than that of ∂x j

and x j , and in particular it involves the vector field X , explaining the need for the condition Xv =±λv
(which is satisfied by resonant states).

To prove Lemma 4.2, we define the operator

V± : D′(SHn+1
;⊗

m+1E∗)→ D′(SHn+1
;⊗

mE∗), V± := T U±,

where T is as defined in Section 4A. Then, by (4-14),

π∗S (V±u)=
∑

K∈A m

∑
q∈A

(U±q uq K )e∗K , u =
∑

K∈A m+1

uK e∗K .

For later use, we record the following fact:

Lemma 4.3. U∗
±
=−V±, where the adjoint is understood in the formal sense.

Proof. If u ∈ C∞0 (SHn+1
;⊗

mE∗), v ∈ C∞(SHn+1
;⊗

m+1E∗), and uK , vJ are the coordinates of π∗S u and
π∗Sv in the bases (e∗K )K∈A m and (e∗J )J∈A m+1 , then, by (4-14), we compute the following pointwise identity
on SHn+1:

〈U±u, v̄〉+ 〈u,V±v〉 = V±w, w ∈ C∞0 (SHn+1
; E∗), π∗Sw =

∑
K∈A m

q∈A

uKvq K e∗q .
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It remains to show that, for each w, the integral of V±w is equal to zero. Since V± is a differential operator
of order 1, we must have ∫

SHn+1
V±w =

∫
SHn+1
〈w, η±〉

for all w and some η± ∈ C∞(SHn+1
; E∗) independent of w. Then η± is equivariant under the action

of the isometry group G and, in particular, |η±| is a constant function on SHn+1. Moreover, using that∫
X f = 0 for all f ∈ C∞0 (SHn+1) and V±(Xw)= (X ∓ 1)V±w, we get, for all w ∈ C∞0 ,

∓

∫
SHn+1
〈w, η±〉 =

∫
SHn+1

V±(Xw)=−
∫

SHn+1
〈w,Xη±〉.

This implies that Xη± =±η± and, in particular,

X |η±|2 = 2〈Xη±, η±〉 = ±2|η±|2.

Since |η±|2 is a constant function, this implies η± = 0, finishing the proof. �

To construct u from v in Lemma 4.2, we first handle the case when T (v) = 0; this condition is
automatically satisfied when m ≤ 1.

Lemma 4.4. Assume that v ∈D′(SHn+1
;⊗

m
S E∗) and U±v = 0, T (v)= 0. Define u = Vm

∓
v ∈D′(SHn+1).

Then

Um
±

u = 2mm!
( n+m−2∏
`=n−1

(`±X )
)
v. (4-22)

Proof. Assume that
π∗Sv =

∑
K∈A m

fK e∗K , fK ∈ D′(G).

Then
π∗S u =

∑
K∈A m

U∓K fK , π∗S (Um
±

u)=
∑

K ,J∈A m

U±J U∓K fK e∗J .

For 0≤ r < m, J ∈ A m−1−r , and p ∈ A , we have, by (3-8),∑
K∈A r

q∈A

[U±p ,U
∓

q ]U
∓

K fq K J =±2X
∑

K∈A r

U∓K f pK J + 2
∑

K∈A r

q∈A

Rp+1,q+1U∓K fq K J .

To compute the second term on the right-hand side, we commute Rp+1,q+1 with U∓K by (4-10) and
use (4-15) to get∑
K∈A r

q∈A

Rp+1,q+1U∓K fq K J =
∑

K∈A r

q∈A

( r∑
`=1

(
δqk`U

∓

{`→p}K fq K J−δpk`U
∓

{`→q}K fq K J
)
+U∓K f pK J−δpqU∓K fq K J

+

r∑
`=1

(
δqk`U

∓

K fq({`→p}K )J − δpk`U
∓

K fq({`→q}K )J
)

+

m−1−r∑
`=1

(δq j`U
∓

K fq K ({`→p}J )− δpj`U
∓

K fq K ({`→q}J ))

)
.
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Since v is symmetric and T (v)= 0, the expressions
∑

K∈A r , q∈A δqk`U
∓

{`→p}K fq K J ,
∑

q∈A fq({`→q}K )J ,
and

∑
q∈A fq K ({`→q}J ) are zero. Further using the symmetry of v, we find∑

K∈A r

q∈A

Rp+1,q+1U∓K fq K J = (n+m− r − 2)
∑

K∈A r

U∓K f pK J ,

and thus ∑
K∈A r

q∈A

[U±p ,U
∓

q ]U
∓

K fq K J = 2
∑

K∈A r

U∓K (±X + n+m− 2r − 2) f pK J . (4-23)

Then, using that U±v = 0, we find

∑
K∈A r+1

U±p U∓K fK J =
∑

K∈A r

q∈A

r+1∑
`=1

U∓k`...kr
[U±p ,U

∓

q ]U
∓

k1...k`−1
fq K J

= 2
∑

K∈A r

r+1∑
`=1

U∓K (±X + n+m− 2`) f pK J

= 2(r + 1)
∑

K∈A r

U∓K (±X + n+m− r − 2) f pK J . (4-24)

By iterating (4-24) we obtain (using also that v is symmetric), for J ∈ A m ,

U±J
∑

K∈A m

U∓K fK = 2mU±j1... jm−1

∑
K∈A m−1

U∓K (±X + n− 1) fK jm

= 4m(m− 1)U±j1... jm−2

∑
K∈A m−2

U∓K (±X + n)(±X + n− 1) fK jm−1 jm

...

= 2mm!
n+m−2∏
`=n−1

(±X + `) f J ,

which achieves the proof. �

To handle the case T (v) 6= 0, define also the horocyclic Laplacians

1± := −T U2
±
=−V±U± : D′(SHn+1)→ D′(SHn+1),

so that, for u ∈ D′(SHn+1),

π∗S1±u =−
n∑

q=1

U±q U±q (π
∗

S u).

Note that, by the commutation relation (3-8),

[X,1±] = ±21±. (4-25)

Also, by Lemma 4.3, 1± are symmetric operators.
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Lemma 4.5. Assume that u ∈ D′(SHn+1) and Um+1
± u = 0. Then

Um+2
±

1∓u =−4(X ∓m)(2X ± (n− 2))I(Um
±

u)− 4I2(T (Um
±

u)).

Proof. We have
π∗S (Um+2

±
1∓u)=−

∑
K∈A m+2

q∈A

U±K U∓q U∓q u e∗K .

Using (3-8), we compute, for K ∈ A m+2 and q ∈ A ,

[U±K ,U
∓

q ]

=

m+2∑
`=1

U±k1...k`−1
[U±k` ,U

∓

q ]U
±

k`+1...km+2

= 2
m+2∑
`=1

(
δqk`U

±

{`→}K (±X +m− `+ 2)+U±k1...k`−1
Rk`+1,q+1U±k`+1...km+2

)
= 2

m+2∑
`=1

(
U±
{`→}K (δqk`(±X +m− `+ 2)+ Rk`+1,q+1)+

m+2∑
r=`+1

(δqkr U
±

{r→}K − δk`kr U
±

{`→,r→q}K )

)

= 2
m+2∑
`=1

(
U±
{`→}K (δqk`(±X +m+ 1)+ Rk`+1,q+1)−

m+2∑
r=`+1

δk`kr U
±

{`→,r→q}K

)
.

Since Um+1
± u = 0, for K ∈ A m+2 and q ∈ A we have U±K u = [U±K ,U

∓
q ]u = 0, and thus

U±K U∓q U∓q u = [[U±K ,U
∓

q ],U
∓

q ]u.

We calculate ∑
q∈A

[δqk`(±X +m+ 1)+ Rk`+1,q+1,U∓q ] = (n− 2)U∓k` ,

and thus, for K ∈ A m+2,∑
q∈A

U±K U∓q U∓q u = 2
m+2∑
`=1

(
[U±
{`→}K ,U

∓

k` ](±X +m+ n− 1)−
m+2∑

r=`+1

δk`kr

∑
q∈A

[U±
{`→,r→q}K ,U

∓

q ]

)
u.

Now, for K ∈ A m+2,
m+2∑
`=1

[U±
{`→}K ,U

∓

k` ](±X +m+ n− 1)u

= 2
m+2∑
`,s=1
6̀=s

(
δk`ks U

±

{`→,s→}K (±X +m)−
m+2∑

r=s+1
r 6=`

δkskr U
±

{s→,r→}K

)
(±X +m+ n− 1)u

= 2
m+2∑
`,r=1
`<r

δk`kr U
±

{`→,r→}K (±2X +m)(±X +m+ n− 1)u.
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Furthermore, we have, for K ∈ A m ,∑
q∈A

[U±q K ,U
∓

q ]u = 2U±K ((m+ n)(±X +m)−m)u− 2
∑
q∈A

m∑
s,p=1
s<p

δkskpU±qq{s→,p→}K u.

We finally compute∑
q∈A

U±K U∓q U∓q u

=4
m+2∑
`,r=1
`<r

δk`kr U
±

{`→,r→}K X (2X±(n+2m−2))u+4
∑
q∈A

m+2∑
`,r=1
`<r

m+2∑
s,p=1
s<p

{s,p}∩{`,r}=∅

δk`kr δkskpU±qq{`→,r→,s→,p→}K u,

which finishes the proof. �

Arguing by induction using (4-4) and applying Lemma 4.5 to 1r
∓

u, we get:

Lemma 4.6. Assume that u ∈ D′(SHn+1) and Um+1
± u = 0, T (Um

±
u)= 0. Then, for each r ≥ 0,

Um+2r
±

1r
∓

u = (−1)r 22r
( r−1∏

j=0

(X ∓ (m+ j))
)( r∏

j=1

(2X ± (n− 2 j))
)
Ir (Um

±
u).

Moreover, for r ≥ 1,

T (Um+2r
±

1r
∓

u)= (−1)r 22rr(n+ 2m+ 2r − 2)
( r−1∏

j=0

(X ∓ (m+ j))
)( r∏

j=1

(2X ± (n− 2 j))
)
Ir−1(Um

±
u).

We are now ready to complete the proof of Lemma 4.2. Following (4-5), we decompose v as
v =

∑bm/2c
r=0 Ir (vr ) with vr ∈D′(SHn+1

;⊗
m−2r
S E∗) and T (vr )= 0. Since X commutes with T and I, we

find Xvr =±λvr . Moreover, since U±v = 0, we have U±vr = 0. Put

ur := (−1∓)
rVm−2r
∓

vr ∈ D′(SHn+1).

By Lemma 4.4 (applied to vr ) and Lemma 4.6 (applied to Vm−2r
∓ vr and with m replaced by m− 2r ),

Um
±

ur = 22r
( r−1∏

j=0

(λ− (m− 2r + j))
)( r∏

j=1

(2λ+ n− 2 j)
)
Ir (Um−2r

±
Vm−2r
∓

vr )

= 2m(m− 2r)!
( n+m−2r−2∏

j=n−1

(λ+ j)
)( m−r−1∏

j=m−2r

(λ− j)
)( r∏

j=1

(2λ+ n− 2 j)
)
Ir (vr ).

Since λ 6∈ 1
2 Z, we see that v = Um

±
u, where u is a linear combination of u0, . . . , ubm/2c. The relation

Xu =±(λ−m)u follows immediately from (4-19) and (4-25). Finally, the equivariance property under G
follows similarly to Lemma 4.1.
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4D. Reduction to the conformal boundary. We now describe the tensors v ∈ D′(SHn+1
;⊗

m
S E∗) that

satisfy U±v = 0 and Xv = 0 via symmetric tensors on the conformal boundary Sn . For that we define the
operators

Q± : D′(Sn
;⊗

m(T ∗Sn))→ D′(SHn+1
;⊗

mE∗)

by the following formula: if w ∈ C∞(Sn
;⊗

m(T ∗Sn)), we set, for ηi ∈ E(x, ξ),

Q±w(x, ξ)(η1, . . . , ηm) := (w ◦ B±(x, ξ))(A−1
±
(x, ξ)η1, . . . ,A−1

±
(x, ξ)ηm), (4-26)

where A±(x, ξ) : TB±(x,ξ)S
n
→ E(x, ξ) is the parallel transport defined in (3-31), and we see that

the operator (4-26) extends continuously to D′(Sn
;⊗

m
S (T

∗Sn)), since the map B± : SHn+1
→ Sn

defined in (3-16) is a submersion; see [Hörmander 1983, Theorem 6.1.2]; the result can be written as
Q±w = (⊗m(A−1

± )
T ).w ◦ B±, where T denotes the transpose.

Lemma 4.7. The operator Q± is a linear isomorphism from D′(Sn
;⊗

m
S (T

∗Sn)) onto the space

{v ∈ D′(SHn+1
;⊗

m
S E∗) | U±v = 0, Xv = 0}. (4-27)

Proof. It is clear that Q± is injective. Next, we show that the image of Q± is contained in (4-27). For
that it suffices to show that, for w ∈ C∞(Sn

;⊗
m
S (T

∗Sn)), we have U±(Q±w)= 0 and X (Q±w)= 0. We
prove the first statement; the second one is established similarly. Let γ ∈G, w1, . . . , wm ∈ C∞(Sn

; T Sn),
and w∗i = 〈wi , · 〉gSn be the duals through the metric. Then

Q±(w∗1 ⊗ · · ·⊗w∗m)(πS(γ ))=

n∑
k1,...,km=1

( m∏
j=1

(w∗j ◦ B± ◦πS(γ ))(A−1
±
(πS(γ ))γ · ek j+1)

)
e∗K (γ )

= (−1)m
n∑

k1,...,km=1

( m∏
j=1

〈(A±.w j ◦ B±) ◦πS(γ ), γ · ek j+1〉M

)
e∗K (γ ),

where we have used (3-32) in the second identity. Now we have, from (3-31),

A±(πS(γ ))ζ = (0, ζ )−〈(0, ζ ), γ · e0〉Mγ (e0+ e1);

thus

Q±(w∗1 ⊗ · · ·⊗w∗m)(πS(γ ))=

n∑
k1,...,km=1

( m∏
j=1

〈(
0,−w j

(
B±(πS(γ ))

))
, γ · ek j+1

〉
M

)
e∗K (γ ).

Since d(B± ◦πS) ·U±` = 0 by (4-8) and U±` (γ · ek j+1) = γ ·U±` · ek j+1 is a multiple of γ · (e0± e1) =

8±(πS(γ ))
(
1, B±(πS(γ ))

)
, we see that U±(Q±w)= 0 for all w.

It remains to show that, for v in (4-27), we have v =Q±(w) for some w. For that, define

ṽ = (⊗mAT
±
) · v ∈ D′(SHn+1

; B∗
±
(⊗m

S T ∗Sn)),

where AT
±

denotes the transpose of A±. Then U±v = 0 and Xv = 0 imply that U±` (π
∗

S ṽ) = 0 and
X ṽ = 0 (where, to define differentiation, we embed T ∗Sn into Rn+1). Additionally, Ri+1, j+1(π

∗

S ṽ)= 0;
therefore π∗S ṽ is constant on the right cosets of the subgroup H± ⊂ G defined in (3-27). Since
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(B± ◦πS)
−1(B± ◦πS(γ ))= γ H±, we see that ṽ is the pullback under B± of some w ∈D′(Sn

;⊗
m
S T ∗Sn),

and it follows that v =Q±(w). �

In fact, using (3-31) and the expression of ξ±(x, ν) in (3-20) in terms of the Poisson kernel, it is not
difficult to show that Q±(w) belongs to a smaller space of tempered distributions: in the ball model, this
can be described as the dual space to the Fréchet space of smooth sections of ⊗m(0SBn+1) over Bn+1

which vanish to infinite order at the conformal boundary Sn
= ∂Bn+1.

We finally give a useful criterion for invariance of Q±(w) under the left action of an element of G:

Lemma 4.8. Take γ ∈ G and let w ∈D′(Sn
;⊗

m
S (T

∗Sn)). Take s ∈ C and define v =8s
±
Q±(w). Then v

is equivariant under left multiplication by γ , in the sense of (4-20), if and only if w satisfies the condition

L∗γw(ν)= Nγ (ν)−s−mw(ν), ν ∈ Sn. (4-28)

Here Lγ (ν) ∈ Sn and Nγ (ν) > 0 are defined in (3-26).

Proof. The lemma follows by a direct calculation from (3-28) and (3-33). �

5. Pollicott–Ruelle resonances

In this section, we first recall the results of Butterley and Liverani [2007] and Faure and Sjöstrand
[2011] on the Pollicott–Ruelle resonances for Anosov flows. We next state several useful microlocal
properties of these resonances and prove Theorem 2, modulo properties of Poisson kernels (Lemma 5.8
and Theorem 6), which will be proved in Sections 6 and 7. Finally, we prove a pairing formula for
resonances and Theorem 3.

5A. Definition and properties. We follow the presentation of [Faure and Sjöstrand 2011]; a more recent
treatment using different technical tools is given in [Dyatlov and Zworski 2015]. We refer the reader to
these two papers for the necessary notions of microlocal analysis.

Let M be a smooth compact manifold of dimension 2n+ 1 and ϕt = et X be an Anosov flow on M,
generated by a smooth vector field X . (In our case, M = SM , M = 0\Hn+1, and ϕt is the geodesic
flow — see Section 5B.) The Anosov property is defined as follows: there exists a continuous splitting

TyM= E0(y)⊕ Eu(y)⊕ Es(y), y ∈M, E0(y) := RX (y), (5-1)

invariant under dϕt and such that the stable/unstable subbundles Es , Eu ⊂ TM satisfy, for some fixed
smooth norm | · | on the fibers of TM and some constants C and θ > 0,

|dϕt(y)v| ≤ Ce−θ t
|v|, v ∈ Es(y),

|dϕ−t(y)v| ≤ Ce−θ t
|v|, v ∈ Eu(y).

(5-2)

We make an additional assumption that M is equipped with a smooth measure µ which is invariant
under ϕt , that is, LXµ= 0.

We will use the dual decomposition to (5-1), given by

T ∗y M= E∗0(y)⊕ E∗u(y)⊕ E∗s (y), y ∈M, (5-3)
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where E∗0 , E∗u , E∗s are dual to E0, Es , Eu respectively (note that Eu and Es switch places), so for example
E∗u(y) consists of covectors annihilating E0(y)⊕ Eu(y).

Following [Faure and Sjöstrand 2011, (1.24)], we now consider, for each r ≥ 0, an anisotropic Sobolev
space

Hr (M), where C∞(M)⊂Hr (M)⊂ D′(M).

Here we put u := −r , s := r in [Faure and Sjöstrand 2011, Lemma 1.2]. Microlocally near E∗u , the
space Hr is equivalent to the Sobolev space H−r , in the sense that, for each pseudodifferential operator A
of order 0 whose wavefront set is contained in a small enough conic neighborhood of E∗u , the operator A
is bounded, Hr

→ H−r and H−r
→Hr . Similarly, microlocally near E∗s , the space Hr is equivalent to

the Sobolev space H r . We also have H0
= L2. The first-order differential operator X admits a unique

closed unbounded extension from C∞ to Hr ; see [Faure and Sjöstrand 2011, Lemma A.1].
The following theorem, defining Pollicott–Ruelle resonances associated to ϕt , is due to Faure and

Sjöstrand [2011, Theorems 1.4 and 1.5]; see also [Dyatlov and Zworski 2015, Section 3.2].

Theorem 5. Fix r ≥ 0. Then the closed unbounded operator

−X :Hr (M)→Hr (M)

has discrete spectrum in the region {Re λ > −r/C0} for some constant C0 independent of r . The
eigenvalues of−X on Hr , called Pollicott–Ruelle resonances, and taken with multiplicities, do not depend
on the choice of r as long as they lie in the appropriate region.

We have the following criterion for Pollicott–Ruelle resonances which does not use the Hr spaces
explicitly:

Lemma 5.1. A number λ ∈ C is a Pollicott–Ruelle resonance of X if and only the space

ResX (λ) := {u ∈ D′(M) | (X + λ)u = 0, WF(u)⊂ E∗u } (5-4)

is nontrivial. Here WF denotes the wavefront set; see, for instance, [Faure and Sjöstrand 2011, Defini-
tion 1.6]. The elements of ResX (λ) are called resonant states associated to λ and the dimension of this
space is called the geometric multiplicity of λ.

Proof. Assume first that λ is a Pollicott–Ruelle resonance. Take r > 0 such that Re λ >−r/C0. Then λ
is an eigenvalue of −X on Hr , which implies that there exists nonzero u ∈Hr such that (X + λ)u = 0.
By [Faure and Sjöstrand 2011, Theorem 1.7], we have WF(u)⊂ E∗u ; thus u lies in (5-4).

Assume now that u ∈D′(M) is a nonzero element of (5-4). For large enough r , we have Re λ>−r/C0

and u ∈ H−r (M). Since WF(u)⊂ E∗u and Hr is equivalent to H−r microlocally near E∗u , we have u ∈Hr .
Together with the identity (X +λ)u, this shows that λ is an eigenvalue of −X on Hr and thus a Pollicott–
Ruelle resonance. �

For each λ with Re λ>−r/C0, the operator X+λ :Hr
→Hr is Fredholm of index zero on its domain;

this follows from the proof of Theorem 5. Therefore, dim ResX (λ) is equal to the dimension of the kernel
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of the adjoint operator X∗+ λ̄ on the L2 dual of Hr , which we denote by H−r . Since 1
i X is symmetric

on L2, we see that ResX (λ) has the same dimension as the following space of coresonant states at λ:

ResX∗(λ) := {u ∈ D′(M) | (X − λ̄)u = 0, WF(u)⊂ E∗s }. (5-5)

The main difference of (5-5) from (5-4) is that the subbundle E∗s is used instead of E∗u ; this can be justified
by applying Lemma 5.1 to the vector field −X instead of X , since the roles of the stable/unstable spaces
for the corresponding flow ϕ−t are reversed.

Note also that, for any λ, λ∗ ∈ C, one can define a pairing

〈u, u∗〉 ∈ C, u ∈ ResX (λ), u∗ ∈ ResX∗(λ
∗). (5-6)

One way to do that is to use the fact that wavefront sets of u and u∗ intersect only at the zero section and
apply [Hörmander 1983, Theorem 8.2.10]. An equivalent definition is obtained by noting that u is in Hr

and u∗ is in H−r for r > 0 large enough and using the duality of Hr and H−r . Note that, for λ 6= λ∗, we
have 〈u, u∗〉 = 0; indeed, X (uu∗)= (λ∗− λ)uu∗ integrates to 0. The question of computing the product
〈u, u∗〉 for λ= λ∗ is much more subtle and related to algebraic multiplicities; see Section 5C.

Since 1
i X is selfadjoint on L2

= H0 (see [Faure and Sjöstrand 2011, Appendix A.1]), it has no
eigenvalues on this space away from the real line; this implies that there are no Pollicott–Ruelle resonances
in the right half-plane. In other words, we have:

Lemma 5.2. The spaces ResX (λ) and ResX∗(λ) are trivial for Re λ > 0.

Finally, we note that the results above apply to certain operators on vector bundles. More precisely, let E

be a smooth vector bundle over M and assume that X is a first-order differential operator on D′(M; E )
whose principal part is given by X , namely

X ( f u)= f X (u)+ (X f )X (u), f ∈ D′(M), u ∈ C∞(M; E ). (5-7)

Assume moreover that E is endowed with an inner product 〈 · , · 〉E and 1
i X is symmetric on L2 with

respect to this inner product and the measure µ. By an easy adaptation of the results of [Faure and
Sjöstrand 2011] (see [Faure and Tsujii 2014; Dyatlov and Zworski 2015]), one can construct anisotropic
Sobolev spaces Hr (M; E ) and Theorem 5 and Lemmas 5.1 and 5.2 apply to X on these spaces.

5B. Proof of the main theorem. We now concentrate on the case

M= SM = 0\(SHn+1), M = 0\Hn+1,

with ϕt the geodesic flow. Here 0 ⊂ G = PSO(1, n + 1) is a cocompact discrete subgroup with no
fixed points, so that M is a compact smooth manifold. Henceforth we identify functions on the sphere
bundle SM with functions on SHn+1 invariant under 0, and similar identifications will be used for other
geometric objects. It is important to note that the constructions of the previous sections, except those
involving the conformal infinity, are invariant under left multiplication by elements of G and thus descend
naturally to SM.
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The lift of the geodesic flow on SM is the generator of the geodesic flow on SHn+1 (see Section 3C);
both are denoted X . The lifts of the stable/unstable spaces Es , Eu to SHn+1 are given in (3-14), and
we see that (5-1) holds with θ = 1. The invariant measure µ on SM is just the product of the volume
measure on M and the standard measure on the fibers of SM induced by the metric.

Consider the bundle E on SM defined in Section 3F. Then, for each m, the operator

X : D′(SM;⊗m
S E∗)→ D′(SM;⊗m

S E∗)

defined in (4-17) satisfies (5-7) and 1
i X is symmetric. The results of Section 5A apply both to X and X .

Recall the operator U− introduced in Section 4B and its powers, for m ≥ 0,

Um
−
: D′(SM)→ D′(SM;⊗m

S E∗).

The significance of Um
−

for Pollicott–Ruelle resonances is explained by the following:

Lemma 5.3. Assume that λ ∈C is a Pollicott–Ruelle resonance of X and u ∈ ResX (λ) is a corresponding
resonant state as defined in (5-4). Then

Um
−

u = 0 for m >−Re λ.

Proof. By (4-19),
(X + λ+m)Um

−
u = 0.

Note also that WF(Um
−

u)⊂ E∗u , since WF(u)⊂ E∗u and Um
−

is a differential operator. Since λ+m lies in
the right half-plane, it remains to apply Lemma 5.2 to Um

−
u. �

We can then use the operators Um
−

to split the resonance spectrum into bands:

Lemma 5.4. Assume that λ ∈ C \ 1
2 Z. Then

dim ResX (λ)=
∑
m≥0

dim Resm
X (λ+m), (5-8)

where
Resm

X (λ) := {v ∈ D′(SM;⊗m
S E∗) | (X + λ)v = 0, U−v = 0, WF(v)⊂ E∗u }. (5-9)

The space Resm
X (λ) is trivial for Re λ > 0 (by Lemma 5.2). If λ ∈ 1

2 Z, then we have

dim ResX (λ)≤
∑
m≥0

dim Resm
X (λ+m). (5-10)

Proof. Denote, for m ≥ 1,

Vm(λ) := {u ∈ D′(SM) | (X + λ)u = 0, Um
−

u = 0, WF(u)⊂ E∗u }.

Clearly, Vm(λ) ⊂ Vm+1(λ). Moreover, by Lemma 5.3 we have ResX (λ) = Vm(λ) for m large enough
depending on λ. By (4-19), the operator Um

−
acts as

Um
−
: Vm+1(λ)→ Resm

X (λ+m), (5-11)
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and the kernel of (5-11) is exactly Vm(λ), with the convention that V0(λ)= 0. Therefore,

dim Vm+1(λ)≤ dim Vm(λ)+ dim Resm
X (λ+m)

and (5-10) follows.
To show (5-8), it remains to prove that the operator (5-11) is onto; this follows from Lemma 4.2 (which

does not enlarge the wavefront set of the resulting distribution, since it only employs differential operators
in the proof). �

The space Resm
X (λ+m) is called the space of resonant states at λ associated to the m-th band; later

we see that most of the corresponding Pollicott–Ruelle resonances satisfy Re λ=−1
2 n−m. Similarly,

we can describe ResX∗(λ) via the spaces Resm
X ∗(λ+m), where

Resm
X ∗(λ) := {v ∈ D′(SM;⊗m

S E∗) | (X − λ̄)v = 0, U+v = 0, WF(v)⊂ E∗s }; (5-12)

note that here U+ is used in place of U−.
We further decompose Resm

X (λ) using trace-free tensors:

Lemma 5.5. Recall the homomorphisms T :⊗m
S E∗→⊗m−2

S E∗, I :⊗m
S E∗→⊗m−2

S E∗ defined in Section 4A
(we put T = 0 for m = 0, 1). Define the space

Resm,0
X (λ) := {v ∈ Resm

X (λ) | T (v)= 0}. (5-13)

Then for all m ≥ 0 and λ,

dim Resm
X (λ)=

bm/2c∑
`=0

dim Resm−2`,0
X (λ). (5-14)

In fact,

Resm,0
X (λ)=

bm/2c⊕
`=0

I`(Resm−2`,0
X (λ)). (5-15)

Proof. The identity (5-15) follows immediately from (4-5); it is straightforward to see that the defining
properties of Resm

X (λ) are preserved by the canonical tensorial operations involved. The identity (5-14)
then follows since I is one-to-one by the paragraph following (4-4). �

The elements of Resm,0
X (λ) can be expressed via distributions on the conformal boundary Sn:

Lemma 5.6. Let Q− be the operator defined in (4-26); recall that it is injective. If π0 : SHn+1
→ SM is

the natural projection map, then

π∗0 Resm,0
X (λ)=8λ

−
Q−(Bdm,0(λ)),

where Bdm,0(λ)⊂ D′(Sn
;⊗

m
S (T

∗Sn)) consists of all distributions w such that T (w)= 0 and

L∗γw(ν)= Nγ (ν)−λ−mw(ν), ν ∈ Sn, γ ∈ 0; (5-16)

Lγ and Nγ are as defined in (3-26). Similarly

π∗0 Resm,0
X ∗ (λ)=8

λ̄
+
Q+(Bdm,0(λ̄)), Bdm,0(λ̄)= Bdm,0(λ).
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Proof. Assume first that w ∈ Bdm,0(λ) and put ṽ = 8λ
−
Q−(w). Then, by Lemma 4.8 and (5-16), ṽ is

invariant under 0 and thus descends to a distribution v ∈ D′(SM;⊗m
S E∗). Since X8λ

−
= −λ8λ

−
and

U−j (8
λ
−
◦πS)= 0 by (3-17) and (4-8), and X and U− annihilate the image of Q− by Lemma 4.7, we have

(X + λ)v = 0 and U−v = 0. Moreover, by [Hörmander 1983, Theorem 8.2.4] the wavefront set of ṽ is
contained in the conormal bundle to the fibers of the map B−; by (3-25), we see that WF(v)⊂ E∗u . Finally,
T (v)= 0 since the map A−(x, ξ) used in the definition of Q− is an isometry. Therefore, v ∈ Resm,0

X (λ)

and we have proved the containment π∗0 Resm,0
X (λ) ⊃ 8λ

−
Q−(Bdm,0(λ)). The opposite containment is

proved by reversing this argument. �

Remark. It follows from the proof of Lemma 5.6 that the condition WF(v)⊂ E∗u in (5-9) is unnecessary.
This could also be seen by applying [Hörmander 1994, Theorem 18.1.27] to the equations (X + λ)v = 0
and U−v = 0, since X differentiates along the direction E0, U− differentiates along the direction Eu

(see (4-11) and (4-16)), and the annihilator of E0 ⊕ Eu (that is, the joint critical set of X + λ,U−) is
exactly E∗u .

It now remains to relate the space Bdm,0(λ) to an eigenspace of the Laplacian on symmetric tensors.
For that, we introduce the following operator, obtained by integrating the corresponding elements of
Resm,0

X (λ) along the fibers of Sn:

Definition 5.7. Take λ ∈ C. The Poisson operators

P±λ : D′(Sn
;⊗

m T ∗Sn)→ C∞(Hn+1
;⊗

m T ∗Hn+1)

are defined by the formulas

P−λ w(x)=
∫

Sx Hn+1
8−(x, ξ)λQ−(w)(x, ξ) d S(ξ),

P+λ w(x)=
∫

Sx Hn+1
8+(x, ξ)λ̄Q+(w)(x, ξ) d S(ξ).

(5-17)

Here, integration of elements of ⊗mE∗(x, ξ) is performed by embedding them in ⊗m T ∗x Hn+1 using
composition with the orthogonal projection Tx Hn+1

→ E(x, ξ).

The operators P±λ are related by the identity

P±λ w =P∓λ w. (5-18)

By Lemma 5.6, P−λ maps Bdm,0(λ) onto symmetric 0-equivariant tensors, which can thus be considered
as elements of C∞(M;⊗m

S T ∗M). The relation with the Laplacian is given by the following fact, proved
in Section 6C:

Lemma 5.8. The image of Bdm,0(λ) under P−λ is contained in the eigenspace Eigm(−λ(n+ λ)+m) for
each λ, where

Eigm(σ ) := { f ∈ C∞(M;⊗m
S T ∗M) |1 f = σ f, ∇∗ f = 0, T ( f )= 0}. (5-19)
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Here the trace T was defined in Section 4A and the Laplacian 1 and the divergence ∇∗ are introduced in
Section 6A. (A similar result for P+λ follows from (5-18).)

Furthermore, in Sections 6C and 7 we show the crucial:

Theorem 6. Assume that λ /∈Rm , where

Rm =

{
−

1
2 n− 1

2 N0 if n > 1 or m = 0,
−

1
2 N0 if n = 1 and m > 0.

(5-20)

Then the map P−λ : Bdm,0(λ)→ Eigm(−λ(n+ λ)+m) is an isomorphism.

Remark. In Theorem 6, the set of exceptional points where we do not show isomorphism is not optimal
but is sufficient for our application (we only need Rm ⊂m− 1

2 n− 1
2 N0); we expect the exceptional set to

be contained in −n+1−N0. This result is known for functions, that is for m = 0, with the exceptional set
being −n−N. This was proved by Helgason [1974] and Minemura [1975] in the case of hyperfunctions
on Sn and by Oshima and Sekiguchi [1980] and Schlichtkrull and van den Ban [1987] for distributions;
Grellier and Otal [2005] studied the sharp functional spaces on Sn of the boundary values of bounded
eigenfunctions on Hn+1. The extension to m > 0 does not seem to be known in the literature and is not
trivial: it takes most of Sections 6 and 7.

We finally provide the following refinement of Lemma 5.4, needed to handle the case λ∈
(
−

1
2 n,∞

)
∩

1
2 Z:

Lemma 5.9. Assume that λ ∈ − 1
2 n+ 1

2 N. If λ ∈ −2N, then

dim ResX (λ)=
∑
m≥0

m 6=−λ

dim Resm
X (λ+m).

If λ /∈ −2N, then (5-8) holds.

Proof. We use the proof of Lemma 5.4. We first show that, for m odd or λ 6= −m,

Um
−
(Vm+1(λ))= Resm

X (λ+m). (5-21)

Using (5-15), it suffices to prove that, for 0≤ `≤ 1
2 m, the space I`(Resm−2`,0

X (λ+m)) is contained in
Um
−
(Vm+1(λ)). This follows from the proof of Lemma 4.2 as long as

λ+m /∈ Z∩
(
[2`+ 2− n−m, 1− n] ∪ [m− 2`,m− `− 1]

)
,

λ+m+ 1
2 n /∈ Z∩ [1, `];

using that λ >− 1
2 n, it suffices to prove that

λ /∈ Z∩ [−2`,−`− 1]. (5-22)

On the other hand, by Lemma 5.6, Theorem 6, and Lemma 6.1, if `< 1
2 m and the space Resm−2`,0

X (λ+m)
is nontrivial, then

−
(
λ+m+ 1

2 n
)2
+

1
4 n2
+m− 2`≥ m− 2`+ n− 1,

implying ∣∣λ+m+ 1
2 n
∣∣≤ ∣∣1

2 n− 1
∣∣, (5-23)
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and (5-22) follows. For the case `= 1
2 m, since 1≥ 0 on functions we have

−
(
λ+m+ 1

2 n
)2
+

1
4 n2
≥ 0,

which implies that λ≤−m and thus (5-22) holds unless λ=−m.
It remains to consider the case when m = 2` is even and λ=−m. We have

Resm
X (0)= I`(Res0,0

X (0));

that is, Resm−2`′,0
X (0) is trivial for `′< 1

2 m. For n> 1, this follows immediately from (5-23), and, for n= 1,
since the bundle E∗ is one-dimensional, we get Resm′,0

X (λ) = 0 for m′ ≥ 2. Now, Res0,0
X (0) = Res0

X (0)
corresponds via Lemma 5.6 and Theorem 6 to the kernel of the scalar Laplacian, that is, to the space
of constant functions. Therefore, Res0,0

X is one-dimensional and it is spanned by the constant function 1
on SM ; it follows that Resm

X (0) is spanned by I`(1). However, by Lemma 4.3, for each u ∈ D′(SM),

〈I`(1),Um
−

u〉L2 = (−1)m〈Vm
−
I`(1), u〉L2 = 0.

Since Um
−
(Vm+1(λ)) ⊂ Resm

X (0), we have Um
−
= 0 on Vm+1(λ), which implies that Vm+1(λ) = Vm(λ),

finishing the proof. �

To prove Theorem 2, it now suffices to combine Lemmas 5.4–5.9 with Theorem 6.

5C. Resonance pairing and algebraic multiplicity. In this section, we prove Theorem 3. The key
component is a pairing formula which states that the inner product between a resonant and a coresonant
state, defined in (5-6), is determined by the inner product between the corresponding eigenstates of the
Laplacian. The nondegeneracy of the resulting inner product as a bilinear operator on ResX (λ)×ResX∗(λ)

for λ 6∈ 1
2 Z immediately implies the fact that the algebraic and geometric multiplicities of λ coincide (that

is, X + λ does not have any nontrivial Jordan cells).
To state the pairing formula, we first need a decomposition of the space ResX (λ), which is an effective

version of the formulas (5-8) and (5-14). Take m ≥ 0, ` ≤ bm/2c and w ∈ Bdm−2`,0(λ). Let I be the
operator defined in Section 4A. Then (5-15) and Lemma 5.6 show that

Resm
X (λ)=

bm/2c⊕
`=0

I`(Resm−2`,0
X (λ))=

bm/2c⊕
`=0

I`
(
8λ
−
Q−(Bdm−2`,0(λ))

)
.

Next, let
Vm
±
: D′(SM;⊗m

S E∗)→ D′(SM) and 1± : D′(SM)→ D′(SM)

be the operators introduced in Section 4C. Then the proofs of Lemma 5.4 and Lemma 4.2 show that, for
λ 6∈ 1

2 Z,

ResX (λ)=
⊕
m≥0

bm/2c⊕
`=0

Vm`(λ), Vm`(λ):=1
`
+
Vm−2`
+

(
8λ+m
−

Q−(Bdm−2`,0(λ+m))
)
,

ResX∗(λ)=
⊕
m≥0

bm/2c⊕
`=0

V ∗m`(λ), V ∗m`(λ):=1
`
−
Vm−2`
−

(
8λ̄+m
+

Q+(Bdm−2`,0(λ+m))
)
,

(5-24)
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and the operators in the definitions of Vm`(λ), V ∗m`(λ) are one-to-one on the corresponding spaces.
By the proof of Lemma 5.9, the decomposition (5-24) is also valid for λ ∈

(
−

1
2 n,∞

)
\ (−2N); for

λ ∈
(
−

1
2 n,∞

)
∩ (−2N), we have

ResX (λ)=
⊕
m≥0

m 6=−λ

bm/2c⊕
`=0

Vm`(λ), ResX∗(λ)=
⊕
m≥0

m 6=−λ

bm/2c⊕
`=0

V ∗m`(λ). (5-25)

We can now state the pairing formula:

Lemma 5.10. Let λ 6∈ − 1
2 n− 1

2 N0 and u ∈ResX (λ), u∗ ∈ResX∗(λ). Let 〈u, u∗〉L2(SM) be defined by (5-6).
Then:

(1) If u ∈ Vm`(λ), u∗ ∈ V ∗m′`′(λ), and (m, `) 6= (m′, `′), then 〈u, u∗〉L2(SM) = 0.

(2) If u ∈ Vm`(λ), u∗ ∈ V ∗m`(λ), and w ∈ Bdm−2`,0(λ+m) and w∗ ∈ Bdm−2`,0(λ+m) are the elements
generating u and u∗ according to (5-24), then

〈u, u∗〉L2(SM) = cm`(λ)〈P
−

λ+m(w),P
+

λ+m(w
∗)〉L2(M), (5-26)

where

cm`(λ)= 2m+2`−nπ−1−n/2`!(m− 2`)! sin
(
π
( 1

2 n+ λ
))

×
0
(
m+ 1

2 n− `
)
0(λ+ n+ 2m− 2`)0(−λ− `)0

(
−λ−m− 1

2 n+ `+ 1
)

0
(
m+ 1

2 n− 2`
)
0(−λ− 2`)

,

and, under the conditions (i) either λ /∈ −2N or m 6= −λ and (ii) Vm`(λ) is nontrivial, we have
cm`(λ) 6= 0.

Remark. (i) The proofs below are rather technical, and it is suggested that the reader start with the case
of resonances in the first band, m = `= 0, which preserves the essential analytic difficulties of the proof
but considerably reduces the amount of calculation needed (in particular, one can go immediately to
Lemma 5.11, and the proof of this lemma for the case m = `= 0 does not involve the operator Cη). We
have

c00(λ)= (4π)−n/2 0(n+ λ)

0
( 1

2 n+ λ
) .

(ii) In the special case of n = 1, m = `= 0, Lemma 5.10 is a corollary of [Anantharaman and Zelditch
2007, Theorem 1.2], where the product uu∗ ∈ D′(SM) lifts to a Patterson–Sullivan distribution on SH2.
In general, if |Re λ| ≤ C and Im λ→∞, then cm`(λ) grows like |λ|n/2+m .

Lemma 5.10 immediately gives:

Proof of Theorem 3. By Theorem 6, we know that

P−λ : Bdm−2`,0(λ+m)→ Eigm−2`(
−
(
λ+m+ 1

2 n
)2
+

1
4 n2
+m− 2`

)
is an isomorphism. Given (5-18), we also get the isomorphism

P+λ : Bdm−2`,0(λ+m)→ Eigm−2`(
−
(
λ+m+ 1

2 n
)2
+

1
4 n2
+m− 2`

)
.
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Here we used that the target space is invariant under complex conjugation. By Lemma 5.10, the bilinear
product

ResX (λ)×ResX∗(λ)→ C, (u, u∗) 7→ 〈u, u∗〉L2(SM) (5-27)

is nondegenerate, since the L2(M) inner product restricted to Eigm−2`(
−
(
λ+m+ 1

2 n
)2
+

1
4 n2
+m− 2`

)
is nondegenerate for all m, `.

Assume now that ũ ∈ D′(SM) satisfies (X + λ)2ũ = 0 and ũ ∈ Hr for some r , Re λ > −r/C0; we
need to show that (X + λ)ũ = 0. Put u := (X + λ)ũ. Then u ∈ ResX (λ). However, u also lies in the
image of X +λ on Hr ; therefore we have 〈u, u∗〉 = 0 for each u∗ ∈ ResX∗(λ). Since the product (5-27) is
nondegenerate, we see that u = 0, finishing the proof. �

In the remaining part of this section, we prove Lemma 5.10. Take some m, m′, `, `′ ≥ 0 such that
2`≤ m, 2`′ ≤ m′, and consider u ∈ Vm`(λ), u∗ ∈ V ∗m′`′(λ) given by

u =1`
+
Vm−2`
+

v, u∗ =1`
′

−
Vm′−2`′
−

v∗,

where, for some w ∈ Bdm−2`,0(λ+m) and w∗ ∈ Bdm′−2`′,0(λ+m′),

v =8λ+m
−

Q−(w) ∈ Resm−2`,0
X (λ+m), v∗ =8λ̄+m′

+
Q+(w∗) ∈ Resm′−2`′,0

X ∗ (λ+m′).

Using Lemma 4.3 and the fact that 1± are symmetric, we get

〈u, u∗〉L2(SM) = (−1)m
′

〈Um′−2`′
−

1`
′

−
1`
+
Vm−2`
+

v, v∗〉L2(SM;⊗m′−2`′E∗).

By Lemmas 4.4 and 4.6, Um+1
− 1`

+
Vm−2`
+ v = 0. Therefore, if m′ > m, we derive that 〈u, u∗〉L2(SM) = 0;

by swapping u and u∗, one can similarly handle the case m′ < m. We therefore assume that m = m′.
Then, by Lemmas 4.4 and 4.6 (see the proof of Lemma 4.2),

(−1)`+`
′Um−2`′
−

1`
′

−
1`
+
Vm−2`
+

v

= T `′Um
−
(−1+)

`Vm−2`
+

v

= 2m+`(m− 2`)!
0(λ+ n+ 2m− 2`− 1)0(−λ− `)0

(
−λ−m− 1

2 n+ `+ 1
)

0(λ+m+ n− 1)0(−λ− 2`)0
(
−λ−m− 1

2 n+ 1
) T `′I`v.

If `′ > `, this implies that 〈u, u∗〉L2(SM) = 0, and the case `′ < ` is handled similarly. (Recall that
T (v)= 0.) We therefore assume that m = m′, `= `′. In this case, by (4-4),

T `I`v = 2``!
0
(
m+ 1

2 n− `
)

0
(
m+ 1

2 n− 2`
)v,

which implies that

〈u, u∗〉L2(SM) = (−2)m+2``!(m− 2`)!
0
(
m+ 1

2 n− `
)
0(λ+ n+ 2m− 2`− 1)

0
(
m+ 1

2 n− 2`
)
0(λ+ n+m− 1)

×
0(−λ− `)0

(
−λ−m− 1

2 n+ `+ 1
)

0(−λ− 2`)0
(
−λ−m− 1

2 n+ 1
) 〈v, v∗〉L2(SM;⊗m−2`E∗).
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Note that, under assumptions (i) and (ii) of Lemma 5.10, the coefficient in the formula above is nonzero;
see the proof of Lemma 5.9.

It then remains to prove the following identity (note that the coefficient there is nonzero for λ /∈ Z or
Re λ > m− 1

2 n):

Lemma 5.11. Assume that v ∈ Resm,0
X (λ) and v∗ ∈ Resm,0

X ∗ (λ). Define

f (x) :=
∫

Sx M
v(x, ξ) d S(ξ), f ∗(x) :=

∫
Sx M

v∗(x, ξ) d S(ξ),

where integration of tensors is understood as in Definition 5.7. If λ 6∈ −
( 1

2 n+N0
)
, then

〈 f, f ∗〉L2(M;⊗m T ∗M) = 2nπn/2 0
(1

2 n+ λ
)

(n+ λ+m− 1)0(n− 1+ λ)
〈v, v∗〉L2(SM;⊗mE∗).

Proof. We write

〈 f, f ∗〉L2(M;⊗m T ∗M) =

∫
S2 M
〈v(y, η−), v∗(y, η+)〉⊗m T ∗y M dy dη− dη+ , (5-28)

where the bundle S2 M is given by

S2 M = {(y, η−, η+) | y ∈ M, η± ∈ Sy M}.

Define also
S2
1M = {(y, η−, η+) ∈ S2 M | η−+ η+ 6= 0}.

On the other hand,

〈v, v∗〉L2(SM;⊗mE∗) =

∫
SM
〈v(x, ξ), v∗(x, ξ)〉⊗mE∗(x,ξ) dx dξ. (5-29)

The main idea of the proof is to reduce (5-28) to (5-29) by applying the coarea formula to a correctly chosen
map S2

1M → SM . More precisely, consider the following map 9 : E → S2
1Hn+1: for (x, ξ) ∈ SHn+1

and η ∈ E(x, ξ), define 9(x, ξ, η) := (y, η−, η+), with

 y
η−

η+

= A(|η|2)

x
ξ

η

 , A(s)=


√

s+ 1 0 1
s

√
s+1

1
√

s+1
1

−
s

√
s+1

1
√

s+1
−1

 .
Note that, with |η| denoting the Riemannian length of η (that is, |η|2 =−〈η, η〉M ),

8±(y, η±)=
8±(x, ξ)√

1+ |η|2
, B±(y, η±)= B±(x, ξ), |η++ η−| =

2√
1+ |η|2

.

Also,

det A(s)=−
2

s+ 1
, A(s)−1

=


√

s+ 1 − 1
2

√
s+ 1 1

2

√
s+ 1

0 1
2

√
s+ 1 1

2

√
s+ 1

−s 1
2(s+ 1) − 1

2(s+ 1)

 .
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x

y

η−

η+
η

B−(x,ξ)

=B−(y,η−)

B+(x,ξ)

=B+(y,η+)ξ x

y
ζ− ζ+

(a) (b)

Figure 4. (a) The map 9 : (x, ξ, η) 7→ (y, η−, η+). (b) The vectors A±(x, ξ)ζ± (which
are equal in the case drawn) and A±(y, η±)ζ±.

The map 9 is a diffeomorphism; the inverse is given by the formulas

x =
2y+ η+− η−
|η++ η−|

, ξ =
η++ η−

|η++ η−|
, η =

2(η−− η+)− |η+− η−|2 y
|η++ η−|2

.

The map 9−1 can be visualized as follows (see Figure 4(a)): given (y, η−, η+), the corresponding tangent
vector (x, ξ) is the closest to y on the geodesic going from ν− = B−(y, η−) to ν+ = B+(y, η+) and the
vector η measures both the distance between x and y and the direction of the geodesic from x to y. The
exceptional set {η++ η− = 0} corresponds to |η| =∞.

A calculation using (3-31) shows that, for ζ± ∈ TB±(x,ξ)S
n ,

A±(y, η±)ζ± =A±(x, ξ)ζ±+
(A±(x, ξ)ζ±) · η√

1+ |η|2
(x ± ξ).

Here, · stands for the Riemannian inner product on E , which is equal to −〈 · , · 〉M restricted to E . Then
(see Figure 4(b))

(A+(y, η+)ζ+) · (A−(y, η−)ζ−)

= (A+(x, ξ)ζ+) · (A−(x, ξ)ζ−)−
2

1+ |η|2
(
(A+(x, ξ)ζ+) · η

)(
(A−(x, ξ)ζ−) · η

)
=
(
Cη(A+(x, ξ)ζ+)

)
· (A−(x, ξ)ζ−),

where Cη : E(x, ξ)→ E(x, ξ) is given by

Cη(η̃)= η̃−
2

1+ |η|2
(η̃ · η)η.

We can similarly define C ∗η : E(x, ξ)∗→ E(x, ξ)∗. Then, for ζ± ∈ ⊗m T ∗B±(x,ξ)S
n ,〈

⊗
m(A−1

+
(y, η+)T )ζ+,⊗m(A−1

−
(y, η−)T )ζ−

〉
⊗m T ∗y Hn+1

=
〈
⊗

mC ∗η ⊗
m (A−1

+
(x, ξ)T )ζ+,⊗m(A−1

−
(x, ξ)T )ζ−

〉
⊗mE∗(x,ξ). (5-30)
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The Jacobian of 9 with respect to naturally arising volume forms on E and S2
1Hn+1 is given by (see

Appendix A2 for the proof)
J9(x, ξ, η)= 2n(1+ |η|2)−n. (5-31)

Now, 9 is equivariant under G, therefore it descends to a diffeomorphism

9 : EM → S2
1M, EM := {(x, ξ, η) | (x, ξ) ∈ SM, η ∈ E(x, ξ)}.

Using Lemma 5.6 and (5-30), we calculate, for (x, ξ, η) ∈ EM and (y, η−, η+)=9(x, ξ, η),

〈v(y, η−), v∗(y, η+)〉⊗m T ∗y M = (1+ |η|2)−λ〈⊗mC ∗η v(x, ξ), v∗(x, ξ)〉⊗mE∗(x,ξ). (5-32)

We would now like to plug this expression into (5-28), make the change of variables from (y, η−, η+)
to (x, ξ, η), and integrate η out, obtaining a multiple of (5-29). However, this is not directly possible
because (i) the integral in η typically diverges and (ii) since the expression integrated in (5-28) is a
distribution, one cannot simply replace S2 M by S2

1M in the integral.
We will instead use the asymptotic behavior of both integrals as one approaches the set {η++η− = 0},

and Hadamard regularization in η in the (x, ξ, η) variables. For that, fix χ ∈ C∞0 (R) such that χ = 1
near 0, and define, for ε > 0,

χε(y, η−, η+)= χ
(
ε|η(y, η−, η+)|

)
,

where η(y, η−, η+) is the corresponding component of 9−1; we can write

χε(y, η−, η+)= χ
(
ε
|η+− η−|

|η++ η−|

)
.

Then χε ∈D′(S2 M). In fact, χε is supported inside S2
1M ; by making the change of variables (y, η−, η+)=

9(x, ξ, η) and, using (5-31) and (5-32), we get∫
S2 M

χε(y, η−, η+)〈v(y, η−), v∗(y, η+)〉⊗m T ∗y M dy dη− dη+

= 2n
∫
EM

χ(ε|η|)(1+ |η|2)−λ−n
〈⊗

mC ∗η v(x, ξ), v∗(x, ξ)〉⊗mE∗(x,ξ) dx dξ dη. (5-33)

By Lemma A.4, (5-33) has the asymptotic expansion

2nπn/2 0
( 1

2 n+ λ
)

(n+ λ+m− 1)0(n− 1+ λ)
〈v, v∗〉L2(SM;⊗m

S E∗)+
∑

0≤ j≤−Re λ−n/2

c jε
n+2λ+2 j

+ o(1) (5-34)

for some constants c j .
It remains to prove the following asymptotic expansion as ε→ 0:∫

S2 M
(1−χε(y, η−, η+))〈v(y, η−), v∗(y, η+)〉⊗m T ∗y M dy dη− dη+ ∼

∞∑
j=0

c′jε
n+2λ+2 j , (5-35)

where the c′j are some constants. Indeed, 〈 f, f ∗〉L2(M;⊗m T ∗M) is equal to the sum of (5-33) and (5-35);
since (5-35) does not have a constant term, 〈 f, f ∗〉 is equal to the constant term in the expansion (5-34).
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To show (5-35), we use the dilation vector field η · ∂η on E , which under 9 becomes the following
vector field on S2

1M extending smoothly to S2 M :

L(y,η−,η+) =
( 1

2(η−−η+),
1
4 |η+−η−|

2 y− 1
2η++

1
2(η− ·η+)η−,−

1
4 |η+−η−|

2 y− 1
2η−+

1
2(η− ·η+)η+

)
.

The vector field L is tangent to the submanifold {η++ η− = 0}; in fact,

L(|η+− η−|2)=−L(|η++ η−|2)= 1
2 |η+− η−|

2
· |η++ η−|

2.

We can then compute (following the identity L|η| = |η|)

L
(
|η+− η−|

|η++ η−|

)
=
|η+− η−|

|η++ η−|
on S2

1M.

Using the (x, ξ, η) coordinates and (5-31), we can compute the divergence of L with respect to the
standard volume form on S2 M :

Div L = n(η+ · η−).

Moreover, B±(y, η±) are constant along the trajectories of L , and

L(8±(y, η±))=− 1
4 |η+− η−|

28±(y, η±).

We also use (3-31) to calculate, for ζ± ∈ TB±(y,η±)S
n ,

L
(
(A+(y, η+)ζ+) · (A−(y, η−)ζ−)

)
=
(
(A+(y, η+)ζ+) · η−

)(
(A−(y, η−)ζ−) · η+

)
,

L
(
(A±(y, η±)ζ±) · η∓

)
= (η+ · η−)

(
(A±(y, η±)ζ±) · η∓

)
.

Combining these identities and using Lemma 5.6, we get(
L + 1

2λ|η+− η−|
2)
〈v(y, η−), v∗(y, η+)〉⊗m T ∗y M = m〈ιη+v(y, η−), ιη−v∗(y, η+)〉⊗m−1T ∗y M . (5-36)

Integrating by parts, we find

ε∂ε

∫
S2 M

(1−χε(y, η−, η+))〈v(y, η−), v∗(y, η+)〉⊗m T ∗y M dy dη− dη+

=

∫
S2 M

L(1−χε(y, η−, η+))〈v(y, η−), v∗(y, η+)〉⊗m T ∗y M dy dη− dη+

=

∫
S2 M

( 1
2λ|η+− η−|

2
− n(η+ · η−)

)
(1−χε(y, η−, η+))〈v(y, η−), v∗(y, η+)〉⊗m T ∗y M dy dη− dη+

−m
∫

S2 M
(1−χε(y, η−, η+))〈ιη+v(y, η−), ιη−v∗(y, η+)〉⊗m−1T ∗y M dy dη− dη+.

Arguing similarly, we see that if, for integers 0≤ r ≤ m, p ≥ 0, we put

Ir,p(ε) :=

∫
S2 M
|η−+ η+|

2p(1−χε(y, η−, η+))〈ιrη+v(y, η−), ι
r
η−
v∗(y, η+)〉⊗m−r T ∗y M dy dη− dη+,
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then (ε∂ε− 2λ−n− 2(r + p))Ir,p(ε) is a finite linear combination of Ir ′,p′(ε), where r ′ ≥ r , p′ ≥ p, and
(r ′, p′) 6= (r, p). For example, the calculation above shows that

(ε∂ε − 2λ− n)I0,0(ε)=−
1
2(λ+ n)I0,1(ε)−m I1,0(ε).

Moreover, if N is fixed and p is large enough depending on N , then Ir,p(ε)=O(εN ); to see this, note
that Ir,p(ε) is bounded by some fixed C∞-seminorm of |η−+ η+|2p(1−χε(y, η−, η+)). It follows that,
if N is fixed and Ñ is large depending on N , then( Ñ∏

j=0

(ε∂ε − 2λ− n− 2 j)
)

I0,0(ε)=O(εN ),

which implies the existence of the decomposition (5-35) and finishes the proof. �

6. Properties of the Laplacian

In this section, we introduce the Laplacian and study its basic properties (Section 6A). We then give
formulas for the Laplacian on symmetric tensors in the half-plane model (Section 6B), which will be the
basis for the analysis of the following sections. Using these formulas, we study the Poisson kernel and in
particular prove Lemma 5.8 and the injectivity of the Poisson kernel (Section 6C).

6A. Definition and Bochner identity. The Levi-Civita connection associated to the hyperbolic metric gH

is the operator
∇ : C∞(Hn+1, T Hn+1)→ C∞(Hn+1, T ∗Hn+1

⊗ T Hn+1),

which induces a natural covariant derivative, still denoted ∇, on sections of ⊗m T ∗Hn+1. We can work
in the ball model Bn+1 and use the 0-tangent structure (see Section 3F), and nabla can be viewed as a
differential operator of order 1:

∇ : C∞(Bn+1
;⊗

m(0T ∗Bn+1))→ C∞(Bn+1,⊗m+1(0T ∗Bn+1)).

We denote by ∇∗ its adjoint with respect to the L2 scalar product, called the divergence; it is given
by ∇∗u =−T (∇u), where T denotes the trace; see Section 4A. Define the rough Laplacian acting on
C∞(Bn+1

;⊗
m(0T ∗Bn+1)) by

1 := ∇∗∇; (6-1)

this operator maps symmetric tensors to symmetric tensors. It also extends to D′(Bn+1
;⊗

m
S (

0T ∗Bn+1))

by duality. The operator 1 commutes with T and I:

1T (u)= T (1u) and 1I(u)= I(1u) (6-2)

for all u ∈ D′(Bn+1
;⊗

m
S (

0T ∗Bn+1)).
There is another natural operator given by

1D = D∗D
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if

D : C∞(Bn+1
;⊗

m
S (

0T ∗Bn+1))→ C∞(Bn+1
;⊗

m+1
S (0T ∗Bn+1))

is defined by D := S ◦∇, where S is the symmetrization defined by (4-1), and D∗ = ∇∗ is the formal
adjoint. There is a Bochner–Weitzenböck formula relating 1 and 1D, and, using that the curvature is
constant, we have on trace-free symmetric tensors of order m, by [Dairbekov and Sharafutdinov 2010,
Lemma 8.2],

1D =
1

m+1
(m DD∗+1+m(m+ n− 1)). (6-3)

In particular, since |S∇u|2≤|∇u|2 pointwise by the fact that S is an orthogonal projection, we see that, for
u smooth and compactly supported, ‖Du‖2L2 ≤‖∇u‖2L2 and thus, for m≥ 1, u ∈ C∞0 (Hn+1

;⊗
m
S (T

∗Hn+1)),
and T u = 0,

〈1u, u〉L2 ≥ (m+ n− 1)‖u‖2. (6-4)

Since the Bochner identity is local, the same inequality clearly descends to cocompact quotients 0\Hn+1

(where 1 is selfadjoint and has compact resolvent by standard theory of elliptic operators, as its principal
part is given by the scalar Laplacian), and this implies:

Lemma 6.1. The spectrum of 1 acting on trace-free symmetric tensors of order m ≥ 1 on hyperbolic
compact manifolds of dimension n+ 1 is bounded below by m+ n− 1.

We finally define

E (m) := ⊗m
S (

0T ∗Bn+1)∩ ker T (6-5)

to be the bundle of trace-free symmetric m-cotensors over the ball model of hyperbolic space.

6B. Laplacian in the half-plane model. We now give concrete formulas concerning the Laplacian on
symmetric tensors in the half-space model Un+1 (see (3-4)). We fix ν ∈ Sn and map Bn+1 to Un+1 by
a composition of a rotation of Bn+1 and the map (3-5); the rotation is chosen so that ν is mapped to
0 ∈ Un+1 and −ν is mapped to infinity.

The 0-cotangent and tangent bundles 0T ∗Bn+1 and 0T Bn+1 pull back to the half-space; we denote
them 0T ∗Un+1 and 0T Un+1. The coordinates on Un+1 are (z0, z) ∈ R+×Rn and z = (z1, . . . , zn). We
use the following orthonormal bases of 0T Un+1 and 0T ∗Un+1:

Zi = z0∂zi and Z∗i =
dzi

z0
, 0≤ i ≤ n.

Note that in the compactification Bn+1 this basis is smooth only on Bn+1
\ {−ν}.

Let A := {1, . . . , n}. We can decompose the vector bundle ⊗m
S (

0T ∗Un+1) into an orthogonal direct
sum

⊗
m
S (

0T
∗
Un+1)=

m⊕
k=0

E (m)k , E (m)k = span
(
S((Z∗0)⊗k

⊗ Z∗I )I∈A m−k
)
,
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and we let πi be the orthogonal projection onto E (m)i . Now, each tensor u ∈ ⊗m
S (

0T ∗Un+1) can be
decomposed as u =

∑m
i=0 ui with ui = πi (u) ∈ E (m)i which we can write as

u =
m∑

i=0

ui , ui = S((Z∗0)⊗i
⊗ u′i ), u′i ∈ E (m−i)

0 . (6-6)

We can therefore identify E (m)k with E (m−k)
0 and view E (m) as a direct sum E (m) =

⊕m
k=0 E (m−k)

0 . The
trace-free condition, T (u)= 0, is equivalent to the relations

T (u′r )=−
(r + 2)(r + 1)

(m− r)(m− r − 1)
u′r+2, 0≤ r ≤ m− 2, (6-7)

and, in particular, all ui are determined by u0 and u1 by iterating the trace map T . The u′i are related to
the elements in the decomposition (4-5) of u0 and u1 viewed as a symmetric m-cotensor on the bundle
(Z0)

⊥ using the metric z−2
0 h =

∑
i Z∗i ⊗ Z∗i . We see that a nonzero trace-free tensor u on Un+1 must

have a nonzero u0 or u1 component.
The Koszul formula gives us, for i , j ≥ 1,

∇Zi Z j = δi j Z0, ∇Z0 Z j = 0, ∇Zi Z0 =−Zi , ∇Z0 Z0 = 0, (6-8)

which implies

∇Z∗0 =−
n∑

j=1

Z∗j ⊗ Z∗j =−
h
z2

0
, ∇Z∗j = Z∗j ⊗ Z∗0 . (6-9)

We shall use the following notations: If 5m denotes the set of permutations of {1, . . . ,m}, we write
σ(I ) := (iσ(1), . . . , iσ(m)) if σ ∈ 5m . If S = S1 ⊗ · · · ⊗ S` is a tensor in ⊗`(0T ∗Un+1), we denote by
τi↔ j (S) the tensor obtained by permuting Si with S j in S, and by ρi→V (S) the operation of replacing Si

by V ∈ 0T ∗Un+1 in S.

The Laplacian and ∇∗ acting on E(m)
0 and E(m)

1 . We start by computing the action of 1 on sections of
E (m)0 and E (m)1 , and we will later deduce from this computation the action on E (m)k . Let us consider the
tensor Z∗I := Z∗i1

⊗· · ·⊗ Z∗im
∈ E (m)0 , where I = (i1, . . . , im) ∈A m and Z∗σ(I ) := Z∗iσ(1)⊗· · ·⊗ Z∗iσ(m) . The

symmetrization of Z∗I is given by S(Z∗I )= (1/m!)
∑

σ∈5m
Z∗σ(I ) and those elements form a basis of the

space E (m)0 when I ranges over all combinations of m-tuples in A = {1, . . . , n}.

Lemma 6.2. Let u0 =
∑

I∈A m f IS(Z∗I ) with f I ∈ C∞(Un+1). Then one has

1u0 =
∑

I∈A m

((1+m) f I )S(Z∗I )+ 2m S(∇∗u0⊗ Z∗0)+m(m− 1)S(T (u0)⊗ Z∗0 ⊗ Z∗0), (6-10)

while, denoting dz f I =
∑n

i=1 Zi ( f I )Z∗i , the divergence is given by

∇
∗u0 =−(m− 1)S(T (u0)⊗ Z∗0)−

∑
I∈A m

ιdz f I S(Z∗I ). (6-11)
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Proof. Using (6-9), we compute

∇( f IS(Z∗I ))=
n∑

i=0

(Zi f I )(z)Z∗i ⊗S(Z∗I )+
f I (z)
m!

m∑
k=1

∑
σ∈5m

τ1↔k+1(Z∗0 ⊗ Z∗σ(I )).

Then, taking the trace of ∇( f IS(Z∗I )) gives

∇
∗( f IS(Z∗I ))=−

f I

m!

m∑
k=2

∑
σ∈5m

δiσ(1),iσ(k)ρk−1→Z∗0 (Z
∗

iσ(2) ⊗ · · ·⊗ Z∗iσ(m))

−

n∑
i=1

(Zi f I )
1

m!

∑
σ∈5m

δi,iσ(1)(Z
∗

iσ(2) ⊗ · · ·⊗ Z∗iσ(m)). (6-12)

We notice that S
(
T (S(Z∗I ))⊗ Z∗0

)
is given by

S
(
T (S(Z∗I ))⊗ Z∗0

)
=

1
m!(m− 1)

∑
σ∈5m

m−1∑
k=1

δiσ(1),iσ(2)τ1↔k(Z∗0 ⊗ Z∗iσ(3) ⊗ · · ·⊗ Z∗iσ(m)),

which implies (6-11). Let us now compute ∇2( f IS(Z∗I )):

∇
2( f IS(Z∗I ))

=

n∑
i, j=0

Z j Zi ( f I )Z∗j ⊗ Z∗i ⊗S(Z∗I )− Z0( f I )z−2
0 h⊗S(Z∗I )

+

n∑
j=1

Z j ( f I )Z∗j ⊗ Z∗0 ⊗S(Z∗I )+
Z0( f I )

m!

∑
σ∈5m

m∑
k=1

τ1↔k+2(Z∗0 ⊗ Z∗0 ⊗ Z∗σ(I ))

+

n∑
i=1

Zi ( f I )

m!

∑
σ∈5m

m∑
k=1

τ1↔k+2(Z∗0 ⊗ Z∗i ⊗ Z∗σ(I ))+
n∑

i=1

Zi ( f I )

m!

∑
σ∈5m

m∑
k=1

τ2↔k+2(Z∗i ⊗ Z∗0 ⊗ Z∗σ(I ))

+
Z0( f I )

m!
Z∗0 ⊗

m∑
k=1

∑
σ∈5m

τ1↔k+1(Z∗0 ⊗ Z∗σ(I ))

−
f I

m!

n∑
j=1

Z∗j⊗
∑
σ∈5m

m∑
k=1

τ1↔k+1(Z∗j⊗Z∗σ(I ))+
f I

m!

m∑
k=1

m+1∑
`=1
`6=k+1

τ1↔`+1(Z∗0⊗τ1↔k+1(Z∗0⊗Z∗σ(I ))).

We then take the trace: the first line on the right-hand side has trace −(1 f I )S(Z∗I ), the second and fourth
lines have vanishing trace, the first term on the last line has trace −m f IS(Z∗I ), the last term has trace

2 f I

m!

∑
σ∈5m

∑
1≤k<`≤m

δiσ(k),iσ(`)ρk→Z∗0ρ`→Z∗0 (Z
∗

σ(I )), (6-13)

and the third line has total trace

2
n∑

i=1

Zi ( f I )

m!

∑
σ∈5m

m∑
k=1

δi,iσ(k)ρk→Z∗0 (Z
∗

σ(I )). (6-14)
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Computing S
(
T (S(Z∗I ))⊗ Z∗0 ⊗ Z∗0

)
gives

S
(
T (S(Z∗I ))⊗ Z∗0 ⊗ Z∗0

)
=

2
m!m(m− 1)

∑
1≤k<`≤m

∑
σ∈5m

δiσ(1),iσ(2)τ1↔k+2τ2↔`+2(Z∗0 ⊗ Z∗0 ⊗ Z∗iσ(3) ⊗ · · ·⊗ Z∗iσ(m));

therefore the term (6-13) can be simplified to

m(m− 1) f IS
(
T (S(Z∗I ))⊗ Z∗0 ⊗ Z∗0

)
.

Similarly, to simplify (6-14), we compute

S
(
∇
∗( f IS(Z∗I ))⊗ Z∗0

)
=−(m−1)S

(
T ( f IS(Z∗I ))⊗ Z∗0⊗ Z∗0

)
−

n∑
i=1

(Zi f I )
1

m!m

m∑
k=1

∑
σ∈5m

δi,iσ(1)τ1↔k(Z∗0⊗ Z∗iσ(2)⊗· · ·⊗ Z∗iσ(m)),

so that

2
n∑

i=1

Zi ( f I )

m!

∑
σ∈5m

m∑
k=1

δi,iσ(k)ρk→Z∗0 (Z
∗

σ(I ))

=−2mS
(
∇
∗( f IS(Z∗I ))⊗ Z∗0

)
− 2m(m− 1)S

(
T ( f IS(Z∗I ))⊗ Z∗0 ⊗ Z∗0

)
,

and this achieves the proof of (6-10). �

A similarly tedious calculation, omitted here, yields:

Lemma 6.3. Let u1 = S(Z∗0 ⊗ u′1), u′1 =
∑

J∈A m−1 gJS(Z∗J ) with gJ ∈ C∞(Un+1); then the E (m)0 ⊕ E (m)1
components of the Laplacian of u1 are

1u1 =
∑

J∈A m−1

(
(1+ n+ 3(m− 1))gJ

)
S(Z∗0 ⊗ Z∗J )+ 2

∑
J∈A m−1

S(dzgJ ⊗ Z∗J )+Ker(π0+π1) (6-15)

and the E (m)0 ⊕ E (m)1 components of divergence of u1 are

∇
∗u1 =

1
m

∑
J∈A m−1

((n+m− 1)gJ − Z0(gJ ))S(Z∗J )−
m−1

m

∑
J∈A m−1

S(Z∗0 ⊗ ιdz gJ S(Z∗J ))+Ker(π0+π1).

(6-16)

General formulas for Laplacian and divergence. Armed with Lemmas 6.2 and 6.3, we can show the
following fact, which, together with (6-7), completely determines the Laplacian on trace-free symmetric
tensors.

Lemma 6.4. Assume that u ∈ D′(Un+1
;⊗

m
S T ∗Un+1) satisfies T (u)= 0 and is written in the form (6-6).

Let

u0 =
∑

I∈A m

f IS(Z∗I ), u1 =
∑

J∈A m−1

gJS(Z0⊗ Z∗J ).
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Then the projection of 1u onto E (m)0 ⊕ E (m)1 can be written

π0(1u)=
∑

I∈A m

((1+m) f I )S(Z∗I )+ 2
∑

J∈A m−1

S(dzgJ ⊗ Z∗J )+m(m− 1)S(z−2
0 h⊗ T (u0)), (6-17)

π1(1u)=
∑

J∈A m−1

(
(1+ n+ 3(m− 1))gJ

)
S(Z∗0 ⊗ Z∗J )− 2m

∑
I∈A m

S(Z∗0 ⊗ ιdz f I S(Z∗I ))

+ (m− 1)(m− 2)S(Z∗0 ⊗ z−2
0 h⊗ T (u′1))− 2m(m− 1)

∑
I∈A m

S
(
Z∗0 ⊗ dz f I ⊗ T (S(Z∗I ))

)
.

(6-18)

Proof. First, it is easily seen from (6-9) that 1uk is a section of
⊕k+2

j=k−2 E (m)j . From Lemmas 6.2 and 6.3,
we have

π0(1(u0+ u1))=
∑

I∈A m

((1+m) f I )S(Z∗I )+ 2
∑

J∈A m−1

S(dzgJ ⊗ Z∗J ). (6-19)

Then, for u2, using S((Z∗0)⊗2
⊗ u′2)= S(gH ⊗ u′2)−S(z−2

0 h⊗ u′2) and 1I = I1,

π0(1u2)= π0(S(z−2
0 h⊗1u′2))−π0

(
1(S(z−2

0 h⊗ u′2))
)

and, writing u′2 =−
1
2 m(m− 1)T (u0) by (6-7), we obtain, using (6-10),

π0(1u2)= m(m− 1)S(z−2
0 h⊗ T (u0)). (6-20)

We therefore obtain (6-17).
Now we consider the projection on E (m)1 of the equation (1− s)T = 0. We have, from (6-10),

π1(1u0)=−2m
∑

I∈A m

S(Z∗0 ⊗ ιdz f I S(Z∗I )),

where ιdz f I means
∑n

j=1 Z j ( f I )ιZ j . Then, from (6-15),

π1(1u1)=
∑

J∈A m−1

(
(1+ n+ 3(m− 1))gJ

)
S(Z∗0 ⊗ Z∗J ).

Using again S((Z∗0)⊗2
⊗ u′2)= S(gH ⊗ u′2)−S(z−2

0 h⊗ u′2) and 1I = I1, (6-10) gives

π1(1u2)=−2m(m− 1)
∑

I∈A m

S(Z∗0 ⊗ dz f I ⊗ T S(Z∗I )).

Finally, we compute π1(1u3): using the computation (6-15), we get

π1(1u3)= π1(S(z−2
0 h⊗1S(Z∗0 ⊗ u′3))−π1(1S(Z∗0 ⊗ z−2

0 h⊗ u′3))

= (m− 1)(m− 2)S(Z∗0 ⊗ z−2
0 h⊗ T (u′1)).

We conclude that π1(1u) is given by (6-18). �

Similarly, we also have:
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Lemma 6.5. Let u be as in Lemma 6.4. Then the projection onto E (m−1)
0 ⊕ E (m−1)

1 of the divergence of u
is given by

π0(∇
∗u)=−

∑
I∈A m

ιdz f I S(Z∗I )+
1
m

∑
J∈A m−1

((n+m− 1)gJ − Z0(gJ ))S(Z∗J ), (6-21)

π1(∇
∗u)= (m−1)

∑
I∈A m

(Z0 f I − (m+ n− 1) f I )S
(
T (S(Z∗I ))⊗ Z∗0

)
−

m−1
m

∑
J∈A m−1

S(Z∗0 ⊗ ιdz gJ S(Z∗J )).
(6-22)

Proof. The π0 part follows from (6-11) and (6-16). For the π1 part, we also use (6-11) and (6-16) but we
need to see the contribution from ∇∗u2 as well. For that, we write u′2=−

1
2 m(m−1)

∑
I∈A m f IT (S(Z∗I )),

as before, and a direct calculation shows that

π1(∇
∗u2)= (m− 1)

∑
I∈A m

(Z0 f I − (m+ n− 2) f I )S
(
T (S(Z∗I ))⊗ Z∗0

)
,

implying the desired result. �

6C. Properties of the Poisson kernel. In this section, we study the Poisson kernel P−λ defined by (5-17).

Pairing on the sphere. We start by proving the following formula:

Lemma 6.6. Let λ ∈ C and w ∈ D′(Sn
;⊗

m
S (T

∗Sn)). Then

P−λ w(x)=
∫

Sn
P(x, ν)n+λ

(
⊗

m(A−1
−
(x, ξ−(x, ν))

)T )
w(ν) d S(ν),

where the map ξ− is as defined in (3-20).

Proof. Making the change of variables ξ = ξ−(x, ν) defined in (3-20), and using (3-21) and (3-22), we
have

P−λ w(x)=
∫

Sx Hn+1
8−(x, ξ)λ(⊗m(A−1

−
(x, ξ))T )w(B−(x, ξ)) d S(ξ)

=

∫
Sn

P(x, ν)n+λ
(
⊗

m(A−1
−
(x, ξ−(x, ν))

)T )
w(ν) d S(ν),

as required. �

Poisson maps to eigenstates. To show that P−λ w(x) is an eigenstate of the Laplacian, we use:

Lemma 6.7. Assume that w ∈D′(Sn
;⊗

m(T ∗Sn)) is the delta function centered at e1 = ∂x1 ∈Sn with the
value e∗j1+1⊗ · · ·⊗ e∗jm+1, where 1≤ j1, . . . , jm ≤ n. Then, under the identifications (3-2) and (3-5), we
have

P−λ w(z0, z)= zn+λ
0 Z∗j1 ⊗ · · ·⊗ Z∗jm .

Proof. We first calculate
P(z, e1)= z0.

It remains to show the identity in the half-space model

A−T
−
(z, ξ−(z, ν))e∗j+1 = Z∗j , 1≤ j ≤ n. (6-23)
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One can verify (6-23) by a direct computation; since A− is an isometry, one can instead calculate the
image of e j+1 under A−, and then apply to it the differentials of the maps ψ and ψ1 defined in (3-2)
and (3-5).

Another way to show (6-23) is to use the interpretation of A− as parallel transport to conformal infinity;
see (3-35). Note that under the diffeomorphism ψ1 :B

n+1
→Un+1, ν = e1 is sent to infinity and geodesics

terminating at ν to straight lines parallel to the z0 axis. By (6-9), the covector field Z∗j is parallel along
these geodesics and orthogonal to their tangent vectors. It remains to verify that the limit of the field ρ0 Z∗j
along these geodesics as z→∞, considered as a covector in the ball model, is equal to e∗j+1. �

Proof of Lemma 5.8. It suffices to show that, for each ν ∈ Sn , if w is a delta function centered at ν with
value some symmetric trace-free tensor in ⊗m

S T ∗ν Sn , then

(1+ λ(n+ λ)−m)P−λ w = 0, ∇∗P−λ w = 0, T (P−λ w)= 0.

Since the group of symmetries G of Hn+1 acts transitively on Sn , we may assume that ν = ∂1. Applying
Lemma 6.7, we write in the upper half-plane model

P−λ w = zn+λ
0 u0, u0 ∈ E (m)0 , T (u0)= 0.

It immediately follows that T (P−λ w)= 0. To see the other two identities, it suffices to apply Lemma 6.2
together with the formula

1zn+λ
0 =−λ(n+ λ)zn+λ

0 .

Injectivity of Poisson. Notice that P−λ is an analytic family of operators in λ. We define the set

Rm =

{
−

1
2 n− 1

2 N0 if n > 1 or m = 0,
−

1
2 N0 if n = 1 and m > 0,

(6-24)

and we will prove that, if λ /∈ Rm and w ∈ D′(Sn
;⊗

m
S T ∗Sn) is trace-free, then P−λ (w) has a weak

asymptotic expansion at the conformal infinity with the leading term given by a multiple of w, prov-
ing injectivity of P−λ . We shall use the 0-cotangent bundle approach in the ball model and rewrite
A−1
± (x, ξ±(x, ν)) as the parallel transport τ(y′, y) in 0T Bn+1 with ψ(x) = y and y′ = ν, as explained

in (3-35). Let ρ ∈ C∞(Bn+1) be a smooth boundary defining function which satisfies ρ > 0 in Bn+1,
|dρ|ρ2gH = 1 near Sn

= {ρ = 0}, where gH is the hyperbolic metric on the ball. We can for example take
the function ρ = ρ0 defined in (3-34) and smooth it near the center y = 0 of the ball. Such a function is
called a geodesic boundary defining function and induces a diffeomorphism

θ : [0, ε)t ×Sn
→ Bn+1

∩ {ρ < ε}, θ(t, ν) := θt(ν), (6-25)

where θt is the flow at time t of the gradient ∇ρ
2gHρ of ρ (denoted also ∂ρ) with respect to the metric ρ2gH .

For ρ given in (3-34), we have, for t small,

θ(t, ν)=
2− t
2+ t

ν, ν ∈ Sn.
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For a fixed geodesic boundary defining function ρ, one can identify, over the boundary Sn of Bn+1,
the bundle T ∗Sn and T Sn with the bundles 0T ∗Sn

:=
0T ∗

Sn Bn+1
∩ ker ιρ∂ρ simply by the isomorphism

v 7→ ρ−1v (and we identify their duals T Sn and 0T Sn as well). Similarly, over Sn , E (m) ∩ ker ιρ∂ρ
identifies with ⊗m

S T ∗Sn
∩ ker T by the map v 7→ ρ−mv. We can then view the Poisson operator as an

operator

P−λ : D′(Sn
; E (m) ∩ ker ιρ∂ρ )→ C∞(Bn+1

;⊗
m
S (

0T ∗Bn+1)).

Lemma 6.8. Let w ∈ D′(Sn
; E (m) ∩ ker ιρ0∂ρ0

) and assume that λ /∈ Rm . Then P−λ (w) has a weak
asymptotic expansion at Sn as follows: for each ν ∈ Sn , there exists a neighborhood Vν ⊂ Bn+1 of ν
and a boundary defining function ρ = ρν such that, for any ϕ ∈ C∞(Vν ∩Sn

;⊗
m
S (

0T Sn)), there exist
F± ∈ C∞([0, ε)) such that, for t > 0 small,∫

Sn

〈
P−λ (w)(θ(t, ν)),⊗

m(τ(θ(t, ν), ν)).ϕ(ν)〉 d Sρ(ν)

=

{
t−λF−(t)+ tn+λF+(t), λ /∈ − 1

2 n+N,

t−λF−(t)+ tn+λ log(t)F+(t), λ ∈ − 1
2 n+N.

(6-26)

using the product collar neighborhood (6-25) associated to ρ, and, moreover, one has

F−(0)= C
0
(
λ+ 1

2 n
)

(λ+ n+m− 1)0(λ+ n− 1)
〈eλ f .w, ϕ〉 (6-27)

for some f ∈ C∞(Sn) satisfying ρ = 1
4 e f ρ0+O(ρ) near ρ = 0 and C 6= 0 a constant depending only

on n. Here d Sρ is the Riemannian measure for the metric (ρ2gH )|Sn and the distributional pairing on Sn

is with respect to this measure.

Proof. First we split w into w1+w2, where w1 is supported near ν ∈ Sn and w2 is zero near ν. For the
case where w2 has support at positive distance from the support of ϕ, we have, for any geodesic boundary
defining function ρ, that

t 7→ t−n−λ
∫

Sn

〈
P−λ (w2)(θ(t, ν)),⊗m(τ(θ(t, ν), ν)).ϕ(ν)〉 d Sρ(ν) ∈ C∞([0, ε));

this is a direct consequence of Lemma 6.6 and the following smoothness properties:

(y, ν) 7→ log
(

P(ψ−1(y), ν)
ρ(y)

)
∈ C∞(Bn+1

×Sn
\ diag(Sn

×Sn)),

τ ( · , · ) ∈ C∞(Bn+1
×Bn+1

\ diag(Sn
×Sn); 0T ∗Bn+1

⊗
0T Bn+1).

This reduces the consideration of the lemma to the case where w is w1, supported near ν, and to simplify
we shall keep the notation w instead of w1. We thus consider now w and ϕ to have support near ν. For
convenience of calculations and as we did before, we work in the half-space model R+z0

×Rn
z by mapping

ν to (z0, z)= (0, 0) (using the composition of a rotation on the ball model with the map defined in (3-5)),
and we choose a neighborhood Vν of ν which is mapped to z2

0+|z|
2 < 1 in Un+1 and choose the geodesic

defining function ρ = z0 (and thus θ(z0, z)= (z0, z)). (See Figure 5.) The geodesic boundary defining
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z

z0

z′w(z′)

(z0, z)

τ(z′; z0, z)Tw(z′)

z ϕ(z)

τ(z0, z; z)ϕ(z)

Figure 5. The covector w(z′), the vector ϕ(z), and their parallel transports to (z0, z),
viewed in the 0-bundles for the case m = 1.

function ρ0 = 2(1− |y|)/(1+ |y|) in the ball equals

ρ0(z0, z)=
4z0

1+ z2
0+ |z|

2
(6-28)

in the half-space model. The metric d Sρ becomes the Euclidean metric dz on Rn near 0 and w has
compact support in Rn . By (3-5) and (3-19), the Poisson kernel in these coordinates becomes

P̃(z0, z; z′)= e f (z′)P(z0, z; z′) with P(z0, z; z′) :=
z0

z2
0+ |z− z′|2

, f (z′)= log(1+ |z′|2),

where z, z′ ∈ Rn and z0 > 0. One has ρ = 1
4 e f ρ0+O(ρ) near ρ = 0.

In [Guillarmou et al. 2010, Appendix], the parallel transport τ(z0, z; 0, z′) is computed for z′ ∈ Rn in a
neighborhood of 0: in the local orthonormal basis Z0 = z0∂z0, Zi = z0∂zi of the bundle 0T Un+1, near ν,
the matrix of τ(z0, z; z′) := τ(z0, z; 0, z′) is given by

τ00 = 1− 2P(z0, z; z′)
|z− z′|2

z0
,

τ0i =−τi0 =−2z0(zi − z′i )
P(z0, z; z′)

z0
,

τi j = δi j − 2P(z0, z; z′)
(zi − z′i ) · (z j − z′j )

z0
.

In particular, we see that τ(z0, z; z) is the identity matrix in the basis (Zi )i and thus τ(θ(z0, z), z) as well.
We denote by (Z∗j ) j the dual basis to (Z j ) j as before.

Now, we use the correspondence between symmetric tensors and homogeneous polynomials to facilitate
computations, as explained in Section 4A. To S(Z∗I ), we associate the polynomial on Rn given by

PI (x)= S(Z∗I )
( n∑

i=1

xi Z I , . . . ,

n∑
i=1

xi Z I

)
= x I ,

where x I =
∏m

k=1 xik if I = (i1, . . . , im). We denote by Polm(Rn) the space of homogeneous polynomials
of degree m on Rn and Polm0 (R

n) those which are harmonic (thus corresponding to trace-free symmetric
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tensors in E (m)0 ). Then we can write w =
∑

α wα pα(x) for some wα ∈ D′(Rn) supported near 0 and
pα(x) ∈ Polm0 (R

n). Each pα(x) composed with the linear map τ(z′; z0, z)|Z⊥0 becomes the homogeneous
polynomial in x

pα

(
x − 2(z− z′)〈z− z′, x〉 ·

P(z0, z; z′)
z0

)
,

where 〈 · , · 〉 just denotes the Euclidean scalar product. To prove the desired asymptotic expansion, it
suffices to take ϕ ∈ C∞0 ([0,∞)z0 × Rn) and to analyze the following homogeneous polynomial in x
as z0→ 0:∫

Rn

∑
α

〈
e(n+λ) fwα, ϕ(z0, z)P(z0, z; · )n+λ pα

(
x − 2(z− · )〈z− · , x〉 ·

P(z0, z; · )
z0

)〉
dz, (6-29)

where the bracket 〈wα, · 〉 means the distributional pairing coming from pairing with respect to the
canonical measure d S on Sn , which in Rn becomes the measure 4ne−n f dz, and so the en f in (6-29)
cancels out if one works with the Euclidean measure dz, which we do now. We have a convolution kernel
in z and thus apply the Fourier transform in z (denoted F): writing P(z0; |z− z′|) for P(z0, z; z′), the
integral (6-29) becomes (up to nonzero multiplicative constant)

I (z0, x) :=
∑
α

〈
F−1(eλ fwα),F(ϕ) ·Fζ→·

(
P(z0; |ζ |)

n+λ pα

(
x − 2

ζ 〈ζ, x〉
z0

P(z0; |ζ |)

))〉
Rn
.

We can expand pα(x − (2ζ 〈ζ, x〉/z0)P(z0; |ζ |)) so that

P(z0; |ζ |)
n+λ pα

(
x − 2

ζ 〈ζ, x〉
z0

P(z0; |ζ |)

)
=

m∑
r=0

Qr,α(ζ, x)z−r
0 2r P(z0; |ζ |)

n+λ+r ,

where Qr,α(ζ ) is homogeneous of degree m in x and degree 2r in ζ . Now we have (for some C 6= 0
independent of λ, r , α)

2r

zr
0
Fζ→ξ

(
Pn+λ+r (z0; |ζ |)Qr,α(ζ, x)

)
=

C2−λz−λ0

0(λ+ n+ r)

[
Qr,α(i∂ζ , x)(|ζ |λ+n/2+r Kλ+n/2+r (|ζ |))

]
ζ=z0ξ

,

where Kν( · ) is the modified Bessel function (see [Abramowitz and Stegun 1964, Chapter 9]) defined by

Kν(z) :=
π

2
(I−ν(z)− Iν(z))

sin(νπ)
if Iν(z) :=

∞∑
`=0

1
`!0(`+ ν+ 1)

(
z
2

)2`+ν

, (6-30)

satisfying that |Kν(z)| =O(e−z/
√

z) as z→∞, and, for s /∈ N0,

F((1+ |z|2)−s)(ξ)=
2−s+1(2π)n/2

0(s)
|ξ |s−n/2Ks−n/2(|ξ |).
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When λ /∈
(
−

1
2 n+Z

)
∪
(
−n− 1

2 N0
)
, we have

2−λz−λ0 Qr,α(i∂ζ , x)(|ζ |λ+n/2+r Kλ+n/2+r (|ζ |))|ζ=z0ξ

=
2r+n/2π z−λ0

2 sin
(
π
(
λ+ 1

2 n+ r
))

×

( ∞∑
`=0

z2(`−r)
0 Qr,α(i∂ξ , x)

(∣∣ 1
2ξ
∣∣2`)

`!0
(
`− λ− 1

2 n− r + 1
) − z2λ+n

0

∞∑
`=0

z2`
0 Qr,α(i∂ξ , x)

(∣∣1
2ξ
∣∣2(λ+r+`)+n)

`!0
(
`+ λ+ 1

2 n+ r + 1
) )

. (6-31)

Here the powers of |ξ | are homogeneous distributions (note that, for λ 6∈ Rm , the exceptional powers
|ξ |−n− j , j ∈ N0, do not appear) and the pairing of (6-31) with F−1(eλ fwα)F(ϕ) makes sense since
this distribution is Schwartz, as wα has compact support. We deduce from this expansion that, for any
wα ∈ D′(Rn) supported near 0 and ϕ ∈ C∞0 (Rn), when λ /∈

(
−

1
2 n+Z

)
∪
(
−n− 1

2 N0
)
,

I (z0, x)= z−λ0 F−(z0, x)+ zn+λ
0 F+(z0, x)

for some smooth functions F± ∈ C∞([0, ε)×Rn) homogeneous of degree m in x . We need to analyze
F−(0, x), which is obtained by computing the term of order 0 in ξ in the expansion (6-31) (that is, the
terms with `= r in the first sum; note that the terms with ` < r in this sum are zero): we obtain, for some
universal constant C 6= 0,

F−(0, x)= C
∑
α

〈eλ fwα, ϕ〉Rn

m∑
r=0

(−1)r 2−r0
(
λ+ 1

2 n
)

r !0(λ+ n+ r)
Qr,α(i∂ξ , x)(|ξ |2r ),

where we have used the inversion formula 0(1− z)0(z)= π/ sin(π z) and Qr,α(i∂ξ , x)(|ξ |2r ) is constant
in ξ . Using the Fourier transform, we notice that

Qr,α(i∂ξ , x)(|ξ |2r )=1r
ζ Qr,α(ζ, x)|ζ=0 =1

r
ζ

(
pα(x − ζ 〈ζ, x〉)

)∣∣
ζ=0.

We use Lemma A.5 to deduce that

F−(0, x)= C
∑
α

〈eλ fwα, ϕ〉Rn pα(x)m!
0
(
λ+ 1

2 n
)

0(λ+ n+m)

m∑
r=0

(−1)r0(λ+ n+m)
(m− r)!0(λ+ n+ r)

.

The sum over r is a nonzero polynomial of order m in λ, and, using the binomial formula, we see that its
roots are λ=−n−m+ 2, . . . ,−n+ 1; therefore, we deduce that

F−(0, x)= C〈eλ fw, ϕ〉Rn
0
(
λ+ 1

2 n
)

(λ+ n+m− 1)0(λ+ n− 1)
.

We obtain the claimed result except for λ ∈ − 1
2 n+N by using that the volume measure on Sn is 4−nen f .

Now assume that λ=− 1
2 n+ j with j ∈ N. The Bessel function satisfies, for j ∈ N,

|ξ | j K j (|ξ |)=−

j−1∑
`=0

(−1)`2 j−1−2`( j − `− 1)!
`!

|ξ |2`+ |ξ |2 j(log(|ξ |)L j (|ξ |)+ H j (|ξ |)
)



978 SEMYON DYATLOV, FRÉDÉRIC FAURE AND COLIN GUILLARMOU

for some function L j , H j ∈ C∞(R+)∩ L2(R+) with L j (0) 6= 0. Then we apply the same arguments as
before, and this implies the desired statement. �

We obtain as a corollary:

Corollary 6.9. For m ∈ N0 and λ /∈Rm , the operator

P−λ : D′(Sn
;⊗

m
S (T

∗Sn)∩ ker T )→ C∞(Hn+1
;⊗

m
S (T

∗Hn+1))

is injective.

This corollary immediately implies the injectivity part of Theorem 6 in Section 5B.

7. Expansions of eigenstates of the Laplacian

In this section, we show the surjectivity of the Poisson operator P−λ (see Theorem 6 in Section 5B). For
that, we take an eigenstate u of the Laplacian on M and lift it to Hn+1. The resulting tensor is tempered
and thus expected to have a weak asymptotic expansion at the conformal boundary Sn; a precise form of
this expansion is obtained by a careful analysis of both the Laplacian and the divergence-free condition.
We then show that u =P−λ w, where w is some constant times the coefficient of ρ−λ in the expansion
of u (compare with Lemma 6.8).

7A. Indicial calculus and general weak expansion. Recall the bundle E (m) defined in (6-5). The
operator 1 acting on C∞(Bn+1

; E (m)) is an elliptic differential operator of order 2 that lies in the 0-
calculus of [Mazzeo and Melrose 1987], which essentially means that it is an elliptic polynomial in
elements of the Lie algebra V0(B

n+1) of smooth vector fields vanishing at the boundary of the closed
unit ball Bn+1. Let ρ ∈ C∞(Bn+1) be a smooth geodesic boundary defining function (see the paragraph
preceding (6-25)). The theory developed by Mazzeo [1991] shows that solutions of 1u = su which are in
ρ−N L2(Bn+1

; E (m)) for some N have weak asymptotic expansions at the boundary Sn
= ∂Bn+1, where

ρ is any geodesic boundary defining function. To make this more precise, we introduce the indicial family
of 1: if λ ∈ C, ν ∈ Sn , then there exists a family Iλ,ν(1) ∈ End(E (m)(ν)) depending smoothly on ν ∈ Sn

and holomorphically on λ such that, for all u ∈ C∞(Bn+1
; E (m)),

t−λ1(ρλu)(θ(t, ν))= Iλ,ν(1)u(θ(0, ν))+O(t)

near Sn , where the remainder is estimated with respect to the metric gH . Notice that Iλ,ν(1) is independent
of the choice of boundary defining function ρ.

For σ ∈ C, the indicial set specb(1− σ ; ν) at ν ∈ Sn of 1− σ is the set

specb(1− σ ; ν) := {λ ∈ C | Iλ,ν(1)− σ Id is not invertible}.

Then [Mazzeo 1991, Theorem 7.3] gives the following:2

2The full power of [Mazzeo 1991] is not needed for this lemma. In fact, it can be proved in a direct way by viewing the
equation (1−σ)u=0 as an ordinary differential equation in the variable log ρ. The indicial operator gives the constant coefficient
principal part and the remaining terms are exponentially decaying; an iterative argument shows the needed asymptotics.
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Lemma 7.1. Fix σ and assume that specb(1− σ ; ν) is independent of ν ∈ Sn . If u ∈ ρδL2(Bn+1
; E (m))

with respect to the Euclidean measure for some δ ∈ R, and (1− σ)u = 0, then u has a weak asymptotic
expansion at Sn

= {ρ = 0} of the orm

u =
∑

λ∈specb(1−σ)

Re(λ)>δ− 1
2

∑
`∈N0,

Re(λ)+`<δ− 1
2+N

kλ,`∑
p=0

ρλ+`(log ρ)pwλ,`,p +O(ρδ+N− 1
2−ε)

for all N ∈ N and all ε > 0 small, where kλ,` ∈ N0, and wλ,`,p are in the Sobolev spaces

wλ,`,p ∈ H−Re(λ)−`+δ− 1
2 (Sn
; E (m)).

Here the weak asymptotic means that, for any ϕ ∈ C∞(Sn), as t→ 0,∫
Sn

u(θ(t, ν))ϕ(ν) d Sρ(ν)=
∑

λ∈specb(1−σ)

Re(λ)>δ− 1
2

∑
`∈N0

Re(λ)+`<δ− 1
2+N

kλ,`∑
p=0

tλ+` log(t)p
〈wλ,`,p, ϕ〉+O(tδ+N− 1

2−ε),

(7-1)
where d Sρ is the measure on Sn induced by the metric (ρ2gH )|Sn and the distributional pairing is with
respect to this measure. Moreover, the remainder O(tδ+N−1/2−ε) is conormal in the sense that it remains
O(tδ+N−1/2−ε) after applying the operator t∂t any finite number of times, and it depends on some Sobolev
norm of ϕ.

Remark. The existence of the expansion (7-1) proved by Mazzeo [1991, Theorem 7.3] is independent of
the choice of ρ, but the coefficients in the expansion depend on the choice of ρ. Let λ0 ∈ specb(1− σ)

with Re(λ0) > δ − 1
2 be an element in the indicial set and assume that kλ0,0 = 0, which means that

the exponent ρλ0 in the weak expansion (7-1) has no log term. Assume also that there is no element
λ ∈ specb(1− σ) with Re(λ0) > Re(λ) > δ− 1

2 such that λ ∈ λ0−N. Then it is direct to see from the
weak expansion that, for a fixed function χ ∈ C∞(Bn+1) equal to 1 near Sn and supported close to Sn

and for each ϕ ∈ C∞(Bn+1), the Mellin transform

h(ζ ) :=
∫

Bn+1
ρ(y)ζχ(y)ϕ(y)u(y) d VolgH (y), Re ζ > n+ 1

2 − δ,

(with values in Em) has a meromorphic extension to ζ ∈ C with a simple pole at ζ = n− λ0 and residue

Resζ=n−λ0 h(ζ )= 〈wλ0,0,0, ϕ|Sn 〉. (7-2)

As an application, if ρ ′ is another geodesic boundary defining function, one has ρ = e f ρ ′+O(ρ ′) for
some f ∈ C∞(Sn) and we deduce that, if w′λ0,0,0 is the coefficient of (ρ ′)λ0 in the weak expansion of u
using ρ ′, then, as a distribution on Sn ,

w′λ0,0,0 = eλ0 fwλ0,0,0. (7-3)

In particular, under the assumption above for λ0 (this assumption can similarly be seen to be independent
of the choice of ρ), if one knows the exponents of the asymptotic expansion, then proving that the
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coefficient of ρλ0 term is nonzero can be done locally near any point of Sn and with any choice of
geodesic boundary defining function.

Finally, if wλ0,0,0 is the coefficient of ρλ0
0 in the weak expansion with boundary defining function ρ0

defined in (3-34) and if γ ∗u = u for some hyperbolic isometry γ ∈ G, we can use that ρ0 ◦ γ =

N−1
γ · ρ0+O(ρ2

0) near Sn , together with (7-2) to get

L∗γwλ0,0,0 = Nλ0
γ wλ0,0,0 ∈ D′(Sn

; E (m)) (7-4)

as distributions on Sn (with respect to the canonical measure on Sn) with values in E (m). Here Nγ , Lγ
are as defined in Section 3E. If we view wλ0,0,0 as a distribution with values in ⊗m

S T ∗Sn , the covariance
becomes

L∗γwλ0,0,0 = Nλ0−m
γ wλ0,0,0 ∈ D′(Sn

;⊗
m
S T ∗Sn). (7-5)

Using the calculations of Section 6B, we will compute the indicial family of the Laplacian on E (m):

Lemma 7.2. Let 1 be the Laplacian on sections of E (m). Then the indicial set specb(1− σ, ν) does not
depend on ν ∈ Sn and is equal to3

bm/2c⋃
k=0

{λ | −λ2
+ nλ+m+ 2k(2m+ n− 2k− 2)= σ }

∪

b(m−1)/2c⋃
k=0

{λ | −λ2
+ nλ+ n+ 3(m− 1)+ 2k(n+ 2m− 2k− 4)= σ }.

Proof. We consider an isometry mapping the ball model Bn+1 to the half-plane model Un+1 which also
maps ν to 0 and do all the calculations in Un+1 with the geodesic boundary defining function z0 near 0.
By (6-7), each tensor u ∈ E (m) is determined uniquely by its E (m)0 and E (m)1 components, which are
denoted u0 and u1; therefore, it suffices to understand how the corresponding components of Iλ,ν(1)u
are determined by u0 and u1. We can use the geodesic boundary defining function ρ = z0; note that
1zλ0 = λ(n− λ)z

λ
0 for all λ ∈ C.

Assume first that u satisfies u1 = 0 and u0 is constant in the frame S(Z∗I ). Then, by Lemma 6.4,

π0(z−λ0 1(zλ0u))= R0u0 = (λ(n− λ)+m)u0+m(m− 1)S(z−2
0 h⊗ T (u0)),

π1(z−λ0 1(zλ0u))= 0.

Assume now that u satisfies u0 = 0 and u1 is constant in the frame S(Z∗0 ⊗ Z∗J ). Then, by Lemma 6.4,

π0(z−λ0 1(zλ0u))= 0,

π1(z−λ0 1(zλ0u))= R1u1 = (λ(n− λ)+ n+ 3(m− 1))u1+ (m− 1)(m− 2)S(Z∗0 ⊗ z−2
0 h⊗ T (u′1)).

We see that the indicial operator does not intertwine the u0 and u1 components and it remains to understand
for which λ the number s is a root of R0 or R1.

3Our argument in the next section does not actually use the precise indicial roots, as long as they are independent of ν and
form a discrete set.
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Next, we consider the decomposition (4-5), where we define I(u) = 1
2(m + 2)(m + 1)S(z−2

0 h⊗ u)
for u ∈ E (m)0 ; we have

u0 =

bm/2c∑
k=0

Ik(⊗uk
0), u1 =

b(m−1)/2c∑
k=0

S(Z∗0 ⊗ Ik(uk
1)),

where uk
0 ∈ E (m−2k)

0 and uk
1 ∈ E (m−2k−1)

0 are trace-free tensors. Using (4-4), we calculate

R0(Ik(uk
0))= (λ(n− λ)+m)Ik(uk

0)+ 2I
(
T (Ik(uk

0))
)

= (−λ2
+ nλ+m+ 2k(2m+ n− 2k− 2))Ik(uk

0),

R1
(
S(Z∗0 ⊗ Ik(uk

1))
)
= (λ(n− λ)+ n+ 3(m− 1))S(Z∗0 ⊗ Ik(uk

1))+ 2S
(
Z∗0 ⊗ I

(
T (Ik(uk

1))
))

= (−λ2
+ nλ+ n+ 3(m− 1)+ 2k(n+ 2m− 2k− 4))S(Z∗0 ⊗ Ik(uk

1)),

which finishes the proof of the lemma. �

7B. Weak expansions in the divergence-free case. By Lemma 7.1, we now know that solutions of
1u=σu that are trace-free symmetric tensors of order m in some weighted L2 space have weak asymptotic
expansions at the boundary of Bn+1 with exponents obtained from the indicial set of Lemma 7.2. In fact,
we can be more precise about the exponents which really appear in the weak asymptotic expansion if we
ask that u also be divergence-free:

Lemma 7.3. Let u ∈ρδL2(Bn+1
; E (m)) be a trace-free symmetric m-cotensor with ρ a geodesic boundary

defining function and δ ∈
(
−∞, 1

2

)
, where the measure is the Euclidean Lebesgue measure on the ball.

Assume that u is a nonzero divergence-free eigentensor for the Laplacian on hyperbolic space:

1u = σu, ∇∗u = 0 (7-6)

for some σ =m+ 1
4 n2
−µ2 with Re(µ)∈

[
0, 1

2(n+1)−δ
)

and µ 6= 0. Then the following weak expansion
holds: for all r ∈ [0,m], N > 0, and ε > 0 small,

(ιρ∂ρ )
r u

=

∑
`∈N0

Re(−µ)+`<N−ε

ρn/2−µ+r+`wr
−µ,`+

∑
`∈N0

Re(µ)+`<N−ε

kµ,`∑
p=0

ρn/2+µ+r+` log(ρ)pwr
µ,`,p+O(ρn/2+N+r−ε) (7-7)

with wr
−µ,` ∈ H−n/2+Re(µ)−r−`+δ−1/2(Sn

; E (m−r)), wr
µ,`,p ∈ H−n/2−Re(µ)−r−`+δ−1/2(Sn

; E (m−r)). More-
over, if µ /∈ 1

2 N0, then kµ,` = 0.

Remark. (i) If u is the lift to Hn+1 of an eigentensor on a compact quotient M = 0\Hn+1, then
u ∈ L∞(Bn+1

; E (m)) and so, for all ε > 0, the following regularity holds:

w−µ,0 ∈ H−n/2+Re(µ)−ε(Sn
; E (m)), wµ,0,0 ∈ H−n/2−Re(µ)−ε(Sn

; E (m)).

(ii) The existence of the expansion (7-7) does not depend on the choice of ρ. For r = 0, this follows
from analyzing the Mellin transform of u as in the remark following Lemma 7.1. For r > 0, we
additionally use that, if ρ ′ is another geodesic boundary defining function, then ρ∂ρ − ρ ′∂ρ′ ∈ ρ · 0T Bn+1
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(indeed, the dual covector by the metric is ρ−1dρ− (ρ ′)−1dρ ′ and we have ρ ′ = e f ρ for some smooth
function f on Bn+1). Therefore, (ιρ′∂ρ′ )

r u is a linear combination of contractions with 0-vector fields
of ρr−r ′(ιρ∂ρ )

r ′u for 0 ≤ r ′ ≤ r , which have the desired asymptotic expansion. Moreover, as follows
from (7-3), for each r ∈ [0,m], the condition that wr ′

−µ,0 = 0 for all r ′ ∈ [0, r ] also does not depend on
the choice of ρ, and the same can be said about wr ′

µ,0,0 when µ /∈ 1
2 N0.

Proof. It suffices to describe the weak asymptotic expansion of u near any point ν ∈Sn . For that, we work
in the half-space model Un+1 by sending −ν to∞ and ν to 0 as we did before (composing a rotation of
the ball model with the map (3-5)). Since the choice of geodesic boundary defining function does not
change the nature of the weak asymptotic expansion (but only the coefficients), we can take the geodesic
boundary defining function ρ to be equal to ρ(z0, z) = z0 inside |z| + z0 < 1 (which corresponds to a
neighborhood of ν in the ball model). Considering the weak asymptotic (7-1) of u near 0 amounts to
taking ϕ supported near ν in Sn in (7-1); for instance, if we work in the half-space model, we shall
consider ϕ(z) supported in |z|< 1 in the boundary of Un+1.

We have the decomposition u=
∑m

k=0 uk with uk ∈ρ
δL2(Un+1

; E (m)k ) and we write uk=S((Z∗0)⊗k
⊗u′k)

for some u′k ∈ ρ
δL2(Un+1

; E (m−k)
0 ) following what we did in (6-6). Now, since u ∈ ρδL2(Bn+1) =

ρδ0 L2(Bn+1) satisfies 1u = σu, we deduce from the form of the Laplacian near ρ = 0 that u is in
ρδ−2k

0 H 2k(Bn+1
; E (m)) for all k ∈ N, where H k denotes the Sobolev space of order k associated to the

Euclidean Laplacian on the closed unit ball. Then, by Sobolev embedding, one has that, for each t > 0,
u|z0=t belongs to (1+ |z|)N L2(Rn

z ; E (m)) for some N ∈ N and we can consider its Fourier transform
in z, as a tempered distribution.4 Then Fourier transforming the equation (π0+ π1)(1u − σu) = 0 in
the z variable (recall that πi is the orthogonal projection on E (m)i ), and writing the Fourier variable ξ as
ξ =

∑n
i=1 ξi dzi =

∑n
i=1 z0ξi Z∗i , with the notations of Lemma 6.4, we get∑

I∈A m

(
(−(Z0)

2
+ nZ0+ z2

0|ξ |
2
+m− σ) f̂ I

)
S(Z∗I )+ 2i

∑
J∈A m−1

ĝJS(ξ ⊗ Z∗J )

+m(m− 1)
∑

I

f̂ IS
(
z−2

0 h⊗ T (S(Z∗I ))
)
= 0. (7-8)

and∑
J∈A m−1

(
(−(Z0)

2
+ nZ0+ z2

0|ξ |
2
+ n+ 3(m− 1)− σ)ĝJ

)
S(Z∗J )− 2im

∑
I∈A m

f̂ I ιξS(Z∗I )

− 2im(m− 1)
∑

I∈A m

f̂ IS
(
ξ ⊗ T (S(Z∗I ))

)
+ (m− 1)(m− 2)

∑
J∈A m−1

ĝJS
(
z−2

0 h⊗ T (S(Z∗J ))
)
= 0, (7-9)

where hat denotes Fourier transform in z and ιξ means
∑n

j=1 z0ξ j ιZ j .

4Unlike in Lemma 6.8, we only use Fourier analysis here for convenience of notation — all the calculations below could be
done with differential operators in z instead.
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Similarly, we Fourier transform in z the equation (π0+π1)(∇
∗u)= 0 using Lemma 6.5 to obtain∑

I∈A m

i f̂ I ιξS(Z∗I )=
1
m

∑
J∈A m−1

((n+m− 1)ĝJ − Z0(ĝJ ))S(Z∗J ),∑
I∈A m

(Z0 f̂ I − (n+m− 1) f̂ I )T (S(Z∗I ))=
1
m

∑
J∈A m−1

i ĝJ ιξS(Z∗J ).
(7-10)

Now, we use the correspondence between symmetric tensors and homogeneous polynomials to facilitate
computations, as explained in Section 4A and in the proof of Lemma 6.8; that is, to S(Z∗I ), we associate the
polynomial x I on Rn . If ξ ∈ Rn is a fixed element and u ∈ Polm(Rn), we write ∂ξu = du.ξ ∈ Polm−1(Rn)

for the derivative of u in the direction of ξ and ξ∗u for the element 〈ξ, · 〉Rn u ∈ Polm+1(Rn). The trace
map T becomes −

(
1/(m(m− 1))

)
1x . We define û0 :=

∑
I∈A m f̂ I x I and û1 =

∑
J∈A m−1 ĝJ x J . The

elements f̂ I (z0, ξ) and ĝI (z0, ξ) belong to the space C∞(R+z0
;S ′(Rn

ξ )). We decompose them as

û0 =

bm/2c∑
j=0

|x |2 j û2 j
0 and û1 =

b(m−1)/2c∑
j=0

|x |2 j û2 j
1 (7-11)

for some û2 j
i ∈ Polm−i−2 j

0 (Rn) (harmonic in x , that is, trace-free).
Using the homogeneous polynomial description of u0, (7-8) becomes

(−(Z0)
2
+ nZ0+ z2

0|ξ |
2
+m− σ)û0+ 2i z0ξ

∗û1− |x |21x û0 = 0. (7-12)

First, if W is a harmonic homogeneous polynomial in x of degree j , one has 1x(ξ
∗W ) = −2∂ξW

and 12
x(ξ
∗W )= 0; thus one can write

ξ∗W =
(
ξ∗W −

∂ξW
n+ 2( j − 1)

|x |2
)
+

∂ξW
n+ 2( j − 1)

|x |2 (7-13)

for the decomposition (4-5) of ξ∗W . In particular, one can write the decomposition (4-5) of ξ∗û1 as

ξ∗û1 =

b(m−1)/2c∑
j=0

|x |2 j
(
ξ∗û2 j

1 −
∂ξ û

2 j
1

n+ 2(m− 2− 2 j)
|x |2+

∂ξ û
2( j−1)
1

n+ 2(m− 2 j)

)
.

We can write 1x û0 =
∑bm/2c

j=0 λ j |x |2 j−2û2 j
0 for λ j = −2 j (n + 2(m − j − 1)). Thus (7-12) gives,

for j ≤ bm/2c,

(−(Z0)
2
+ nZ0+ z2

0|ξ |
2
+m− σ − λ j )û

2 j
0 + 2i z0

(
ξ∗û2 j

1 −
|x |2∂ξ û

2 j
1

n+ 2(m− 2− 2 j)
+

∂ξ û
2( j−1)
1

n+ 2(m− 2 j)

)
= 0.

(7-14)
Notice that ιξ (S(Z∗I )) corresponds to the polynomial (z0/m) dx I .ξ = (z0/m) ∂ξ .x I if I ∈ A m . From
(7-10) we thus have, for cm := n+m− 1,

−i z0∂ξ û0 = (Z0− cm)û1,

−i z0∂ξ û1 = (Z0− cm)1x û0.
(7-15)
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Next, (7-9) implies

(−(Z0)
2
+ nZ0+ z2

0|ξ |
2
+ n+ 3(m− 1)− σ)û1− 2i z0∂ξ û0+ 2i z0ξ

∗1x û0− |x |21x û1 = 0.

Using (7-15), this can be rewritten as

(−(Z0)
2
+ (n+ 2)Z0+ z2

0|ξ |
2
− n+m− 1− σ)û1+ 2i z0ξ

∗1x û0− |x |21x û1 = 0. (7-16)

We can write 1x û1 =
∑[(m−1)/2]

j=0 λ′j |x |
2 j−2û2 j

1 for λ′j =−2 j (n+ 2(m− j − 2)). From (7-16), we get

(−(Z0)
2
+ (n+ 2)Z0+ z2

0|ξ |
2
− n+m− 1− σ − λ′j )û

2 j
1

+ 2i z0

(
λ j+1ξ

∗û2( j+1)
0 −

λ j+1∂ξ û
2( j+1)
0

n+ 2(m− 3− 2 j)
|x |2+

λ j∂ξ û
2 j
0

n+ 2(m− 1− 2 j)

)
= 0. (7-17)

We shall now partially uncouple the system of equations for û2 j
0 and û2 j

1 . Using (7-13) and applying
the decomposition (4-5), we have

∂ξ (|x |2 j û2 j
0 )= |x |

2 j∂ξ û
2 j
0

n+ 2(m− j − 1)
n+ 2(m− 2 j − 1)

+ 2 j |x |2 j−2
(
ξ∗û2 j

0 −
|x |2∂ξ û

2 j
0

n+ 2(m− 2 j − 1)

)
,

∂ξ (|x |2 j û2 j
1 )= |x |

2 j∂ξ û
2 j
1

n+ 2(m− j − 2)
n+ 2(m− 2 j − 2)

+ 2 j |x |2 j−2
(
ξ∗û2 j

1 −
|x |2∂ξ û

2 j
1

n+ 2(m− 2 j − 2)

)
,

and, from (7-15), this implies that, for j ≥ 0,

(Z0−cm)û
2 j
1 =−i z0

(
∂ξ û

2 j
0

n+ 2(m− j − 1)
n+ 2(m− 2 j − 1)

+2( j+1)
(
ξ∗û2( j+1)

0 −
|x |2∂ξ û

2( j+1)
0

n+ 2(m− 2 j − 3)

))
, (7-18)

and, for j > 0,

(Z0− cm)û
2 j
0 = i z0

(
∂ξ û

2( j−1)
1

2 j (n+ 2(m− 2 j))
+

1
n+ 2(m− j − 1)

(
ξ∗û2 j

1 −
|x |2∂ξ û

2 j
1

n+ 2(m− 2 j − 2)

))
. (7-19)

Combining with (7-14) and (7-17) we get, for j ≥ 0,

(−(Z0)
2
+ (n+ 4 j)Z0+ z2

0|ξ |
2
+m− σ − λ j − 4 jcm)û

2 j
0

+ 2i z0
n+ 2(m− 2 j − 1)
n+ 2(m− j − 1)

(
ξ∗û2 j

1 −
|x |2∂ξ û

2 j
1

n+ 2(m− 2− 2 j)

)
= 0, (7-20)

(−(Z0)
2
+ (n+ 2+ 4 j)Z0+ z2

0|ξ |
2
− n+m− 1− σ − λ′j − 4 jcm)û

2 j
1

+ 2i z0(λ j+1+ 4 j ( j + 1))
(
ξ∗û2( j+1)

0 −
|x |2∂ξ û

2( j+1)
0

n+ 2(m− 3− 2 j)

)
= 0, (7-21)(

−(Z0)
2
+

(
n+ 2−

λ j+1

j + 1

)
Z0+ z2

0|ξ |
2
− n+m− 1− σ +

λ j+1

j + 1
(cm − j)

)
û2 j

1

+ 2i z0
(n+ 2(m− j − 1))(n+ 2(m− 2 j − 2))

n+ 2(m− 2 j − 1)
∂ξ û

2 j
0 = 0, (7-22)
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and, for j > 0,(
−Z2

0+

(
n−

λ j

j

)
Z0+z2

0|ξ |
2
+m−σ+ λ j

j (cm− j)
)

û2 j
0 − i z0

2(m− 1− 2 j)+ n
j (n+ 2(m− 2 j))

∂ξ û
2( j−1)
1 = 0. (7-23)

To prove the lemma, we will show the following weak asymptotic expansion for i = 0, 1:

〈û2 j
i (z0, · ), ϕ̂〉 =

∑
`∈N0,

Re(−µ)+`<N−ε

zn/2−µ+2 j+i+`
0 〈w̃

2 j
i;−µ,`, ϕ〉

+

∑
`∈N0,

Re(µ)+`<N−ε

kµ,`∑
p=0

zn/2+µ+2 j+i+`
0 log(z0)

p
〈w̃

2 j
i;µ,`,p, ϕ〉+O(zn/2+2 j+i+N−ε

0 ), (7-24)

where w̃2 j
i;−µ,` and w̃2 j

i;µ;`,p are distributions in some Sobolev spaces in {|z|< 1} ⊂ Rn and, for µ /∈ 1
2 N0,

we have kµ,` = 0.
Define, for 0≤ r ≤ m and ϕ ∈ C∞0 (Rn) supported in {|z|< 1},

Fr (ϕ)(z0) :=

{
〈ûr

0(z0, · ), ϕ̂〉 if r is even,
〈ûr−1

1 (z0, · ), ϕ̂〉 if r is odd.

Since ûr−i
i is the Fourier transform in z of iterated traces of ui , Lemma 7.1 gives that the function

Fr (ϕ)(z0) satisfies, for all N ∈ N, ε > 0,

Fr (ϕ)(z0)=
∑

λ∈specb(1−σ)

Re(λ)>δ− 1
2

∑
`∈N0,

Re(λ)+`<N−ε

kr
λ,`∑

p=0

zλ+`0 log(z0)
p
〈wr

λ,`,p, ϕ〉+O(zN−ε
0 ) (7-25)

as z0→ 0 for some wr
λ,`,p in some Sobolev space on {|z|< 1}. We pair (7-20), (7-21) with ϕ̂, and it is

direct to see that we obtain a differential equation in z0 of the form

Pr (Z0)Fr (ϕ)(z0)=−z2
0 Fr (1ϕ)(z0)+ z0 Fr+1(Qrϕ)(z0) (7-26)

for Z0 = z0∂z0 ,

Pr (λ) := −λ2
+ (n+ 2r)λ− r(n+ r)− 1

4 n2
+µ2

=−
(
λ− 1

2 n− r
)2
+µ2,

and Qr some differential operator of order 1 with values in homomorphisms on the space of polynomials
in x . Here we denote Fm+1

= 0.
We now show the expansion (7-24) by induction on r = 2 j + i = m, m− 1, . . . , 0. By plugging the

expansion (7-25) in (7-26) and using

Pr (Z0)zλ0 log(z0)
p
= zλ0

(
Pr

0 (λ)(log z0)
p
+ p∂λPr

0 (λ)(log z0)
p−1
+O((log z0)

p−2)
)
, (7-27)

we see that if, for some p, zλ0(log z0)
p is featured in the asymptotic expansion of Fr (ϕ)(z0), then

either λ ∈ 1
2 n + r −µ+N0, or λ ∈ 1

2 n + r +µ+N0, or zλ−2
0 (log z0)

p is featured in the expansion of
Fr (1ϕ)(z0). Moreover, if p> 0 and λ /∈

{1
2 n+r±µ

}
, then either zλ0(log z0)

p′ is featured in Fr (ϕ)(z0) for
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some p′ > p, or zλ−2
0 (log z0)

p is featured in Fr (1ϕ)(z0), or zλ−1
0 (log z0)

p is featured in Fr+1(Qrϕ)(z0).
If p > 0 and λ= 1

2 n+ r ±µ, then (since µ 6= 0 and thus ∂λPr
0 (λ) 6= 0) either zλ0(log z0)

p′ is featured in
Fr (ϕ)(z0) for some p′ > p, or zλ−2

0 (log z0)
p−1 is featured in Fr (1ϕ)(z0), or zλ−1

0 (log z0)
p−1 is featured

in Fr+1(Qrϕ)(z0), however the latter two cases are only possible when λ = 1
2 n+ r +µ and µ ∈ 1

2 N0.
Together, these facts (applied to ϕ as well as its images under combinations of 1 and Qr ), imply that the
weak expansion of u2 j

i has the form (7-24).
The asymptotic expansions (7-7) now follow from (7-24), since ρ∂ρ = Z0 for our choice of ρ and,

for each r ∈ [0,m], by (6-7) and (7-11), we see that (identifying symmetric tensors with homogeneous
polynomials in (x0, x))

(ιZ0)
r u(x0, x)=

m∑
r ′=r

∑
s≥0

r ′+2s≤m

cm,r,r ′,s xr ′−r
0 |x |2su2br ′/2c+2s

r ′−2br ′/2c (x) (7-28)

for some constants cm,r,r ′,s ; for later use, we also note that cm,r,r,0 6= 0. �

7C. Surjectivity of the Poisson operator. In this section, we prove the surjectivity part of Theorem 6 in
Section 5B (together with the injectivity part established in Corollary 6.9, this finishes the proof of that
theorem). The remaining essential component of the proof is showing that, unless u ≡ 0, a certain term in
the asymptotic expansion of Lemma 7.3 is nonzero (in particular we will see that u cannot be vanishing
to infinite order on Sn in the weak sense). We start with:

Lemma 7.4. Take some u satisfying (7-6). Assume that, for all r ∈ [0,m], the coefficient wr
−µ,0 of the

weak expansion (7-7) is zero. (By Remark (ii) following Lemma 7.3, this condition is independent of the
choice of ρ.) Then u ≡ 0. If µ /∈ 1

2 N0, then we can replace wr
−µ,0 by wr

µ,0,0 in the assumption above.

Proof. We choose some ν ∈ Sn and transform Bn+1 to the half-space model as explained in the proof
of Lemma 7.3, and use the notation of that proof. Define the function f ∈ C∞(Bn+1) in the half-space
model as follows:

f =
{

z−m
0 u2m

0 if m is even,
z−m

0 u2m−1
1 if m is odd.

Here u2 j
0 and u2 j

1 are obtained by taking the inverse Fourier transforms of û2 j
0 and û2 j

1 . By (7-20) and
(7-21) (see also (7-26)) we have (

1Hn+1 −
1
4 n2
+µ2) f = 0. (7-29)

Denote by C∞temp(B
n+1) the set of smooth functions f in Bn+1 which are tempered in the sense that there

exists N ∈R such that ρN
0 f ∈ L2(Bn+1). Set λ :=−1

2 n+µ; it is proved in [van den Ban and Schlichtkrull
1987; Ōshima and Sekiguchi 1980] (see also [Grellier and Otal 2005] for a simpler presentation in the
case

∣∣Re(λ)+ 1
2 n
∣∣ < 1

2 n) that the Poisson operator acting on distributions on hyperbolic space is an
isomorphism

P−λ : D′(Sn)→ ker(1Hn+1 + λ(n+ λ))∩ C∞temp(B
n+1)
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for λ /∈−n−N0, and, if Re(λ)≥−1
2 n with λ 6=0, any element v∈C∞temp(B

n+1)with (1Hn+1+λ(n+λ))v=0
and v 6≡ 0 satisfies a weak expansion for any N ∈ N,

v =P−λ (v−µ,`)=

N∑
`=0

(
ρ

n/2−µ+`
0 v−µ,`+

kµ,`∑
p=1

ρ
n/2+µ+`
0 log(ρ0)

pvµ,`,p

)
+O(ρn/2−µ+N

0 )

with v−µ,0 6≡ 0; moreover, kµ,` = 0 if λ /∈ − 1
2 n+ 1

2 N0, and vµ,0,0 6= 0 for such λ (here v−µ,`, vµ,`,p are
distributions on Sn as before).5

Next, by (7-28), for some nonzero constant c we have

f = c(z−1
0 ιZ0)

mu = c〈u,⊗m∂z0〉.

A calculation using (3-5) shows that in the ball model, using the geodesic boundary defining function ρ0

from (3-34),
∂z0 =−

( 1
2(1− |y|

2)ν+ (1+ y · ν)y
)
∂y (7-30)

is a C∞(Bn+1)-linear combination of ∂ρ0 and a 0-vector field. It follows from the form of the expansion (7-7)
and the assumption of this lemma that the coefficient of ρn/2−µ

0 of the weak expansion of f is zero.
(If µ /∈ 1

2 N0, then we can also consider instead the coefficient of ρn/2+µ
0 .)

By (7-29) and the surjectivity of the scalar Poisson kernel discussed above, we now see that f ≡ 0.
Now, for each fixed y ∈ Bn+1 and each η ∈ TyBn+1, we can choose ν such that η is a multiple of (7-30)
at y; in fact, it suffices to take ν such that the geodesic ϕt(y, η) converges to −ν as t→+∞. Therefore,
for each y, η, we have 〈u,⊗mη〉 = 0 at y. Since u is a symmetric tensor, this implies u ≡ 0. �

We now relax the assumptions of Lemma 7.4 to only include the term with r = 0:

Lemma 7.5. Take some u satisfying (7-6). If n = 1 and m > 0, then we additionally assume that µ 6= 1
2 .

Assume that the coefficientw0
−µ,0 of the weak expansion (7-7) is zero. (By Remark (ii) following Lemma 7.3,

this condition is independent of the choice of ρ.) Then u ≡ 0. If µ /∈ 1
2 N0, then we can replace w0

−µ,0
by w0

µ,0,0 in our assumption.

Proof. Assume that w0
±µ,0 = 0; here we consider the case of w0

µ,0 := w
0
µ,0,0 only when µ /∈ 1

2 N0. By
Lemma 7.4, it suffices to prove that wr

±µ,0 = 0 for r = 0, . . . ,m. This is a local statement and we use the
half-plane model and the notation of the proof of Lemma 7.3. By (7-28), it then suffices to show that, if
w̃0

0;±µ,0 = 0 in the expansion (7-24), then w̃2 j
i;±µ,0 = 0 for all i , j .

We argue by induction on r = 2 j + i = 0, . . . ,m. Assume first that i = 0, j > 0, and w̃2( j−1)
1;±µ,0 = 0.

Then we plug (7-24) into (7-23) and consider the coefficient next to zn/2±µ+2 j
0 ; this gives w̃2 j

0;±µ,0 = 0 if,
for λ= 1

2 n±µ+ 2 j , the following constant is nonzero:

−λ2
+

(
n−

λ j

j

)
λ+m− σ +

λ j

j
(cm − j)= (n+ 2m− 2− 4 j)(±2µ− n− 2m+ 2+ 4 j). (7-31)

5The existence of the weak expansion with known coefficients for elements in the image of P−λ is directly related to the
special case m = 0 of Lemma 6.8 and the existence of a weak expansion for scalar eigenfunctions of the Laplacian follows from
the m = 0 case of Lemma 7.3. However, neither the surjectivity of the scalar Poisson operator nor the fact that eigenfunctions
have nontrivial terms in their weak expansions follows from these statements.
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We see immediately that (7-31) is nonzero unless m= 2 j . For the case m= 2 j , we can use (7-19) directly;
taking the coefficient next to zn/2±µ+m

0 , we get w̃2 j
0;±µ,0 = 0 as long as 1

2 n±µ+m 6= cm , or equivalently
±µ 6= 1

2 n− 1; the latter inequality is immediately true unless n = 1, and it is explicitly excluded by the
statement of the present lemma when n = 1.

Similarly, assume that i = 1, 0 ≤ 2 j < m, and w̃2 j
0;±µ,0 = 0. Then we plug (7-24) into (7-22) and

consider the coefficient next to zn/2±µ+2 j+1
0 ; this gives w̃2 j

1;±µ,0 = 0 if, for λ = 1
2 n ± µ+ 2 j + 1, the

following constant is nonzero:

−λ2
+

(
n+2−

λ j+1

j + 1

)
λ−n+m−1−σ+

λ j+1

j + 1
(cm− j)= (n+2m−4−4 j)(±2µ−n−2m+4+4 j).

(7-32)
We see immediately that (7-32) is nonzero unless m = 2 j+1. For the case m = 2 j+1, we can use (7-18)
directly; taking the coefficient next to zn/2±µ+m

0 , we get w̃2 j
1;±µ,0 = 0 as long as 1

2 n±µ+m 6= cm , which
we have already established is true. �

We finish the section by the following statement, which immediately implies the surjectivity part of
Theorem 6. Note that, for the lifts of elements of Eigm(−λ(n+ λ)+m), we can take any δ < 1

2 below.
The condition Re λ < 1

2 − δ for m > 0 follows from Lemma 6.1.

Corollary 7.6. Let u ∈ ρδL2(Bn+1
; E (m)) be a trace-free symmetric m-cotensor with ρ a geodesic

boundary defining function and δ ∈
(
−∞, 1

2

)
, where the measure is the Euclidean Lebesgue measure on

the ball. Assume that u is a nonzero divergence-free eigentensor for the Laplacian on hyperbolic space:

1u = (−λ(n+ λ)+m)u, ∇∗u = 0, (7-33)

with Re(λ) < 1
2 − δ and λ /∈ Rm , where Rm is as defined in (5-20). Then, u = P−λ (w) for some

w ∈ H Re(λ)+δ−1/2(Sn
;⊗

m
S T ∗Sn). Moreover, if γ ∗u = u for some γ ∈ G, then L∗γw = N−λ−m

γ w.

Proof. For the case Re(λ) ≥ −1
2 n we set µ = 1

2 n + λ and apply Lemma 7.3; the distribution w will
be given by C(λ)w−µ,0 for some constant C(λ) to be chosen, and this has the desired covariance with
respect to elements of G by using (7-5) from the remark after Lemma 7.1.

To see that u =P−λ (w) for a certain C(λ), it suffices to use the weak expansion in Lemma 6.8 and the
identity (7-3) from the remark following Lemma 7.1, to deduce that C(λ)B(λ)w−µ,0 appears as the leading
coefficient of the power ρ−λ0 in the expansion of u, where B(λ) is a nonzero constant times the factor
appearing in (6-27); here ρ0 is as defined in (3-34). (The factor B(λ) does not depend on the point ν ∈Sn

since the Poisson operator is equivariant under rotations of Bn+1.) Then, choosing C(λ) := B(λ)−1,
we observe that u and P−λ (w) both satisfy (7-33) and have the same asymptotic coefficient of ρ−λ0 in
their weak expansion (7-7); thus from Lemma 7.5 we have u =P−λ (w). Finally, for Re(λ) <−1

2 n with
λ /∈ − 1

2 n− 1
2 N0 we do the same thing but setting µ := − 1

2 n− λ in Lemma 7.3. �

Appendix A: Some technical calculations

A1. Asymptotic expansions for certain integrals. In this subsection, we prove the following version of
Hadamard regularization:
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Lemma A.1. Fix χ ∈ C∞0 (R) and define for Reα > 0, β ∈ C, and ε > 0,

Fαβ(ε) :=
∫
∞

0
tα−1(1+ t)−βχ(εt) dt.

If α−β 6∈ N0, then Fαβ(ε) has the following asymptotic expansion as ε→+0:

Fαβ(ε)=
0(α)0(β −α)

0(β)
χ(0)+

∑
0≤ j≤Re(α−β)

c jε
β−α+ j

+ o(1) (A-1)

for some constants c j depending on χ .

Proof. We use the following identity obtained by integrating by parts:

ε∂εFαβ(ε)=
∫
∞

0
tα(1+ t)−β∂t(χ(εt)) dt = (β −α)Fαβ(ε)−βFα,β+1(ε). (A-2)

By using the Taylor expansion of χ at zero, we also see that

χ(εt)= χ(0)+O(εt);

given the following formula, obtained by the change of variables s = (1+ t)−1 and using the beta function,∫
∞

0
tα−1(1+ t)−β dt =

0(α)0(β −α)

0(β)
if Reβ > Reα > 0,

we see that
Fαβ(ε)=

0(α)0(β −α)

0(β)
χ(0)+O(ε) if Re(β −α) > 1.

By applying this asymptotic expansion to Fα,β+M for a large integer M and iterating (A-2), we derive the
expansion (A-1). �

For the next result, we need the following two calculations (see Section 4A for some of the notation
used):

Lemma A.2. For each `≥ 0,∫
Sn−1

(⊗2`η) d S(η)=
2π (n−1)/20

(
`+ 1

2

)
0
(
`+ 1

2 n
) S(⊗` I ),

where I =
∑n

j=1 ∂ j ⊗ ∂ j .

Proof. Since both sides are symmetric tensors, it suffices to show that, for each x ∈ Rn ,∫
Sn−1

(x · η)2` d S(η)=
2π (n−1)/20

(
`+ 1

2

)
0
(
`+ 1

2 n
) |x |2`.

Without loss of generality (using homogeneity and rotational invariance), we may assume that x = ∂1.
Then, using polar coordinates and Fubini’s theorem, we have

1
20
(
`+ 1

2 n
) ∫

Sn−1
η2`

1 d S(η)=
∫

Rn
e−|η|

2
η2`

1 dη = π (n−1)/20
(
`+ 1

2

)
,

finishing the proof. �
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Lemma A.3. For each η ∈ Rn , define the linear map Cη : R
n
→ Rn by

Cη(η̃)= η̃−
2

1+ |η|2
(η̃ · η)η.

Then, for each A1, A2 ∈ ⊗
m
S Rn with T (A1)= T (A2)= 0, and each r ≥ 0, we have∫

Sn−1
〈(⊗mCrη)A1, A2〉 d S(η)= 2πn/2

m∑
`=0

m!

(m− `)!0
( 1

2 n+ `
)(− r2

1+ r2

)̀
〈A1, A2〉.

Proof. We have

Crη = Id−
2r2

1+ r2 η
∗
⊗ η,

where η∗ ∈ (Rn)∗ is the dual to η by the standard metric. Then∫
Sn−1
〈(⊗mCrη)A1, A2〉 d S(η)=

∫
Sn−1

〈
⊗

m
(

I −
2r2

1+ r2 η⊗ η

)
, σ (A1⊗ A2)

〉
d S(η),

where σ is the operator defined by

σ(η1⊗ · · ·⊗ ηm ⊗ η
′

1⊗ · · ·⊗ η
′

m)= η1⊗ η
′

1⊗ · · ·⊗ ηm ⊗ η
′

m .

We use Lemma A.2, a binomial expansion, and the fact that the A j are symmetric, to calculate∫
Sn−1

〈
⊗

m
(

I −
2r2

1+ r2 η⊗ η

)
, σ (A1⊗ A2)

〉
d S(η)

=

m∑
`=0

m!
`!(m− `)!

(
−

2r2

1+ r2

)̀ ∫
Sn−1
〈(⊗2`η)⊗ (⊗m−` I ), σ (A1⊗ A2)〉 d S(η)

=2π (n−1)/2
m∑
`=0

m!
`!(m− `)!

·
0
(
`+ 1

2

)
0
(
`+ 1

2 n
)(− 2r2

1+ r2

)̀
〈S(⊗` I )⊗(⊗m−` I ), σ (A1⊗A2)〉.

Since T (A1)= T (A2)= 0, we can compute

〈S(⊗` I )⊗ (⊗m−` I ), σ (A1⊗ A2)〉 =
2`(`!)2

(2`)!
〈A1, A2〉.

Here 2`(`!)2/(2`)! is the proportion of permutations τ of 2` elements that satisfy, for each j , that
τ(2 j − 1)+ τ(2 j) is odd. It remains to calculate

m∑
`=0

m!
`!(m− `)!

·
0
(
`+ 1

2

)
0
(
`+ 1

2 n
) · 2`(`!)2

(2`)!
t` =

m∑
`=0

√
πm!

(m− `)!0
(
`+ 1

2 n
)(1

2 t
)`
. �

We can now state the following asymptotic formula, used in the proof of Lemma 5.11:
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Lemma A.4. Let χ ∈C∞0 (R) be equal to 1 near 0, and take A1, A2∈⊗
m
S Rn satisfying T (A1)=T (A2)=0.

Then, for λ ∈ C, λ 6∈ −
( 1

2 n+N0
)
, we have, as ε→+0,∫

Rn
χ(ε|η|)(1+ |η|2)−λ−n

〈(⊗mCη)A1, A2〉 dη

= πn/2 0
( 1

2 n+ λ
)

(n+ λ+m− 1)0(n− 1+ λ)
〈A1, A2〉+

∑
0≤ j≤−Re λ−n/2

c jε
n+2λ+2 j

+ o(1)

for some constants c j .

Proof. We write, using the change of variables η =
√

tθ , θ ∈ Sn , and χ(s)= χ̃(s2), and by Lemma A.3,∫
Rn
χ(ε|η|)(1+ |η|2)−λ−n

〈(⊗mCη)A1, A2〉 dη

=
1
2

∫
∞

0
χ̃(ε2t)t

1
2 n−1(1+ t)−λ−n

∫
Sn−1
〈(⊗mC√tθ )A1, A2〉 d S(θ) dt

=πn/2
m∑
`=0

(−1)`m!

(m− `)!0
( 1

2 n+ `
)〈A1, A2〉

∫
∞

0
χ̃(ε2t)tn/2+`−1(1+t)−λ−n−` dt.

We now apply Lemma A.1 to get the required asymptotic expansion. The constant term in the expansion
is 〈A1, A2〉 times

πn/20
( 1

2 n+ λ
) m∑
`=0

(−1)`m!
(m− `)!0(n+ λ+ `)

= πn/2(−1)mm!0
( 1

2 n+ λ
) m∑
`=0

(−1)`

`!0(n+ λ+m− `)
. (A-3)

We now use the binomial expansion

(1− t)n+λ+m−1

0(n+ λ+m)
=

∞∑
`=0

(−1)`

`!0(n+ λ+m− `)
t`

and the sum in the last line of (A-3) is the tm coefficient of

(1− t)−1 (1− t)n+λ+m−1

0(n+ λ+m)
=
(1− t)n+λ+m−2

0(n+ λ+m)
=

1
n+ λ+m− 1

∞∑
j=0

(−1) j

j !0(n+ λ+m− j − 1)
t j
;

this finishes the proof. �

A2. The Jacobian of 9. Here we compute the Jacobian of the map 9 : E→ S2
1Hn+1 appearing in the

proof of Lemma 5.11, proving (5-31). By the G-equivariance of 9, we may assume that x = ∂0, ξ = ∂1,
η =
√

s ∂2 for some s ≥ 0. We then consider the following volume 1 basis of T(x,ξ,η)E :

X1 = (∂1, ∂0, 0), X2 = (∂2, 0,
√

s ∂0), X3 = (0, ∂2,−
√

s ∂1), X4 = (0, 0, ∂2);

∂x j , ∂ξ j , ∂η j , 3≤ j ≤ n+ 1.
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We have 9(x, ξ, η)= (y, η−, η+), where

y = (
√

s+ 1, 0,
√

s, 0, . . . , 0), η± =

(
∓

s
√

s+ 1
,

1
√

s+ 1
,∓
√

s, 0, . . . , 0
)
.

Then we can consider the following volume 1 basis for T(y,η−,η+)S
2
1Hn+1:

Y1 =

(
∂1,

y
√

s+ 1
,

y
√

s+ 1

)
, Y2 =

(
√

s ∂0+
√

s+ 1∂2,

√
s

√
s+ 1

y,−
√

s
√

s+ 1
y
)
,

Y3 =
(0,
√

s ∂0−
√

s ∂1+
√

s+ 1∂2, 0)
√

s+ 1
, Y4 =

(0, 0,
√

s ∂0+
√

s ∂1+
√

s+ 1∂2)
√

s+ 1
;

∂y j , ∂ν− j , ∂ν+ j , 3≤ j ≤ n+ 1.

Then the differential d9(x, ξ, η) maps

X1 7→
√

s+ 1Y1−
√

s Y3−
√

s Y4,

X2 7→ Y2,

X3 7→ −
√

s Y1+
√

s+ 1Y3+
√

s+ 1Y4,

X4 7→
1

√
s+ 1

Y2+
1

s+ 1
Y3−

1
s+ 1

Y4.

Moreover, for 3≤ j ≤ n+1, d9(x, ξ, η) maps linear combinations of ∂x j , ∂ξ j , ∂η j to linear combinations
of ∂y j , ∂ν− j , ∂ν+ j by the matrix A(s). The identity (5-31) now follows by a direct calculation.

A3. An identity for harmonic polynomials. We give a technical lemma which is used in the proof of
Lemma 6.8 (injectivity of the Poisson kernel).

Lemma A.5. Let P be a harmonic homogeneous polynomial of order m in Rn; then, for r ≤ m, we have
for all x ∈ Rn that

1r
ζ P(x − ζ 〈ζ, x〉)|ζ=0 = 2r m!r !

(m− r)!
P(x).

Proof. By homogeneity, it suffices to choose |x | = 1. We set t =〈ζ, x〉 and u= ζ− t x , and P(x−ζ 〈ζ, x〉),
viewed in the (t, u) coordinates, is the homogeneous polynomial (t, u) 7→ P((1− t2)x − tu). Now, we
write, for all u ∈ (Rx)⊥ and t > 0,

P(t x − u)=
m∑

j=0

tm− j Pj (u),

where Pj is a homogeneous polynomial of degree j in u ∈ (Rx)⊥, and, since the Laplacian 1ζ written in
the t , u coordinates is −∂2

t +1u , the condition 1x P = 0 can be rewritten

1u Pj (u)= (m− j + 2)(m− j + 1)Pj−2(u), 1u P1(u)=1u P0 = 0,

which gives, for all j and `≥ 1,

1`u P2`(u)= m(m− 1) · · · (m− 2`+ 1)P0, 1 j P2`−1(u)|u=0 = 0.
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We write 1r
ζ =

∑r
k=0(r !/(k!(r − k)!))(−1)k∂2k

t 1
r−k
u and, using parity and homogeneity considerations,

we have

1r
ζ P(x − ζ 〈ζ, x〉)|ζ=0 =

r∑
k=0

(−1)kr !
k!(r − k)!

∑
2 j≤m

[∂2k
t ((1− t2)m−2 j t2 j )1r−k

u P2 j (u)]|(t,u)=0

=

∑
max(0,r−m/2)≤k≤r

(−1)kr !
k!(r − k)!

(
∂2k

t ((1− t2)m−2(r−k)t2(r−k))
)∣∣

t=01
r−k
u P2(r−k)

= P0 ·
m!r !

(m− r)!

∑
r/2≤k≤r

(−1)k+r (2k)!
k!(r − k)!(2k− r)!

= 2r m!r !
(m− r)!

P0

and P0 is the constant given by P(x). Here we used the identity

∑
r/2≤k≤r

(−1)k+r (2k)!
k!(r − k)!(2k− r)!

=

∑
0≤k≤r/2

(−1)k
r !

k!(r − k)!
·
(2r − 2k)!
r !(r − 2k)!

= 2r ,

which holds because both sides are equal to the tr coefficient of the product

(1− t2)r · (1− t)−1−r
=
(1+ t)r

1− t
:

since

(1− t)−1−r
=

1
r !

dr
t (1− t)−1

=

∞∑
j=0

( j + r)!
j !r !

t j ,

the tr coefficient of (1+ t)r/(1− t) equals the sum of the t0, t1, . . . , tr coefficients of (1+ t)r , or simply
(1+ 1)r = 2r . �

Appendix B: The special case of dimension 2

We explain how the argument of Section 2A fits into the framework of Sections 3 and 4. In dimension 2
it is more standard to use the upper half-plane model

H2
:= {w ∈ C | Imw > 0},

which is related to the half-space model of Section 3A by the formula w =−z1+ i z0.
The group of all isometries of H2 is PSL(2;R), the quotient of SL(2;R) by the group generated by

the matrix − Id, and the action of PSL(2;R) on H2 is by Möbius transformations:(
a b
c d

)
.z =

az+ b
cz+ d

, z ∈ H2
⊂ C.
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Under the identifications (3-2) and (3-5), this action corresponds to the action of PSO(1, 2) on H2
⊂ R1,2

by the group isomorphism PSL(2;R)→ PSO(1, 2) defined by

(
a b
c d

)
7→


1
2(a

2
+ b2
+ c2
+ d2) 1

2(a
2
− b2
+ c2
− d2) −ab− cd

1
2(a

2
+ b2
− c2
− d2) 1

2(a
2
− b2
− c2
+ d2) cd − ab

−ac− bd bd − ac ad + bc

 . (B-1)

The induced Lie algebra isomorphism maps the vector fields X , U−, U+ of (2-1) to the fields X , U−1 , U+1
of (3-6), (3-7).

The horocyclic operators U± : D′(SH2)→ D′(SH2
; E∗) of Section 4B (and analogously horocyclic

operators of higher orders) then take the form

U±u = (U±u)η∗,

where η∗ is the dual to the section η ∈ C∞(SH2
; E) defined as follows: for (x, ξ) ∈ SH2, η(x, ξ) is

the unique vector in Tx H2 such that (ξ, η) is a positively oriented orthonormal frame. Note also that
η(x, ξ)=±A±(x, ξ)·ζ(B±(x, ξ)), where A±(x, ξ) is as defined in Section 3F and ζ(ν)∈TνS1, ν ∈S1, is
the result of rotating ν counterclockwise by 1

2π ; therefore, if we use η and ζ to trivialize the relevant vector
bundles, then the operators Q± of (4-26) are simply the pullback operators by B±, up to multiplication
by ±1.

Appendix C: Eigenvalue asymptotics for symmetric tensors

C1. Weyl law. In this section, we prove the following asymptotic of the counting function for trace-free,
divergence-free tensors (see Sections 4A and 6A for the notation):

Proposition C.1. If (M, g) is a compact Riemannian manifold of dimension n+ 1 and constant sectional
curvature −1, and if

Eigm(σ )= {u ∈ C∞(M;⊗m
S T ∗M) |1u = σu, ∇∗u = 0, T (u)= 0},

then the following Weyl law holds as R→∞:∑
σ≤R2

dim Eigm(σ )= c0(n)(c1(n,m)− c1(n,m− 2))Vol(M)Rn+1
+O(Rn),

where c0(n)=
(
(2
√
π)−n−1/0

( 1
2(n+ 3)

))
and c1(n,m)= (m+ n− 1)!/(m!(n− 1)!) is the dimension of

the space of homogeneous polynomials of order m in n variables. (We put c1(n,m) := 0 for m < 0.)

Remark. The constant c2(n,m) := c1(n,m)− c1(n,m− 2) is the dimension of the space of harmonic
homogeneous polynomials of order m in n variables. We have

c2(n, 0)= 1, c2(n, 1)= n.

For m ≥ 2, we have c2(n,m) > 0 if and only if n > 1.

The proof of Proposition C.1 uses the following two technical lemmas:
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Lemma C.2. Take u ∈ D′(M;⊗m
S T ∗M). Then, denoting D = S ◦∇ as in Section 6A,

[1,∇∗]u = (2− 2m− n)∇∗u− 2(m− 1)D(T (u)), (C-1)

[1, D]u = (2m+ n)Du+ 2mS(g⊗∇∗u). (C-2)

Proof. We have
1∇∗u = T 2(∇3u), ∇∗1u = T 2(τ1↔3∇

3u),

where τ j↔kv denotes the result of swapping the j-th and k-th indices in a cotensor v. We have

Id−τ1↔3 = (Id−τ1↔2)+ τ1↔2(Id−τ2↔3)+ τ1↔2τ2↔3(Id−τ1↔2);

therefore (using that T τ1↔2 = T )

[1,∇∗]u = T 2(∇(Id−τ1↔2)∇
2u+ τ2↔3(Id−τ1↔2)∇

3u).

Since M has sectional curvature −1, we have, for any cotensor v of rank m,

(Id−τ1↔2)∇
2v =

m∑
`=1

(τ1↔`+2− τ2↔`+2)(g⊗ v).

Then we compute (using that T (τ2↔3τ1↔3)= T (τ2↔3))

[1,∇∗]u = T 2
(
τ2↔3− Id+

m∑
`=1

((τ2↔`+3− τ3↔`+3)τ1↔3+ τ2↔3(τ1↔`+3− τ2↔`+3))

)
(g⊗∇u).

Now,

T 2(g⊗∇u)= T 2(τ2↔4τ1↔3(g⊗∇u))= T 2(τ2↔3τ1↔4(g⊗∇u))=−(n+ 1)∇∗u,

T 2(τ2↔3(g⊗∇u))= T 2(τ3↔4τ1↔3(g⊗∇u))= T 2(τ2↔3τ2↔4(g⊗∇u))=−∇∗u,

and, since u is symmetric, for 1< `≤ m,

T 2(τ2↔`+3τ1↔3(g⊗∇u))= T 2(τ2↔3τ1↔`+3(g⊗∇u))=−∇∗u,

T 2(τ3↔`+3τ1↔3(g⊗∇u))= T 2(τ2↔3τ2↔`+3(g⊗∇u))= τ1↔`−1∇(T (u)).
We then compute

[1,∇∗]u = (2− 2m− n)∇∗u− 2
m−1∑
`=1

τ1↔`∇(T (u)),

finishing the proof of (C-1). The identity (C-2) follows from (C-1) by taking the adjoint on the space of
symmetric tensors. �

Lemma C.3. Denote by π̃m : ⊗
m
S T ∗M →⊗m

S T ∗M the orthogonal projection onto the space ker T of
trace-free tensors. Then, for each m, the space

Fm
:= {v ∈ C∞(M;⊗m

S T ∗M) | T (v)= 0, π̃m+1(Dv)= 0} (C-3)

is finite-dimensional.



996 SEMYON DYATLOV, FRÉDÉRIC FAURE AND COLIN GUILLARMOU

Proof. The space Fm is contained in the kernel of the operator

Pm := ∇
∗π̃m+1 D

acting on trace-free sections of ⊗m
S T ∗M . By [Dairbekov and Sharafutdinov 2010, Lemma 5.2], the

operator Pm is elliptic; therefore, its kernel is finite-dimensional. �

We now prove Proposition C.1. For each m ≥ 0 and s ∈ R, denote

W m(σ ) := {u ∈ D′(M;⊗m
S T ∗M) |1u = σu, T (u)= 0}.

The operator1 acting on trace-free symmetric tensors is elliptic and, in fact, its principal symbol coincides
with that of the scalar Laplacian: p(x, ξ)= |ξ |2g. It follows that the W m(σ ) are finite-dimensional and
consist of smooth sections. By the general argument of [Hörmander 1994, Section 17.5] (see also
[Dimassi and Sjöstrand 1999, Theorem 10.1; Zworski 2012, Theorem 6.8] — all of these arguments adapt
straightforwardly to the case of operators with diagonal principal symbols acting on vector bundles), we
have the following Weyl law:∑

σ≤R2

dim W m(σ )= c0(n)(c1(n+ 1,m)− c1(n+ 1,m− 2))Vol(M)Rn+1
+O(Rn); (C-4)

here c1(n+ 1,m)− c1(n+ 1,m + 2) is the dimension of the vector bundle on which we consider the
operator 1.

By (C-1), for m ≥ 1 the divergence operator acts as

∇
∗
:W m(σ )→W m−1(σ + 2− 2m− n). (C-5)

This operator is surjective except at finitely many points σ :

Lemma C.4. Let C1 = dim Fm−1, where Fm−1 is as defined in (C-3). Then the number of values σ such
that (C-5) is not surjective does not exceed C1.

Proof. Assume that (C-5) is not surjective for some σ . Then there exists nonzero v∈W m−1(σ+2−2m−n)
which is orthogonal to∇∗(W m(σ )). Since the spaces W m−1(σ ) are mutually orthogonal, we see from (C-5)
that v is also orthogonal to ∇∗(W m(σ )) for all σ 6= σ . It follows that, for each σ and each u ∈W m(σ ),
we have 〈Dv, u〉L2 = 0. Since

⊕
σ W m(σ ) is dense in the space of trace-free tensors, we see that, for each

u ∈ C∞(M;⊗m
S T ∗M) with T (u) = 0, we have 〈Dv, u〉L2 = 0, which implies v ∈ Fm−1. It remains to

note that Fm−1 can have a nontrivial intersection with at most C1 of the spaces W m−1(σ+2−2m−n). �

Since Eigm(σ ) is the kernel of (C-5), we have

dim Eigm(σ )≥ dim W m(σ )− dim W m−1(σ + 2− 2m− n),
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and this inequality is an equality if (C-5) is surjective. We then see that, for some constant C2 independent
of R,∑
σ≤R2

dim W m(σ )−
∑

σ≤R2+2−2m−n

dim W m−1(σ )≤
∑
σ≤R2

dim Eigm(σ )

≤ C2+
∑
σ≤R2

dim W m(σ )−
∑

σ≤R2+2−2m−n

dim W m−1(σ ),

and Proposition C.1 now follows from (C-4) and the identity c1(n+ 1,m)− c1(n+ 1,m− 1)= c1(n,m).

C2. The case m = 1. In this section, we describe the space Eig1(σ ) in terms of Hodge theory; see, for
instance, [Petersen 2006, Section 7.2] for the notation used. Note that symmetric cotensors of order 1
are exactly differential 1-forms on M . Since the operator ∇ : C∞(M)→ C∞(M; T ∗M) is equal to the
operator d on 0-forms, we have

Eig1(σ )= {u ∈�1(M) |1u = σu, δu = 0}.

Here 1=∇∗∇; using that M has sectional curvature −1, we write 1 in terms of the Hodge Laplacian
1� := dδ+ δd on 1-forms using the following Weitzenböck formula [Petersen 2006, Corollary 7.21]:

1u = (1�+ n)u, u ∈�1(M).

We then see that

Eig1(σ )= {u ∈�1(M) |1�u = (σ − n)u, δu = 0}. (C-6)

Finally, let us consider the case n = 1. The Hodge star operator acts from �1(M) to itself, and we see
that, for σ 6= 1,

Eig1(σ )= {∗u | u ∈�1(M), 1�u = (σ − 1)u, du = 0}

= {∗(d f ) | f ∈ C∞(M), 1 f = (σ − 1) f }. (C-7)

Note that ∗(d f ) can be viewed as the Hamiltonian field of f with respect to the naturally induced
symplectic form (that is, volume form) on M .
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[Ōshima and Sekiguchi 1980] T. Ōshima and J. Sekiguchi, “Eigenspaces of invariant differential operators on an affine symmetric
space”, Invent. Math. 57:1 (1980), 1–81. MR 81k:43014 Zbl 0434.58020

[Otal 1998] J.-P. Otal, “Sur les fonctions propres du laplacien du disque hyperbolique”, C. R. Acad. Sci. Paris Sér. I Math. 327:2
(1998), 161–166. MR 99e:35161 Zbl 0919.31005

[Petersen 2006] P. Petersen, Riemannian geometry, 2nd ed., Graduate Texts in Mathematics 171, Springer, New York, 2006.
MR 2007a:53001 Zbl 1220.53002

[Pollicott 1986] M. Pollicott, “Meromorphic extensions of generalised zeta functions”, Invent. Math. 85:1 (1986), 147–164.
MR 87k:58218 Zbl 0604.58042

[Pollicott 1989] M. Pollicott, “Distributions at infinity for Riemann surfaces”, pp. 91–100 in Dynamical systems and ergodic
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PAVING OVER ARBITRARY MASAS IN VON NEUMANN ALGEBRAS

SORIN POPA AND STEFAAN VAES

We consider a paving property for a maximal abelian ∗-subalgebra (MASA) A in a von Neumann
algebra M , that we call so-paving, involving approximation in the so-topology, rather than in norm (as in
classical Kadison–Singer paving). If A is the range of a normal conditional expectation, then so-paving
is equivalent to norm paving in the ultrapower inclusion Aω ⊂ Mω. We conjecture that any MASA in
any von Neumann algebra satisfies so-paving. We use work of Marcus, Spielman and Srivastava to check
this for all MASAs in B(`2N), all Cartan subalgebras in amenable von Neumann algebras and in group
measure space II1 factors arising from profinite actions. By earlier work of Popa, the conjecture also
holds true for singular MASAs in II1 factors, and we obtain here an improved paving size Cε−2, which
we show to be sharp.

1. Introduction

A famous problem of R. V. Kadison and I. M. Singer [1959] asked whether the diagonal MASA (maximal
abelian ∗-subalgebra) D in the algebra B(`2N) of all linear bounded operators on the Hilbert space `2N

satisfies the paving property, requiring that, for any x ∈B(`2N) with 0 on the diagonal and any ε > 0,
there exists a partition of 1 with projections p1, . . . , pn ∈ D such that

∥∥∑
i pi xpi

∥∥≤ ε‖x‖.
In striking work, A. Marcus, D. Spielman and N. Srivastava [Marcus et al. 2015] have settled this

question in the affirmative, while also obtaining an estimate for the minimal number of projections
necessary for such ε paving, n(x, ε)≤ 124ε−4 for all x = x∗ ∈B(`2N).

On the other hand, in [Popa 2014] the paving property for D⊂B(`2N) has been shown to be equivalent
to the paving property for the ultrapower inclusion Dω

⊂ Rω, where R is the hyperfinite II1 factor,
D is its Cartan subalgebra and ω is a free ultrafilter on N. (Recall from [Dixmier 1954; Feldman
and Moore 1977] that a subalgebra A in a von Neumann algebra M is a Cartan subalgebra if it is
a MASA, there exists a normal conditional expectation of M onto A, and the normalizer of A in M ,
NM(A)= {u ∈U(M) | u Au∗ = A}, generates M .) It was also shown in [Popa 2014] that if A is a singular
MASA in R, or, more generally, in an arbitrary II1 factor M , then Aω ⊂ Mω has the paving property,
with corresponding paving size majorized by Cε−3. (Recall from [Dixmier 1954] that a MASA A ⊂ M
is singular in M if its normalizer is trivial, that is, NM(A)⊂ A.)

Inspired by these results, we consider in this paper a new, weaker paving property for an arbi-
trary MASA A in a von Neumann algebra M that we call so-paving, which requires that, for any

Popa is supported in part by NSF Grant DMS-1401718. Vaes is supported by ERC Consolidator Grant 614195 from the European
Research Council under the European Union’s Seventh Framework Programme.
MSC2010: primary 46L10; secondary 46A22, 46L30.
Keywords: Kadison–Singer problem, paving, von Neumann algebra, maximal abelian subalgebra.
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x ∈ Msa = {x ∈ M | x = x∗} and ε > 0, there exists n such that x can be (ε, n) so-paved, that is, for any
so-neighborhood V of 0 there exists a partition of 1 with projections p1, . . . , pn in A and an element a ∈ A
satisfying ‖a‖ ≤ ‖x‖ and

∥∥q
(∑

i pi xpi − a
)
q
∥∥≤ ε‖x‖ for some projection q ∈ M with 1− q ∈ V (see

Section 2). We prove that, if there exists a normal conditional expectation from M onto A, then so-paving
is equivalent to the property that, for any x ∈Msa and ε > 0, there exists n such that x can be approximated
in the so-topology with elements that can be (ε, n) norm paved (see Theorem 2.7). If in addition A is count-
ably decomposable, then so-paving with uniform bound on the number n necessary to (ε, n) so-pave any
x ∈Msa is equivalent to the ultrapower inclusion Aω ⊂Mω satisfying norm paving (with Mω as defined in
[Ocneanu 1985]). In particular, this shows that so-paving amounts to norm paving in the case D⊂B(`2N).

We conjecture that any MASA in any von Neumann algebra satisfies the so-paving property (see
Conjecture 2.8). We use [Marcus et al. 2015] to check this conjecture for all MASAs in B(`2N) (i.e.,
for the remaining case of the diffuse MASA L∞([0, 1])⊂B

(
L2([0, 1])

)
; see Section 3), for all Cartan

subalgebras in amenable von Neumann algebras, as well as for any Cartan subalgebra in a group measure
space II1 factor arising from a free ergodic measure-preserving profinite action (see Section 4). At the
same time, we prove that, for a von Neumann algebra M with separable predual, norm paving over a
MASA A ⊂ M occurs if and only if M is of type I and there exists a normal conditional expectation of
M onto A (see Theorem 3.3).

For singular MASAs A ⊂ M , where the conjecture already follows from results in [Popa 2014], we
improve upon the paving size obtained there, by showing that any finite number of elements in Mω can
be simultaneously ε paved over Aω with n < 1+ 16ε−2 projections (see Theorem 5.1). Moreover, this
estimate is sharp: given any MASA in a finite factor, A ⊂ M , and any ε > 0, there exists x ∈ Msa with
zero expectation onto A such that, if

∥∥∑n
i=1 pi xpi

∥∥≤ ε‖x‖ for some partition of 1 with projections in A,
then n must be at least ε−2 (see Proposition 5.4). We include a discussion on the multipaving size for
D⊂B(`2N) and, more generally, for Cartan subalgebras (see Remark 5.2).

2. A paving conjecture for MASAs

We will consider several paving properties for a MASA A in a von Neumann algebra M . For conve-
nience we first recall the initial Kadison–Singer paving property [1959], for which we use the following
terminology.

Definition 2.1. We say an element x ∈M is (ε, n) pavable over A if there exist projections p1, . . . , pn ∈ A
and a ∈ A such that ‖a‖≤‖x‖,

∑n
i=1 pi =1 and

∥∥∑n
i=1 pi xpi−a

∥∥≤ ε‖x‖. We denote by n(A⊂M; x, ε)
(or just n(x, ε), if no confusion is possible), the smallest such n. Also, we say that x is pavable (over A)
if, for every ε > 0, there exists an n such that x is (ε, n) pavable. We say that A ⊂ M has the paving
property if any x ∈ M is pavable. We will sometimes use the terminology norm pavable/paving instead
of just pavable/paving, when we need to underline the difference with other paving properties.

It is not really crucial to impose ‖a‖ ≤ ‖x‖. Indeed, without that assumption, the element a ∈ A in
an (ε, n) norm paving of x satisfies ‖a‖ ≤ (1+ ε)‖x‖, so that, replacing a by a′ = (1+ ε)−1a, we have
‖a′‖ ≤ ‖x‖ and

∥∥∑
i pi xpi − a′

∥∥≤ 2ε‖x‖.



PAVING OVER ARBITRARY MASAS IN VON NEUMANN ALGEBRAS 1003

Also note that, if there exists a normal conditional expectation E of M onto A, then the element a ∈ A
in an (ε, n) norm paving of x satisfies ‖E(x)− a‖ ≤ ε‖x‖, so that

∥∥∑
i pi xpi − E(x)

∥∥≤ 2ε‖x‖. In the
presence of a normal conditional expectation, one often defines (ε, n) norm pavability by requiring the
partition p1, . . . , pn ∈ A to satisfy

∥∥∑
i pi xpi − E(x)

∥∥≤ ε‖x‖.
Finally note that, if y1, y2 ∈ Msa are (ε, n) pavable, then y1+ iy2 is (2ε, n2) pavable. Thus, in order to

obtain the paving property for A ⊂ M , it is sufficient to check pavability of self-adjoint elements in M .
We next define two weaker notions of paving, involving approximation in the so-topology rather than

in norm.

Definition 2.2. An element x ∈ M is (ε, n) so-pavable over A if, for every strong neighborhood V

of 0 in M , there exist projections p1, . . . , pn ∈ A, an element a ∈ A and a projection q ∈ M such that
‖a‖≤ ‖x‖,

∑n
i=1 pi = 1,

∥∥q
(∑

i pi xpi−a
)
q
∥∥≤ ε‖x‖ and 1−q ∈V. We denote by ns(x, ε) the smallest

such n. An element x ∈ M is so-pavable over A if, for any ε > 0, there exists n such that x is (ε, n)
so-pavable. We say that A ⊂ M has the so-paving property if any x ∈ Msa is so-pavable.

It is easy to see that, if M is a finite von Neumann algebra with a faithful normal trace τ and x ∈ Msa,
then x is (ε, n) so-pavable if and only if, given any δ > 0, there exist a partition of 1 with projections
p1, . . . , pn ∈ A and a ∈ Asa, ‖a‖≤‖x‖, such that the spectral projection q of

∑
i pi xpi−a corresponding

to [−ε‖x‖, ε‖x‖] satisfies τ(1− q) ≤ δ. As pointed out in [Popa 2014, Remark 2.4.1◦], if ω is a free
ultrafilter on N, then x ∈ Msa has this latter property if and only if, when viewed as an element in Mω, it
is pavable over the ultrapower MASA Aω of Mω.

Definition 2.3. An element x ∈ M is (ε, n; κ) app-pavable over A if it can be approximated in the
so-topology by a net of (ε, n) pavable elements in M bounded in norm by κ‖x‖. An element x ∈ M
is app-pavable over A if there exists κ0 such that, for any ε > 0, there exists n such that x is (ε, n; κ0)

app-pavable. We say that A ⊂ M has the app-paving property if any x ∈ Msa is app-pavable.

Obviously, norm paving implies so- and app-paving, with n(x, ε)≥ ns(x, ε) for all x . The next result
shows that, if a MASA is the range of a normal conditional expectation, then so- and app-pavability are
in fact equivalent.

Proposition 2.4. Let M be a von Neumann algebra and A ⊂ M a MASA with the property that there
exists a normal conditional expectation E : M→ A. Let x ∈ Msa, n ∈ N, ε > 0.

(1) If x is (ε, n; κ) app-pavable for some κ ≥ 1, then x is (2κε′, n) so-pavable for any ε′ > ε.

(2) If x is (ε, n) so-pavable, then x is (ε′, n; 3) app-pavable for any ε′ > ε.

Proof. (1) Let x j ∈ Msa with ‖x j‖ ≤ κ‖x‖ for all j be such that x j is (ε, n) pavable for all j and
x j converges to x in the so-topology. Fix ε′ > ε. We prove that x is (2κε′, n) so-pavable, i.e., that, given
any so-neighborhood V of 0, there exist a partition of 1 with projections p1, . . . , pn ∈ A, an element
a ∈ A and q ∈ P(M) such that 1− q ∈ V and

∥∥q
(∑

i pi xpi − a
)
q
∥∥≤ 2κε′‖x‖.

Note that, if necessary by changing the multiplicity of the representation of M on the Hilbert space H,
we may assume that the given neighborhood V is of the form V= {x ∈ Msa | ‖xξ‖ ≤ α} for some unit
vector ξ ∈H and α > 0.
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For every j , choose a partition of 1 by projections p j,1, . . . , p j,n ∈ A and an element a j ∈ A such that∥∥∥∥ n∑
i=1

p j,i x j p j,i − a j

∥∥∥∥≤ ε‖x j‖ ≤ κε‖x‖.

Applying the conditional expectation E , it also follows that ‖E(x j )− a j‖ ≤ κε‖x‖. Therefore,∥∥∥∥ n∑
i=1

p j,i (x j − E(x j ))p j,i

∥∥∥∥≤ 2κε‖x‖.

Define the self-adjoint elements

T j =

n∑
i=1

p j,i (x − E(x))p j,i and S j =

n∑
i=1

p j,i (x j − E(x j ))p j,i .

Let δ = 2(ε′− ε)κ‖x‖. Recall that the normal conditional expectation E is automatically faithful because
its support is a projection in A′ ∩ M = A and thus equal to 1. So, we can apply Lemma 2.5 and,
since x j → x strongly, we get that T j − S j → 0 strongly. Thus, there exists j large enough such that
‖(T j − S j )ξ‖< αδ.

We claim that, if we denote by q the spectral projection of |T j− S j | corresponding to the interval [0, δ],
then ‖(1−q)ξ‖<α, and so 1−q ∈V. Indeed, if not, then ‖(1−q)ξ‖≥α and thus ‖|T j−S j |(1−q)ξ‖≥αδ,
implying that

‖(T j − S j )ξ‖ ≥ ‖|T j − S j |(1− q)ξ‖ ≥ αδ > ‖(T j − S j )ξ‖,

a contradiction.
On the other hand, a = E(x) satisfies ‖a‖ ≤ ‖x‖ and we also have the estimates∥∥∥∥q
( n∑

i=1

p j,i (x − E(x))p j,i

)
q
∥∥∥∥= ‖qT j q‖ ≤ ‖q(T j − S j )q‖+‖q S j q‖ ≤ δ+ 2κε‖x‖ = 2κε′‖x‖.

This finishes the proof of (1).

(2) Note that if ε′ ≥ 2 then there is nothing to prove. So, without any loss of generality, we may assume
0<ε < ε′< 2. Let α= 1−(ε′−ε)/2 and γ = 1−(αε′−ε)/6. Note that ε′< 2 implies αε′>ε, so γ < 1.
We clearly also have γ > α.

Let x ∈ Msa be (ε, n) so-pavable. Fix an open so-neighborhood W of 0 in M . We construct an (ε′, n)
pavable element y ∈ Msa with ‖y‖ ≤ 3‖x‖ and x − y ∈W. We may assume that x 6= 0.

By the lower semicontinuity of the norm with respect to the so-topology, it follows that the set

W1 =W∩ {h ∈ M | ‖x − h‖> γ ‖x‖}

is an open so-neighborhood of 0 in M . Choose an open so-neighborhood W0 of 0 such that W0+W0⊂W1.
Using Lemma 2.5 below to realize the second point, we can fix an so-neighborhood V1 of 0 such that,

for every projection q ∈ M with 1− q ∈ V1, we have that:
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• x − qxq ∈W0;

• qaq − a ∈W0 for all a ∈ A with ‖a‖ ≤ ‖x‖.

Again using Lemma 2.5 below, we can fix an so-neighborhood V0⊂V1 of 0 such that, for every projection
q ∈ M with 1− q ∈ V0, we have the following property:

• For any partition of 1 with projections p1, . . . , pn ∈ A, the spectral projection q ′ of
∑

i pi qpi

corresponding to the interval (1− ((αε′− ε)/(6n2))2, 1] satisfies 1− q ′ ∈ V1.

Since x is (ε, n) so-pavable, we can choose projections p1, . . . , pn ∈ A, an element a ∈ A and a projection
q ∈ M such that ‖a‖ ≤ ‖x‖,

∑n
i=1 pi = 1,

∥∥q
(∑

i pi xpi − a
)
q
∥∥≤ ε‖x‖ and 1− q ∈ V0.

Let ei be the spectral projection of pi qpi corresponding to the interval (1− ((αε′ − ε)/(6n2))2, 1]
for each i , and let q ′ =

∑
i ei . By the last of the above properties, we have 1 − q ′ ∈ V1. Define

y = q ′(x−a)q ′+a and note that ‖y‖ ≤ ‖x−a‖+‖a‖ ≤ 3‖x‖. We will prove that x− y ∈W and that y
is (ε′, n) pavable.

Indeed, because 1− q ′ ∈ V1, we have

x − y = (x − q ′xq ′)+ (q ′aq ′− a) ∈W0+W0 ⊂W1.

So, x− y ∈W and ‖y‖ ≥ γ ‖x‖. Since this implies ‖γ a‖ ≤ ‖y‖, in order to prove that y is (ε′, n) pavable
it is sufficient to prove that

∥∥∑
i pi ypi − γ a

∥∥≤ ε′‖y‖. To see this, note first that we have∑
i

pi ypi − γ a =
∑

i

pi q ′(x − a)q ′ pi + (1− γ )a =
∑

i

ei (x − a)ei + (1− γ )a,

and thus ∥∥∥∥∑
i

pi ypi − γ a
∥∥∥∥≤ ∥∥∥∥∑

i

ei (x − a)ei

∥∥∥∥+ (1− γ )‖x‖.
Since, by the definition of ei , we have

‖ei − ei q‖2 = ‖ei − ei qei‖ = ‖ei − ei (pi qpi )‖ ≤

(
αε′− ε

6n2

)2

,

it follows that ‖q ′− q ′q‖ ≤
∑

i ‖ei − ei q‖ ≤ n(αε′− ε)/(6n2)= (αε′− ε)/(6n). Thus, since ei = q ′ pi ,
we get that

‖ei − q ′qpi‖ = ‖(q ′− q ′q)pi‖ ≤ ‖q ′q − q ′‖ ≤
αε′− ε

6n
,

implying that∥∥∥∥∑
i

pi ypi − γ a
∥∥∥∥

≤

∥∥∥∥∑
i

ei (x − a)ei

∥∥∥∥+ (1− γ )‖x‖
≤

∑
i

‖ei − q ′qpi‖‖x − a‖+‖q ′q
(∑

i

pi xpi − a
)

qq ′‖+
∑

i

‖x − a‖‖ei − pi qq ′‖+ (1− γ )‖x‖



1006 SORIN POPA AND STEFAAN VAES

≤
αε′− ε

3
‖x − a‖+ ε‖x‖+ (1− γ )‖x‖ ≤

5αε′+ ε
6
‖x‖

≤
5αε′+ ε

6
γ−1
‖y‖ ≤ αγ−1ε′‖y‖< ε′‖y‖ ,

where the two last inequalities hold true because ε < αε′ and αγ−1 < 1. �

In the proof of the above Proposition 2.4, we used the following elementary lemma:

Lemma 2.5. Let M ⊂B(H) be a von Neumann algebra and P ⊂ M a von Neumann subalgebra. Assume
that P is finite and that E : M→ P is a normal faithful conditional expectation. If (xk) is a bounded net
in M that strongly converges to 0, then the nets (xka) converge strongly to 0 uniformly over all a ∈ (P)1:

lim
k

(
sup

a∈(P)1
‖xkaξ‖

)
= 0 for every ξ ∈ H.

Proof. Since P is finite, we can fix a normal semifinite faithful (nsf) trace Tr on P with the property
that the restriction of Tr to the center Z(P) is still semifinite. Define the nsf weight ϕ = Tr ◦E on M
and the corresponding space Nϕ = {x ∈ M | ϕ(x∗x) <∞}. We complete Nϕ into a Hilbert space Hϕ: to
every x ∈ Nϕ corresponds a vector x̂ ∈ Hϕ , and M is faithfully represented on Hϕ by πϕ(x)ŷ = x̂ y.

Whenever z ∈Z(P) is a projection with Tr(z)<∞, we consider the normal positive functional ϕz ∈M∗
given by ϕz(x)= ϕ(zxz). Since these ϕz form a faithful family of normal positive functionals on M , it
suffices to prove that

lim
k

(
sup

a∈(P)1
ϕz(a∗x∗k xka)

)
= 0 for all projections z ∈ Z(P) with Tr(z) <∞. (2-1)

We denote by Jϕ the modular conjugation on Hϕ . Since P belongs to the centralizer of the weight ϕ,
we have that x̂a = Jϕπϕ(a)∗ Jϕ x̂ for all x ∈Nϕ and a ∈ P . For z ∈ Z(P) with Tr(z) <∞ and a ∈ P , we
then find that

ϕz(a∗x∗k xka)= ‖x̂kaz‖2 = ‖Jϕπϕ(a)∗ Jϕ x̂kz‖2 ≤ ‖a‖2ϕz(x∗k xk).

Since limk ϕz(x∗k xk)= 0, we get (2-1) and the lemma is proved. �

Remark 2.6. For Lemma 2.5 to hold, both the finiteness of P and the existence of the normal faithful
conditional expectation E : M→ P are crucial. First note that the lemma fails for the diffuse MASA
in B(H). It suffices to take M =B(L2(T)) and P = L∞(T), with respect to the normalized Lebesgue
measure on T. Consider the unitary operators an ∈ P given by an(z) = zn . We can also consider the
(an)n∈Z as an orthonormal basis of L2(T) and define xk as the orthogonal projection onto the closure of
span{an | n ≥ k}. Then, xk→ 0 strongly. With ξ(z)= 1 for all z ∈ T, we find that supn ‖xkanξ‖2 = 1 for
every k. So, the existence of the conditional expectation E is essential.

The previous paragraph implies in particular that the lemma fails if M = P = B(H). So, also, the
finiteness of P is essential.

We will now relate so- and app-pavability properties for a MASA A ⊂ M having a normal condi-
tional expectation E A : M → A, with the norm-pavability for the associated inclusion of ultrapower
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algebras Aω ⊂ Mω. We will only consider the case when A is countably decomposable, i.e., when there
exists a normal faithful state ϕ on A. We still denote by ϕ its extension to M given by ϕ ◦ E A.

For the reader’s convenience, we recall Ocneanu’s [1985] definition of the ultrapower of a von
Neumann algebra. Given a free ultrafilter ω on N, one lets Iω be the C∗-algebra of all bounded sequences
(xn)n ∈ `

∞(N,M) that are s∗-convergent to 0 along the ultrafilter ω. One denotes by M0,ω the multiplier
(also called the binormalizer) of Iω in `∞(N,M) (which is easily seen to be a C∗-algebra) and one defines
Mω to be the quotient M0,ω/Iω. This is shown in [Ocneanu 1985] to be a von Neumann algebra, called
the ω-ultrapower of M . Since the constant sequences are in the multiplier M0,ω, we have a natural
embedding M ⊂ Mω. It is easy to see that, if M is an atomic von Neumann algebra, then Mω

= M ; in
particular, B(`2N)ω =B(`2N).

To define the ultrapower MASA Aω ⊂ Mω, one proceeds as in [Popa 1995, Section 1.3]. One lets
E0,ω

A : `
∞(N,M)→ `∞(N, A) be the conditional expectation defined by E0,ω

A ((xn)n)= (E A(xn))n . One
notices that E0,ω

A (Iω)= Iω∩`∞(N, A)={(an)∈ `
∞(N, A) | limω ϕ(a∗nan)=0} and that `∞(N, A)⊂M0,ω.

Finally, one defines Aω= (`∞(N, A)+ Iω)/Iω'`∞(N, A)/Iω∩`∞(N, A). It follows that Aω, defined this
way, is a von Neumann subalgebra of Mω, with E0,ω

A implementing a normal conditional expectation E Aω

that sends the class of (xn)n to the class of (E A(xn))n . Moreover, by [Popa 1995, Theorem A.1.2], it
follows that Aω is a MASA in Mω. Note also that E Aω coincides with E A when restricted to constant
sequences in M⊂Mω. From the above remark, the ultrapower of D⊂B(`2N) coincides with D⊂B(`2N)

itself.

Theorem 2.7. Let M be a von Neumann algebra and A ⊂ M a MASA with the property that there exists
a normal conditional expectation E A : M→ A. Let ω be a free ultrafilter on N and denote by Aω ⊂ Mω

the corresponding ultrapower inclusion.

(1) An element x ∈ Msa is so-pavable over A if and only if x is app-pavable over A. So, A ⊂ M has the
so-paving property if and only if it has the app-paving property.

(2) Assume that A is countably decomposable. Then x ∈ Msa is so-pavable over A if and only if x is
norm pavable over Aω. More precisely, if x ∈ Msa is (ε, n) so-pavable, then x is (ε, n) norm pavable
over Aω; conversely, if x ∈ Msa is (ε, n) norm pavable over Aω, then x is (ε′, n) so-pavable for
all ε′ > ε.

(3) Still assume that A is countably decomposable. Then the uniform so-paving property of A ⊂ M is
equivalent to the uniform paving property of Aω ⊂ Mω. More precisely, if every x ∈ Msa is (ε, n)
so-pavable, then every x ∈ Mω

sa is (ε, n) norm pavable.

Proof. (1) follows immediately from Proposition 2.4.
To prove (2) and (3), we assume that A is countably decomposable and it suffices to prove the following

two statements for given 0< ε < ε′ and n ∈ N:

• If x ∈ Mω
sa is represented by the sequence (xm) ∈ M0,ω of self-adjoint elements xm ∈ Msa satisfying

‖xm‖ ≤ ‖x‖, and if every xm is (ε, n) so-pavable, then x is (ε, n) norm pavable over Aω.

• If x ∈ Msa is (ε, n) norm pavable over Aω, then x is (ε′, n) so-pavable.
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Since A is countably decomposable, we can fix a normal faithful state ϕ on A and still denote by ϕ its
extension ϕ ◦ E A to M . Note that the s∗-topology on the unit ball of Msa coincides with the so-topology,
both being implemented by the norm ‖ · ‖ϕ .

We start by proving the first of the two statements above. For every m, the self-adjoint element xm is
(ε, n) so-pavable. So we can take a partition of 1 with projections pm

1 , . . . , pm
n ∈ A, a projection qm ∈ M

and an element am ∈ A such that ‖am‖ ≤ ‖xm‖ ≤ ‖x‖ and such that
∥∥qm

(∑
i pm

i xpm
i − am

)
qm
∥∥ ≤

ε‖x‖ and ϕ(1 − qm) ≤ 2−m . Since (xm) and `∞(N, A) are both contained in M0,ω, the sequences
((1− qm)pm

i (xm − am)pm
i )m and (pm

i (xm − am)pm
i (1− qm))m belong to Iω.

Thus, if we let a = (am) and pi = (pm
i )m ∈ Aω, 1 ≤ i ≤ n, then p1, . . . , pn is a partition of 1

with projections in Aω and pi (x − a)pi coincides with (qm pm
i (xm − am)pm

i qm)m in Mω. It follows
that

∑
i pi (x − a)pi coincides with

(
qm
∑

i pm
i (xm − am)pm

i qm
)

m in Mω, and thus has norm majorized
by ε‖x‖. So we have proved that x is (ε, n) norm pavable over Aω.

To prove the second of the two statements above, let x ∈ Msa be (ε, n) norm pavable over Aω (as an
element in Mω). Let δ > 0 be arbitrary. We have to prove that there exists an a′ ∈ A with ‖a′‖ ≤ ‖x‖,
a partition of 1 with projections e1, . . . , en ∈ A and a projection q ∈ M such that ϕ(1− q) ≤ δ and∥∥q
∑

i ei (x − a′)ei q
∥∥≤ ε′‖x‖.

Take projections p1, . . . , pn ∈ Aω and a ∈ Aωsa such that ‖a‖ ≤ ‖x‖,
∑

i pi = 1 and
∥∥∑

i pi xpi −a
∥∥≤

ε‖x‖. Represent the pi by sequences (pm
i )m with projections pm

i ∈ A such that
∑

i pm
i = 1 for all m, and

represent a by a sequence (am)m with am ∈ Asa and ‖am‖ ≤ ‖a‖ for all m.
We conclude that there exists a sequence of self-adjoint elements (ym)m ∈ Iω of norm at most 3‖x‖ such

that the sequence (bm)m =
(∑

i pm
i (x−am)pm

i − ym
)

m satisfies ‖bm‖≤ ε‖x‖ for all m. Since (ym)m ∈ Iω,
we have limω ϕ(|ym |)= 0, so that there exists a neighborhood V of ω such that the spectral projection qm

of |ym | corresponding to [0, (ε′− ε)‖x‖] satisfies ϕ(1− qm)≤ δ for any m ∈V. Thus, for any such m, if
we let a′ = am , ei = pm

i and q = qm , then we have∥∥∥∥q
∑

i

ei (x − a′)ei q
∥∥∥∥≤ ‖qmbmqm‖+‖qm ymqm‖ ≤ ε‖x‖+ (ε′− ε)‖x‖ ≤ ε′‖x‖. �

Conjecture 2.8. (1) Any MASA in a von Neumann algebra, A ⊂ M , with the property that there exists
a normal conditional expectation of M onto A has the so-paving property (equivalently the app-paving
property). Also, while the equivalence between so- and app-pavability for an arbitrary MASA A in a von
Neumann algebra M is still to be clarified, any MASA A ⊂ M (not necessarily the range of a normal
expectation) ought to satisfy both these properties.

(2) Going even further, we expect that the paving size satisfies the estimate ns(x, ε)≤Cε−2 for all x ∈Msa

for some universal constant C > 0, independent of A ⊂ M .

Remark 2.9. (i) There is much evidence for 1◦ in the above conjecture. By Theorem 2.7(3) and the
fact that the ultrapower of D⊂B(`2N) coincides with D⊂B(`2N), so-pavability for this inclusion is
equivalent to Kadison–Singer paving, proved to hold true in [Marcus et al. 2015]. It was already noticed
in [Popa 2014] that so-pavability over the Cartan MASA of the hyperfinite II1 factor D ⊂ R is equivalent
to pavability of D ⊂ B(`2N), and thus holds true by [Marcus et al. 2015]. In fact, more cases of the
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conjecture can be deduced from [Marcus et al. 2015]. Thus, we note in Section 3 that any MASA in a
type I von Neumann algebra (such as a diffuse MASA in B(`2N)) satisfy both so- and app-pavability.
Then in Section 4, we use [Marcus et al. 2015] to prove that any Cartan MASA in an amenable von
Neumann algebra, or in a group measure space II1 factor arising from a free ergodic profinite action,
has the so-pavability property. On the other hand, the conjecture had already been checked for singular
MASAs in II1 factors in [Popa 2014], and Cyril Houdayer and Yusuke Isono pointed out that, modulo
some obvious modifications, the proof in [Popa 2014] works as well for any singular MASA A in an
arbitrary von Neumann algebra M , once A is the range of normal conditional expectation from M . Finally,
in Remark 5.3, we prove that so-pavability also holds for a certain class of MASAs that are neither Cartan,
nor singular.

(ii) The estimate on the paving size ns(x, ε) ∼ ε−2 for all x ∈ Msa in point (2) of the conjecture is
more speculative, and there is less evidence for it. Based on results in [Popa 2014], we will show in
Theorem 5.1 that this estimate does hold true for singular MASAs. We will also show in Proposition 5.4
that this is the best one can expect for the so-paving size of any MASA in a II1 factor, and thus, since
ns(D ⊂ R, ε) = n(D ⊂ B(`2N), ε), the best one can expect for the paving size in the Kadison–Singer
problem as well (a fact already shown in [Casazza et al. 2007]). For the inclusions D ⊂ B(`2N), the
order of magnitude of the ε pavings obtained in [Marcus et al. 2015] is Cε−4, but the techniques used
there seem to allow obtaining the paving size Cε−2. However, in order to prove Conjecture 2.8 in its
full generality, in particular unifying the singular and the Cartan MASA cases (including the diagonal
inclusions Dk ⊂B(`2

k), 2≤ k ≤∞), which are quite different in nature, a new idea may be needed.

(iii) The (ε, n) so-paving in the case of a MASA A⊂M with a normal conditional expectation E A :M→ A
and a normal faithful state ϕ on M with ϕ ◦ E A = ϕ should be compared with (ε, n) L2-paving in the
Hilbert norm ‖ · ‖ϕ , which, for x ∈M , E A(x)= 0, requires the existence of a partition of 1 with projections
p1, . . . , pn ∈ A such that

∥∥∑
i pi xpi

∥∥
ϕ
≤ ε‖x‖ϕ . This condition is obviously weaker than so-paving,

with n(x, ε) ≥ ns(x, ε) bounded from below by the L2-paving size of x for all x ∈ Msa. It was shown
in [Popa 2014, Theorem 3.9] to always occur, with paving size majorised by ε−2 (in fact the proof in
[Popa 2014] is for MASAs in II1 factors, but the same proof works in the general case; see also [Popa
1995, Theorem A.1.2] in this respect). The proof of Proposition 5.4 at the end of this paper shows that
the paving size is bounded from below by ε−2 for all MASAs in II1 factors.

3. Paving over MASAs in type I von Neumann algebras

Marcus et al. [2015] proved that, for every self-adjoint matrix T ∈ Mk(C) with zeros on the diagonal
and for every ε > 0, there exist r projections p1, . . . , pr ∈ Dk(C) with r ≤ (6/ε)4,

∑r
i=1 pi = 1

and ‖pi T pi‖ ≤ ε‖T ‖ for all i (see also [Tao 2013; Valette 2015] for alternative presentations of the
proof). Thus, if D is the diagonal MASA in B = B(`2N), then D ⊂ B has the paving property, with
n(D⊂B; x, ε)≤ 124ε−4 for all x = x∗ ∈B.

In this section, we deduce from this that any MASA A in a type I von Neumann algebra M has the so-
and app-paving property.
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We also prove that a MASA A in a von Neumann algebra M with separable predual has the norm
paving property if and only if M is of type I and there exists a normal conditional expectation of M
onto A.

We start by deducing the following lemma from [Marcus et al. 2015]:

Lemma 3.1. Let (X, µ) be a standard probability space and B = Mk(C) or B = B(`2N) with the
diagonal MASA D ⊂ B. Consider the unique normal conditional expectation E of B⊗ L∞(X) onto
D⊗ L∞(X). If T ∈ B⊗ L∞(X) is a self-adjoint element with E(T ) = 0 and if ε > 0, there exist r
projections p1, . . . , pr ∈ D⊗ L∞(X) with r ≤ (6/ε)4,

∑r
i=1 pi = 1 and ‖pi T pi‖ ≤ ε‖T ‖ for all i .

Proof. It suffices to consider B=B(`2N). Fix a self-adjoint T ∈B⊗ L∞(X) with E(T )= 0 and ε > 0.
Denote by r the largest integer satisfying r ≤ (6/ε)4. We represent T as a Borel function T : X → B

satisfying ‖T (x)‖ ≤ ‖T ‖ and E(T (x)) = 0 for all x ∈ X . Define Y as the compact Polish space
Y := {1, . . . , r}N. For every y ∈ Y and i ∈ {1, . . . , r}, we denote by py

i ∈ D the projection given by
py

i (k)= 1 if y(k)= i and py
i (k)= 0 if y(k) 6= i . Clearly, the projections py

1 , . . . , py
r with y ∈ Y describe

precisely all partitions of D. Also, for every i ∈ {1, . . . , r}, the map y 7→ py
i is strongly continuous.

Define the Borel map

V : Y × X→ [0,+∞), V(y, x)= max
i=1,...,r

‖py
i T (x)py

i ‖

and the Borel set Z ⊂ Y × X given by Z := {(y, x) ∈ Y × X |V(y, x)≤ ε‖T ‖}. For every x ∈ X , we have
that T (x) ∈B with ‖T (x)‖ ≤ ‖T ‖ and E(T (x))= 0. So, by [Marcus et al. 2015], for every x ∈ X there
exists a y ∈ Y such that (y, x) ∈ Z . Defining π : Y × X→ X by π(y, x)= x , this means that π(Z)= X .
By von Neumann’s measurable selection theorem [1949] (or see [Kechris 1995, Theorem 18.1]), we can
take a Borel set X0 ⊂ X and a Borel function F : X0→ Y such that µ(X \ X0)= 0 and (F(x), x) ∈ Z
for all x ∈ X0.

The Borel functions pi : X0→ D, pi (x) = pF(x)
i , then define a partition p1, . . . , pr of D⊗ L∞(X)

with the property that ‖pi T pi‖ ≤ ε‖T ‖ for all i . �

Proposition 3.2. Let M be a von Neumann algebra of type I with separable predual and A ⊂ M an
arbitrary MASA. Then A ⊂ M has both the so- and the app-paving properties.

More precisely, for every x ∈ Msa and ε > 0, we have that ns(x, ε) ≤ 124ε−4. Also, there exists a
strongly dense ∗-subalgebra M0 ⊂ M with A ⊂ M0 such that, for every x ∈ (M0)sa and ε > 0, we have
that n(x, ε)≤ 124ε−4.

Proof. Fix an arbitrary MASA A⊂M . There exist standard probability spaces (Xk, µk)k∈N and (Xd , µd),
(Xc, µc) such that, writing Ak = L∞(Xk), and Ad , Ac similarly, the MASA A ⊂ M is isomorphic to a
direct sum of MASAs of the form

Dk(C)⊗ Ak ⊂ Mk(C)⊗ Ak,

`∞(N)⊗ Ad ⊂B(`2(N))⊗ Ad ,

and L∞([0, 1])⊗ Ac ⊂B
(
L2([0, 1])

)
⊗ Ac.

(3-1)
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For the first two of these MASAs, by Lemma 3.1, we get that n(x, ε) ≤ 124ε−4 for every self-adjoint
element x .

For the rest of the proof, we consider M =B
(
L2([0, 1])

)
⊗ L∞(X) and A= L∞([0, 1])⊗ L∞(X) for

some standard probability space (X, µ). Fix x ∈ Msa and ε > 0. Let n be the largest integer satisfying
n ≤ 124ε−4. We prove that x is (ε, n) so-pavable. Choose an so-neighborhood V of 0 in M . For
every r > 0, denote by qr ∈B(L2([0, 1])) the orthogonal projection on to the subspace Hr ⊂ L2([0, 1])
defined as

Hr = {ξ ∈ L2([0, 1]) | ξ is constant on every interval [r−1(i − 1), r−1i) for i = 1, . . . , r}.

Define ξr,i =
√

rχ[r−1(i−1),r−1i), so that (ξr,i )i=1,...,r is an orthonormal basis of Hr .
When r→∞, we have that qr → 1 strongly. So we can fix r large enough such that 1− (qr ⊗ 1) ∈V.

Denote by ei ∈ L∞([0, 1]) the projection ei = χ[r−1(i−1),r−1i). Define the vector functionals ωi j in
B
(
L2([0, 1])

)
∗

by ωi j (T )= 〈T ξr,i , ξr, j 〉. Define a ∈ A by

a =
r∑

i=1

ei ⊗ (ωi i ⊗ id)(x).

By construction, ‖a‖ ≤ ‖x‖.
Define the isometry V ∈B(Cr , L2([0, 1])) by V (δi )= ξr,i for i = 1, . . . , r . Define y ∈Mr (C)⊗L∞(X)

by y := (V ∗⊗1)x(V⊗1). We also put b= (V ∗⊗1)a(V⊗1). Denoting the natural conditional expectation
by E : Mr (C)⊗ L∞(X)→ Dr (C)⊗ L∞(X), we have E(y)= b. By Lemma 3.1, we thus find projections
f1, . . . , fn ∈ Dr (C) ⊗ L∞(X) such that f1 + · · · + fn = 1 and ‖ fk(y − b) fk‖ ≤ ε‖y‖ ≤ ε‖x‖ for
all k = 1, . . . , n.

Define the projections aki ∈ L∞(X) such that fk =
∑r

i=1 Ei i⊗aki . Then, let pk ∈ A be the projections
given by pk =

∑r
i=1 ei ⊗ aki . By construction, we have

(V ∗⊗ 1)pk xpk(V ⊗ 1)= fk y fk for all k = 1, . . . , n.

Therefore,∥∥∥∥(qr ⊗ 1)
( n∑

k=1

pk xpk − a
)
(qr ⊗ 1)

∥∥∥∥= ∥∥∥∥ n∑
k=1

(V ∗⊗ 1)pk xpk(V ⊗ 1)− b
∥∥∥∥= ∥∥∥∥ n∑

k=1

fk y fk − b
∥∥∥∥≤ ε‖x‖.

Since 1− (qr ⊗ 1) ∈ V, we have shown that x is (ε, n) so-pavable.
For the final part of the proof, for notational convenience, we replace the interval [0, 1] by the circle T.

We define M0 ⊂ B(L2(T)) as the ∗-algebra generated by L∞(T) and the periodic rotation unitaries.
By construction, M0 ⊂ M is a dense ∗-subalgebra containing A. By Lemma 3.1, every x ∈ (M0)sa is
(ε, 124ε−4) pavable for all ε > 0. �

We finally prove that for a MASA A in a von Neumann algebra M with separable predual, the classical
Kadison–Singer paving holds if and only if M is of type I and A is the range of a normal conditional
expectation.
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Theorem 3.3. Let M be a von Neumann algebra with separable predual and A ⊂ M a MASA. Then,
A ⊂ M satisfies the norm paving property if and only if M is of type I and A is the range of a normal
conditional expectation.

Also, unless M is of type I and A is the range of a normal conditional expectation, there exist singular
conditional expectations of M onto A.

Proof. If M is of type I and A is the range of a normal conditional expectation, then A⊂ M is isomorphic
to a direct sum of the first two types of MASAs given by (3-1). It then follows from Lemma 3.1 that
A ⊂ M satisfies the norm paving property.

Conversely, assume that A ⊂ M satisfies the norm paving property. Then there is a unique conditional
expectation E : M → A. By [Akemann and Sherman 2012, Corollary 3.3], this unique conditional
expectation E is normal.

Decomposing M as a direct sum of von Neumann algebras of different types, it remains to prove the
following: if M has a separable predual and is of type II, type III1 or type III without a type III1 direct
summand, and if A ⊂ M is a MASA that is the range of a normal conditional expectation E : M→ A,
then there also exists a singular conditional expectation of M onto A. When M is of type II, the existence
of a normal conditional expectation of M onto A implies that A is generated by finite projections. By
reducing with a projection in A, we may thus assume that M is of type II1, and, in this case, singular
conditional expectations were constructed in [Popa 2014, Remark 2.4.3◦] (see also [Popa 1999, Proof of
Corollary 4.1.(iii) and Remark 4.3.3◦]).

To settle the type III cases, fix a normal faithful state ϕ on M satisfying ϕ = ϕ ◦ E . First assume that
M is of type III1 and fix n ∈N. We prove that there exist matrix units {ei j | 1≤ i , j ≤ 2n

} in M such that
‖[ϕ, ei j ]‖ ≤ 8−n for all i , j . To prove this statement, we use the following nonfactorial version of the
Connes–Størmer transitivity theorem [1978, Theorem 4]: if ϕ and ρ are normal positive functionals on a
type III1 von Neumann algebra M with separable predual and if ϕ(a)= ρ(a) for all a ∈ Z(M), then, for
every ε > 0, there exists a unitary u ∈ M such that ‖ϕ− uρu∗‖< ε.

Since A is diffuse relative to Z(M)⊂ A, we can choose a partition ei i , i = 1, . . . , 2n , of A satisfying
ϕ(aei i ) = 2−nϕ(a) for all a ∈ Z(M) and i = 1, . . . , 2n . In particular, the projections ei i have central
support 1 and are thus equivalent in M . Put v1 = e11 and choose partial isometries vi , i = 2, . . . , 2n ,
such that viv

∗

i = e11 and v∗i vi = ei i for all i . Define the positive functionals ψi on e11 Me11 given by
ψi (x)= ϕ(v∗i xvi ). Whenever z ∈ Z(e11 Me11), write z = ae11 with a ∈ Z(M), so that

ψi (z)= ϕ(v∗i avi )= ϕ(av
∗

i vi )= ϕ(aei i )= 2−nϕ(a)= ϕ(ae11)= ψ1(z).

By the Connes–Størmer transitivity theorem, we can take unitaries ui ∈e11 Me11 such that ‖ψ1−uiψi u
∗

i ‖≤

8−n−1 for all i . Replacing vi by uivi , this means that we may assume that ‖ψ1−ψi‖ ≤ 8−n−1 for all i .
Define the matrix units ei j = v

∗

i v j . Since ϕ = ϕ ◦ E , we know that [ϕ, ei i ] = 0 for all i . We then find that
‖[ϕ, ei j ]‖ ≤ 8−n for all i , j .

We now proceed as in [Popa 2014, Remark 2.4.3◦]. Define the projection pn = 2−n ∑
i, j ei j . Since

all ei i belong to A, we get that E(ei j )= δi, j ei i and thus E(pn)= 2−n1. Since ‖[ϕ, ei j ]‖ ≤ 8−n for all i , j ,
we also have ‖[ϕ, pn]‖ ≤ 4−n . Define the normal states ϕn on M given by ϕn(x)= 2nϕ(pnxpn), x ∈ M .
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Also define the normal functionals ηn on M given by ηn(x)= 2nϕ(xpn). Note that ‖ϕn − ηn‖ ≤ 2−n and
that ηn(a)= ϕ(a) for all a ∈ A. So, if ψ denotes a weak∗ limit point of the sequence ϕn in M∗, it follows
that ψ is a state on M satisfying ψ(a)= ϕ(a) for all a ∈ A. Defining the projection qn =

∨
∞

k=n+1 pk , we
get that ϕ(qn)≤ 2−n and thus qn→ 0 strongly. By construction, ψ(1− qn)= 0 for every n. Therefore,
ψ is a singular state. Then, averaging ψ by a countable subgroup U0 ⊂ U(A) with the property that
U′′0 = A, we get, as in the proof of [Popa 1999, Corollary 4.1.(iii)], a singular state ψ0 on M that is
A-central and whose restriction to A equals ϕ. Then ψ0=ϕ◦E, where E :M→ A is a singular conditional
expectation (see, e.g., [de Korvin 1971]).

Finally, assume that M is of type III but without a direct summand of type III1. We prove that there
exists an intermediate von Neumann algebra A⊂ P ⊂ M such that P is of type II and P is the range of a
normal conditional expectation M→ P . (We are grateful to Masamichi Takesaki for useful discussions
on the discrete decomposition involved in this part of the proof.) The first part of the proof then shows
the existence of singular conditional expectations P→ A, which, composed with the normal expectation
of M onto P , provides singular conditional expectations M→ A.

The intermediate type II von Neumann algebra A ⊂ P ⊂ M can be constructed using the discrete
decomposition for von Neumann algebras of type IIIλ, λ ∈ [0, 1) (see [Takesaki 2003, Theorems XII.2.1
and XII.3.7]). To avoid the measure-theoretic complications of a direct integral decomposition of M , we
use the following “global” discrete decomposition. Denote by (σt)t∈R the modular automorphism group
of ϕ and by N = M oσ R the continuous core of M (see [Takesaki 2003, Theorem XII.1.1]). Denote
by (θt)t∈R the dual action of R on N . Write Z(N )= L∞(Z , µ), where (Z , µ) is a standard probability
space. Note that θ restricts to a nonsingular action of R on (Z , µ). The assumption that M has no direct
summand of type III1 is reflected by the possibility of choosing Z in such a way that no x ∈ Z is stabilized
by all t ∈ R. This means that the flow R y (Z , η) can be built as a flow under a ceiling function (i.e., a
nonergodic version of [Takesaki 2003, Theorem XII.3.2]). More concretely, we find a nonsingular action
of Z×R on a standard probability space � with the following properties:

• The actions of Z and R on � are separately free and proper, that is, Z y � is conjugate with
Z y�0×Z given by n · (x,m)= (x, n+m), and R y� is conjugate with R y�1×R given by
t · (y, s)= (y, t + s).

• The action R y Z is conjugate with R y�/Z. So, we can identify �0 = Z and thus �= Z ×Z

with the action R y� given by t · (x, n)= (t · x, ω(t, x)+ n), where ω : R× Z→ Z is a 1-cocycle.

Since L∞(Z) = Z(N ), the 1-cocycle ω gives rise to a natural action R y N ⊗ `∞(Z). We define
N := (N ⊗ `∞(Z))oR and consider the action Z y N given by translation on `∞(Z) and the identity
on N and L(R). As in [Takesaki 2003, Lemma XII.3.5], it follows that N is of type II and that NoZ is
naturally isomorphic with M ⊗B(L2(R))⊗B(`2(Z)).

Since ϕ = ϕ ◦ E , we get that every a ∈ A belongs to the centralizer of ϕ. We can then view A⊗ L(R)
as a MASA of N = M oσ R. Also Z(N ) ⊂ A⊗ L(R). So, the above action R y N ⊗ `∞(Z) globally
preserves A⊗ L(R)⊗ `∞(Z). We can then define A := (A⊗ L(R)⊗ `∞(Z))o R as a von Neumann
subalgebra of N.
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The dual action R y L(R) is conjugate with the translation action R y L∞(R). Therefore, the
1-cocycle ω trivializes on A⊗ L(R). This yields the natural surjective ∗-isomorphism

9 : A⊗B(L2(R))⊗ `∞(Z)→A.

Choose a minimal projection q ∈ B(L2(R)) ⊗ `∞(Z) and put p = 9(1 ⊗ q). We then get that
A ⊂ pNp ⊂ p(NoZ)p. Using the natural isomorphism of NoZ with M ⊗B(L2(R))⊗B(`2(Z)), we
can identify p(NoZ)p=M and have found pNp as an intermediate type II von Neumann algebra sitting
between A and M . Because there is a natural normal conditional expectation of NoZ onto N, we also
have a normal conditional expectation of M onto pNp. �

4. Paving over Cartan subalgebras

The paving property for the diagonal MASA D⊂B(`2N)was shown in [Popa 2014] to be equivalent to the
paving property for the ultrapower inclusion Dω

⊂ Rω, where D is the Cartan MASA in the hyperfinite II1

factor R. As we have seen in Theorem 2.7, this is equivalent, in turn, to the (uniform) so-paving property
for D ⊂ R. Thus, [Marcus et al. 2015] implies that so-paving holds true for D ⊂ R. We will now use
[Marcus et al. 2015] to prove that, in fact, so-paving holds true for any Cartan subalgebra of an amenable
von Neumann algebra as well as for Cartan inclusions arising from a free ergodic profinite probability
measure-preserving (pmp) action of a countable group, 0y X , i.e., A = L∞(X)⊂ L∞(X)o0 = M .

Theorem 4.1. (1) If M is an amenable von Neumann algebra and A ⊂ M is a Cartan MASA of M , then
A ⊂ M has the so-paving property, with ns(A ⊂ M; x, ε)≤ 254ε−4 for all x ∈ Msa.

(2) Let 0 be a countable group and 0y (X, µ) an essentially free, ergodic, pmp action that is profinite.
Then A= L∞(X)⊂ L∞(X)o0=M is so-pavable and, for every x ∈Msa, ns(A⊂M; x, ε)≤ 134ε−4. So,
also, Aω ⊂ Mω satisfies the norm paving property and, for every x ∈ Mω

sa, n(Aω ⊂ Mω
; x, ε)≤ 134ε−4.

Proof. (1) By [Connes et al. 1981], given any x ∈ Msa and any so-neighborhood V of 0, there exists
a finite-dimensional von Neumann subalgebra B0 ⊂ M , having the diagonal A0 contained in A and
NB0(A0) ⊂ NM(A), and an element y0 = y∗0 ∈ B0, ‖y0‖ ≤ ‖x‖, such that x − y0 ∈ V. But, by [Marcus
et al. 2015] (see Lemma 3.1), y0 can be (ε0, n) paved over A0 (thus also over A⊃ A0) for some ε0 slightly
smaller than ε/2 and n ≤ 254ε−4. By Proposition 2.4, we conclude that x can be (ε, n) so-paved for every
ε > 0.

(2) Take a decreasing sequence of finite-index subgroups 0n < 0 such that (X, µ) is the inverse limit of
the spaces 0/0n equipped with the normalized counting measure. Write rn : X→ 0/0n . The essential
freeness of 0y (X, µ) means that, for every g ∈ 0−{e}, we have

lim
n

|{x ∈ 0/0n | gx = x}|
[0 : 0n]

= 0. (4-1)

Write An = `
∞(0/0n). View A1 ⊂ A2 ⊂ · · · as an increasing sequence of subalgebras of A with dense

union. Fix a free ultrafilter ω on N. For every n ∈N, define Mn ∼= M[0,0n](C) as the matrix algebra with
entries indexed by elements of 0/0n . Consider An ⊂ Mn as the diagonal subalgebra. For g ∈ 0, denote
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by ug,n ∈ Mn the corresponding permutation unitary. Denote by τn the normalized trace on Mn and by
‖ · ‖2 the corresponding 2-norm. By (4-1), we have that ‖E An (ug,n)‖2→ 0 for all g ∈ 0−{e}.

Denote by M=
∏
ω(Mn, τn) the ultraproduct of the matrix algebras Mn , with MASA A⊂M defined

as A=
∏
ω An . We can then define a normal faithful ∗-homomorphism π : M→M, where π(aug) ∈M

is represented by the sequence (aug,n)n≥m whenever a ∈ Am .
Fix ε > 0 and denote by r the largest integer that is smaller than or equal to (12/ε)4. We claim that, for

every self-adjoint x ∈Mω, there exists a partition p1, . . . , pr of Aω such that ‖pi (x−E Aω(x))pi‖≤ ε‖x‖
for all i . To prove this claim, it suffices to prove the following local statement: for every self-adjoint
x ∈ M with ‖x‖ ≤ 1, and for all δ > 0, m ∈ N, there exists a partition p1, . . . , pr of A (thus independent
of m and δ, since r was fixed in the beginning) such that the element y =

∑r
i=1 pi (x−E A(x))pi satisfies

|τ(yk)| ≤ εk
+ δ for all k = 1, . . . ,m. (4-2)

Indeed, once this local statement is proved and given a self-adjoint element x ∈ Mω represented by a
sequence (xm)m with xm = x∗m and ‖xm‖ ≤ ‖x‖ for all m, we find partitions pm

1 , . . . , pm
r of A such that

the elements ym =
∑r

i=1 pm
i (xm − E A(xm))pm

i satisfy

|τ(yk
m)| ≤ (ε‖xm‖)

k
+

1
m
≤ (ε‖x‖)k + 1

m
for all k = 1, . . . ,m.

Defining the projections pi ∈ Aω by the sequences pi = (pm
i )m and putting y =

∑r
i=1 pi (x − E Aω(x))pi ,

this means that |τ(yk)| ≤ (ε‖x‖)k for all k ∈N. Since y is self-adjoint, it follows from the spectral radius
formula that ‖y‖ ≤ ε‖x‖, so that the claim is proved. This means that every self-adjoint x ∈ Mω can be
(ε, n) paved for some n ≤ 124ε−4. So, by Theorem 2.7, also every x ∈ Msa can be (ε, n) so-paved for
some n ≤ 134ε−4.

We now deduce the above local statement from [Marcus et al. 2015]. Fix x ∈ Msa with ‖x‖ ≤ 1
and fix δ > 0 and m ∈ N. By the Kaplansky density theorem, we can take n0 ∈ N, a finite subset
F ⊂ 0 and a self-adjoint x0 ∈ span{aug | a ∈ An0, g ∈ F} with ‖x0‖ ≤ 1 and ‖x − x0‖2 ≤ δ/(m2m).
We may assume that e ∈ F. We prove below that we can find a partition p1, . . . , pr of A such that
the element y0 :=

∑r
i=1 pi (x0 − E A(x0))pi satisfies |τ(yk

0)| ≤ ε
k
+ δ/2 for all k = 1, . . . ,m. Writing

y :=
∑r

i=1 pi (x − E A(x))pi , we find that ‖y− y0‖2 ≤ ‖x − x0‖2 and also ‖y‖ ≤ 2, ‖y0‖ ≤ 2. Therefore,

‖yk
− yk

0‖2 ≤ m2m−1
‖x − x0‖2 ≤

δ

2
for all k = 1, . . . ,m.

Thus |τ(yk)− τ(yk
0)| ≤ δ/2, so that (4-2) follows.

We now must find a good paving for x0. For this, we use the ultraproduct M and the injective
homomorphism π : M → M defined above. Write x0 =

∑
g∈F agug with ag ∈ An0 . Then, π(x0) is

represented by the bounded sequence of self-adjoint elements Tn :=
∑

g∈F agug,n . Since ‖π(x0)‖ =

‖x0‖ ≤ 1, we can take a bounded sequence of self-adjoint elements Sn ∈ Mn such that limn→ω ‖Sn‖2 = 0
and ‖Tn − Sn‖ ≤ 1 for all n. Take K > 0 such that ‖Tn‖ ≤ K and ‖Sn‖ ≤ K for all n. Take n1 ≥ n0

close enough to ω such that ‖Sn1‖2 ≤ δ/(4m(2K )m−1) and such that (using (4-1)) the projection q ∈ An1
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defined by the set
{x ∈ 0/0n1 | gx 6= x for all g ∈ Fm

\ {e}}

satisfies ‖1− q‖2 ≤ δ/2m+2. Write R = Tn1 − Sn1 . Since R = R∗ and ‖R‖ ≤ 1, by [Marcus et al. 2015],
there exists a partition p1, . . . , pr of An1 such that the element Y :=

∑r
i=1 pi (R− E An1

(R))pi satisfies

‖Y‖ ≤ 1
2ε‖R− E An1

(R)‖ ≤ ε.

We define Z :=
∑r

i=1 pi (Tn1−E An1
(Tn1))pi . Note that ‖Y‖≤ 2 and ‖Z‖≤ 2K . Also, ‖Y−Z‖2≤‖Sn1‖2,

so that, for all k = 1, . . . ,m, we have

‖Y k
− Z k
‖2 ≤ m(2K )m−1

‖Sn1‖2 ≤
δ

4
.

Then also ‖Y kq − Z kq‖2 ≤ δ/4. Because ‖Y kq‖ ≤ ‖Y‖k ≤ εk , we conclude that

|τn1(Z
kq)| ≤ εk

+
δ

4
for all k = 1, . . . ,m.

By our choice of q, whenever 1≤ k ≤ m, a1, . . . , ak ∈ An1 and g1, . . . , gk ∈ F, we have

τn1(a1ug1,n1 · · · akugk ,nk q)= τ(a1ug1 · · · akugk q),

where the left-hand side uses the trace in Mn1 , while the right-hand side uses the trace in M . Writing
y0 =

∑r
i=1 pi (x0− E A(x0))pi , we find that

|τ(yk
0q)| = |τn1(Z

kq)| ≤ εk
+
δ

4
for all k = 1, . . . ,m.

Since ‖yk
0q − yk

0‖2 ≤ 2m
‖q − 1‖2 ≤ δ/4, we get the required estimate

|τ(yk
0)| ≤ ε

k
+
δ

2
for all k = 1, . . . ,m. �

Remark 4.2. We believe that [Marcus et al. 2015] can be used to settle Conjecture 2.8 (so-pavability) for
all Cartan subalgebras in II1 factors A⊂M , and in fact for any Cartan subalgebra in a von Neumann algebra.
The following could be an approach to a solution, but we could not make it work. Consider the abelian von
Neumann algebra A= A∨J AJ acting on L2(M). This is a MASA in M=〈M, eA〉= (J AJ )′∩B(L2(M))
and there exists a normal conditional expectation from the type I von Neumann algebra M onto A (see
[Feldman and Moore 1977]). Therefore, A⊂M satisfies the norm-paving property. If, now, x ∈ M , we
can pave x by a partition pi ∈ A∨ J AJ . Taking a very fine partition q j ∈ A, we can so-approximate pi

by
∑

j pi, j Jq j J . It should be possible to choose the pi, j as “almost partitions” of 1 in A such that, for
many j (or at least one j), the p1, j , . . . , pr, j approximately pave x (in the so-paving sense).

In relation to the approach to proving so-pavability for Cartan subalgebras suggested above, let us
mention that the [Marcus et al. 2015] paving property for discrete MASAs in type I von Neumann algebras
allows the following new characterization for a MASA to be Cartan:

Corollary 4.3. Let M be a von Neumann algebra with separable predual and A⊂M a MASA in M that is
the range of a normal conditional expectation. Let M= 〈M, eA〉 = (J AJ )′∩B(L2 M) and A= A∨ J AJ .
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The following conditions are equivalent:

(1) A is a Cartan subalgebra of M.

(2) A is a Cartan subalgebra of M.

(3) A⊂M has the paving property.

Proof. The equivalence of (1) and (2) follows from [Feldman and Moore 1977]. Since M is of type I,
a MASA in M is a Cartan subalgebra if and only if it is the range of a normal conditional expectation.
Also, an abelian subalgebra of M can only satisfy the paving property if it is maximal abelian. Therefore,
the equivalence of (2) and (3) follows from Theorem 3.3 (and, thus, uses [Marcus et al. 2015]). �

5. Paving size for one or more elements

In [Marcus et al. 2015], it is shown that every self-adjoint element T in B(`2
k), 1 ≤ k ≤ ∞, can be

(ε, 124ε−4) paved over its diagonal MASA. In the previous section, we have used this result to prove
that any amenable von Neumann algebra M with a Cartan subalgebra A ⊂ M is (ε, 254ε−4) so-pavable
over A; equivalently, any self-adjoint element in Mω is (ε, 254ε−4) norm pavable over Aω.

On the other hand, it has been shown in [Popa 2014] that, if A is a singular MASA in a II1

factor M , then n(Aω ⊂ Mω
; x, ε) ≤ 252ε−2(ε−1

+ 1) ≤ 1250ε−3 for all x ∈ Mω
sa. Or, equivalently,

ns(A⊂ M; x, ε)≤ 1250ε−3 for all x ∈ Msa (see [Popa 2014], Corollary 4.3 and the last lines of the proof
of Proposition 2.3). This is shown by first proving that, given any ε > 0 and any finite set of projections
in M that have scalar expectation onto A, one can find a simultaneous so-paving for all of them with at
most 2ε−2 projections in A (see [Popa 2014, Corollary 4.2]), then using a dilation argument to deduce it
for arbitrary self-adjoint elements.

We will now show that, in fact, the so-paving size for self-adjoint elements over singular MASAs, and
respectively the norm-paving size over an ultraproduct of singular MASAs, can be improved to 42ε−2 (the
order of magnitude ε−2 for the paving size is optimal; see Proposition 5.4 below). Moreover, we show
that one can (ε, n) so-pave simultaneously any number of self-adjoint elements with n < 1+ 42ε−2 many
projections over a singular MASA, a phenomenon that does not occur in the classical Kadison–Singer
case D⊂B(`2N), nor in fact for any Cartan subalgebra in a II1 factor A ⊂ M (see Remark 5.2 below).
The proof combines the uniform paving of projections that have scalar expectation onto A in [Popa 2014,
Corollary 4.2] with a better dilation argument that allows us not to lose on the paving size, while still
dealing simultaneously with several self-adjoint elements.

Theorem 5.1. Let An ⊂ Mn be a sequence of singular MASAs in finite von Neumann algebras. Put
M =

∏
ω Mn and A=

∏
ω An .

Let ε > 0. For every finite set of self-adjoint elements F⊂ M 	 A, there exists a decomposition of the
identity 1= p1+ · · ·+ pn with n < 1+ 16ε−2 projections p j ∈ A such that∥∥∥∥ n∑

j=1

p j xp j

∥∥∥∥≤ ε‖x‖ for all x ∈ F.
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Proof. Fix ε > 0 and let n be the unique integer satisfying 16ε−2
≤ n < 1+ 16ε−2. Also fix a finite

subset {x1, . . . , xm} ⊂ M	 A of self-adjoint elements. We may assume that ‖xk‖ = 1 for all k. Define
yk = (1+ xk)/2. Note that 0≤ yk ≤ 1 and E A(yk)=

1
2 . Let (B, τ ) be any diffuse abelian von Neumann

algebra. Write
M̃ =

∏
ω

(M2(C)⊗ (Mn ∗ B))

and consider the von Neumann subalgebra Ã⊂ M̃ given by

Ã=
∏
ω

(An ⊕ B)= A⊕ Bω.

Note that, for every n, we have that An⊕ B ⊂ M2(C)⊗ (Mn ∗ B) is a singular MASA. Therefore, Ã⊂ M̃
is the ultraproduct of a sequence of singular MASAs.

Define the orthogonal projections Qk ∈ M̃ given by

Qk =

(
yk

√

yk − y2
k

√

yk − y2
k 1− yk

)
.

Note that E Ã(Qk)=
1
2 .

Applying [Popa 2014, Theorem 4.1.(a)] to X =
{

Qk −
1
2 | k = 1, . . . ,m

}
, we find a diffuse von

Neumann subalgebra B0 ⊂ Ã such that every product with factors alternatingly from B0	C1 and X has
zero expectation on Ã. In particular, for all k, we have that B0 and C1+CQk are free von Neumann
subalgebras of (M̃, τ ).

Choose any decomposition of the identity 1 = P1+ · · · + Pn with n projections Pj ∈ B0 satisfying
τ(Pj ) = 1/n. Fix j ∈ {1, . . . , n} and k ∈ {1, . . . ,m}. Since the projections Pj and Qk are free, with
traces respectively given by 1/n and 1

2 , it follows from [Voiculescu 1987, Example 2.8] that∥∥Pj Qk Pj −
1
2 Pj

∥∥≤ 2
√

n
.

Write Pj = p j ⊕q j , where p j ∈ A and q j ∈ Bω are projections. The upper left corner of Pj Qk Pj −
1
2 Pj

equals p j (xk/2)p j , and we conclude that

‖p j xk p j‖ ≤
4
√

n
≤ ε.

This ends the proof. �

Remark 5.2. (1) As shown in Theorem 5.1 above, in the case that A ⊂ M is singular, any finite number
of elements can be simultaneously (ε, n) norm paved over Aω with n < 1+ 16ε−2. By [Popa 2014,
Theorem 3.7], any finite number of elements can also be simultaneously (ε, n) L2-paved over Aω with
n < 1+ ε−2. But this is no longer true for norm paving over a MASA that has “large normalizer”. For
instance, one cannot pave multiple matrices in B(`2N) over its diagonal D. This can be seen as follows:
Assume M is a finite von Neumann algebra and A⊂ M is a MASA whose normalizer NM(A) generates a
II1 von Neumann algebra. Then, for any m ≥ 1, there exists a unitary u ∈NM(A) such that E A(uk)= 0 for
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all 1≤ k ≤m−1, um
= 1. Denote by σ the automorphism Ad(u) of A. Assume now that p1, . . . , pn is a

partition of A that simultaneously c paves the set of m−1 unitaries {uk
|k=1, . . . ,m−1} for some 0<c<1.

Then ‖pi uk pi‖ ≤ c for all i = 1, . . . , n and all k = 1, . . . ,m − 1. But ‖pi uk pi‖ = ‖piσ
k(pi )‖ and

piσ
k(pi ) is a projection. Thus, piσ

k(pi ) must be zero for all i and k. So, for every fixed i , we find
that pi , σ (pi ), . . . , σ

m−1(pi ) are orthogonal. Thus, τ(pi ) ≤ 1/m. Since
∑

i pi = 1, it follows that
n ≥ m. Note that, by replacing the cyclic group Z/mZ' {uk

| 0≤ k ≤ m− 1} ⊂ NM(A) with the group
(Z/2Z)t ↪→ NM(A), acting freely on A, one gets the same result for m = 2t , but with a set of m − 1
self-adjoint unitaries.

We conclude that if the normalizer of a MASA generates a type II1 von Neumann algebra then, given
any m, there exists a set of m− 1 unitaries in M such that, in order to simultaneously c pave all of them,
with c< 1, we need at least m projections (in the case m= 2t , the set can be taken of self-adjoint unitaries).
Note that, if u ∈ NM(A) is as before and we let X = {(uk

+ u−k)/2, (uk
− u−k)/(2i) | 1 ≤ k ≤ m − 1},

then any partition of 1 with projections p1, . . . , pn ⊂ A that simultaneously (c/2) paves all x ∈ X must
satisfy n ≥ m = |X |/2+ 1. Thus, under the same assumptions on A ⊂ M as before, given any m0 and
any c0 <

1
2 , there exists a set X0 ⊂ Msa with |X0| = m0 such that, in order to simultaneously c0 pave all

x ∈ X0, we need at least m0/2 projections.

(2) If A⊂M is a MASA in a von Neumann algebra, X ⊂M and ε>0, we define n(A⊂M; X, ε) in the ob-
vious way. Also, for m a positive integer, we let n(A⊂M;m, ε)=sup{n(A⊂M; X, ε) | X⊂Msa, |X |=m},
and call it the multipaving size of A⊂ M . One always has the estimate n(A⊂ M;m, ε)≤ n(A⊂ M; ε)m .
By Theorem 5.1, if A is a singular MASA in a II1 factor M , then n(Aω ⊂ Mω

;m, ε) < 1+ 16ε−2 for all
m ≥ 1, ε > 0. By 5.2.1◦ above, if NM(A)′′ is of type II1, then n(A ⊂ M;m− 1, c) ≥ m for all m = 2t ,
0< c< 1, while for arbitrary m0 (not of the form 2t ) and c0 <

1
2 , we have n(A⊂ M;m0, c0)≥m0/2. At

the same time, by [Marcus et al. 2015], we have n(A ⊂ M;m, ε)≤ (12/ε)4m .
It would be interesting to find estimates for this multipaving size in this last case (when NM(A)

is large). By arguing as in the proof of [Popa 2014, Theorem 2.2], we see that n(D ⊂ B;m, ε) =
n(Dω

⊂ Rω;m, ε) = n(D ⊂ M;m, ε) for all ε > 0, m ∈ N, where D ⊂ M denotes the ultraproduct
inclusion 5ωDk ⊂5ωMk×k(C). Thus, estimating the multipaving size for Dω

⊂ Rω, or for D ⊂ M, is
the same as doing it for D⊂B. From Remark 5.2(1) and [Marcus et al. 2015], for each fixed 1> ε > 0,
the growth in m of the multiple paving size n(D ⊂ B;m, ε) is between m and (ε−4)m . Calculating its
order of magnitude seems a very challenging problem. It would already be interesting to decide whether
this growth is linear (more generally, polynomial), or exponential.

Remark 5.3. Exactly the same proof as that of [Popa 2014, Theorem 4.1.(a)] shows the following more
general result. Let (M, τ ) be a von Neumann algebra with a normal faithful tracial state, A ⊂ M a
MASA in M and A⊂ N ⊂ M an intermediate von Neumann subalgebra with the following malnormality
property: the only A-N -subbimodule of L2(M 	 N ) that is finitely generated as a right N -module is {0}.
Then, given any ‖ · ‖2-separable subspace X ⊂ M 	 N and any free ultrafilter ω on N, there exists a
diffuse von Neumann subalgebra B0 ⊂ Aω such that every “word” with alternating “letters” from B0	C1
and X has trace zero. Note that [Popa 2014, Theorem 4.1.(a)] corresponds to the case N = A because,
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by [Popa 2006, Section 1.4], the singularity of A in M implies that L2(M 	 A) contains no nonzero
A-A-subbimodule that is finitely generated as a right A-module.

By combining this result with the dilation argument as in the proof of Theorem 5.1 above, it follows that
any x ∈ M 	 N can be so-paved, with ns(A ⊂ M; x, ε) < 52ε−2. Thus, if A ⊂ N satisfies the so-paving
property, then so does A ⊂ M , and we have the estimate ns(A ⊂ M; ε)≤ 202ε−2ns(A ⊂ N ; ε/2).

This observation allows us to derive the so-paving property (and thus the validity of Conjecture 2.8(1)
for a class of MASAs that are neither singular nor Cartan. More precisely, assume that A ⊂ M is a
MASA in a II1 factor such that the normalizer NM(A) generates a von Neumann algebra N satisfying the
conditions: (1) either N is amenable, or A ⊂ N can be obtained as a group measure space construction
from a free ergodic profinite action of a countable group; (2) N ⊂ M satisfies the above malnormality
condition. Then, A ⊂ M has the so-paving property.

Concrete such examples can be easily derived from [Popa 1983]. For instance, [Popa 1983, Theorem 5.1]
provides an example of a MASA A in the hyperfine II1 factor M ' R such that the normalizer of A in M
generates a subfactor N ⊂ M with the property that N L2(M 	 N )N is an infinite multiple of the coarse
N -N -bimodule L2(N )⊗ L2(N ), and thus N ⊂ M satisfies the malnormality condition. Other examples
come from free product constructions: let A ⊂ N be a Cartan subalgebra of a (separable) amenable
von Neumann algebra of type II1 (e.g., the hyperfinite II1 factor, N ' R); let (B, τ ) be a diffuse finite
von Neumann algebra and denote M = N ∗ B; then, A is a MASA in M , the normalizer of A in M
generates N , and again, by [Popa 1983, Remark 6.3], N L2(M 	 N )N is an infinite multiple of the coarse
N -N -bimodule, so that N ⊂ M satisfies the malnormality condition.

We end with a result showing that the order of magnitude of the paving size obtained in Theorem 5.1 is
optimal. More generally, we show that, for any MASA in any II1 factor, the ε paving size is at least ε−2,
i.e., sup{n(ε, x) | x ∈ Msa} ≥ ε

−2. The proof is very similar to [Casazza et al. 2007, Theorem 6], where it
was shown that one needs at least ε−2 projections to ε pave self-adjoint unitary matrices.

Proposition 5.4. Let M be a II1 factor and A ⊂ M a diffuse abelian von Neumann subalgebra. Let ε > 0
and n < ε−2. There exists a self-adjoint unitary x ∈ M with E A(x)= 0 and∥∥∥∥ n∑

k=1

pk xpk

∥∥∥∥≥ ∥∥∥∥ n∑
k=1

pk xpk

∥∥∥∥
2
> ε (5-1)

for every decomposition of the identity 1= p1+ · · ·+ pn with n projections pk ∈ A.
So, if A ⊂ M is a MASA in a II1 factor, then the uniform L2 paving size of Aω ⊂ Mω is exactly equal

to the smallest integer that is greater than or equal to ε−2.

Proof. Fix ε > 0 and n < ε−2. Take r large enough such that

r
r − 1

1
n
−

1
r − 1

> ε2 (5-2)

and such that there exists a conference matrix C ∈ Mr (R) of size r , that is,

Ci j =±1 if i 6= j, Ci i = 0 for all i, and (r − 1)−1/2C is a self-adjoint unitary.
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Since A is diffuse, we can choose projections e1, . . . , er ∈ A with 1= e1+ · · ·+ er and τ(ei )= 1/r for
every i . Since M is a II1 factor, we can choose partial isometries v1, . . . , vr ∈ M such that viv

∗

i = e1 and
v∗i vi = ei for all i . Define

x =
1

√
r − 1

r∑
i, j=1

Ci jv
∗

i v j .

Note that x is a self-adjoint unitary. Since A is abelian, we have for all i 6= j that

0= ei e j E A(v
∗

i v j )= ei E A(v
∗

i v j )e j = E A(eiv
∗

i v j e j )= E A(v
∗

i v j ).

Since Ci i = 0 for all i , we get that E A(x)= 0.
Choose an arbitrary decomposition of the identity 1= p1+ · · ·+ pn with n projections pk ∈ A. We

prove that (5-1) holds. First note that∥∥∥∥ n∑
k=1

pk xpk

∥∥∥∥2

2
=

n∑
k=1

‖pk xpk‖
2
2 =

n∑
k=1

τ(pk xpk x). (5-3)

Since A is abelian, we can define the projections pik = ei pk . Writing pk =
∑r

i=1 pik , we get for every
k ∈ {1, . . . , n} that

τ(pk xpk x)=
r∑

i, j=1

τ(pik xp jk x)=
r∑

i, j=1

τ(pik xp jk xei )

=
1

r − 1

r∑
i, j=1

C2
i jτ(pikv

∗

i v j p jkv
∗

jvi )

=
1

r − 1

( r∑
i, j=1

τ(vi pikv
∗

i v j p jkv
∗

j )−

r∑
i=1

τ(vi pikv
∗

i vi pikv
∗

i )

)

=
1

r − 1
(τ (T 2

k )− τ(pk)), where Tk =

r∑
i=1

vi pikv
∗

i .

In combination with (5-3), it follows that∥∥∥∥ n∑
k=1

pk xpk

∥∥∥∥2

2
=

1
r − 1

τ

( n∑
k=1

T 2
k

)
−

1
r − 1

. (5-4)

We next observe that, as positive operators, we have

n∑
k=1

T 2
k ≥

1
n

( n∑
k=1

Tk

)2

. (5-5)

Indeed, defining the elements T, R ∈ M1,n(C)⊗M given by

T = (T1 T2 · · · Tn) and R = (1 1 · · · 1),
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we get that ( n∑
k=1

Tk

)2

= T R∗RT ∗ ≤ ‖R‖2T T ∗ = n
n∑

k=1

T 2
k .

So, (5-5) follows. By construction, we have that
∑n

k=1 Tk = re1. So, in combination with (5-4) and (5-2),
we find that ∥∥∥∥ n∑

k=1

pk xpk

∥∥∥∥2

2
≥

1
r − 1

1
n
τ(r2e1)−

1
r − 1

=
1

r − 1
r
n
−

1
r − 1

> ε2.

Thus we have proved (5-1).
Now assume that A ⊂ M is a MASA in the II1 factor M . It follows that the uniform L2-paving size of

Aω ⊂ Mω is at least ε−2. On the other hand, if n is an integer and n ≥ ε−2, it was proved in [Popa 2014,
Section 3] that every element x ∈ Mω can be (ε, n) L2-paved. �

References

[Akemann and Sherman 2012] C. A. Akemann and D. Sherman, “Conditional expectations onto maximal abelian ∗-subalgebras”,
J. Operator Theory 68:2 (2012), 597–607. MR 2995737 Zbl 1274.46117

[Casazza et al. 2007] P. Casazza, D. Edidin, D. Kalra, and V. I. Paulsen, “Projections and the Kadison–Singer problem”, Oper.
Matrices 1:3 (2007), 391–408. MR 2009a:46105 Zbl 1132.46037

[Connes and Størmer 1978] A. Connes and E. Størmer, “Homogeneity of the state space of factors of type III1”, J. Functional
Analysis 28:2 (1978), 187–196. MR 57 #10435 Zbl 0408.46048

[Connes et al. 1981] A. Connes, J. Feldman, and B. Weiss, “An amenable equivalence relation is generated by a single
transformation”, Ergodic Theory Dynamical Systems 1:4 (1981), 431–450. MR 84h:46090 Zbl 0491.28018

[Dixmier 1954] J. Dixmier, “Sous-anneaux abéliens maximaux dans les facteurs de type fini”, Ann. of Math. (2) 59 (1954),
279–286. MR 15,539b Zbl 0055.10702

[Feldman and Moore 1977] J. Feldman and C. C. Moore, “Ergodic equivalence relations, cohomology, and von Neumann
algebras, II”, Trans. Amer. Math. Soc. 234:2 (1977), 325–359. MR 58 #28261b Zbl 0369.22010

[Kadison and Singer 1959] R. V. Kadison and I. M. Singer, “Extensions of pure states”, Amer. J. Math. 81 (1959), 383–400.
MR 23 #A1243 Zbl 0086.09704

[Kechris 1995] A. S. Kechris, Classical descriptive set theory, Graduate Texts in Mathematics 156, Springer, New York, 1995.
MR 96e:03057 Zbl 0819.04002

[de Korvin 1971] A. de Korvin, “Complete sets of expectations on von Neumann algebras”, Quart. J. Math. Oxford Ser. (2) 22
(1971), 135–142. MR 45 #913 Zbl 0207.44404

[Marcus et al. 2015] A. W. Marcus, D. A. Spielman, and N. Srivastava, “Interlacing families, II: Mixed characteristic polynomials
and the Kadison–Singer problem”, Ann. of Math. 182:1 (2015), 327–350.

[von Neumann 1949] J. von Neumann, “On rings of operators: reduction theory”, Ann. of Math. (2) 50 (1949), 401–485.
MR 10,548a Zbl 0034.06102

[Ocneanu 1985] A. Ocneanu, Actions of discrete amenable groups on von Neumann algebras, Lecture Notes in Mathematics
1138, Springer, Berlin, 1985. MR 87e:46091 Zbl 0608.46035

[Popa 1983] S. Popa, “Orthogonal pairs of ∗-subalgebras in finite von Neumann algebras”, J. Operator Theory 9:2 (1983),
253–268. MR 84h:46077 Zbl 0521.46048

[Popa 1995] S. Popa, Classification of subfactors and their endomorphisms, CBMS Regional Conference Series in Mathematics
86, American Mathematical Society, Providence, RI, 1995. MR 96d:46085 Zbl 0865.46044

[Popa 1999] S. Popa, “The relative Dixmier property for inclusions of von Neumann algebras of finite index”, Ann. Sci. École
Norm. Sup. (4) 32:6 (1999), 743–767. MR 2000k:46084 Zbl 0966.46036

http://www.mathjournals.org/jot/2012-068-002/2012-068-002-013.pdf
http://msp.org/idx/mr/2995737
http://msp.org/idx/zbl/1274.46117
http://dx.doi.org/10.7153/oam-01-23
http://msp.org/idx/mr/2009a:46105
http://msp.org/idx/zbl/1132.46037
http://dx.doi.org/10.1016/0022-1236(78)90085-X
http://msp.org/idx/mr/57:10435
http://msp.org/idx/zbl/0408.46048
http://dx.doi.org/10.1017/S014338570000136X
http://dx.doi.org/10.1017/S014338570000136X
http://msp.org/idx/mr/84h:46090
http://msp.org/idx/zbl/0491.28018
http://dx.doi.org/10.2307/1969692
http://msp.org/idx/mr/15,539b
http://msp.org/idx/zbl/0055.10702
http://dx.doi.org/10.2307/1997924
http://dx.doi.org/10.2307/1997924
http://msp.org/idx/mr/58:28261b
http://msp.org/idx/zbl/0369.22010
http://dx.doi.org/10.2307/2372748
http://msp.org/idx/mr/23:A1243
http://msp.org/idx/zbl/0086.09704
http://dx.doi.org/10.1007/978-1-4612-4190-4
http://msp.org/idx/mr/96e:03057
http://msp.org/idx/zbl/0819.04002
http://dx.doi.org/10.1093/qmath/22.1.135
http://msp.org/idx/mr/45:913
http://msp.org/idx/zbl/0207.44404
http://dx.doi.org/10.4007/annals.2015.182.1.8
http://dx.doi.org/10.4007/annals.2015.182.1.8
http://dx.doi.org/10.2307/1969463
http://msp.org/idx/mr/10,548a
http://msp.org/idx/zbl/0034.06102
http://dx.doi.org/10.1007/BFb0098579
http://msp.org/idx/mr/87e:46091
http://msp.org/idx/zbl/0608.46035
http://www.mathjournals.org/jot/1983-009-002/1983-009-002-003.pdf
http://msp.org/idx/mr/84h:46077
http://msp.org/idx/zbl/0521.46048
http://msp.org/idx/mr/96d:46085
http://msp.org/idx/zbl/0865.46044
http://dx.doi.org/10.1016/S0012-9593(00)87717-4
http://msp.org/idx/mr/2000k:46084
http://msp.org/idx/zbl/0966.46036


PAVING OVER ARBITRARY MASAS IN VON NEUMANN ALGEBRAS 1023

[Popa 2006] S. Popa, “On a class of type II1 factors with Betti numbers invariants”, Ann. of Math. (2) 163:3 (2006), 809–899.
MR 2006k:46097 Zbl 1120.46045

[Popa 2014] S. Popa, “A II1 factor approach to the Kadison–Singer problem”, Comm. Math. Phys. 332:1 (2014), 379–414.
MR 3253706 Zbl 1306.46060

[Takesaki 2003] M. Takesaki, Theory of operator algebras, II, Encyclopaedia of Mathematical Sciences 125, Springer, Berlin,
2003. MR 2004g:46079 Zbl 1059.46031

[Tao 2013] T. Tao, “Real stable polynomials and the Kadison–Singer problem”, electronic resource, 2013, available at
https://terrytao.wordpress.com/tag/kadison-singer-problem/.

[Valette 2015] A. Valette, “Le problème de Kadison–Singer”, pp. 451–476 in Séminaire Bourbaki 2013/2014 (Exposé 1088),
Astérisque 367–368, Société Mathématique de France, Paris, 2015.

[Voiculescu 1987] D. Voiculescu, “Multiplication of certain noncommuting random variables”, J. Operator Theory 18:2 (1987),
223–235. MR 89b:46076 Zbl 0662.46069

Received 12 Jan 2015. Revised 18 Feb 2015. Accepted 25 Mar 2015.

SORIN POPA: popa@math.ucla.edu
Department of Mathematics, University of California Los Angeles, Los Angeles, CA 90095-1555, United States

STEFAAN VAES: stefaan.vaes@wis.kuleuven.be
Department of Mathematics, KU Leuven, Celestijnenlaan 200B, 3001 Leuven, Belgium

mathematical sciences publishers msp

http://dx.doi.org/10.4007/annals.2006.163.809
http://msp.org/idx/mr/2006k:46097
http://msp.org/idx/zbl/1120.46045
http://dx.doi.org/10.1007/s00220-014-2055-4
http://msp.org/idx/mr/3253706
http://msp.org/idx/zbl/1306.46060
http://dx.doi.org/10.1007/978-3-662-10451-4
http://msp.org/idx/mr/2004g:46079
http://msp.org/idx/zbl/1059.46031
https://terrytao.wordpress.com/tag/kadison-singer-problem/
http://smf4.emath.fr/Publications/Asterisque/2015/367-368/html/smf_ast_367-368_451-476.php
http://www.mathjournals.org/jot/1987-018-002/1987-018-002-003.pdf
http://msp.org/idx/mr/89b:46076
http://msp.org/idx/zbl/0662.46069
mailto:popa@math.ucla.edu
mailto:stefaan.vaes@wis.kuleuven.be
http://msp.org




Guidelines for Authors

Authors may submit manuscripts in PDF format on-line at the Submission
page at msp.org/apde.

Originality. Submission of a manuscript acknowledges that the manu-
script is original and and is not, in whole or in part, published or under
consideration for publication elsewhere. It is understood also that the
manuscript will not be submitted elsewhere while under consideration
for publication in this journal.

Language. Articles in APDE are usually in English, but articles written
in other languages are welcome.

Required items. A brief abstract of about 150 words or less must be
included. It should be self-contained and not make any reference to the
bibliography. If the article is not in English, two versions of the abstract
must be included, one in the language of the article and one in English.
Also required are keywords and subject classifications for the article,
and, for each author, postal address, affiliation (if appropriate), and email
address.

Format. Authors are encouraged to use LATEX but submissions in other
varieties of TEX, and exceptionally in other formats, are acceptable. Ini-
tial uploads should be in PDF format; after the refereeing process we will
ask you to submit all source material.

References. Bibliographical references should be complete, including
article titles and page ranges. All references in the bibliography should
be cited in the text. The use of BibTEX is preferred but not required. Tags
will be converted to the house format, however, for submission you may
use the format of your choice. Links will be provided to all literature
with known web locations and authors are encouraged to provide their
own links in addition to those supplied in the editorial process.

Figures. Figures must be of publication quality. After acceptance, you
will need to submit the original source files in vector graphics format for
all diagrams in your manuscript: vector EPS or vector PDF files are the
most useful.

Most drawing and graphing packages (Mathematica, Adobe Illustrator,
Corel Draw, MATLAB, etc.) allow the user to save files in one of these
formats. Make sure that what you are saving is vector graphics and not a
bitmap. If you need help, please write to graphics@msp.org with details
about how your graphics were generated.

White space. Forced line breaks or page breaks should not be inserted in
the document. There is no point in your trying to optimize line and page
breaks in the original manuscript. The manuscript will be reformatted to
use the journal’s preferred fonts and layout.

Proofs. Page proofs will be made available to authors (or to the des-
ignated corresponding author) at a Web site in PDF format. Failure to
acknowledge the receipt of proofs or to return corrections within the re-
quested deadline may cause publication to be postponed.

http://msp.org/apde
mailto:graphics@msp.org


ANALYSIS & PDE
Volume 8 No. 4 2015

765Inequality for Burkholder’s martingale transform
PAATA IVANISVILI

807Classification of blowup limits for SU(3) singular Toda systems
CHANG-SHOU LIN, JUN-CHENG WEI and LEI ZHANG

839Ricci flow on surfaces with conic singularities
RAFE MAZZEO, YANIR A. RUBINSTEIN and NATASA SESUM

883Growth of Sobolev norms for the quintic NLS on T 2

EMANUELE HAUS and MICHELA PROCESI

923Power spectrum of the geodesic flow on hyperbolic manifolds
SEMYON DYATLOV, FRÉDÉRIC FAURE and COLIN GUILLARMOU

1001Paving over arbitrary MASAs in von Neumann algebras
SORIN POPA and STEFAAN VAES

2157-5045(2015)8:4;1-A

A
N

A
LY

SIS
&

PD
E

Vol.8,
N

o.4
2015


	 vol. 8, no. 4, 2015
	Masthead and Copyright
	Paata Ivanisvili
	1. Introduction
	1.1. Our main results
	1.2. Plan of the paper

	2. Definitions and known results
	3. Homogeneous Monge–Ampère equation and minimal concave functions
	3.1. Foliation
	3.2. Cup

	4. Construction of the Bellman function
	4.1. Reduction to the two-dimensional case
	4.2. Construction of a candidate for M
	4.3. Concavity in another direction

	5. Sharp constants via foliation
	5.1. Main theorem
	5.2. The case yps0
	5.3. The case yp> s0

	6. Extremizers via foliation
	6.1. The case s0yp
	6.2. The case s0> yp

	Acknowledgements
	References

	Chang-Shou Lin and Jun-cheng Wei and Lei Zhang
	1. Introduction
	2. A selection process for SU(n+1) Toda systems
	2.1. Case two: the singular case i=0.  

	3. Pohozaev identity and related estimates on the energy
	4. Fully bubbling systems
	5. Asymptotic behavior of solutions in each simple blowup area
	6. Combination of bubbling areas
	Acknowledgements
	References

	Rafe Mazzeo and Yanir A. Rubinstein and Natasa Sesum
	1. Introduction
	2. Preliminaries on Ricci flow
	2A. Miscellaneous formulae
	2B. Conic singularities
	2C. Uniformization of conical Riemann surfaces
	2D. Optimal regularity
	2E. Historical remarks

	3. Linear estimates and existence of the flow
	3A. Elliptic operators on conic manifolds
	3B. Function spaces
	3C.  Mapping properties
	3D.  Structure of the generalized inverse
	3E. Mapping properties, revisited
	3F. Parabolic Schauder estimates
	3F1. Structure of the heat kernel
	3F2. Function spaces
	3F3. Estimates

	3G. Short-time existence
	3H. Higher regularity
	3I. Maximum principles
	3J. Long-time existence

	4. Convergence of the flow in the Troyanov case
	5. Convergence in the non-Troyanov case
	5A. Area noncollapsing via Perelman's monotonicity formula
	5B. Entropy estimate
	5C. Harnack estimate and curvature bound
	5D. One concentration point

	Acknowledgements
	References

	Emanuele Haus and Michela Procesi
	1. Introduction
	1A. Some literature
	1B. Informal description of the results
	1C. Comparison with the cubic case and higher-order NLS equations
	1D. Plan of the paper

	2. The toy model
	2A. Invariant subspaces
	2B. Symplectic reduction
	2C. Existence of a ``slider solution''

	3. Construction of the set S
	3A. The density argument and the norm explosion property
	3B. Proof of 0=theorem.761=Proposition 3.1

	4. Proof of 0=theorem.51=Theorem 1.1
	Appendix A. Proof of 0=theorem.711=2.13
	Appendix B. Proof of 0=theorem.1031=4.1
	Appendix C. Two-generation sets without full energy transmission
	Acknowledgement
	References

	Semyon Dyatlov and Frédéric Faure and Colin Guillarmou
	1. Introduction
	2. Outline and structure
	2A. Dimension 2
	2B. Higher dimensions
	2C. Structure of the paper

	3. Geometry of the hyperbolic space
	3A. Models of the hyperbolic space
	3B. Isometry group
	3C. Geodesic flow
	3D. Conformal infinity
	3E. Action of G on the conformal infinity
	3F. The bundle E and parallel transport to the conformal infinity

	4. Horocyclic operators
	4A. Symmetric tensors
	4B. Horocyclic operators
	4C. Inverting horocyclic operators
	4D. Reduction to the conformal boundary

	5. Pollicott–Ruelle resonances
	5A. Definition and properties
	5B. Proof of the main theorem
	5C. Resonance pairing and algebraic multiplicity

	6. Properties of the Laplacian
	6A. Definition and Bochner identity
	6B. Laplacian in the half-plane model
	6C. Properties of the Poisson kernel

	7. Expansions of eigenstates of the Laplacian
	7A. Indicial calculus and general weak expansion
	7B. Weak expansions in the divergence-free case
	7C. Surjectivity of the Poisson operator

	Appendix A. Some technical calculations
	A1. Asymptotic expansions for certain integrals
	A2. The Jacobian of Psi
	A3. An identity for harmonic polynomials

	Appendix B. The special case of dimension 2
	Appendix C. Eigenvalue asymptotics for symmetric tensors
	C1. Weyl law
	C2. The case m=1

	Acknowledgements
	References

	Sorin Popa and Stefaan Vaes
	1. Introduction
	2. A paving conjecture for MASAs
	3. Paving over MASAs in type I von Neumann algebras
	4. Paving over Cartan subalgebras
	5. Paving size for one or more elements
	References

	Guidelines for Authors
	Table of Contents

