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For singular $\mathrm{SU}(3)$ Toda systems, we prove that the limit of energy concentration is a finite set. In addition, for fully bubbling solutions we use a Pohozaev identity to prove a uniform estimate. Our results extend previous results of Jost, Lin and Wang on regular SU(3) Toda systems.

## 1. Introduction

Systems of elliptic equations in two-dimensional space with exponential nonlinearity are very commonly observed in physics, geometry, chemistry and biology. In this article we consider the following general system of equations defined in $\mathbb{R}^{2}$ :

$$
\begin{equation*}
\Delta u_{i}+\sum_{j \in I} a_{i j} h_{j} e^{u_{j}}=4 \pi \gamma_{i} \delta_{0} \quad \text { in } B_{1} \subset \mathbb{R}^{2} \quad \text { for } i \in I, \tag{1-1}
\end{equation*}
$$

where $I=\{1, \ldots, n\}, B_{1}$ is the unit ball in $\mathbb{R}^{2}, h_{1}, \ldots, h_{n}$ are smooth functions, $A=\left(a_{i j}\right)_{n \times n}$ is a constant matrix, $\gamma_{i}>-1$ and $\delta_{0}$ is the Dirac mass at 0 . If $n=1$ and $a_{11}=1$, the system (1-1) is reduced to a single Liouville equation, which has vast background in conformal geometry and physics. The general system (1-1) is used for many models in different disciplines of science. If the coefficient matrix $A$ is nonnegative, symmetric and irreducible, (1-1) is called a Liouville system and is related to models in the theory of chemotaxis [Childress and Percus 1981; Keller and Segel 1971], in the physics of charged particle beams [Bennet 1934; Debye and Huckel 1923; Kiessling and Lebowitz 1994] and in the theory of semiconductors [Mock 1975]; see [Chanillo and Kiessling 1995; Chipot et al. 1997; Lin and Zhang 2010] and the references therein for more applications of Liouville systems. If $A$ is the Cartan matrix

$$
A_{n}=\left(\begin{array}{rrrrrr}
2 & -1 & 0 & 0 & \cdots & 0 \\
-1 & 2 & -1 & 0 & \cdots & 0 \\
0 & -1 & 2 & -1 & \ddots & \vdots \\
\vdots & \ddots & \ddots & \ddots & \ddots & 0 \\
0 & \cdots & 0 & -1 & 2 & -1 \\
0 & \cdots & 0 & 0 & -1 & 2
\end{array}\right),
$$

the system (1-1) is called an $\mathrm{SU}(n+1)$ Toda system (which has $n$ equations) and is related to the nonabelian gauge in Chern-Simons theory; see [Dunne et al. 1991; Dunne 1995; Ganoulis et al. 1982; Leznov 1980; Leznov and Saveliev 1992; Malchiodi and Ndiaye 2007; Malchiodi and Ruiz 2013; Mansfield

[^0]1982; Nolasco and Tarantello 1999; 2000; Yang 1997; 2001] and the references therein. There are also many works on the relationship between $\mathrm{SU}(n+1)$ Toda systems and holomorphic curves in $\mathbb{C P}^{n}$, the flat $\mathrm{SU}(n+1)$ connection, complete integrability and harmonic sequences; see [Bolton and Woodward 1997; Bolton et al. 1988; Calabi 1953; Chern and Wolfson 1987; Doliwa 1997; Guest 1997; Leznov and Saveliev 1992; Lin et al. 2012a] for references.

After decades of extensive study, many important questions related to the scalar Liouville equation are answered and the behavior of blowup solutions is well understood (see [Bartolucci and Tarantello 2002a; 2002b; Bartolucci and Malchiodi 2013; Chen and Lin 2002; 2003] for related discussions). However, the understanding of blowup solutions to the more general systems (1-1) is far from complete. In recent years, much progress has been made on more general systems and we only mention a few works related to the topic of the current article. First, Lin and Zhang [2010; 2011] completed a degree-counting project for Liouville systems defined on Riemann surfaces. Second, for regular SU(3) Toda systems (which have two equations), Jost, Lin and Wang [Jost et al. 2006] proved some uniform estimates for fully bubbling solutions (see Section 4 for the definition) using holonomy theory. Later, Lin, Wei and Zhao [Lin et al. 2012b] improved the estimate of [Jost et al. 2006] to the sharp form using the nondegeneracy of the global $\operatorname{SU}(3)$ solutions, which was established by Lin, Wei and Ye [Lin et al. 2012a] among other things.

In this article we mainly focus on the asymptotic behavior of blowup solutions of (1-1) and the weak limit of energy concentration for $\mathrm{SU}(n+1)$ Toda systems. More specifically, let $u^{k}=\left(u_{1}^{k}, \ldots, u_{n}^{k}\right)$ be a sequence of solutions

$$
\begin{equation*}
\Delta u_{i}^{k}+\sum_{j=1}^{n} a_{i j} h_{j}^{k} e^{u_{j}^{k}}=4 \pi \gamma_{i}^{k} \delta_{0} \quad \text { in } B_{1}, \quad i=1, \ldots, n, \tag{1-2}
\end{equation*}
$$

with 0 being its only possible blowup point in $B_{1}$ :

$$
\begin{equation*}
\max _{K \Subset B_{1} \backslash\{0\}} u_{i}^{k} \leq C(K) . \tag{1-3}
\end{equation*}
$$

Since the right-hand side of (1-2) is a Dirac mass, we define the regular part of $u_{i}^{k}$ to be

$$
\begin{equation*}
\tilde{u}_{i}^{k}(x)=u_{i}^{k}(x)-2 \gamma_{i}^{k} \log |x|, \quad x \in B_{1}, \quad i=1, \ldots, n \tag{1-4}
\end{equation*}
$$

Then $u^{k}=\left(u_{1}^{k}, \ldots, u_{n}^{k}\right)$ is called a sequence of blowup solutions if $\max _{i} \max _{x \in B_{1}} \tilde{u}_{i}^{k} \rightarrow \infty$.
We assume that $\gamma_{i}^{k} \rightarrow \gamma_{i}>-1$, that $h_{1}^{k}, \ldots, h_{n}^{k}$ are positive smooth functions with a uniform bound on their $C^{3}$ norm:

$$
\begin{equation*}
\frac{1}{C} \leq h_{i}^{k} \leq C, \quad\left\|h_{i}^{k}\right\|_{C^{3}\left(B_{1}\right)} \leq C \quad \text { in } B_{1}, \quad \gamma_{i}^{k} \rightarrow \gamma_{i}>-1 \quad \text { for all } i \in I \tag{1-5}
\end{equation*}
$$

and we suppose that there is a uniform bound on the oscillation of $u_{i}^{k}$ on $\partial B_{1}$ and its energy, $\int_{B_{1}} h_{i}^{k} e^{u_{i}^{k}}$ :

$$
\begin{equation*}
\left|u_{i}^{k}(x)-u_{i}^{k}(y)\right| \leq C \quad \text { for all } x, y \in \partial B_{1}, \quad \int_{B_{1}} h_{i}^{k} e^{u_{i}^{k}} \leq C, \quad i \in I \tag{1-6}
\end{equation*}
$$

where $C$ is independent of $k$.

Note that the oscillation finiteness assumption in (1-6) is natural and generally satisfied in most applications. The energy bound in (1-6) is also natural for a system or equation defined in two-dimensional space.

If $A=A_{2}$, (1-2) describes $\mathrm{SU}(3)$ with sources. Our first main theorem is concerned with the energy limits of solutions to singular $\mathrm{SU}(3)$ Toda systems.

Given any $\delta>0, u^{k}$ has no blowup point in $B_{1} \backslash B_{\delta}$ (in this article we use $B(x, r)$ to denote a ball centered at $x$ with radius $r$ and use $B_{r}$ to denote $B(0, r)$ ). Thus we are interested in the following limit:

$$
\begin{equation*}
\sigma_{i}=\lim _{\delta \rightarrow 0} \lim _{k \rightarrow \infty} \frac{1}{2 \pi} \int_{B_{\delta}} h_{i}^{k} e^{u_{i}^{k}}, \quad i=1,2 \tag{1-7}
\end{equation*}
$$

Since, for each $\delta>0, \int_{B_{\delta}} h_{i}^{k} e^{u_{i}^{k}}$ is uniformly bounded, the $\lim _{k \rightarrow \infty}$ in (1-7) is understood as the limit of a subsequence of $u^{k}$. For convenience we don't distinguish $u^{k}$ and its subsequences in this article.

Let

$$
\mu_{i}=1+\gamma_{i}, \quad i=1,2
$$

and let

$$
\Gamma=\left\{\left(\sigma_{1}, \sigma_{2}\right): \sigma_{1}, \sigma_{2} \geq 0, \sigma_{1}^{2}-\sigma_{1} \sigma_{2}+\sigma_{2}^{2}=2 \mu_{1} \sigma_{1}+2 \mu_{2} \sigma_{2}\right\}
$$

be a quadratic curve in the first quadrant. It is easy to see that $\Gamma$ is contained in the box

$$
\left[0, \frac{4}{3} \mu_{1}+\frac{2}{3} \mu_{2}+\frac{4}{3} \sqrt{\mu_{1}^{2}+\mu_{1} \mu_{2}+\mu_{2}^{2}}\right] \times\left[0, \frac{2}{3} \mu_{1}+\frac{4}{3} \mu_{2}+\frac{4}{3} \sqrt{\mu_{1}^{2}+\mu_{1} \mu_{2}+\mu_{2}^{2}}\right]
$$

In Definition 1.1 below we shall define a finite set on $\Gamma$. In order to describe the relative positions of points, we say $(c, d)$ is in the upper right part of $(a, b)$ if $c \geq a$ and $d \geq b$.

Definition 1.1. It is easy to verify that the following six points are on $\Gamma$ :
$\left(2 \mu_{1}, 0\right)$,
$\left(0,2 \mu_{2}\right)$,
$\left(2 \mu_{1}, 2\left(\mu_{1}+\mu_{2}\right)\right)$,
$\left(2\left(\mu_{1}+\mu_{2}\right), 2 \mu_{2}\right)$,
$\left(2\left(\mu_{1}+\mu_{2}\right), 2\left(\mu_{1}+\mu_{2}\right)\right)$.

First we let the six points above belong to $\Sigma$, then we determine other points in $\Sigma$ as follows: For $(a, b) \in \Sigma$, intersect $\Gamma$ with $\sigma_{1}=a+2 N$ and $\sigma_{2}=b+2 N(N=0,1,2, \ldots)$ and add the point(s) of intersection to $\Sigma$ that belong to the upper right part of $(a, b)$. For each new member $(c, d) \in \Sigma$ added by this process, we apply the same procedure based on $(c, d)$ to obtain possible new members.

Theorem 1.2. Let $A=A_{2}, h_{i}^{k}$ and $\gamma_{i}^{k}$ satisfy (1-5). Then, for $u^{k}$ satisfying (1-2), (1-3) and (1-6), we have $\left(\sigma_{1}, \sigma_{2}\right) \in \Sigma$, where $\sigma_{i}$ is defined by (1-7) and $\Sigma$ is defined as in Definition 1.1.

Remark 1.3. If $\gamma_{1}=\gamma_{2}=0$, the system is a nonsingular $\operatorname{SU}(3)$ Toda system. One sees easily that

$$
\Sigma=\{(0,0),(2,0),(0,2),(2,4),(4,2),(4,4)\}
$$

Indeed, when the procedure described in Definition 1.1 is applied to any of the six points in $\Sigma$, no extra point of intersection can be found. For example if we start from $(0,0)$ and intersect $\Gamma$ by lines $\sigma_{1}=2 N$ ( $N$ being a nonnegative integer), then we see immediately that the intersection of $\Gamma$ with $\sigma_{1}=2$ gives $(2,0)$ and $(2,4)$, which are already in $\Sigma$. The intersection with $\sigma_{1}=4$ gives $(4,2)$ and $(4,4)$, which also belong to the six types in $\Sigma$. There is no intersection between $\Gamma$ and $\sigma_{1}=6$. Theorem 1.2 in this special
case was proved in [Jost et al. 2006]. Recent work of Pistoia, Musso and Wei [Musso et al. 2015] proved that all six cases for nonsingular $\operatorname{SU}(3)$ Toda systems can occur.

Remark 1.4. It is easy to observe that the maximum value of $\sigma_{1}$ on $\Gamma$ is

$$
\frac{4}{3} \mu_{1}+\frac{2}{3} \mu_{2}+\frac{4}{3} \sqrt{\mu_{1}^{2}+\mu_{1} \mu_{2}+\mu_{2}^{2}}
$$

The maximum value of $\sigma_{2}$ is

$$
\frac{2}{3} \mu_{1}+\frac{4}{3} \mu_{2}+\frac{4}{3} \sqrt{\mu_{1}^{2}+\mu_{1} \mu_{2}+\mu_{2}^{2}} .
$$

Thus $\Sigma$ is a finite set. As two special cases, we see that:
(1) If

$$
\frac{4}{3} \mu_{1}+\frac{2}{3} \mu_{2}+\frac{4}{3} \sqrt{\mu_{1}^{2}+\mu_{1} \mu_{2}+\mu_{2}^{2}}<2 \quad \text { and } \quad \frac{2}{3} \mu_{1}+\frac{4}{3} \mu_{2}+\frac{4}{3} \sqrt{\mu_{1}^{2}+\mu_{1} \mu_{2}+\mu_{2}^{2}}<2
$$

then there are only six points in $\Sigma$ :

$$
\Sigma=\left\{(0,0),\left(2 \mu_{1}, 0\right),\left(0,2 \mu_{2}\right),\left(2\left(\mu_{1}+\mu_{2}\right), 2 \mu_{2}\right),\left(2 \mu_{1}, 2\left(\mu_{1}+\mu_{2}\right)\right),\left(2\left(\mu_{1}+\mu_{2}\right), 2\left(\mu_{1}+\mu_{2}\right)\right)\right\}
$$

(2) For $\gamma_{1}=\gamma_{2}=1$, in addition to $(0,0),(4,0),(0,4),(4,8),(8,4)$ and $(8,8), \Sigma$ has other 14 points.

An earlier version of the current article was posted on the arXiv in March 2013. After that, some work has been done based on Theorem 1.2 (see [Battaglia and Malchiodi 2014] for example). Theorem 1.2 reflects some essential differences between Toda systems and Liouville systems. Lin et al. [2012a] proved that all the global solutions of $\mathrm{SU}(n+1)$ Toda systems can be described by $n^{2}+2 n$ parameters and the energy of global solutions is a discrete set. On the other hand, the global solutions of Liouville systems all belong to a family of three parameters but their energy forms an ( $n-1$ )-dimensional hypersurface (see [Chipot et al. 1997; Lin and Zhang 2010]). These differences lead to very different approaches in their respective research. For example, [Lin et al. 2012b] obtained sharp estimates for fully bubbling solutions (see Section 4 for the definition) of $\operatorname{SU}(3)$ Toda systems using the discreteness of energy as a key ingredient in their proof.

Here we briefly describe the strategy used to prove Theorem 1.2. First we introduce a selection process suitable for $\mathrm{SU}(n+1)$ Toda systems. The selection process has been widely used for prescribing curvature-type equations (see [Li 1995; Chen and Lin 1998], etc) and we modify it to locate the bubbling area, which is a union of finite disks. In each of the disks, the blowup solutions have roughly the energy of a global $\mathrm{SU}(m+1)$ Toda system on $\mathbb{R}^{2}$ (with $m \leq n$ ), which is the limit of the blowup solutions after scaling. If $m=n$, which means no component is lost after scaling and taking the limit, we say the sequence of solutions in the disk is fully bubbling, otherwise we call it partially bubbling. Next we introduce the "group" concept to place bubbling disks according to their relative locations. There are only finitely many bubbling disks and their relative distances may tend to 0 with very different speed. The name "group" is used to describe a few disks that are roughly closest to one another and much further from other disks. Lemma 2.4 is a Harnack-type result that plays an important role in determining the energy concentration around a group. Suppose there is a circle that surrounds a group and both components of the blowup solutions have fast decay (see Section 3 for the definition) on the circle. Then a Pohozaev
identity can be computed on this circle to determine how much energy this group carries. Because of Lemma 2.4, such a circle can always be found, so the energy within the circle can be determined. Then we consider the combination of groups by scaling. The relationship among groups is similar to that of members in a same group. For example, if the distance between two groups is scaled to be 1, the bubbling disks of one group look like a Dirac mass from afar. We can similarly find circles surrounding groups that are also suitable for computing Pohozaev identities (i.e., both components of the blowup solutions have fast decay on these circles). From these Pohozaev identities, we determine how much energy is contained in each group and all the combinations of groups. One important fact is that one component of the blowup solutions always has fast decay, even though the other component may not. It is possible for the first (fast decay) component to turn to a slow decay component as the distance to a group becomes bigger, but before that happens the second component, which used to be a slow decay component, will turn to a fast decay component first.

As another application of the Pohozaev identity we establish some uniform estimates for fully bubbling solutions. These estimates were first obtained by Li [1999] for the scalar Liouville equation without singularity (using the method of moving planes) and [Bartolucci et al. 2004] for the scalar Liouville equation with singularity (using the Pohozaev identity and potential analysis). For regular SU(3) Toda systems, [Jost et al. 2006] established similar estimates using holonomy theory. Our results (Theorem 4.1 and Theorem 4.3) apply to general $\mathrm{SU}(n+1)$ Toda systems with singularity.

This article is set out as follows. In Section 2 we introduce the selection process mentioned before and in Section 3 we prove the Pohozaev identity, which is crucial for the proof of Theorem 1.2. In Section 4 we prove a uniform estimate for fully bubbling solutions (Theorem 4.3 and Theorem 4.1). Then in Section 5 and Section 6 we finish the proof of Theorem 1.2 according to the strategy mentioned before.

## 2. A selection process for $\mathrm{SU}(\mathrm{n}+1)$ Toda systems

Clearly in the proof of Theorem 1.2 we can assume 0 to be a blowup point:

$$
\begin{equation*}
\max _{x \in B_{1}, i \in I}\left\{u_{i}^{k}-2 \gamma_{i}^{k} \log |x|\right\} \rightarrow \infty \tag{2-1}
\end{equation*}
$$

because otherwise the blowup type is $(0,0)$. So, from now on throughout the paper, (2-1) is assumed.
Case one: $\gamma_{1}^{k}=\cdots=\gamma_{n}^{k}=0$.
Proposition 2.1. Let $A=\left(a_{i j}\right)_{n \times n}$ be the Cartan matrix $A_{n}, h_{i}^{k}$ satisfy (1-5) and $u^{k}=\left(u_{1}^{k}, \ldots, u_{n}^{k}\right)$ be a sequence of solutions to (1-2) with $\gamma_{1}^{k}=\cdots=\gamma_{n}^{k}=0$ such that (1-6) and (1-3) hold. Then there exist finite sequences of points $\Sigma_{k}:=\left\{x_{1}^{k}, \ldots, x_{m}^{k}\right\}\left(\right.$ all $\left.x_{j}^{k} \rightarrow 0, j=1, \ldots, m\right)$ and positive numbers $l_{1}^{k}, \ldots, l_{m}^{k} \rightarrow 0$ such that the following four properties hold:
(1) $\max _{i \in I}\left\{u_{i}^{k}\left(x_{j}^{k}\right)\right\}=\max _{B\left(x_{j}^{k}, l_{j}^{k}\right), i \in I}\left\{u_{i}^{k}\right\}$ for all $j=1, \ldots, m$.
(2) $\exp \left(\frac{1}{2} \max _{i \in I}\left\{u_{i}^{k}\left(x_{j}^{k}\right)\right\}\right) l_{j}^{k} \rightarrow \infty, j=1, \ldots, m$.
(3) There exists $C_{1}>0$ independent of $k$ such that

$$
u_{i}^{k}(x)+2 \log \operatorname{dist}\left(x, \Sigma_{k}\right) \leq C_{1} \quad \text { for all } x \in B_{1}, \quad i \in I,
$$

where dist stands for distance.
(4) In each $B\left(x_{j}^{k}, l_{j}^{k}\right)$ let

$$
\begin{equation*}
v_{i}^{k}(y)=u_{i}^{k}\left(\epsilon_{k} y+x_{j}^{k}\right)+2 \log \epsilon_{k}, \quad \epsilon_{k}=e^{-M_{k} / 2}, \quad M_{k}=\max _{i} \max _{B\left(x_{j}^{k}, l_{j}^{k}\right)} u_{i}^{k} \tag{2-2}
\end{equation*}
$$

Then one of the following two alternatives holds:
(a) The sequence is fully bubbling: along a subsequence, $\left(v_{1}^{k}, \ldots, v_{n}^{k}\right)$ converges in $C_{\mathrm{loc}}^{2}\left(\mathbb{R}^{2}\right)$ to $\left(v_{1}, \ldots, v_{n}\right)$ which satisfies

$$
\begin{aligned}
\Delta v_{i}+\sum_{j \in I} a_{i j} h_{j} e^{v_{j}}=0 \quad \text { in } \mathbb{R}^{2}, & i \in I \\
\lim _{k \rightarrow \infty} \int_{B\left(x_{j}^{k}, l_{j}^{k}\right)} \sum_{t \in I} a_{i t} h_{t}^{k} e^{u_{t}^{k}}>4 \pi, & i \in I .
\end{aligned}
$$

(b) $I=J_{1} \cup J_{2} \cup \cdots \cup J_{m} \cup N$, where $J_{1}, J_{2}, \ldots, J_{m}$ and $N$ are disjoint sets, $N \neq \varnothing$ and each $J_{t}(t=1, \ldots, m)$ consists of consecutive indices. For each $i \in N, v_{j}^{k}$ tends to $-\infty$ over any fixed compact subset of $\mathbb{R}^{2}$. The components of $v^{k}=\left(v_{1}^{k}, \ldots, v_{n}^{k}\right)$ corresponding to each $J_{l}(l=1, \ldots, m)$ converge in $C_{\mathrm{loc}}^{2}\left(\mathbb{R}^{2}\right)$ to an $\mathrm{SU}\left(\left|J_{l}\right|+1\right)$ Toda system, where $\left|J_{l}\right|$ is the number of indices in $J_{l}$. For each $i \in J_{l}$, we have

$$
\lim _{k \rightarrow \infty} \int_{B\left(x_{j}^{k}, l_{j}^{k}\right)} \sum_{t \in J_{l}} a_{i t} h_{t}^{k} e^{v_{t}^{k}}>4 \pi
$$

Remark 2.2. In this article we don't use different notations for sequences and subsequences.
Remark 2.3. For each $x_{j}^{k} \in \Sigma_{k}$, suppose $2 t_{j}^{k}$ is the distance from $x_{j}^{k}$ to $\Sigma_{k} \backslash\left\{x_{j}^{k}\right\}$. Then $t_{j}^{k} / l_{j}^{k} \rightarrow \infty$ as $k \rightarrow \infty$ if $l_{j}^{k}$ is suitably chosen.

Proof of Proposition 2.1. Without loss of generality we assume

$$
u_{1}^{k}\left(x_{1}^{k}\right)=\max _{i \in I, x \in B_{1}} u_{i}^{k}(x)
$$

Clearly $x_{1}^{k} \rightarrow 0$, because $\max _{i} \max _{x \in B_{1}} u_{i}^{k} \rightarrow \infty$ and $u^{k}$ is uniformly bounded from above away from the origin. Let $\left(v_{1}^{k}, \ldots, v_{n}^{k}\right)$ be defined by (2-2) with $x_{j}^{k}$ replaced by $x_{1}^{k}$. Immediately we observe that $\left|\Delta v_{i}^{k}\right|$ is bounded because each $v_{i}^{k} \leq 0$. Consequently, $\left|v_{i}^{k}(z)-v_{i}^{k}(0)\right|$ is uniformly bounded in any compact subset of $\mathbb{R}^{2}$. Thus, since $v_{1}^{k}(0)=0$, (along a subsequence) $v_{1}^{k}$ converges in $C_{\text {loc }}^{2}\left(\mathbb{R}^{2}\right)$ to a function $v_{1}$. For the other components of $v^{k}=\left(v_{1}^{k}, \ldots, v_{n}^{k}\right)$, either some of them tend to $-\infty$ over any compact subset of $\mathbb{R}^{2}$, or all of them converge to a system of $n$ equations. Let $J \subset I$ be the set of indices corresponding to those convergent components. That is, for all $i \in J, v_{i}^{k}$ converges to $v_{i}$ in $C_{\mathrm{loc}}^{2}\left(\mathbb{R}^{2}\right)$ and, for all $j \in I \backslash J$, $v_{i}^{k}$ tends to $-\infty$ over any fixed compact subset of $\mathbb{R}^{2}$. For each $i \in I \backslash J$, there is $J_{1} \subset J$ such that $i \in J_{1}$, the indices in $J_{1}$ are consecutive and the limit of the $v_{i}^{k}$ is one component of an $\mathrm{SU}\left(\left|J_{1}\right|+1\right)$ Toda system:

$$
\begin{cases}\Delta v_{m}+\sum_{j \in J} a_{m l} h_{l} e^{v_{l}}=0 & \text { in } \mathbb{R}^{2} \text { for all } m \in J_{1}  \tag{2-3}\\ \int_{\mathbb{R}^{2}} h_{m} e^{v_{m}} \leq C, & m \in J_{1},\end{cases}
$$

where $h_{m}=\lim _{k \rightarrow \infty} h_{m}^{k}\left(x_{1}^{k}\right),\left(a_{i j}\right)=A_{\left|J_{1}\right|}$, and $C$ is the same constant as in (1-6). By the classification theorem of [Lin et al. 2012a] (if the limit is a system) or [Chen and Li 1991] (if the limit is one equation) we have

$$
\begin{equation*}
\sum_{j \in J_{1}} \int_{\mathbb{R}^{2}} a_{i j} h_{j} e^{v_{j}}=8 \pi \quad \text { for all } i \in J_{1} \tag{2-4}
\end{equation*}
$$

and

$$
\begin{equation*}
v_{i}(x)=-4 \log |x|+O(1), \quad|x|>2, \quad \text { for all } i \in J_{1} \tag{2-5}
\end{equation*}
$$

Thus, for any index $i \in I$, we can find $R_{k} \rightarrow \infty$ such that

$$
\begin{equation*}
v_{i}^{k}(y)+2 \log |y| \leq C, \quad|y| \leq R_{k}, \quad \text { for } i \in I \tag{2-6}
\end{equation*}
$$

Equivalently, for $u^{k}$ there exist $l_{1}^{k} \rightarrow 0$ such that

$$
u_{i}^{k}(x)+2 \log \left|x-x_{1}^{k}\right| \leq C, \quad\left|x-x_{1}^{k}\right| \leq l_{1}^{k}, \quad \text { for } i \in I
$$

and

$$
e^{u_{1}^{k}\left(x_{1}^{k}\right) / 2} l_{1}^{k} \rightarrow \infty \quad \text { as } k \rightarrow \infty, \quad i \in J .
$$

Next, we let $q_{k}$ be the maximum point of $\max _{|x|<1, i \in I} u_{i}^{k}(x)+2 \log \left|x-x_{1}^{k}\right|$. If

$$
\max _{|x| \leq 1, i \in I} u_{i}^{k}(x)+2 \log \left|x-x_{1}^{k}\right| \rightarrow \infty
$$

we let $j$ be the index such that

$$
u_{j}^{k}\left(q_{k}\right)+2 \log \left|q_{k}-x_{1}^{k}\right|=\max _{i \in I} u_{i}^{k}(x)+2 \log \left|x-x_{1}^{k}\right| \rightarrow \infty
$$

The following localization is to adapt the original argument of R. Schoen [1988] for the scalar curvature equation (also see [Chen and Lin 1998]). Set

$$
d_{k}=\frac{1}{2}\left|q_{k}-x_{1}^{k}\right|
$$

and

$$
S_{i}^{k}(x)=u_{i}^{k}(x)+2 \log \left(d_{k}-\left|x-q_{k}\right|\right) \quad \text { in } B\left(q_{k}, d_{k}\right)
$$

Then clearly, for fixed $k, S_{i}^{k} \rightarrow-\infty$ as $x$ tends to $\partial B\left(q_{k}, d_{k}\right)$. On the other hand, at least for $j$, we have

$$
S_{j}^{k}\left(q_{k}\right)=u_{j}^{k}\left(q_{k}\right)+2 \log d_{k} \rightarrow \infty
$$

Let $p_{k}$ be where

$$
\max _{i} \max _{x \in \bar{B}\left(q_{k}, d_{k}\right)} S_{i}^{k}
$$

is attained and $i_{0}$ be the index corresponding to where the maximum is taken:

$$
\begin{equation*}
u_{i_{0}}^{k}\left(p_{k}\right)+2 \log \left(d_{k}-\left|p_{k}-q_{k}\right|\right) \geq S_{j}^{k}\left(q_{k}\right) \rightarrow \infty \tag{2-7}
\end{equation*}
$$

Let

$$
l_{k}=\frac{1}{2}\left(d_{k}-\left|p_{k}-q_{k}\right|\right)
$$

Then for $y \in B\left(p_{k}, l_{k}\right)$, by the choice of $p_{k}$ and $l_{k}$, we have

$$
u_{i}^{k}(y)+2 \log \left(d_{k}-\left|y-q_{k}\right|\right) \leq u_{i_{0}}^{k}\left(p_{k}\right)+2 \log \left(2 l_{k}\right) \quad \text { for all } i \in I
$$

On the other hand, by the definition of $l_{k}$, we have

$$
d_{k}-\left|y-q_{k}\right| \geq d_{k}-\left|p_{k}-q_{k}\right|-\left|y-p_{k}\right| \geq l_{k} \quad \text { if }\left|y-p_{k}\right|<l_{k}
$$

and

$$
\begin{equation*}
u_{i}^{k}(y) \leq u_{i_{0}}^{k}\left(p_{k}\right)+2 \log 2 \quad \text { for all } y \in B\left(p_{k}, l_{k}\right) \tag{2-8}
\end{equation*}
$$

Next, we set

$$
\begin{equation*}
\mathscr{R}_{k}=e^{u_{i_{0}}^{k}\left(p_{k}\right) / 2} l_{k} \tag{2-9}
\end{equation*}
$$

and scale $u_{i}^{k}$ by

$$
\tilde{v}_{i}^{k}(y)=u_{i}^{k}\left(p_{k}+e^{-u_{i_{0}}^{k}\left(p_{k}\right) / 2} y\right)-u_{i_{0}}^{k}\left(p_{k}\right) \quad \text { for } i \in I
$$

From (2-7) we clearly have $\mathscr{R}_{k} \rightarrow \infty$. By (2-8) and standard elliptic estimates for the Laplacian, $\tilde{v}_{i}^{k}$ is bounded in $C_{\mathrm{loc}}^{2}\left(\mathbb{R}^{2}\right)$ and there exists $\varnothing \neq J \subset I$ such that, for all $i \in J, \tilde{v}_{i}^{k}$ converges to a limit system like (2-3). On the other hand, $\tilde{v}_{i}^{k}$ converges uniformly to $-\infty$ over all compact subsets of $\mathbb{R}^{2}$ for all $i \in I \backslash J$. Clearly (2-6) holds for $\tilde{v}_{i}^{k}$. Going back to $u^{k}$, we have

$$
u_{i}^{k}(x)+2 \log \left|x-x_{2}^{k}\right| \leq C \quad \text { for }\left|x-x_{2}^{k}\right| \leq l_{2}^{k}
$$

where $x_{2}^{k}$ is the point where $\max _{i} \max _{B\left(p_{k}, l_{2}^{k}\right)} u_{i}^{k}$ is attained and $l_{2}^{k}=l_{k}$. Here we note that $x_{2}^{k}$ is neither $q_{k}$ nor $p_{k}$ and the distance between $p_{k}$ and $x_{2}^{k}$ is small: $e^{u_{i_{0}}^{k}\left(p_{k}\right) / 2}\left|x_{2}^{k}-p_{k}\right|=O(1)$. If we rescale $u^{k}$ around $x_{2}^{k}$, then $v^{k}$ defined as in (2-2) satisfies (a) and (b) in Proposition 2.1. Clearly $B\left(x_{1}^{k}, l_{1}^{k}\right) \cap B\left(x_{2}^{k}, l_{2}^{k}\right)=\varnothing$.

To continue with the selection process, we let $\Sigma_{k, 2}:=\left\{x_{1}^{k}, x_{2}^{k}\right\}$ and consider

$$
\max _{i \in I, x \in B_{1}} u_{i}^{k}(x)+2 \log \operatorname{dist}\left(x, \Sigma_{k, 2}\right) .
$$

If, along a subsequence, the quantity above tends to infinity, we apply the same procedure to get $x_{3}^{k}$ and $l_{3}^{k}$. After each selection we add a new disjoint disk, say $B\left(x_{m}^{k}, l_{m}^{k}\right)$, in which the profile of bubbling solutions is like that of a global system, so from (2-4) we see that

$$
\int_{B\left(x_{m}^{k}, l_{m}^{k}\right)} \sum_{i} h_{i}^{k} e^{u_{i}^{k}} \geq C \quad \text { for some } C>0 \text { independent of } k
$$

Therefore by (1-6) the process stops after finitely many steps and we have

$$
\begin{equation*}
u_{i}^{k}(x)+2 \log d\left(x, \Sigma_{k}\right) \leq C, \quad i \in I . \tag{2-10}
\end{equation*}
$$

Proposition 2.1 is established.
2.1. Case two: the singular case $\exists \gamma_{i} \neq 0$. First, the selection process is almost the same. The difference is instead of taking the maximum of $u_{i}^{k}$ over $B_{1}$ we require

$$
0 \in \Sigma_{k}
$$

Clearly, in $B_{1} \backslash\{0\}, u^{k}$ satisfies the same equation as the nonsingular case. Then we consider the maximum of $u_{i}^{k}(x)+2 \log \operatorname{dist}\left(x, \Sigma_{k}\right)=u_{i}^{k}(x)+2 \log |x|$ and the selection proceeds the same as before. Therefore, in the singular case, $\Sigma_{k}=\left\{0, x_{1}^{k}, \ldots, x_{m}^{k}\right\}$.
Lemma 2.4. Let $\Sigma_{k}$ be the blowup set (thus, if $\gamma_{i}^{k}=0$ for all $i, \Sigma_{k}=\left\{x_{1}^{k}, \ldots, x_{m}^{k}\right\}$, and if the system is singular, $\left.\Sigma_{k}=\left\{0, x_{1}^{k}, \ldots, x_{m}^{k}\right\}\right)$. In either case, for all $x_{0} \in B_{1} \backslash \Sigma_{k}$, there exists $C_{0}$ independent of $x_{0}$ and $k$ such that

$$
\left|u_{i}^{k}\left(x_{1}\right)-u_{i}^{k}\left(x_{2}\right)\right| \leq C_{0} \quad \text { for all } x_{1}, x_{2} \in B\left(x_{0}, \frac{1}{2} d\left(x_{0}, \Sigma_{k}\right)\right) \quad \text { for all } i \in I
$$

Proof. We can assume $|x|<\frac{1}{10}$ because it is easy to see from Green's representation formula that the oscillation of $u_{i}^{k}$ on $B_{1} \backslash B_{1 / 10}$ is finite. Recall the regular part of $u_{i}^{k}$ is defined in (1-4) and $\tilde{u}_{i}^{k}$ satisfies

$$
\Delta \tilde{u}_{i}^{k}(x)+\sum_{j \in I} a_{i j} h_{j}^{k}(x)|x|^{2 \gamma_{j}^{k}} e^{\tilde{u}_{j}^{k}(x)}=0 \quad \text { in } \quad B_{1}, \quad i \in I
$$

Let $\sigma_{k}$ be the distance between $x_{0}$ and $\Sigma_{k}$. Clearly, for $x_{0} \in B_{1} \backslash \Sigma_{k}$ and $x_{1}, x_{2} \in B\left(x_{0}, \frac{1}{2} d\left(x_{0}, \Sigma_{k}\right)\right)$, $u_{i}^{k}\left(x_{1}\right)-u_{i}^{k}\left(x_{2}\right)=\tilde{u}_{i}^{k}\left(x_{1}\right)-\tilde{u}_{i}^{k}\left(x_{2}\right)+O(1)=\int_{B_{1}}\left(G\left(x_{1}, \eta\right)-G\left(x_{2}, \eta\right)\right) \sum_{j \in I} a_{i j} h_{j}^{k}(\eta)|\eta|^{2 \gamma_{j}^{k}} e^{\tilde{u}_{j}^{k}(\eta)} d \eta+O(1)$.

Here $G$ is the Green's function on $B_{1}$. The last term on the above is $O(1)$ because it is the difference of two points of a harmonic function that has bounded oscillation on $\partial B_{1}$. Since both $x_{1}, x_{2} \in B_{1 / 10}$, it is easy to use the uniform bound on the energy (1-6) to obtain

$$
\int_{B_{1}}\left(\gamma\left(x_{1}, \eta\right)-\gamma\left(x_{2}, \eta\right)\right) \sum_{j \in I} a_{i j} h_{j}^{k}(\eta)|\eta|^{2 \gamma_{j}^{k}} e^{\tilde{u}_{j}^{k}(\eta)} d \eta=O(1)
$$

where $\gamma(\cdot, \cdot)$ is the regular part of $G$. Therefore, we only need to show

$$
\int_{B_{1}} \log \frac{\left|x_{1}-\eta\right|}{\left|x_{2}-\eta\right|} \sum_{j} a_{i j} h_{j}^{k}|\eta|^{2 \gamma_{j}} e^{\tilde{u}_{j}} d \eta=O(1)
$$

If $\eta \in B_{1} \backslash B\left(x_{0}, \frac{3}{4} \sigma_{k}\right)$, we have $\log \left(\left|x_{1}-\eta\right| /\left|x_{2}-\eta\right|\right)=O(1)$, then the integration over $B_{1} \backslash B\left(x_{0}, \frac{3}{4} \sigma_{k}\right)$ is uniformly bounded. Therefore, we only need to show

$$
\int_{B\left(x_{0}, 3 \sigma_{k} / 4\right)} \log \frac{\left|x_{1}-\eta\right|}{\left|x_{2}-\eta\right|} \sum_{j} a_{i j} h_{j}^{k}|\eta|^{2 \gamma_{j}} e^{\tilde{u}_{j}^{k}} d \eta=\int_{B\left(x_{0}, 3 \sigma_{k} / 4\right)} \log \frac{\left|x_{1}-\eta\right|}{\left|x_{2}-\eta\right|} \sum_{j} a_{i j} h_{j}^{k} e^{u_{j}^{k}} d \eta=O(1)
$$

To this end, let

$$
\begin{equation*}
v_{i}^{k}(y)=u_{i}^{k}\left(x_{0}+\sigma_{k} y\right)+2 \log \sigma_{k}, \quad y \in B_{3 / 4}, \quad i \in I . \tag{2-11}
\end{equation*}
$$

Then we just need to show

$$
\begin{equation*}
\int_{B_{3 / 4}} \log \frac{\left|y_{1}-\eta\right|}{\left|y_{2}-\eta\right|} \sum_{j} a_{i j} h_{j}^{k}\left(x_{0}+\sigma_{k} \eta\right) e^{v_{j}^{k}(\eta)} d \eta=O(1) \tag{2-12}
\end{equation*}
$$

We assume, without loss of generality, that $e_{1}$ is the image of the closest blowup point in $\Sigma_{k}$. Thus, by the selection process,

$$
v_{i}^{k}(\eta) \leq-2 \log \left|\eta-e_{1}\right|+C
$$

Therefore,

$$
e^{v_{i}^{k}(\eta)} \leq C\left|\eta-e_{1}\right|^{-2} .
$$

With this estimate, we observe that $\left|\eta-e_{1}\right| \geq C>0$ for $\eta \in B_{3 / 4}$. Thus, for $j=1,2$ and any fixed $i \in I$,

$$
\int_{B_{3 / 4}}|\log | y_{j}-\eta| | e^{\nu_{i}^{k}(\eta)} d \eta \leq C \int_{B_{3 / 4}} \frac{|\log | y_{j}-\eta| |}{\left|\eta-e_{1}\right|^{2}} d \eta \leq C .
$$

Lemma 2.4 is established.
Remark 2.5. For systems with nonnegative coefficient matrix $A$, the selection process can also be applied. See [Chen and Li 1993] or [Lin and Zhang 2010] for more details.

## 3. Pohozaev identity and related estimates on the energy

In this section we derive a Pohozaev identity for $u^{k}$ satisfying (1-2), (1-3) and (1-6), $h_{i}^{k}$ and $\gamma_{i}^{k}$ satisfying (1-5), and $A=A_{n}$.
Proposition 3.1. Let $A=A_{n}, \sigma_{i}$ be defined by (1-7). Suppose $u^{k}=\left(u_{1}^{k}, \ldots, u_{n}^{k}\right)$ satisfy (1-2), (1-6),(1-3) and (2-1), $h^{k}$ and $\gamma_{i}^{k}$ satisfy (1-5). Then we have

$$
\sum_{i, j \in I} a_{i j} \sigma_{i} \sigma_{j}=4 \sum_{i=1}^{n}\left(1+\gamma_{i}\right) \sigma_{i}
$$

Proof. We start with a lemma:
Lemma 3.2. Given any $\epsilon_{k} \rightarrow 0$ such that $\Sigma_{k} \subset B\left(0, \frac{1}{2} \epsilon_{k}\right)$, there exist $l_{k} \rightarrow 0$ satisfying $l_{k} \geq 2 \epsilon_{k}$ and

$$
\begin{equation*}
\bar{u}_{i}^{k}\left(l_{k}\right)+2 \log l_{k} \rightarrow-\infty \quad \text { for all } i \in I, \quad \text { where } \quad \bar{u}_{i}^{k}(r):=\frac{1}{2 \pi r} \int_{\partial B_{r}} u_{i}^{k} \tag{3-1}
\end{equation*}
$$

Remark 3.3. By Lemma 3.2 and Lemma 2.4,

$$
u_{i}^{k}(x)+2 \log |x| \rightarrow-\infty \quad \text { for all } i \in I \text { and } x \in \partial B_{l_{k}}
$$

This is crucial for evaluating the $\mathscr{R}_{1}$ term (the first term on the right) of (3-7) below.
Proof of Lemma 3.2. Since $\Sigma_{k} \subset B\left(0, \frac{1}{2} \epsilon_{k}\right)$, we have, by Proposition 2.1(3),

$$
\begin{equation*}
u_{i}^{k}(x)+2 \log |x| \leq C, \quad|x| \geq \epsilon_{k} \tag{3-2}
\end{equation*}
$$

The key point of the argument below is that we can always use the finite energy assumption and Lemma 2.4 to make $u_{1}^{k}$ satisfy (3-1). Then we can adjust the radius to make the other components satisfy (3-1) as well.

First we observe that, for each fixed $i$, there exists $r_{k, i} \geq \epsilon_{k}$ such that

$$
\begin{equation*}
\bar{u}_{i}^{k}\left(r_{k, i}\right)+2 \log r_{k, i} \rightarrow-\infty \tag{3-3}
\end{equation*}
$$

because otherwise we would have

$$
\bar{u}_{i}^{k}(r)+2 \log r \geq-C \quad \text { for all } r \geq \epsilon_{k}
$$

for some $C>0$. By Lemma 2.4, $u_{i}^{k}$ has bounded oscillation on each $\partial B_{r}$. Thus

$$
u_{i}^{k}(x)+2 \log |x| \geq-C \quad \text { for all } x \in \partial B_{r}, \quad \epsilon_{k}<r<1
$$

for some $C$. Then

$$
e^{u_{i}^{k}(x)} \geq C|x|^{-2}, \quad \epsilon_{k} \leq|x| \leq 1
$$

Integrating $e^{u_{i}^{k}}$ on $B_{1} \backslash B_{\epsilon_{k}}$, we get a contradiction on the uniform energy bound of $\int_{B_{1}} h_{i}^{k} e^{u_{i}^{k}}$. Thus (3-3) is established.

Now, for $u_{1}^{k}$, we find $r_{k, 1} \geq \epsilon_{k}$ so that

$$
\bar{u}_{1}^{k}\left(r_{k, 1}\right)+2 \log r_{k, 1} \rightarrow-\infty
$$

Here we claim that we can assume $r_{k, 1} \rightarrow 0$ as well. In fact, if $r_{k, 1}$ does not tend to 0 , by Lemma 2.4

$$
\bar{u}_{1}^{k}(r)+2 \log r \leq-N_{k}+C, \quad \frac{1}{2} r_{k, 1}<r<r_{k, 1}
$$

where $N_{k} \rightarrow \infty$ and satisfies

$$
\bar{u}_{1}^{k}\left(r_{k, 1}\right)+2 \log r_{k, 1} \leq-N_{k}
$$

Using Lemma 2.4 again we have

$$
\bar{u}_{1}^{k}(r)+2 \log r \leq-N_{k}+C, \quad \frac{1}{4} r_{k, 1}<r<\frac{1}{2} r_{k, 1} .
$$

Obviously this process can be done $\bar{N}_{k}$ times, where $\bar{N}_{k}$ is chosen to tend to infinity slowly enough so that $\bar{r}_{k}:=r_{k, 1} 2^{-\bar{N}_{k}}$ satisfies

$$
\bar{u}_{1}^{k}\left(\bar{r}_{k}\right)+2 \log \bar{r}_{k} \leq-N_{k}+C \bar{N}_{k} \rightarrow-\infty .
$$

We can use $\bar{r}_{k}$ to replace $r_{k, 1}$. Exactly the same argument shows the existence of $s_{k} \rightarrow 0, \tilde{N}_{k} \rightarrow \infty$ such that

$$
\left\{\begin{array}{l}
s_{k} / r_{k, 1} \rightarrow \infty \\
\bar{u}_{1}^{k}(r)+2 \log r \leq-\tilde{N}_{k}, \quad r_{k, 1} \leq r \leq s_{k}
\end{array}\right.
$$

Next we claim that, between $r_{k, 1}$ and $s_{k}$, there must be a $r_{k, 2}$ such that

$$
\begin{equation*}
\bar{u}_{2}^{k}\left(r_{k, 2}\right)+2 \log r_{k, 2} \leq-N_{k, 2} \tag{3-4}
\end{equation*}
$$

for some $N_{k, 2} \rightarrow \infty$ as $k \rightarrow \infty$. The proof of (3-4) is very similar to what has been used before: If this is not the case, $e^{u_{2}^{k}} \geq C r^{-2}$ for some $C>0$ and $r \in\left(r_{k, 1}, s_{k}\right)$. The fact that $s_{k} / r_{k, 1} \rightarrow \infty$ leads to a contradiction to the uniform bound of the energy of $u_{2}^{k}$.

Thus, we have proved that, for $r=r_{k, 2}$ both $u_{1}^{k}$ and $u_{2}^{k}$ decay faster than $-2 \log r$ :

$$
\bar{u}_{i}^{k}(r)+2 \log r \leq-N_{k}, \quad r=r_{k, 2}, \quad i=1,2
$$

for some $N_{k} \rightarrow \infty$. Then it is easy to see that there exist $s_{k} \rightarrow 0$ and $s_{k} / r_{k, 2} \rightarrow \infty$ such that

$$
\bar{u}_{i}^{k}(r)+2 \log r \leq-N_{k}^{\prime}, \quad r_{k, 2} \leq r \leq s_{k}, \quad i=1,2
$$

for some $N_{k}^{\prime} \rightarrow \infty$ as well. The same argument as above guarantees the existence of $l_{k} \in\left(r_{k, 2}, s_{k}\right)$ and some $N_{k}^{\prime \prime} \rightarrow \infty$ such that

$$
\bar{u}_{3}^{k}\left(l_{k}\right)+2 \log l_{k} \leq-N_{k}^{\prime \prime}
$$

Clearly this argument can be applied finitely many times to exhaust all the components of the whole system. Lemma 3.2 is established.

Now we continue with the proof of Proposition 3.1.
Case one: $\gamma_{i}^{k} \equiv 0$. Using the definition of $\sigma_{i}$ in (1-7), we choose $l_{k} \rightarrow 0$ such that $\Sigma_{k} \subset B\left(0, \frac{1}{2} l_{k}\right)$ and

$$
\begin{equation*}
\frac{1}{2 \pi} \int_{B_{l_{k}}} h_{i}^{k} e^{u_{i}^{k}}=\sigma_{i}+o(1) \quad \text { for } i \in I \tag{3-5}
\end{equation*}
$$

Here we claim that (3-1) also holds, because otherwise we would have

$$
\bar{u}_{i}\left(l_{k}\right)+2 \log l_{k} \geq-C
$$

By Lemma 2.4

$$
\bar{u}_{i}(r)+2 \log r \geq-C_{1}, \quad l_{k} \leq r \leq 2 l_{k},
$$

which means there is a lower bound on the energy in the annulus $B_{2 l_{k}} \backslash B_{l_{k}}$. Consequently

$$
\frac{1}{2 \pi} \int_{B_{2 l_{k}}} h_{i}^{k} e^{u_{i}^{k}}>\sigma_{i}+\epsilon
$$

for some $\epsilon>0$ independent of $k$, a contradiction to the definition of $\sigma_{i}$ in (1-7).
Let

$$
v_{i}^{k}(y)=u_{i}^{k}\left(l_{k} y\right)+2 \log l_{k}, \quad i \in I
$$

Then clearly we have

$$
\left\{\begin{array}{l}
\Delta v_{i}^{k}(y)+\sum_{j=1}^{n} a_{i j} H_{j}^{k}(y) e^{v_{j}^{k}(y)}=0, \quad|y| \leq l_{k}^{-1}, \quad i \in I,  \tag{3-6}\\
\bar{v}_{i}^{k}(1) \rightarrow-\infty
\end{array}\right.
$$

where

$$
H_{i}^{k}(y)=h_{i}^{k}\left(l_{k} y\right), \quad|y| \leq l_{k}^{-1}, \quad i \in I .
$$

The Pohozaev identity we use is

$$
\begin{align*}
& \sum_{i} \int_{B_{\sqrt{R_{k}}}}\left(x \cdot \nabla H_{i}^{k}\right) e^{v_{i}^{k}}+2 \sum_{i} \int_{B \sqrt{R_{k}}} H_{i}^{k} e^{\nu_{i}^{k}} \\
&=\sqrt{R_{k}} \int_{\partial B} \sum_{\sqrt{R_{k}}} H_{i}^{k} e^{v_{i}^{k}}+\sqrt{R_{k}} \int_{\partial B} \sum_{\sqrt{R_{k}}}\left(a^{i j} \partial_{\nu} v_{i}^{k} \partial_{\nu} v_{j}^{k}-\frac{1}{2} a^{i j} \nabla v_{i}^{k} \nabla v_{j}^{k}\right), \tag{3-7}
\end{align*}
$$

where $R_{k} \rightarrow \infty$ will be chosen later and $\left(a^{i j}\right)$ is the inverse matrix of $\left(a_{i j}\right)$. The key point of the following proof is to choose $R_{k}$ properly in order to estimate $\nabla v_{i}^{k}$ on $\partial B_{\sqrt{R_{k}}}$. In the estimate of $\partial B_{\sqrt{R_{k}}}$, the procedure is to get rid of unimportant parts and prove that the radial part of $\nabla v_{i}^{k}$ is the leading term. To estimate all the terms of the Pohozaev identity we first write (3-7) as

$$
\mathscr{L}_{1}+\mathscr{L}_{2}=\mathscr{R}_{1}+\mathscr{R}_{2}+\mathscr{R}_{3}
$$

where $\mathscr{L}_{1}$ stands for "the first term on the left" and the other terms are understood similarly. First, we choose $R_{k} \rightarrow \infty$ such that $R_{k}^{3 / 2}=o\left(l_{k}^{-1}\right)$, then use $l_{k} \rightarrow 0$ to show that $\mathscr{L}_{1}=o(1)$. To evaluate $\mathscr{L}_{2}$, we observe that, by Lemma $2.4, v_{i}^{k}(y) \rightarrow-\infty$ over all compact subsets of $\mathbb{R}^{2} \backslash B_{1 / 2}$. Thus we further require $R_{k}$ to satisfy

$$
\begin{equation*}
\int_{B_{R_{k} \backslash B_{3 / 4}}} H_{i}^{k} e^{v_{i}^{k}}=o(1) \tag{3-8}
\end{equation*}
$$

and, for $i \in I$, by (3-6) and Lemma 2.4,

$$
\begin{equation*}
v_{i}^{k}(y)+2 \log |y| \rightarrow-\infty \quad \text { uniformly in } 1<|y| \leq R_{k} \tag{3-9}
\end{equation*}
$$

By the choice of $l_{k}$ we clearly have

$$
\frac{1}{2 \pi} \int_{B_{1}} H_{i}^{k} e^{v_{i}^{k}}=\frac{1}{2 \pi} \int_{B_{l_{k}}} h_{i}^{k} e^{u_{i}^{k}}=\sigma_{i}+o(1), \quad i \in I
$$

By (3-8), we have

$$
\mathscr{L}_{2}=4 \pi \sum_{i=1}^{n} \sigma_{i}+o(1)
$$

For $\mathscr{R}_{1}$, we use (3-9) to conclude $\mathscr{R}_{1}=o(1)$.
Therefore we are left with the estimates of $\mathscr{R}_{2}$ and $\mathscr{R}_{3}$, for which we shall estimate $\nabla v_{i}^{k}$ on $\partial B_{R_{k}}$. Let

$$
G_{k}(y, \eta)=-\frac{1}{2 \pi} \log |y-\eta|+\gamma_{k}(y, \eta)
$$

be the Green's function on $B_{l_{k}^{-1}}$ with respect to the Dirichlet boundary condition. Clearly

$$
\gamma_{k}(y, \eta)=\frac{1}{2 \pi} \log \frac{|y|}{l_{k}^{-1}}\left|\frac{l_{k}^{-2} y}{|y|^{2}}-\eta\right|
$$

and we have

$$
\begin{equation*}
\nabla_{y} \gamma_{k}(y, \eta)=O\left(l_{k}\right), \quad y \in \partial B_{\sqrt{R_{k}}}, \quad \eta \in B_{l_{k}^{-1}} \tag{3-10}
\end{equation*}
$$

We first estimate $\nabla v_{i}^{k}$ on $\partial B_{R_{k}^{1 / 2}}$. By Green's representation formula,

$$
v_{i}^{k}(y)=\int_{B_{l_{k}^{-1}}} G(y, \eta) \sum_{j=1}^{n} a_{i j} H_{i}^{k} e^{v_{j}^{k}} d \eta+H_{i k}
$$

where $H_{i k}$ is the harmonic function satisfying $H_{i k}=v_{i}^{k}$ on $\partial B_{l_{k}^{-1}}$. Since $H_{i k}-c_{k}=O(1)$ for some $c_{k}$, $\left|\nabla H_{i k}(y)\right|=O\left(l_{k}\right)$, so

$$
\begin{align*}
\nabla v_{i}^{k}(y) & =\int_{B_{l_{k}^{-1}}} \nabla_{y} G_{k}(y, \eta) \sum_{j=1}^{n} a_{i j} H_{j}^{k} e^{v_{j}^{k}} d \eta+\nabla H_{i k}(y) \\
& =-\frac{1}{2 \pi} \int_{B_{l_{k}^{-1}}} \frac{y-\eta}{|y-\eta|^{2}} \sum_{j=1}^{n} a_{i j} H_{j}^{k} e^{v_{j}^{k}} d \eta+O\left(l_{k}\right) \tag{3-11}
\end{align*}
$$

We estimate the integral in (3-11) over a few subregions. First, the integral over $B_{l_{k}^{-1}} \backslash B_{R_{k}^{2 / 3}}$ is $o(1) R_{k}^{-1 / 2}$ because, over this region, $1 /|y-\eta| \sim 1 /|\eta| \leq o\left(R_{k}^{-1 / 2}\right)$. For the integral over $B_{1}$, we use

$$
\frac{y-\eta}{|y-\eta|^{2}}=\frac{y}{|y|^{2}}+O\left(\frac{1}{|y|^{2}}\right)
$$

to obtain

$$
-\frac{1}{2 \pi} \int_{B_{1}} \frac{y-\eta}{|y-\eta|^{2}} \sum_{j=1}^{n} a_{i j} H_{j}^{k} e^{v_{j}^{k}}=\left(-\frac{y}{|y|^{2}}+O\left(\frac{1}{|y|^{2}}\right)\right)\left(\sum_{j=1}^{n} a_{i j} \sigma_{j}+o(1)\right)
$$

This is the leading term. For the integral over the region $B\left(0, \sqrt{R_{k}} / 2\right) \backslash B_{1}$, we use $1 /|y-\eta| \sim 1 /|y|$ and (3-8) to get

$$
\int_{B_{R_{k}^{1 / 2} / 2} \backslash B_{1}} \frac{y-\eta}{|y-\eta|^{2}} \sum_{j=1}^{n} a_{i j} H_{j}^{k} e^{v_{j}^{k}}=o(1)|y|^{-1}
$$

By a similar argument we also have

$$
\int_{B_{R_{k}^{2 / 3}} \backslash\left(B_{R_{k}^{1 / 2} / 2} \cup B(y,|y| / 2)\right)} \frac{y-\eta}{|y-\eta|^{2}} \sum_{j=1}^{n} a_{i j} H_{j}^{k} e^{v_{j}^{k}}=o(1)|y|^{-1} .
$$

Finally, over the region $B(y,|y| / 2)$ we use $e^{v_{i}^{k}(\eta)}=o(1)|\eta|^{-2}$ to get

$$
\int_{B(y,|y| / 2)} \frac{y-\eta}{|y-\eta|^{2}} \sum_{j=1}^{n} a_{i j} H_{j}^{k} e^{v_{j}^{k}}=o(1)|y|^{-1}
$$

Combining the estimates on all the subregions mentioned above, we have

$$
\nabla v_{i}^{k}(y)=-\frac{y}{|y|^{2}}\left(\sum_{j=1}^{n} a_{i j} \sigma_{j}+o(1)\right)+o\left(|y|^{-1}\right), \quad|y|=R_{k}^{1 / 2}
$$

Using the above in $\mathscr{R}_{2}$ and $\mathscr{R}_{3}$, we have

$$
\sum_{i, j=1}^{n} a_{i j} \sigma_{i} \sigma_{j}=4 \sum_{i=1}^{n} \sigma_{i}+\circ(1)
$$

Proposition 3.1 is established for the nonsingular case.
Case two: the singular case $\exists \gamma_{i} \neq 0$.
Lemma 3.4. For $\sigma \in(0,1)$, the following Pohozaev identity holds:

$$
\begin{aligned}
\sigma \int_{\partial B_{\sigma}} \sum_{i, j \in I} a^{i j}\left(\partial_{\nu} u_{i}^{k} \partial_{\nu} u_{j}^{k}-\frac{1}{2} \nabla u_{i}^{k} \cdot \nabla u_{j}^{k}\right)+ & \sum_{i \in I} \sigma \int_{\partial B_{\sigma}} h_{i}^{k} e^{u_{i}^{k}} \\
& =2 \sum_{i \in I} \int_{B_{\sigma}} h_{i}^{k} e^{u_{i}^{k}}+\sum_{i \in I} \int_{B_{\sigma}}\left(x \cdot \nabla h_{i}^{k}\right) e^{u_{i}^{k}}+4 \pi \sum_{i, j \in I} a^{i j} \gamma_{i}^{k} \gamma_{j}^{k}
\end{aligned}
$$

Proof. First, we claim that, for each fixed $k$,

$$
\begin{equation*}
\nabla u_{i}^{k}(x)=2 \gamma_{i}^{k} x /|x|^{2}+O(1) \quad \text { near the origin. } \tag{3-12}
\end{equation*}
$$

Indeed, recall the equation for the regular part $\tilde{u}_{i}^{k}$ is

$$
\Delta \tilde{u}_{i}^{k}(x)+\sum_{j}|x|^{2 \gamma_{j}^{k}} h_{j}^{k}(x) e^{\tilde{u}_{j}^{k}(x)}=0 \quad \text { in } B_{1}
$$

By the argument of Lemma 4.1 in [Lin and Zhang 2010], for fixed $k, \tilde{u}_{i}^{k}$ is bounded above near 0 , then an elliptic estimate leads to (3-12).

Let $\Omega=B_{\sigma} \backslash B_{\epsilon}$. The standard Pohozaev identity on $\Omega$ is
$\sum_{i \in I}\left(\int_{\Omega}\left(x \cdot \nabla h_{i}^{k}\right) e^{u_{i}^{k}}+2 h_{i}^{k} e^{u_{i}^{k}}\right)=\int_{\partial \Omega}\left(\sum_{i}(x \cdot v) h_{i}^{k} e^{u_{i}^{k}}+\sum_{i, j} a^{i j}\left(\partial_{\nu} u_{j}^{k}\left(x \cdot \nabla u_{i}^{k}\right)-\frac{1}{2}(x \cdot v)\left(\nabla u_{i}^{k} \cdot \nabla u_{j}^{k}\right)\right)\right)$.
Let $\epsilon \rightarrow 0$, then the integration over $\Omega$ extends to $B_{\sigma}$ by the integrability of $h_{i}^{k} e^{u_{i}^{k}}$ and (1-5). For the terms on the right-hand side, clearly $\partial \Omega=\partial B_{\sigma} \cup \partial B_{\epsilon}$. Thanks to (3-12), the integral on $\partial B_{\epsilon}$ is $-4 \pi \sum_{i, j} a^{i j} \gamma_{i}^{k} \gamma_{j}^{k}$. Lemma 3.4 is established.

Let

$$
\sigma_{i}^{k}(r)=\frac{1}{2 \pi} \int_{B_{r}} h_{i}^{k} e^{u_{i}^{k}}, \quad i \in I .
$$

Lemma 3.5. Let $\epsilon_{k} \rightarrow 0$ such that $\Sigma_{k} \subset B\left(0, \frac{1}{2} \epsilon_{k}\right)$ and

$$
\begin{equation*}
u_{i}^{k}(x)+2 \log |x| \rightarrow-\infty, \quad|x|=\epsilon_{k}, \quad i \in I \tag{3-13}
\end{equation*}
$$

Then we have

$$
\begin{equation*}
\sum_{i, j \in I} a_{i j} \sigma_{i}^{k}\left(\epsilon_{k}\right) \sigma_{j}^{k}\left(\epsilon_{k}\right)=4 \sum_{i \in I}\left(1+\gamma_{i}^{k}\right) \sigma_{i}^{k}\left(\epsilon_{k}\right)+o(1) \tag{3-14}
\end{equation*}
$$

Proof of Lemma 3.5. First the existence of $\epsilon_{k}$ that satisfies (3-13) is guaranteed by Lemma 2.4. In $B_{\epsilon_{k}}$, we let $\tilde{u}_{i}^{k}(x)$ be defined as in (1-4). Then

$$
v_{i}^{k}(y)=\tilde{u}_{i}^{k}\left(\epsilon_{k} y\right)+2\left(1+\gamma_{i}^{k}\right) \log \epsilon_{k} .
$$

Using $v_{i}^{k} \rightarrow-\infty$ on $\partial B_{1}$, we obtain, by Green's representation formula and standard estimates,

$$
\nabla v_{i}^{k}(y)=\left(\sum_{j \in I} a_{i j} \sigma_{j}^{k}\left(\epsilon_{k}\right)+o(1)\right) y, \quad y \in \partial B_{1}
$$

After translating the above to estimates of $u_{i}^{k}$, we have

$$
\begin{equation*}
\nabla u_{i}^{k}(x)=\left(\sum_{j \in I}\left(a_{i j} \sigma_{j}^{k}\left(\epsilon_{k}\right)-2 \gamma_{j}^{k}\right)\right) \frac{x}{|x|^{2}}+\frac{o(1)}{|x|}, \quad|x|=\epsilon_{k} \tag{3-15}
\end{equation*}
$$

As we observe the Pohozaev identity in Lemma 3.4 with $\sigma=\epsilon_{k}$, we see easily that the second term on the left-hand side and the second term on the right-hand side are both $o(1)$. The first term on the right-hand side is clearly $4 \pi \sum_{i} \sigma_{i}^{k}\left(\epsilon_{k}\right)$. Therefore we only need to evaluate the first term on the left-hand side, for which we use (3-15). Lemma 3.5 is established by similar estimates as in the nonsingular case.

Thus Proposition 3.1 is established for the singular case as well.
Remark 3.6. The proof of Proposition 3.1 clearly indicates the following statements when it is applied to an $\mathrm{SU}(3)$ Toda system. Let $B\left(p_{k}, l_{k}\right)$ be a circle centered at $p_{k}$ with radius $l_{k}$. Let $\Sigma_{k}^{\prime}$ be a subset of $\Sigma_{k}$. Suppose $\operatorname{dist}\left(\Sigma_{k}^{\prime}, \partial B\left(p_{k}, l_{k}\right)\right)=o(1) \operatorname{dist}\left(\Sigma_{k} \backslash \Sigma_{k}^{\prime}, \partial B\left(p_{k}, l_{k}\right)\right)$, and we consider the following two situations: If $p_{k}=0$, we have

$$
\tilde{\sigma}_{1}^{k}\left(l_{k}\right)^{2}-\tilde{\sigma}_{1}^{k}\left(l_{k}\right) \tilde{\sigma}_{2}^{k}\left(l_{k}\right)^{2}+\tilde{\sigma}_{2}^{k}\left(l_{k}\right)=2 \mu_{1} \tilde{\sigma}_{1}^{k}\left(l_{k}\right)+2 \mu_{2} \tilde{\sigma}_{2}^{k}\left(l_{k}\right)+o(1) .
$$

If $0 \in \Sigma_{k} \backslash \Sigma_{k}^{\prime}$, then

$$
\tilde{\sigma}_{1}^{k}\left(l_{k}\right)^{2}-\tilde{\sigma}_{1}^{k}\left(l_{k}\right) \tilde{\sigma}_{2}^{k}\left(l_{k}\right)+\tilde{\sigma}_{2}^{k}\left(l_{k}\right)^{2}=2 \tilde{\sigma}_{1}^{k}\left(l_{k}\right)+2 \tilde{\sigma}_{2}^{k}\left(l_{k}\right)+o(1)
$$

where $\tilde{\sigma}_{i}^{k}\left(l_{k}\right)=(1 / 2 \pi) \int_{B\left(p_{k}, l_{k}\right)} h_{i}^{k} e_{i}^{k}$. This fact will be used in the final step of the proof of Theorem 1.2. Remark 3.7. From the proof of Proposition 3.1, we see that the Pohozaev identity has to be evaluated on fast decay components in order to rule out the $\mathscr{R}_{1}$ term. A component is called fast decay if the difference between itself and the threshold harmonic function tends to $-\infty$; for example, see (3-13). A component is called a slow decay component if it is not a fast decay component. Later, in the remaining part of the proof of Theorem 1.2, we shall derive Pohozaev identities over different regions and all of them will have to be evaluated on fast decay components.

## 4. Fully bubbling systems

Next we consider a typical blowup situation for systems: fully bubbling solutions. First, let $\gamma_{i}^{k} \equiv 0$ for all $i \in I$. Let

$$
\begin{equation*}
\lambda^{k}=\max \left\{\max _{B_{1}} u_{1}^{k}, \ldots, \max _{B_{1}} u_{n}^{k}\right\} \tag{4-1}
\end{equation*}
$$

and $x^{k} \rightarrow 0$ be where $\lambda^{k}$ is attained. Let

$$
\begin{equation*}
v_{i}^{k}(y)=u_{i}^{k}\left(x_{k}+e^{-\lambda^{k} / 2} y\right)-\lambda^{k}, \quad y \in \Omega_{k}, \quad i \in I \tag{4-2}
\end{equation*}
$$

where $\Omega_{k}=\left\{y: e^{-\lambda^{k} / 2} y+x_{k} \in B_{1}\right\}$. The sequence is called fully bubbling if, along a subsequence,

$$
\begin{equation*}
\left\{v_{1}^{k}, \ldots, v_{n}^{k}\right\} \text { converge in } C_{\mathrm{loc}}^{2}\left(\mathbb{R}^{2}\right) \text { to }\left(v_{1}, \ldots, v_{n}\right) \tag{4-3}
\end{equation*}
$$

that satisfies

$$
\begin{equation*}
\Delta v_{i}+\sum_{j \in I} a_{i j} h_{j} e^{v_{j}}=0 \quad \text { in } \mathbb{R}^{2}, \quad i \in I \tag{4-4}
\end{equation*}
$$

where $h_{i}=\lim _{k \rightarrow \infty} h_{i}^{k}(0)$. Our next theorem is concerned with the closeness between $u^{k}=\left(u_{1}^{k}, \ldots, u_{n}^{k}\right)$ and $v=\left(v_{1}, \ldots, v_{n}\right)$.
Theorem 4.1. Let $A=A_{n}, u^{k}$ be a sequence of solutions to (1-2) with $\gamma_{i}^{k}=0$ for all $i \in I$. Suppose $u^{k}$ satisfies (1-3) and (1-6), $h^{k}$ satisfies (1-5), and $\lambda^{k}, x^{k}$ and $v^{k}$ are described by (4-1) and (4-2), respectively. Suppose $u^{k}$ is fully bubbling; then there exists $C>0$ independent of $k$ such that

$$
\begin{equation*}
\left|u_{i}^{k}\left(e^{-\frac{1}{2} \lambda^{k}} y+x^{k}\right)-\lambda^{k}-v_{i}(y)\right| \leq C+o(1) \log (1+|y|) \quad \text { for } x \in \Omega_{k}, \quad i \in I \tag{4-5}
\end{equation*}
$$

Remark 4.2. If $A$ is nonnegative, i.e., the system is a Liouville system, Theorem 4.1 and Theorem 4.3 below are established in [Lin and Zhang 2010]. For $A=A_{2}$, [Jost et al. 2006] proved

$$
\left|u_{i}^{k}\left(e^{-\lambda^{k} / 2} y+x^{k}\right)-\lambda^{k}-v_{i}(y)\right| \leq C \quad \text { for } x \in \Omega_{k}, \quad i=1,2
$$

Clearly this estimate is slightly stronger than (4-5) for $n=2$. The Jost-Lin-Wang proof uses holonomy theory but the proof of Theorem 4.1 is a simple application of the Pohozaev identity proved in Section 3.

If there is a $\gamma_{i} \neq 0$, we let

$$
\tilde{\lambda}^{k}=\max \left\{\frac{\max _{B_{1}} \tilde{u}_{1}^{k}}{1+\gamma_{1}^{k}}, \ldots, \frac{\max _{B_{1}} \tilde{u}_{n}^{k}}{1+\gamma_{n}^{k}}\right\}
$$

and

$$
\tilde{v}_{i}^{k}(y)=\tilde{u}_{i}^{k}\left(e^{-\tilde{\lambda}^{k} / 2} y\right)-\left(1+\gamma_{i}^{k}\right) \tilde{\lambda}^{k}
$$

for $i \in I$ and $y \in \Omega_{k}:=\left\{y: e^{-\tilde{\lambda}^{k} / 2} y \in B_{1}\right\}$. We assume

$$
\begin{equation*}
\left(\tilde{v}_{1}^{k}, \ldots, \tilde{v}_{n}^{k}\right) \text { converge in } C_{\mathrm{loc}}^{2}\left(\mathbb{R}^{2}\right) \text { to }\left(\tilde{v}_{1}, \ldots, \tilde{v}_{n}\right) \tag{4-6}
\end{equation*}
$$

that satisfies

$$
\begin{equation*}
\Delta \tilde{v}_{i}+\sum_{j=1}^{n} a_{i j}|x|^{2 \gamma_{j}} h_{j} e^{\tilde{v}_{j}}=0 \quad \text { in } \mathbb{R}^{2}, \quad i \in I \tag{4-7}
\end{equation*}
$$

where $h_{i}=\lim _{k \rightarrow \infty} h_{i}^{k}(0)$.
Theorem 4.3. Let $A=A_{n}, \tilde{u}^{k}, \tilde{v}^{k},\left(\tilde{v}_{1}, \ldots, \tilde{v}_{n}\right), \tilde{\lambda}^{k}, \epsilon_{k}$ and $\Omega_{k}$ be as described above, and $h_{i}^{k}$ and $\gamma_{i}^{k}$ satisfy (1-5); then, under assumption (4-6), there exists $C>0$ independent of $k$ such that

$$
\begin{equation*}
\left|\tilde{u}_{i}^{k}\left(e^{\tilde{\lambda}^{k} / 2} y\right)-\left(1+\gamma_{i}^{k}\right) \tilde{\lambda}^{k}-\tilde{v}_{i}(y)\right| \leq C+o(1) \log (1+|y|) \quad \text { for } x \in \Omega_{k} \tag{4-8}
\end{equation*}
$$

Proof of Theorem 4.1. Recall that $\sigma_{i}$ is defined in (1-7). By Proposition 3.1, we have

$$
\begin{equation*}
\sum_{i, j \in I} a_{i j} \sigma_{i} \sigma_{j}=4 \sum_{i \in I} \sigma_{i} \tag{4-9}
\end{equation*}
$$

On the other hand, let

$$
\sigma_{i v}:=\frac{1}{2 \pi} \int_{\mathbb{R}^{2}} h_{i} e^{v_{i}} \quad \text { for } i=1, \ldots, n
$$

where $v=\left(v_{1}, \ldots, v_{n}\right)$ is the limit of the fully bubbling sequence after scaling. Clearly $\sigma_{v}=\left(\sigma_{1 v}, \ldots, \sigma_{n v}\right)$ also satisfies (4-9). We claim that

$$
\begin{equation*}
\sigma_{i}=\sigma_{i v} \quad \text { for } i=1, \ldots, n \tag{4-10}
\end{equation*}
$$

Let $s_{i}=\sigma_{i}-\sigma_{v i}$; we obviously have $s_{i} \geq 0$. The difference between $\sigma$ and $\sigma_{v}$ on (4-9) gives

$$
\begin{equation*}
\sum_{i, j \in I} a_{i j} s_{i} s_{j}+2 \sum_{i \in I}\left(\sum_{j \in I} a_{i j} \sigma_{v j}-2\right) s_{i}=0 \tag{4-11}
\end{equation*}
$$

First, by Proposition 2.1, we have $\sum_{j \in I} a_{i j} \sigma_{v j}-2>0$. Next, if either $A$ is nonnegative ( $a_{i j} \geq 0$ for all $i, j=1, \ldots, n)$ or $A$ is positive definite, we have $\sum_{i, j \in I} a_{i j} s_{i} s_{j} \geq 0$. Then (4-11) and $s_{i} \geq 0$ imply (4-10).

From the convergence from $v_{i}^{k}$ to $v_{i}$ in $C_{\mathrm{loc}}^{2}\left(\mathbb{R}^{2}\right)$, we can find $R_{k} \rightarrow \infty$ such that

$$
\left|v_{i}^{k}(y)-v_{i}(y)\right|=o(1), \quad|y| \leq R_{k}
$$

For $|y|>R_{k}$, let

$$
\bar{v}_{i}^{k}(r)=\frac{1}{2 \pi r} \int_{\partial B_{r}} v_{i}^{k}(y) d S_{y}
$$

Then

$$
\frac{d}{d r} \bar{v}_{i}^{k}(r)=\frac{1}{2 \pi r} \int_{B_{r}} \Delta v_{i}^{k}=-\frac{1}{2 \pi r} \int_{B_{r}} \sum_{j \in I} a_{i j} h_{j}^{k} e^{v_{j}^{k}}=-\frac{\sum_{j} a_{i j} \sigma_{j}+o(1)}{r}
$$

Hence

$$
\bar{v}_{i}^{k}(r)=-\left(\sum_{j \in I} a_{i j} \sigma_{j}+o(1)\right) \log r+O(1) \quad \text { for all } r>2
$$

Since $v_{i}^{k}(y)=\bar{v}_{i}^{k}(|y|)+O(1)$ and

$$
v_{i}(y)=-\left(\sum_{j} a_{i j} \sigma_{j}\right) \log |y|+O(1) \quad \text { for }|y|>1
$$

we see that (4-5) holds. Theorem 4.1 is established.
Proof of Theorem 4.3. By (3-14) we have

$$
\begin{equation*}
\sum_{i, j \in I} a_{i j} \sigma_{i} \sigma_{j}=4 \sum_{i \in I}\left(1+\gamma_{i}\right) \sigma_{i} \tag{4-12}
\end{equation*}
$$

Recall that $v=\left(v_{1}, \ldots, v_{n}\right)$ satisfies (4-7). Let

$$
\sigma_{i v}=\frac{1}{2 \pi} \int_{\mathbb{R}^{2}} h_{i}|x|^{2 \gamma_{i}} e^{v_{i}}
$$

On the one hand, $\left(\sigma_{1 v}, \ldots, \sigma_{i v}\right)$ also satisfies (4-12); on the other hand, the classification theorem of [Lin et al. 2012a] gives

$$
\begin{equation*}
\sum_{j \in I} a_{i j} \sigma_{j v}>2+2 \gamma_{i}, \quad i \in I \tag{4-13}
\end{equation*}
$$

Let $s_{i}=\sigma_{i}-\sigma_{i v}(i \in I)$; then (4-12), which is satisfied by both $\left(\sigma_{1}, \ldots, \sigma_{n}\right)$ and $\left(\sigma_{1 v}, \ldots, \sigma_{n v}\right)$, gives

$$
\sum_{i, j \in I} a_{i j} s_{i} s_{j}+2 \sum_{i \in I}\left(\sum_{j \in J} a_{i j} \sigma_{j v}-2-2 \gamma_{i}\right) s_{i}=0
$$

By (4-13) and the assumption on $A$, we have $s_{i}=0$ for all $i \in I$. The remaining part of the proof is exactly like the last part of the proof of Theorem 4.1. Theorem 4.3 is established.

## 5. Asymptotic behavior of solutions in each simple blowup area

In this section, we derive some results on the energy classification around each blowup point. First we let $A=A_{n}$ (the Cartan matrix) and consider:

The neighborhood around 0 . Since 0 is postulated to belong to $\Sigma_{k}$ first, it means there may not be a bubbling picture in a neighborhood of 0 .

Let $\tau_{k}=\frac{1}{2} \operatorname{dist}\left(0, \Sigma_{k} \backslash\{0\}\right)$; we consider the energy limits of $h_{i}^{k} e^{u_{i}^{k}}$ in $B_{\tau_{k}}$. By the selection process and Lemma 2.4,

$$
\begin{equation*}
u_{i}^{k}(x)+2 \log |x| \leq C, \quad u_{i}^{k}(x)=\bar{u}_{i}^{k}(|x|)+O(1), \quad|x| \leq \tau_{k}, \quad i \in I \tag{5-1}
\end{equation*}
$$

where $\bar{u}_{i}^{k}(|x|)$ is the average of $u_{i}^{k}$ on $\partial B_{|x|}$. Let $\tilde{u}_{i}^{k}$ be defined by (1-4). Then we have

$$
\Delta \tilde{u}_{i}^{k}(x)+\sum_{j \in I} a_{i j}|x|^{2 \gamma_{j}} h_{j}^{k}(x) e^{\tilde{u}_{j}^{k}(x)}=0, \quad|x| \leq \tau_{k}
$$

Let

$$
-2 \log \delta_{k}=\max _{i \in I} \max _{x \in B\left(0, \tau_{k}\right)} \frac{\tilde{u}_{i}^{k}}{1+\gamma_{i}^{k}}
$$

and

$$
\begin{equation*}
v_{i}^{k}(y)=\tilde{u}_{i}^{k}\left(\delta_{k} y\right)+2\left(1+\gamma_{i}^{k}\right) \log \delta_{k}, \quad|y| \leq \tau_{k} \delta_{k}^{-1} . \tag{5-2}
\end{equation*}
$$

It is easy to see the equation for $v_{i}^{k}$ is

$$
\Delta v_{i}^{k}(y)+\sum_{j \in I} a_{i j}|y|^{2 \gamma_{j}^{k}} h_{j}^{k}\left(\delta_{k} y\right) e^{v_{j}^{k}(y)}=0, \quad|y| \leq \tau_{k} \delta_{k}^{-1}
$$

Then we consider two trivial cases, first, $\tau_{k} \delta_{k}^{-1} \leq C$. This is the case that there is no entire bubble after scaling.

Let $f_{i}^{k}$ solve

$$
\begin{cases}\Delta f_{i}^{k}+\sum_{j \in I} a_{i j}|y|^{2 \gamma_{j}^{k}} h_{j}^{k}\left(\delta_{k} y\right) e^{v_{j}^{k}}=0, & |y| \leq \tau_{k} \delta_{k}^{-1} \\ f_{i}^{k}=0 & \text { on }|y|=\tau_{k} \delta_{k}^{-1}\end{cases}
$$

Using $v_{i} \leq 0$ we have $\left|f_{i}^{k}\right| \leq C$ on $B\left(0, \tau_{k} \delta_{k}^{-1}\right)$. Since $v_{i}^{k}-f_{i}^{k}$ is harmonic and $v_{i}^{k}$ has bounded oscillation on $\partial B\left(0, \tau_{k} \delta_{k}^{-1}\right)$, we have

$$
\begin{equation*}
v_{i}^{k}(x)=\bar{v}_{i}^{k}\left(\partial B\left(0, \tau_{k} \delta_{k}^{-1}\right)\right)+O(1) \quad \text { for all } x \in B\left(0, \tau_{k} \delta_{k}^{-1}\right) \tag{5-3}
\end{equation*}
$$

where $\bar{v}_{i}^{k}\left(\partial B\left(0, \tau_{k} \delta_{k}^{-1}\right)\right)$ stands for the average of $v_{i}^{k}$ on $\partial B\left(0, \tau_{k} \delta_{k}^{-1}\right)$. Direct computation shows that

$$
\int_{B\left(0, \tau_{k}\right)} e^{u_{i}^{k}(x)} d x=\int_{B\left(0, \tau_{k} \delta_{k}^{-1}\right)} e^{v_{i}^{k}(y)}|y|^{2 \gamma_{i}^{k}} d y
$$

Therefore,

$$
\begin{equation*}
\int_{B_{\tau_{k}}} h_{i}^{k} e^{u_{i}^{k}} d x=O(1) e^{\bar{v}_{i}^{k}\left(\partial B\left(0, \tau_{k} \delta_{k}^{-1}\right)\right)} \tag{5-4}
\end{equation*}
$$

So, if $\bar{v}_{i}^{k}\left(\partial B\left(0, \tau_{k} \delta_{k}^{-1}\right)\right) \rightarrow-\infty$, then $\int_{B_{\tau_{k}}} h_{i}^{k} e^{u_{i}^{k}} d x=o(1)$.
The second trivial case is when the blowup sequence is fully bubbling. We now have

$$
\begin{equation*}
\tau_{k} \delta_{k}^{-1} \rightarrow \infty \tag{5-5}
\end{equation*}
$$

and we assume that $\left(v_{1}^{k}, \ldots, v_{n}^{k}\right) \rightarrow\left(v_{1}, \ldots, v_{n}\right)$ in $C_{\text {loc }}^{2}\left(\mathbb{R}^{2}\right)$. Clearly,

$$
\Delta v_{i}+\sum_{j=1}^{n} a_{i j}|x|^{2 \gamma_{j}} h_{j} e^{v_{j}}=0 \quad \text { in } \mathbb{R}^{2}, \quad i \in I
$$

where $h_{i}=\lim _{k \rightarrow \infty} h_{i}^{k}(0)$. By the classification theorem of [Lin et al. 2012a], we have

$$
\frac{1}{2 \pi} \sum_{j \in I} a_{i j} \int_{\mathbb{R}^{2}}|y|^{2 \gamma_{j}} e^{v_{j}} h_{j} d y=2\left(2+\gamma_{i}+\gamma_{n+1-i}\right)
$$

and

$$
v_{i}(y)=-\left(4+2 \gamma_{n+1-i}\right) \log |y|+O(1), \quad|y|>1, \quad i \in I .
$$

By the proof of Theorem 4.3, there is only one bubble.
The final case we consider is a partially blown-up picture. Note that (5-5) is assumed. For the following two propositions we assume $n=2$, i.e., we consider $\operatorname{SU}(3)$ Toda systems.
Proposition 5.1. Suppose (1-2), (1-3), (1-5) and (1-6) hold for $u^{k}, h_{i}^{k}$ and $\gamma_{i}$. The matrix A equals $A_{2}$, and (5-5) also holds. Suppose $s_{k} \in\left(0, \tau_{k}\right)$ satisfies

$$
u_{i}^{k}(x) \leq-2 \log |x|-N_{k}, \quad i=1,2,
$$

for all $|x|=s_{k}$ and some $N_{k} \rightarrow \infty$. Then $\left(\sigma_{1}^{k}\left(s_{k}\right), \sigma_{2}^{k}\left(s_{k}\right)\right)$ is an $o(1)$ perturbation of one of the following five types:

$$
\left(2 \mu_{1}, 0\right), \quad\left(0,2 \mu_{2}\right), \quad\left(2\left(\mu_{1}+\mu_{2}\right), 2 \mu_{2}\right), \quad\left(2 \mu_{1}, 2\left(\mu_{1}+\mu_{2}\right)\right), \quad\left(2 \mu_{1}+2 \mu_{2}, 2 \mu_{1}+2 \mu_{2}\right)
$$

On $\partial B\left(0, \tau_{k}\right)$, for each $i$ either

$$
u_{i}^{k}(x)+2 \log |x| \geq-C, \quad|x|=\tau_{k}
$$

for some $C>0$ or

$$
\begin{equation*}
u_{i}^{k}(x)+2 \log |x|<-(2+\delta) \log |x|+\delta \log \delta_{k}, \quad|x|=\tau_{k}, \tag{5-6}
\end{equation*}
$$

for some $\delta>0$. If (5-6) holds for some $i$, then

$$
\sigma_{i}^{k}\left(\tau_{k}\right)=o(1), 2 \mu_{i}+o(1) \text { or } 2 \mu_{1}+2 \mu_{2}+o(1)
$$

Moreover, there exists at least one $i_{0}$ such that (5-6) holds for $i=i_{0}$.
Similarly, for bubbles away from the origin we have:
Proposition 5.2. Suppose (1-2), (1-3), (1-5) and (1-6) hold for $u^{k}, h_{i}^{k}$ and $\gamma_{i}$. The matrix A equals $A_{2}$. Let $x_{k} \in \Sigma_{k} \backslash\{0\}, \bar{\tau}_{k}=\frac{1}{2} \operatorname{dist}\left(x_{k}, \Sigma_{k} \backslash\left\{0, x_{k}\right\}\right)$ and

$$
\bar{\delta}_{k}=\exp \left(-\frac{1}{2} \max _{\substack{i=1,2 \\ x \in B\left(x_{k}, \bar{\tau}_{k}\right)}} u_{i}^{k}(x)\right)
$$

Then, for all $s_{k} \in\left(0, \bar{\tau}_{k}\right)$, if

$$
u_{i}^{k}(x)+2 \log \left|x-x_{k}\right| \leq-N_{k} \quad \text { for all }\left|x-x_{k}\right|=s_{k}, \quad i=1,2,
$$

for some $N_{k} \rightarrow \infty$, then $\left((1 / 2 \pi) \int_{B\left(x_{k}, s_{k}\right)} h_{1}^{k} e^{u_{1}^{k}},(1 / 2 \pi) \int_{B\left(x_{k}, s_{k}\right)} h_{2}^{k} e^{u_{2}^{k}}\right)$ is an o(1) perturbation of one of the following five types:

$$
(2,0), \quad(0,2), \quad(2,4), \quad(4,2), \quad(4,4)
$$

On $\partial B\left(x_{k}, \bar{\tau}_{k}\right)$, for each $i$ either

$$
u_{i}^{k}(x)+2 \log \bar{\tau}_{k} \geq-C \quad \text { for all } x \in \partial B\left(x_{k}, \bar{\tau}_{k}\right)
$$

or

$$
\begin{equation*}
u_{i}^{k}(x) \leq-(2+\delta) \log \bar{\tau}_{k}+\delta \log \bar{\delta}_{k} \quad \text { for all } x \in \partial B\left(x_{k}, \bar{\tau}_{k}\right) . \tag{5-7}
\end{equation*}
$$

If (5-7) holds for some $i$, then $(1 / 2 \pi) \int_{B\left(x_{k}, \bar{\tau}_{k}\right)} h_{i}^{k} e^{u_{i}^{k}}$ is $o(1), 2+o(1)$ or $4+o(1)$. Moreover, there exists at least one $i_{0}$ such that (5-7) holds for $i_{0}$.

We shall only prove Proposition 5.1, as the proof for Proposition 5.2 is similar.
Proof of Proposition 5.1. Let $v_{i}^{k}$ be defined by (5-2). Since we only need to consider a partially blown-up situation, without loss of generality we assume $v_{1}^{k}$ converges to $v_{1}$ in $C_{\text {loc }}^{2}\left(\mathbb{R}^{2}\right)$ and $v_{2}^{k}$ tends to $-\infty$ over any compact subset of $\mathbb{R}^{2}$. The equation for $v_{1}$ is

$$
\Delta v_{1}+2 h_{1}|y|^{2 \gamma_{1}} e^{v_{1}}=0 \quad \text { in } \mathbb{R}^{2}, \quad \int_{\mathbb{R}^{2}} h_{1}|y|^{2 \gamma_{1}} e^{v_{1}}<\infty
$$

where $h_{1}=\lim _{k \rightarrow \infty} h_{1}^{k}(0)$. By the classification result of [Prajapat and Tarantello 2001] we have

$$
2 \int_{\mathbb{R}^{2}} h_{1}|y|^{2 \gamma_{1}} e^{v_{1}}=8 \pi \mu_{1}
$$

and

$$
v_{1}(y)=-4 \mu_{1} \log |y|+O(1), \quad|y|>1
$$

Thus we can find $R_{k} \rightarrow \infty$ (without loss of generality, $R_{k}=o(1) \tau_{k} \delta_{k}^{-1}$ ) such that

$$
\frac{1}{2 \pi} \int_{B_{R_{k}}} h_{1}^{k}\left(\delta_{k} y\right)|y|^{2 \gamma_{1}^{k}} e^{v_{1}^{k}}=2 \mu_{1}+o(1)
$$

i.e., $\sigma_{1}^{k}\left(\delta_{k} R_{k}\right)=2 \mu_{1}+o(1)$, and

$$
\int_{B_{R_{k}}} h_{2}^{k}\left(\delta_{k} y\right)|y|^{2 \gamma_{2}^{k}} e^{v_{2}^{k}}=o(1)
$$

For $r \geq R_{k}$, recall that

$$
\sigma_{i}^{k}\left(\delta_{k} r\right)=\frac{1}{2 \pi} \int_{B_{r}} h_{i}^{k}\left(\delta_{k} y\right)|y|^{2 \gamma_{i}^{k}} e^{v_{i}^{k}} d y
$$

then we have

$$
\begin{aligned}
\frac{d}{d r} \bar{v}_{1}^{k}(r) & =\frac{-2 \sigma_{1}^{k}\left(\delta_{k} r\right)+\sigma_{2}^{k}\left(\delta_{k} r\right)}{r} \\
\frac{d}{d r} \bar{v}_{2}^{k}(r) & =\frac{\sigma_{1}^{k}\left(\delta_{k} r\right)-2 \sigma_{2}^{k}\left(\delta_{k} r\right)}{r}, \quad R_{k} \leq r \leq \tau_{k} \delta_{k}^{-1}
\end{aligned}
$$

Clearly we have

$$
\begin{equation*}
R_{k} \frac{d}{d r} \bar{v}_{1}^{k}\left(R_{k}\right)=-4 \mu_{1}+o(1), \quad R_{k} \frac{d}{d r} \bar{v}_{2}^{k}\left(R_{k}\right)=2 \mu_{1}+o(1) \tag{5-8}
\end{equation*}
$$

The following lemma says that as long as both components stay well below the harmonic function $-2 \log |y|$ (i.e., both of them are fast decay components), there is no essential change on the energy for either component:

Lemma 5.3. Suppose $L_{k} \in\left(R_{k}, \tau_{k} \delta_{k}^{-1}\right)$ satisfies

$$
\begin{equation*}
v_{i}^{k}(y)+2 \gamma_{i}^{k} \log |y| \leq-2 \log |y|-N_{k}, \quad R_{k} \leq|y| \leq L_{k}, \quad i=1,2, \tag{5-9}
\end{equation*}
$$

for some $N_{k} \rightarrow \infty$, then

$$
\sigma_{i}^{k}\left(\delta_{k} R_{k}\right)=\sigma_{i}^{k}\left(\delta_{k} L_{k}\right)+o(1), \quad i=1,2
$$

Proof of Lemma 5.3. We aim to prove that $\sigma_{i}^{k}$ does not change much from $\delta_{k} R_{k}$ to $\delta_{k} L_{k}$. Suppose this is not the case; then there exists $i$ such that $\sigma_{i}^{k}\left(\delta_{k} L_{k}\right)>\sigma_{i}^{k}\left(\delta_{k} R_{k}\right)+\delta$ for some $\delta>0$. Let $\tilde{L}_{k} \in\left(R_{k}, L_{k}\right)$ be such that

$$
\begin{equation*}
\max _{i=1,2}\left(\sigma_{i}^{k}\left(\delta_{k} \tilde{L}_{k}\right)-\sigma_{i}^{k}\left(\delta_{k} R_{k}\right)\right)=\epsilon \quad \text { for } i=1,2 \tag{5-10}
\end{equation*}
$$

where $\epsilon>0$ is sufficiently small. Then, for $v_{1}^{k}$,

$$
\begin{equation*}
\frac{d}{d r} \bar{v}_{1}^{k}(r) \leq \frac{-4\left(1+\gamma_{1}\right)+\epsilon}{r} \leq-\frac{2\left(1+\gamma_{1}\right)+\epsilon}{r} . \tag{5-11}
\end{equation*}
$$

It is easy to see from Lemma 2.4 that

$$
\int_{B_{\tilde{L}_{k}} \backslash B_{R_{k}}}|y|^{2 \gamma_{1}^{k}} e^{v_{1}^{k}}=o(1),
$$

which is $\sigma_{1}^{k}\left(\delta_{k} \tilde{L}_{k}\right)=\sigma_{1}^{k}\left(\delta_{k} R_{k}\right)+o(1)$. Indeed, by Lemma 2.4,

$$
\int_{B_{L_{k}} \backslash B_{R_{k}}}|y|^{2 \gamma_{1}^{k}} e^{v_{1}^{k}}=O(1) \int_{B_{L_{k}} \backslash B_{R_{k}}}|y|^{2 \gamma_{1}^{k}} e^{\bar{v}_{1}^{k}}=o(1) .
$$

The second equality above is because, by (5-11),

$$
\bar{v}_{1}^{k}(r)+2 \gamma_{1}^{k} \log r \leq-N_{k}-2 \log R_{k}+\left(-2-\frac{1}{2} \epsilon\right) \log r, \quad R_{k} \leq r \leq L_{k} .
$$

Thus $\sigma_{2}^{k}\left(\delta_{k} \tilde{L}_{k}\right)=\sigma_{2}^{k}\left(\delta_{k} R_{k}\right)+\epsilon$. However, since (5-9) holds, by Remark 3.6 we have

$$
\lim _{k \rightarrow \infty}\left(\sigma_{1}^{k}\left(\delta_{k} \tilde{L}_{k}\right), \sigma_{2}^{k}\left(\delta_{k} \tilde{L}_{k}\right)\right) \in \Gamma
$$

The two points on $\Gamma$ that have the first component equal to $2 \mu_{1}$ are $\left(2 \mu_{1}, 0\right)$ and $\left(2 \mu_{1}, 2\left(\mu_{1}+\mu_{2}\right)\right)$. Thus (5-10) is impossible. Lemma 5.3 is established.

From Lemma 5.3 and (5-8) we see that, for $r \geq R_{k}$, either

$$
\begin{equation*}
v_{i}^{k}(y)+2 \gamma_{i}^{k} \log |y| \leq-2 \log |y|-N_{k}, \quad R_{k} \leq|y| \leq \tau_{k} \delta_{k}^{-1}, \quad i=1,2, \tag{5-12}
\end{equation*}
$$

or there exists $L_{k} \in\left(R_{k}, \tau_{k} \delta_{k}^{-1}\right)$ such that

$$
\begin{equation*}
v_{2}^{k}(y)+2 \gamma_{2}^{k} \log L_{k} \geq-2 \log L_{k}-C, \quad|y|=L_{k} \tag{5-13}
\end{equation*}
$$

for some $C>0$, while, for $R_{k} \leq|y| \leq L_{k}$,

$$
\begin{equation*}
v_{1}^{k}(y)+2 \gamma_{1}^{k} \log |y| \leq-(2+\delta) \log |y|, \quad R_{k} \leq|y| \leq L_{k} \tag{5-14}
\end{equation*}
$$

for some $\delta>0$. Indeed, from (5-8) we see that if the energy has to change, $\sigma_{2}^{k}$ has to change first. $L_{k}$ can be chosen so that $\sigma_{2}^{k}\left(\delta_{k} L_{k}\right)-\sigma_{2}^{k}\left(\delta_{k} R_{k}\right)=\epsilon$ for some $\epsilon>0$ small.

Lemma 5.4. Suppose there exist $L_{k} \geq R_{k}$ such that (5-13) and (5-14) hold. For $L_{k}$, we assume $L_{k}=o(1) \tau_{k} \delta_{k}^{-1}$. Then there exist $\tilde{L}_{k}$ such that $\tilde{L}_{k} / L_{k} \rightarrow \infty$ and $\tilde{L}_{k}=o(1) \tau_{k} \delta_{k}^{-1}$ still holds. For $|y|=\tilde{L}_{k}$, we have

$$
\begin{equation*}
v_{i}^{k}(y)+2\left(1+\gamma_{i}^{k}\right) \log |y| \leq-N_{k}, \quad|y|=\tilde{L}_{k}, \quad i=1,2, \tag{5-15}
\end{equation*}
$$

for some $N_{k} \rightarrow \infty$. In particular,

$$
\begin{gather*}
v_{1}^{k}(y)+2\left(1+\gamma_{1}^{k}+\frac{1}{4} \delta\right) \log |y| \leq 0, \quad|y|=\tilde{L}_{k}  \tag{5-16}\\
\sigma_{1}^{k}\left(\delta_{k} \tilde{L}_{k}\right)=2 \mu_{1}+o(1), \quad \sigma_{2}^{k}\left(\delta_{k} \tilde{L}_{k}\right)=2 \mu_{1}+2 \mu_{2}+o(1) \tag{5-17}
\end{gather*}
$$

Remark 5.5. The statement of Lemma 5.4 can be understood as follows: Suppose, starting from $\partial B_{L_{k}}$, $\sigma_{2}^{k}$ starts to change because (5-13) holds. Then, from $L_{k}$ to $\tilde{L}_{k}, \sigma_{1}^{k}$ does not change much and $v_{1}^{k}$ is still far below $-2\left(1+\gamma_{1}^{k}\right) \log |y|$, but $v_{2}^{k}$ has changed from decaying slowly (which is (5-13)) to a fast decay (the $i=2$ part of (5-16)). In other words, as $\sigma_{2}^{k}$ changes from $L_{k}$ to $\tilde{L}_{k}, v_{2}^{k}$ changes from slow decay to fast decay but $v_{1}^{k}$ still has fast decay in the meanwhile. The change of $\sigma_{2}^{k}$ has influenced the derivative of $\bar{v}_{1}^{k}$, but has not made $\sigma_{1}^{k}$ change much because $\sigma_{2}^{k}$ changes too fast from $L_{k}$ to $\tilde{L}_{k}$.

Proof of Lemma 5.4. First we observe that, by Lemma 5.3, the energy does not change if both components satisfy (5-12). Thus we can assume that $\sigma_{2}^{k}\left(\delta_{k} L_{k}\right) \leq \epsilon$ for some $\epsilon>0$ small. Consequently,

$$
\frac{d}{d r} \bar{v}_{1}^{k}(r) \leq \frac{-4\left(1+\gamma_{1}\right)+2 \epsilon}{r}, \quad r \geq R_{k}
$$

Now we claim that there exists $N>1$ such that

$$
\begin{equation*}
\sigma_{2}^{k}\left(\delta_{k}\left(L_{k} N\right)\right) \geq 2+\gamma_{1}+\gamma_{2}+o(1) \tag{5-18}
\end{equation*}
$$

If this is not true, we would have $\epsilon_{0}>0$ and $\tilde{R}_{k} \rightarrow \infty$ such that

$$
\begin{equation*}
\sigma_{2}^{k}\left(\delta_{k} \tilde{R}_{k} L_{k}\right) \leq 2+\gamma_{1}+\gamma_{2}-\epsilon_{0} \tag{5-19}
\end{equation*}
$$

On the other hand, $\tilde{R}_{k}$ can be chosen to tend to infinity slowly, so that, by Lemma 2.4 and (5-14),

$$
\begin{equation*}
v_{1}^{k}(y)+2\left(1+\gamma_{1}^{k}\right) \log |y| \leq-\frac{1}{2} \delta \log |y|, \quad L_{k} \leq|y| \leq \tilde{R}_{k} L_{k} \tag{5-20}
\end{equation*}
$$

Clearly (5-20) implies $\sigma_{1}^{k}\left(\delta_{k} L_{k}\right)=\sigma_{1}^{k}\left(\delta_{k} \tilde{R}_{k} L_{k}\right)+o(1)$. Thus, by (5-19),

$$
\begin{equation*}
\frac{d}{d r} \bar{v}_{2}^{k}(r) \geq \frac{-2-2 \gamma_{2}+\epsilon_{0} / 2}{r} \tag{5-21}
\end{equation*}
$$

Using (5-21) and

$$
v_{2}^{k}(y)=\left(-2-2 \gamma_{2}^{k}\right) \log |y|+O(1), \quad|y|=L_{k}
$$

we see easily that

$$
\int_{B\left(0, \tilde{R}_{k} L_{k}\right) \backslash B\left(0, L_{k}\right)}|y|^{2 \gamma_{2}^{k}} e^{v_{2}^{k}} \rightarrow \infty
$$

a contradiction to (1-6). Therefore (5-18) holds.
By Lemma 2.4,

$$
v_{i}^{k}(y)+2 \log \left(N L_{k}\right)=\bar{v}_{i}^{k}\left(N L_{k}\right)+2 \log \left(N L_{k}\right)+O(1), \quad|y|=N L_{k}, \quad i=1,2
$$

Thus we have

$$
\begin{aligned}
& \bar{v}_{1}^{k}\left(N L_{k}\right) \leq\left(-2-2 \gamma_{1}^{k}-\frac{1}{2} \delta\right) \log \left(N L_{k}\right) \\
& \bar{v}_{2}^{k}\left(N L_{k}\right) \geq\left(-2-2 \gamma_{2}^{k}\right) \log \left(N L_{k}\right)-C
\end{aligned}
$$

Consequently,

$$
\bar{v}_{2}^{k}\left((N+1) L_{k}\right) \geq\left(-2-2 \gamma_{2}^{k}\right) \log L_{k}-C
$$

leads to

$$
\frac{1}{2 \pi} \int_{B\left(0,(N+1) L_{k}\right)} h_{2}^{k}\left(\delta_{k} y\right)|y|^{2 \gamma_{2}^{k}} e^{v_{2}^{k}(y)} d y \geq 2+\gamma_{1}+\gamma_{2}+\epsilon_{0}
$$

for some $\epsilon_{0}>0$. Going back to the equation for $\bar{v}_{2}^{k}$, we have

$$
\frac{d}{d r} \bar{v}_{2}^{k}(r) \leq-\frac{2+2 \gamma_{2}+\epsilon_{0}}{r}, \quad r=(N+1) L_{k}
$$

Therefore we can find $\tilde{R}_{k} \rightarrow \infty$ such that $\tilde{R}_{k} L_{k}=o(1) \tau_{k} \delta_{k}^{-1}$ and

$$
\begin{aligned}
v_{2}^{k}(y) \leq\left(-2-2 \gamma_{2}^{k}-\epsilon_{0}\right) \log |y|-N_{k}, & & |y|=\tilde{R}_{k} L_{k} \\
v_{1}^{k}(y) \leq\left(-2-2 \gamma_{1}^{k}-\frac{1}{4} \delta\right) \log |y|, & & L_{k} \leq|y| \leq \tilde{R}_{k} L_{k}
\end{aligned}
$$

Obviously,

$$
\sigma_{1}^{k}\left(\delta_{k} \tilde{R}_{k} L_{k}\right)=\sigma_{1}^{k}\left(\delta_{k} L_{k}\right)+o(1)=\sigma_{1}^{k}\left(\delta_{k} R_{k}\right)+o(1)=2\left(1+\gamma_{1}\right)+o(1) .
$$

By computing the Pohozaev identity on $\tilde{R}_{k} L_{k}$, we have

$$
\sigma_{2}^{k}\left(\delta_{k} \tilde{R}_{k} L_{k}\right)=2 \mu_{1}+2 \mu_{2}+o(1)
$$

Letting $\tilde{L}_{k}=\tilde{R}_{k} L_{k}$, we have proved Lemma 5.4.
To finish the proof of Proposition 5.1, we need to consider the region $\tilde{L}_{k} \leq|y| \leq \tau_{k} \delta_{k}^{-1}$ if $L_{k}=o(1) \tau_{k} \delta_{k}^{-1}$ (in which case $\tilde{L}_{k}$ can be made to be $o(1) \tau_{k} \delta_{k}^{-1}$ ), or $L_{k}=O(1) \tau_{k} \delta_{k}^{-1}$. First we consider the region $\tilde{L}_{k} \leq|y| \leq \tau_{k} \delta_{k}^{-1}$ when $\tilde{L}_{k}=o(1) \tau_{k} \delta_{k}^{-1}$. It is easy to verify that

$$
\begin{array}{ll}
\frac{d}{d r} \bar{v}_{1}^{k}(r)=-\frac{2 \gamma_{1}-2 \gamma_{2}}{r}+\frac{o(1)}{r}, & r=\tilde{L}_{k}, \\
\frac{d}{d r} \bar{v}_{2}^{k}(r)=-\frac{6+2 \gamma_{1}+4 \gamma_{2}+o(1)}{r}, & r=\tilde{L}_{k} .
\end{array}
$$

The second equation above implies

$$
\frac{d}{d r} \bar{v}_{2}^{k}(r) \leq-\frac{2 \mu_{2}+\delta}{r}, \quad r=\tilde{L}_{k}
$$

for some $\delta>0$. So $\sigma_{2}^{k}(r)$ does not change for $r \geq \tilde{L}_{k}$ unless $\sigma_{1}^{k}$ changes. By the same argument as before, either $v_{1}^{k}$ rises to $-2 \log |y|+O(1)$ on $|y|=\tau_{k} \delta_{k}^{-1}$, or there is $\hat{L}_{k}=o(1) \tau_{k} \delta_{k}^{-1}$ such that

$$
\sigma_{i}^{k}\left(\delta_{k} \hat{L}_{k}\right)=2 \mu_{1}+2 \mu_{2}+o(1), \quad i=1,2
$$

Since this is the energy of a fully bubbling system, we have in this case both

$$
v_{i}^{k}(y) \leq-\left(2 \mu_{i}+\delta\right) \log |y|, \quad|y|=\tau_{k} \delta_{k}^{-1}, \quad i=1,2
$$

for some $\delta>0$.
If $L_{k}=O(1) \tau_{k} \delta_{k}^{-1}$, it is easy to use Lemma 2.4 to see that one component is $-2\left(1+\gamma_{i}^{k}\right) \log |y|+O(1)$ and the other component has the fast decay. Proposition 5.1 is established.

## 6. Combination of bubbling areas

The following definition plays an important role:
Definition 6.1. Let $Q_{k}=\left\{p_{1}^{k}, \ldots, p_{q}^{k}\right\}$ be a subset of $\Sigma_{k}$ such that $Q_{k}$ has more than one point in it and $\Sigma_{k} \backslash Q_{k}=\not \varnothing . Q_{k}$ is called a group if:

$$
\begin{equation*}
\operatorname{dist}\left(p_{i}^{k}, p_{j}^{k}\right) \sim \operatorname{dist}\left(p_{s}^{k}, p_{t}^{k}\right) \tag{1}
\end{equation*}
$$

where $p_{i}^{k}, p_{j}^{k}, p_{s}^{k}, p_{t}^{k}$ are any points in $Q_{k}$ such that $p_{i}^{k} \neq p_{j}^{k}$ and $p_{t}^{k} \neq p_{s}^{k}$.
(2) For any $p_{k} \in \Sigma_{k} \backslash Q_{k}, \operatorname{dist}\left(p_{i}^{k}, p_{j}^{k}\right) / \operatorname{dist}\left(p_{i}^{k}, p_{k}\right) \rightarrow 0$ for all $p_{i}^{k}, p_{j}^{k} \in Q_{k}$ with $p_{i}^{k} \neq p_{j}^{k}$.

Proof of Theorem 1.2. Let $2 \tau_{k}$ be the distance between 0 and $\Sigma_{k} \backslash\{0\}$. For each $z_{k} \in \Sigma_{k} \cap \partial B\left(0,2 \tau_{k}\right)$, if $\operatorname{dist}\left(z_{k}, \Sigma_{k} \backslash\left\{z_{k}\right\}\right) \sim \tau_{k}$, let $G_{0}$ be the group that contains the origin. On the other hand, if there exists $z_{k}^{\prime} \in \partial B\left(0,2 \tau_{k}\right)$ such that $\tau_{k} / \operatorname{dist}\left(z_{k}^{\prime}, \Sigma_{k} \backslash z_{k}^{\prime}\right) \rightarrow \infty$, we let $G_{0}$ be 0 itself. By the definition of a group, all members of $G_{0}$ are in $B\left(0, N \tau_{k}\right)$ for some $N$ independent of $k$. Let

$$
v_{i}^{k}(y)=u_{i}^{k}\left(\tau_{k} y\right)+2 \log \tau_{k}, \quad|y| \leq \tau_{k}^{-1}
$$

Then we have

$$
\begin{equation*}
\Delta v_{i}^{k}(y)+\sum_{j=1}^{2} a_{i j} h_{j}^{k}\left(\tau_{k} y\right) e^{v_{j}^{k}(y)}=4 \pi \gamma_{i}^{k} \delta_{0}, \quad|y| \leq \tau_{k}^{-1} \tag{6-1}
\end{equation*}
$$

Let $0, Q_{1}, \ldots, Q_{m}$ be the images of members of $G_{0}$ after the scaling from $y$ to $\tau_{k} y$. Then all $Q_{i} \in B_{N}$. By Proposition 5.1 and Proposition 5.2, at least one component decays fast on $\partial B_{1}$. Without loss of generality, we assume

$$
v_{1}^{k} \leq-N_{k} \quad \text { on } \quad \partial B_{1}
$$

for some $N_{k} \rightarrow \infty$, and

$$
\sigma_{1}^{k}\left(\tau_{k}\right)=o(1), 2 \mu_{1}+o(1) \text { or } 2 \mu_{1}+2 \mu_{2}+o(1)
$$

Specifically, if $\tau_{k} \delta_{k}^{-1} \leq C$, then $\sigma_{1}^{k}\left(\tau_{k}\right)=o(1)$. Otherwise, $\sigma_{1}^{k}\left(\tau_{k}\right)$ is equal to one of the two other cases mentioned above. By Lemma $2.4, v_{1}^{k} \leq-N_{k}+C$ on all $\partial B\left(Q_{t}, 1\right)(t=1, \ldots, m)$; therefore, by Proposition 5.2,

$$
\frac{1}{2 \pi} \int_{B\left(Q_{t}, 1\right)} h_{1}^{k}\left(\tau_{k} \cdot\right) e^{v_{1}^{k}}=2 m_{t}+o(1), \quad t=1, \ldots, m
$$

where, for each $t, m_{t}=0,1$ or 2 . Let $2 \tau_{k} L_{k}$ be the distance from 0 to the nearest group other than $G_{0}$. Then $L_{k} \rightarrow \infty$. By Lemma 2.4 and the proof of Lemma 3.2, we can find $\tilde{L}_{k} \leq L_{k}, \tilde{L}_{k} \rightarrow \infty$, such that most of the energy of $v_{1}^{k}$ in $B\left(0, \tilde{L}_{k}\right)$ is contributed by bubbles and $v_{2}^{k}$ decays faster than $-2 \log \tilde{L}_{k}$ on $\partial B\left(0, \tilde{L}_{k}\right)$ :

$$
\begin{equation*}
\frac{1}{2 \pi} \int_{B\left(0, \bar{L}_{k}\right)} h_{1}^{k}(0) e^{\nu_{1}^{k}}=2 m+o(1), 2 \mu_{1}+2 m+o(1) \text { or } 2\left(\mu_{1}+\mu_{2}\right)+2 m+o(1) \tag{6-2}
\end{equation*}
$$

for some nonnegative integer $m$, and

$$
\begin{equation*}
v_{2}^{k}(y)+2 \log \tilde{L}_{k} \rightarrow-\infty, \quad|y|=\tilde{L}_{k} \tag{6-3}
\end{equation*}
$$

Then we evaluate the Pohozaev identity on $B\left(0, \tilde{L}_{k}\right)$. Since (6-3) holds, by Remark 3.6 we have

$$
\lim _{k \rightarrow \infty}\left(\sigma_{1}^{k}\left(\tau_{k} \tilde{L}_{k}\right), \sigma_{2}^{k}\left(\tau_{k} \tilde{L}_{k}\right)\right) \in \Gamma
$$

Moreover, by (6-2) we see that $\lim _{k \rightarrow \infty}\left(\sigma_{1}^{k}\left(\tau_{k} \tilde{L}_{k}\right), \sigma_{2}^{k}\left(\tau_{k} \tilde{L}_{k}\right)\right) \in \Sigma$ because the limit point is the intersection between the line $\sigma_{1}=\lim _{k \rightarrow \infty} \sigma_{1}^{k}\left(\tau_{k} \tilde{L}_{k}\right)$ and $\Gamma$.

The Pohozaev identity for $\left(\sigma_{1}^{k}\left(\tau_{k} \tilde{L}_{k}\right), \sigma_{2}^{k}\left(\tau_{k} \tilde{L}_{k}\right)\right)$ can be written as

$$
\sigma_{1}^{k}\left(\tau_{k} \tilde{L}_{k}\right)\left(2 \sigma_{1}^{k}\left(\tau_{k} \tilde{L}_{k}\right)-\sigma_{2}^{k}\left(\tau_{k} \tilde{L}_{k}\right)-4 \mu_{1}\right)+\sigma_{2}^{k}\left(\tau_{k} \tilde{L}_{k}\right)\left(2 \sigma_{2}^{k}\left(\tau_{k} \tilde{L}_{k}\right)-\sigma_{1}^{k}\left(\tau_{k} \tilde{L}_{k}\right)-4 \mu_{2}\right)=o(1)
$$

Thus either

$$
\begin{equation*}
2 \sigma_{1}^{k}\left(\tau_{k} \tilde{L}_{k}\right)-\sigma_{2}^{k}\left(\tau_{k} \tilde{L}_{k}\right) \geq 4 \mu_{1}+o(1) \tag{6-4}
\end{equation*}
$$

or

$$
2 \sigma_{2}^{k}\left(\tau_{k} \tilde{L}_{k}\right)-\sigma_{1}^{k}\left(\tau_{k} \tilde{L}_{k}\right) \geq 4 \mu_{2}+o(1)
$$

Moreover, if

$$
2 \sigma_{1}^{k}\left(\tau_{k} \tilde{L}_{k}\right)-\sigma_{2}^{k}\left(\tau_{k} \tilde{L}_{k}\right) \geq 2 \mu_{1}+o(1) \quad \text { and } \quad 2 \sigma_{2}^{k}\left(\tau_{k} \tilde{L}_{k}\right)-\sigma_{1}^{k}\left(\tau_{k} \tilde{L}_{k}\right) \geq 2 \mu_{2}+o(1)
$$

then, by the proof of Theorem 4.3,

$$
\int_{B_{l_{k}} \backslash \tau_{k} \tilde{l}_{k}} h_{i}^{k} e^{u_{i}^{k}}=o(1), \quad i=1,2
$$

for any $l_{k} \rightarrow 0$. In this case we have

$$
\sigma_{i}=\lim _{k \rightarrow \infty} \sigma_{i}^{k}\left(\tau_{k} \tilde{L}_{k}\right), \quad i=1,2
$$

and Theorem 1.2 is proved in this case.
Thus, without loss of generality, we assume that (6-4) holds. From the equation for $u_{1}^{k}$, this means that, for some $\delta>0$,

$$
\begin{equation*}
\bar{u}_{1}^{k}\left(\tau_{k} \tilde{L}_{k}\right) \leq-2 \log \left(\tau_{k} \tilde{L}_{k}\right)-N_{k}, \quad \frac{d}{d r} \bar{u}_{1}^{k}(r)<\frac{-2-\delta}{r}, \quad r=\tau_{k} \tilde{L}_{k} \tag{6-5}
\end{equation*}
$$

The property above implies, by the proof of Proposition 5.1, that, as $r$ grows from $\tau_{k} \tilde{L}_{k}$ to $\tau_{k} L_{k}$, the following three situations may occur:

Case one. Both $u_{i}^{k}$ satisfy, for some $N_{k} \rightarrow \infty$, that

$$
u_{i}^{k}(x)+2 \log |x| \leq-N_{k}, \quad \tau_{k} \tilde{L}_{k} \leq|x| \leq \tau_{k} L_{k}, \quad i=1,2 .
$$

In this case,

$$
\sigma_{i}^{k}\left(\tau_{k} \tilde{L}_{k}\right)=\sigma_{i}^{k}\left(\tau_{k} L_{k}\right)+o(1), \quad i=1,2
$$

So, on $\partial B\left(0, \tau_{k} L_{k}\right), u_{1}^{k}$ is still a fast decaying component.
Case two. There exist $L_{1, k}$ and $L_{2, k} \in\left(\tilde{L}_{k}, L_{k}\right)$ such that

$$
\begin{gather*}
u_{2}^{k}(x) \geq-2 \log \left(\tau_{k} L_{1, k}\right)-C, \quad|x|=\tau_{k} L_{1, k}, \\
u_{i}^{k}(x) \leq-2 \log \left(\tau_{k} L_{2, k}\right)-N_{k}, \quad|x|=\tau_{K} L_{2, K}, \quad i=1,2, \tag{6-6}
\end{gather*}
$$

and

$$
\begin{equation*}
\sigma_{1}^{k}\left(\tau_{k} \tilde{L}_{k}\right)=\sigma_{1}^{k}\left(\tau_{k} L_{2, k}\right)+o(1) \tag{6-7}
\end{equation*}
$$

Since (6-6) holds, by Remark 3.6 we have $\left(\lim _{k \rightarrow \infty} \sigma_{1}^{k}\left(\tau_{k} L_{2, k}\right), \lim _{k \rightarrow \infty} \sigma_{2}^{k}\left(\tau_{k} L_{2, k}\right)\right) \in \Gamma$. Then we further observe that, since (6-7) holds, $\lim _{k \rightarrow \infty}\left(\sigma_{1}^{k}\left(\tau_{k} L_{2, k}\right), \sigma_{2}^{k}\left(\tau_{k} L_{2, k}\right)\right) \in \Sigma$, because this point is obtained by intersecting $\Gamma$ with $\sigma_{1}=\lim _{k \rightarrow \infty} \sigma_{1}^{k}\left(\tau_{k} \tilde{L}_{k}\right)$. In other words, the new point $\lim _{k \rightarrow \infty}\left(\sigma_{1}^{k}\left(\tau_{k} L_{2, k}\right), \sigma_{2}^{k}\left(\tau_{k} L_{2, k}\right)\right)$ is on the upper right part of the old point $\lim _{k \rightarrow \infty}\left(\sigma_{1}^{k}\left(\tau_{k} \tilde{L}_{k}\right), \sigma_{2}^{k}\left(\tau_{k} \tilde{L}_{k}\right)\right)$.

## Case three.

$$
u_{2}^{k}(x) \geq-2 \log \tau_{k} L_{k}-C, \quad|x|=\tau_{k} L_{k}
$$

for some $C>0$ and $\sigma_{1}^{k}\left(\tau_{k} \tilde{L}_{k}\right)=\sigma_{1}^{k}\left(\tau_{k} L_{k}\right)+o(1)$. This means that $\partial B\left(0, \tau_{k} L_{k}\right), u_{1}^{k}$ is still the fast decaying component.

If the second case above happens, the relationship between $\sigma_{1}^{k}$ and $\sigma_{2}^{k}$ on $B\left(0, \tau_{k} L_{k}\right) \backslash B\left(0, \tau_{k} L_{2, k}\right)$ is the same as discussed before. In any case, on $\partial B\left(0, \tau_{k} L_{k}\right)$ at least one of the two components has fast decay and has its energy equal to a corresponding component of a point in $\Sigma$. For any group not equal to $G_{0}$, it is easy to see that the fast decay component has its energy equal to 0,2 or 4 . The combination of bubbles for groups is very similar to the combination of bubbling disks as we have done before. For example, let $G_{0}, G_{1}, \ldots, G_{t}$ be groups in $B\left(0, \epsilon_{k}\right)$ for some $\epsilon_{k} \rightarrow 0$. Suppose the distances between any two of $G_{0}, \ldots, G_{t}$ are comparable and

$$
\operatorname{dist}\left(G_{i}, G_{j}\right)=o(1) \epsilon_{k} \quad \text { for all } i, j=0, \ldots, t, \quad i \neq j
$$

Also we require $\left(\Sigma_{k} \backslash\left(\bigcup_{i=0}^{t} G_{i}\right)\right) \cap B\left(0,2 \epsilon_{k}\right)=\varnothing$. Let $\epsilon_{1, k}=\operatorname{dist}\left(G_{0}, G_{1}\right)$; then all $G_{0}, \ldots, G_{t}$ are in $B\left(0, N \epsilon_{1, k}\right)$ for some $N>0$. Without loss of generality let $u_{1}^{k}$ be a fast decaying component on $\partial B\left(0, N \epsilon_{1, k}\right)$. Then we have

$$
\sigma_{1}^{k}\left(N \epsilon_{1, k}\right)=\sigma_{1}^{k}\left(\tau_{k} L_{k}\right)+2 m+o(1)
$$

where $m$ is a nonnegative integer because, by Lemma 2.4, $u_{1}^{k}$ is also a fast decaying component for $G_{1}, \ldots, G_{t}$. Moreover, by Proposition 5.2, the energy of $u_{1}^{k}$ in $G_{s}(s=1, \ldots, t)$ is $o(1), 2+o(1)$ or $4+o(1)$. If $u_{2}^{k}$ also has fast decay on $\partial B\left(0, N \epsilon_{1, k}\right)$, then $\lim _{k \rightarrow \infty}\left(\sigma_{1}^{k}\left(N \epsilon_{1, k}\right), \sigma_{1}^{k}\left(N \epsilon_{1, k}\right)\right) \in \Sigma$ because this is a point of intersection between $\Gamma$ and $\sigma_{1}=\lim _{k \rightarrow \infty} \sigma_{1}^{k}\left(\tau_{k} L_{k}\right)+2 m$. If

$$
u_{2}^{k}(x) \geq-2 \log N \epsilon_{1, k}-C, \quad|x|=N \epsilon_{1, k}
$$

then, as before, we can find $\epsilon_{3, k}$ in $\left(N \epsilon_{1, k}, \epsilon_{k}\right)$ such that, for some $N_{k} \rightarrow \infty$,

$$
u_{i}^{k}(x)+2 \log \epsilon_{3, k} \leq-N_{k}, \quad|x|=\epsilon_{3, k}, \quad i=1,2
$$

and

$$
\sigma_{1}^{k}\left(N \epsilon_{1, k}\right)=\sigma_{1}^{k}\left(\epsilon_{3, k}\right)
$$

Thus we have

$$
\lim _{k \rightarrow \infty}\left(\sigma_{1}^{k}\left(\epsilon_{3, k}\right), \sigma_{2}^{k}\left(\epsilon_{3, k}\right)\right) \in \Sigma
$$

because this point is the intersection between $\Gamma$ and $\sigma_{1}=\lim _{k \rightarrow \infty} \sigma_{1}^{k}\left(N \epsilon_{1, k}\right)$.
The last possibility on $B\left(0, \epsilon_{k}\right) \backslash B\left(0, \epsilon_{1, k}\right)$ is

$$
\sigma_{1}^{k}\left(\epsilon_{k}\right)=\sigma_{1}^{k}\left(N \epsilon_{1, k}\right)+o(1)
$$

and

$$
u_{2}^{k}(x)+2 \log \epsilon_{k} \geq-C, \quad|x|=\epsilon_{k}
$$

In this case, $u_{1}^{k}$ is the fast decaying component on $\partial B\left(0, \epsilon_{k}\right)$.
Such a procedure can be applied to include groups further away from $G_{0}$. Since we have only finitely many blowup disks this procedure only needs to be applied finitely many times. Finally, let $s_{k} \rightarrow 0$ be such that

$$
\sigma_{i}=\lim _{k \rightarrow \infty} \lim _{s_{k} \rightarrow 0} \sigma_{i}^{k}\left(s_{k}\right), \quad i=1,2
$$

and, for some $N_{k} \rightarrow \infty$,

$$
u_{i}^{k}(x)+2 \log s_{k} \leq-N_{k}, \quad|x|=s_{k}, \quad i=1,2
$$

Then we see that $\left(\sigma_{1}, \sigma_{2}\right) \in \Sigma$. Theorem 1.2 is established.

## Acknowledgements

Part of the paper was finished when Zhang was visiting Chinese University of Hong Kong in April, May and December in 2012, and Taida Institute of Mathematical Sciences (TIMS) in June 2012. He would like to thank both institutes for their warm hospitality and generous financial support. The research of Wei is partially supported by NSERC of Canada. The authors are grateful to the anonymous referee for scrutinizing the whole paper.

## References

[Bartolucci and Malchiodi 2013] D. Bartolucci and A. Malchiodi, "An improved geometric inequality via vanishing moments, with applications to singular Liouville equations", Comm. Math. Phys. 322:2 (2013), 415-452. MR 3077921 Zbl 1276.58005
[Bartolucci and Tarantello 2002a] D. Bartolucci and G. Tarantello, "The Liouville equation with singular data: a concentrationcompactness principle via a local representation formula", J. Differential Equations 185:1 (2002), 161-180. MR 2003h:35063 Zbl 1247.35032
[Bartolucci and Tarantello 2002b] D. Bartolucci and G. Tarantello, "Liouville type equations with singular data and their applications to periodic multivortices for the electroweak theory", Comm. Math. Phys. 229:1 (2002), 3-47. MR 2003e:58026 Zbl 1009.58011
[Bartolucci et al. 2004] D. Bartolucci, C.-C. Chen, C.-S. Lin, and G. Tarantello, "Profile of blow-up solutions to mean field equations with singular data", Comm. Partial Differential Equations 29:7-8 (2004), 1241-1265. MR 2005i:58022 Zbl 1062.35146
[Battaglia and Malchiodi 2014] L. Battaglia and A. Malchiodi, "A Moser-Trudinger inequality for the singular Toda system", Bull. Inst. Math., Acad. Sin. (N.S.) 9:1 (2014), 1-23. MR 3234966 Zbl 1295.35372
[Bennet 1934] W. H. Bennet, "Magnetically self-focusing streams", Phys. Rev. 45 (1934), 890-897.
[Bolton and Woodward 1997] J. Bolton and L. M. Woodward, "Some geometrical aspects of the 2-dimensional Toda equations", pp. 69-81 in Geometry, topology and physics (Campinas, 1996), edited by B. N. Apanasov et al., de Gruyter, Berlin, 1997. MR 98m:58049 Zbl 0911.58019
[Bolton et al. 1988] J. Bolton, G. R. Jensen, M. Rigoli, and L. M. Woodward, "On conformal minimal immersions of $S^{2}$ into $\mathbb{C P}^{n ",}$ Math. Ann. 279:4 (1988), 599-620. MR 88m:53110 Zbl 0642.53063
[Calabi 1953] E. Calabi, "Isometric imbedding of complex manifolds", Ann. of Math. (2) 58 (1953), 1-23. MR 15,160c Zbl 0051.13103
[Chanillo and Kiessling 1995] S. Chanillo and M. K.-H. Kiessling, "Conformally invariant systems of nonlinear PDE of Liouville type", Geom. Funct. Anal. 5:6 (1995), 924-947. MR 96j:35052 Zbl 0858.35035
[Chen and Li 1991] W. X. Chen and C. Li, "Classification of solutions of some nonlinear elliptic equations", Duke Math. J. 63:3 (1991), 615-622. MR 93e:35009 Zbl 0768.35025
[Chen and Li 1993] W. X. Chen and C. Li, "Qualitative properties of solutions to some nonlinear elliptic equations in $\mathbb{R}^{2}$ ", Duke Math. J. 71:2 (1993), 427-439. MR 94f:35046 Zbl 0923.35055
[Chen and Lin 1998] C.-C. Chen and C.-S. Lin, "Estimate of the conformal scalar curvature equation via the method of moving planes, II", J. Differential Geom. 49:1 (1998), 115-178. MR 2000h:35045 Zbl 0961.35047
[Chen and Lin 2002] C.-C. Chen and C.-S. Lin, "Sharp estimates for solutions of multi-bubbles in compact Riemann surfaces", Comm. Pure Appl. Math. 55:6 (2002), 728-771. MR 2003d:53056 Zbl 1040.53046
[Chen and Lin 2003] C.-C. Chen and C.-S. Lin, "Topological degree for a mean field equation on Riemann surfaces", Comm. Pure Appl. Math. 56:12 (2003), 1667-1727. MR 2004h:35065 Zbl 1032.58010
[Chern and Wolfson 1987] S. S. Chern and J. G. Wolfson, "Harmonic maps of the two-sphere into a complex Grassmann manifold, II", Ann. of Math. (2) 125:2 (1987), 301-335. MR 88g:58038 Zbl 0627.58017
[Childress and Percus 1981] S. Childress and J. K. Percus, "Nonlinear aspects of chemotaxis", Math. Biosci. 56:3-4 (1981), 217-237. MR 83d:92019 Zbl 0481.92010
[Chipot et al. 1997] M. Chipot, I. Shafrir, and G. Wolansky, "On the solutions of Liouville systems", J. Differential Equations 140:1 (1997), 59-105. MR 98j:35053 Zbl 0902.35039
[Debye and Huckel 1923] P. Debye and E. Huckel, "Zur Theorie der Electrolyte, II: Das Grengzgesetz für die elektrische Leitfähigkeit", Phys. Zft. 24:10 (1923), 305-325.
[Doliwa 1997] A. Doliwa, "Holomorphic curves and Toda systems", Lett. Math. Phys. 39:1 (1997), 21-32. MR 98a:58047 Zbl 0869.35089
[Dunne 1995] G. Dunne, Self-dual Chern-Simons theories, Lecture Notes in Physics Monographs 36, Springer, Berlin, 1995. Zbl 0834.58001
[Dunne et al. 1991] G. V. Dunne, R. Jackiw, S.-Y. Pi, and C. A. Trugenberger, "Self-dual Chern-Simons solitons and twodimensional nonlinear equations", Phys. Rev. D (3) 43:4 (1991), 1332-1345. MR 92g:81120
[Ganoulis et al. 1982] N. Ganoulis, P. Goddard, and D. Olive, "Self-dual monopoles and Toda molecules", Nuclear Phys. B 205:4 (1982), 601-636. MR 84c:81045
[Guest 1997] M. A. Guest, Harmonic maps, loop groups, and integrable systems, London Mathematical Society Student Texts 38, Cambridge University Press, Cambridge, 1997. MR 99g:58036 Zbl 0898.58010
[Jost et al. 2006] J. Jost, C. Lin, and G. Wang, "Analytic aspects of the Toda system, II: Bubbling behavior and existence of solutions", Comm. Pure Appl. Math. 59:4 (2006), 526-558. MR 2007h:35099 Zbl 1207.35140
[Keller and Segel 1971] E. F. Keller and L. A. Segel, "Traveling bands of Chemotactic Bacteria: A theoretical analysis", J. Theor. Biol. 30:2 (1971), 235-248. Zbl 1170.92308
[Kiessling and Lebowitz 1994] M. K.-H. Kiessling and J. L. Lebowitz, "Dissipative stationary plasmas: kinetic modeling, Bennett's pinch and generalizations", Phys. Plasmas 1:6 (1994), 1841-1849. MR 95a:82111
[Leznov 1980] A. N. Leznov, "On complete integrability of a nonlinear system of partial differential equations in two-dimensional space", Teoret. Mat. Fiz. 42:3 (1980), 343-349. In Russian; translated in Theor. Math. Phys. 42 (1980), 224-229. MR 82e:58047 Zbl 0426.35028
[Leznov and Saveliev 1992] A. N. Leznov and M. V. Saveliev, Group-theoretical methods for integration of nonlinear dynamical systems, Progress in Physics 15, Birkhäuser, Basel, 1992. MR 93d:58194 Zbl 0746.58004
[Li 1995] Y. Y. Li, "Prescribing scalar curvature on $S^{n}$ and related problems, I", J. Differential Equations 120:2 (1995), 319-410. MR 98b:53031 Zbl 0827.53039
[Li 1999] Y. Y. Li, "Harnack type inequality: the method of moving planes", Comm. Math. Phys. 200:2 (1999), 421-444. MR 2000c:58024 Zbl 0928.35057
[Lin and Zhang 2010] C.-S. Lin and L. Zhang, "Profile of bubbling solutions to a Liouville system", Ann. Inst. H. Poincaré Anal. Non Linéaire 27:1 (2010), 117-143. MR 2011a:35118 Zbl 1182.35107
[Lin and Zhang 2011] C.-S. Lin and L. Zhang, "A topological degree counting for some Liouville systems of mean field type", Comm. Pure Appl. Math. 64:4 (2011), 556-590. MR 2012d:35388 Zbl 1214.58008
[Lin et al. 2012a] C.-S. Lin, J. Wei, and D. Ye, "Classification and nondegeneracy of $\mathrm{SU}(n+1)$ Toda system with singular sources", Invent. Math. 190:1 (2012), 169-207. MR 2969276 Zbl 1258.35089
[Lin et al. 2012b] C.-S. Lin, J. Wei, and C. Zhao, "Sharp estimates for fully bubbling solutions of a SU(3) Toda system", Geom. Funct. Anal. 22:6 (2012), 1591-1635. MR 3000499 Zbl 1271.30017
[Malchiodi and Ndiaye 2007] A. Malchiodi and C. B. Ndiaye, "Some existence results for the Toda system on closed surfaces", Atti Accad. Naz. Lincei Cl. Sci. Fis. Mat. Natur. Rend. Lincei (9) Mat. Appl. 18:4 (2007), 391-412. MR 2008h:35064 Zbl 1148.35021
[Malchiodi and Ruiz 2013] A. Malchiodi and D. Ruiz, "A variational analysis of the Toda system on compact surfaces", Comm. Pure Appl. Math. 66:3 (2013), 332-371. MR 3008227 Zbl 1275.35095
[Mansfield 1982] P. Mansfield, "Solution of Toda systems", Nuclear Phys. B 208:2 (1982), 277-300. MR 85e:58145
[Mock 1975] M. S. Mock, "Asymptotic behavior of solutions of transport equations for semiconductor devices", J. Math. Anal. Appl. 49 (1975), 215-225. MR 50 \#7857 Zbl 0298.35033
[Musso et al. 2015] M. Musso, A. Pistoia, and J. Wei, "New concentration phenomena for SU(3) Toda system", preprint, 2015.
[Nolasco and Tarantello 1999] M. Nolasco and G. Tarantello, "Double vortex condensates in the Chern-Simons-Higgs theory", Calc. Var. Partial Differential Equations 9:1 (1999), 31-94. MR 2001e:58022 Zbl 0951.58030
[Nolasco and Tarantello 2000] M. Nolasco and G. Tarantello, "Vortex condensates for the SU(3) Chern-Simons theory", Comm. Math. Phys. 213:3 (2000), 599-639. MR 2001j:58025 Zbl 0998.81047
[Prajapat and Tarantello 2001] J. Prajapat and G. Tarantello, "On a class of elliptic problems in $\mathbb{R}^{2}$ : symmetry and uniqueness results", Proc. Roy. Soc. Edinburgh Sect. A 131:4 (2001), 967-985. MR 2002j:35108 Zbl 1009.35018
[Schoen 1988] R. Schoen, "Topics in differential geometry", lecture notes, Stanford University, 1988.
[Yang 1997] Y. Yang, "The relativistic non-abelian Chern-Simons equations", Comm. Math. Phys. 186:1 (1997), 199-218. MR 98h:58047 Zbl 0874.58093
[Yang 2001] Y. Yang, Solitons in field theory and nonlinear analysis, Springer, New York, 2001. MR 2002m:58001 Zbl 0982. 35003

Received 24 Apr 2014. Revised 21 Jan 2015. Accepted 6 Mar 2015.
CHANG-SHOU LIN: cslin@math.ntu.edu.tw
Department of Mathematics, Taida Institute of Mathematical Sciences, National Taiwan University, Taipei 106, Taiwan
Jun-CHENG WEI: jcwei@math.ubc.ca
Department of Mathematics, University of British Columbia, Vancouver B.C, Canada V6T 1Z2,
and
Department of Mathematics, Chinese University of Hong Kong, Shatin, Hong Kong
LEI ZHANG: leizhang@ufl.edu
Department of Mathematics, University of Florida, 358 Little Hall P.O. Box 118105, Gainesville, FL 32611-8105, United States

# Analysis \& PDE 

msp.org/apde
EDITORS

Editor-In-Chief<br>Maciej Zworski<br>zworski@math.berkeley.edu<br>University of California Berkeley, USA<br>\section*{Board of Editors}

| Nicolas Burq | Université Paris-Sud 11, France nicolas.burq@math.u-psud.fr | Yuval Peres | University of California, Berkeley, USA peres@stat.berkeley.edu |
| :---: | :---: | :---: | :---: |
| Sun-Yung Alice Chang | Princeton University, USA chang@math.princeton.edu | Gilles Pisier | Texas A\&M University, and Paris 6 pisier@math.tamu.edu |
| Michael Christ | University of California, Berkeley, USA mchrist@math.berkeley.edu | Tristan Rivière | ETH, Switzerland riviere@math.ethz.ch |
| Charles Fefferman | Princeton University, USA cf@math.princeton.edu | Igor Rodnianski | Princeton University, USA irod@math.princeton.edu |
| Ursula Hamenstaedt | Universität Bonn, Germany ursula@math.uni-bonn.de | Wilhelm Schlag | University of Chicago, USA schlag@math.uchicago.edu |
| Vaughan Jones | U.C. Berkeley \& Vanderbilt University vaughan.f.jones@ vanderbilt.edu | Sylvia Serfaty | New York University, USA serfaty@cims.nyu.edu |
| Herbert Koch | Universität Bonn, Germany koch@math.uni-bonn.de | Yum-Tong Siu | Harvard University, USA siu@math.harvard.edu |
| Izabella Laba | University of British Columbia, Canada ilaba@math.ubc.ca | Terence Tao | University of California, Los Angeles, USA tao@math.ucla.edu |
| Gilles Lebeau | Université de Nice Sophia Antipolis, France lebeau@unice.fr | Michael E. Taylor | Univ. of North Carolina, Chapel Hill, USA met@math.unc.edu |
| László Lempert | Purdue University, USA lempert@math.purdue.edu | Gunther Uhlmann | University of Washington, USA gunther@math.washington.edu |
| Richard B. Melrose | Massachussets Institute of Technology, USA rbm@math.mit.edu | András Vasy | Stanford University, USA andras@math.stanford.edu |
| Frank Merle | Université de Cergy-Pontoise, France Frank.Merle@u-cergy.fr | n Virgil Voiculescu | University of California, Berkeley, USA dvv@math.berkeley.edu |
| William Minicozzi II | Johns Hopkins University, USA minicozz@math.jhu.edu | Steven Zelditch | Northwestern University, USA zelditch@math.northwestern.edu |
| Werner Müller | Universität Bonn, Germany mueller@math.uni-bonn.de |  |  |

## PRODUCTION

production@msp.org
Silvio Levy, Scientific Editor

See inside back cover or msp.org/apde for submission instructions.
The subscription price for 2015 is US $\$ 205 /$ year for the electronic version, and $\$ 390 /$ year ( $+\$ 55$, if shipping outside the US) for print and electronic. Subscriptions, requests for back issues from the last three years and changes of subscribers address should be sent to MSP.

Analysis \& PDE (ISSN 1948-206X electronic, 2157-5045 printed) at Mathematical Sciences Publishers, 798 Evans Hall \#3840, c/o University of California, Berkeley, CA 94720-3840, is published continuously online. Periodical rate postage paid at Berkeley, CA 94704, and additional mailing offices.

APDE peer review and production are managed by EditFLow ${ }^{\circledR}$ from MSP.
PUBLISHED BY

- mathematical sciences publishers


## ANALYSIS \& PDE

## Volume 8 No. 42015

Inequality for Burkholder's martingale transform ..... 765PaAta Ivanisvili
Classification of blowup limits for $\operatorname{SU}(3)$ singular Toda systems ..... 807Chang-Shou Lin, Jun-cheng Wei and Lei Zhang
Ricci flow on surfaces with conic singularities ..... 839Rafe Mazzeo, Yanir A. Rubinstein and Natasa Sesum
Growth of Sobolev norms for the quintic NLS on $T^{2}$ ..... 883
Emanuele Haus and Michela Procesi
Power spectrum of the geodesic flow on hyperbolic manifolds ..... 923Semyon Dyatlov, Frédéric Faure and Colin Guillarmou
Paving over arbitrary MASAs in von Neumann algebras ..... 1001Sorin Popa and Stefaan Vaes


[^0]:    MSC2010: primary 35J60; secondary 35 J 55.
    Keywords: $\mathrm{SU}(n+1)$-Toda system, asymptotic analysis, a priori estimate, classification theorem, topological degree, blowup solutions.

