# ANAIYSIS \& PDE 

Volume 8
No. 8
2015

Josilua CMng and Floric a Cirstea

## EXISTENCE AND CLASSIPICAMION OF SINGULAR SOIUTIONS TO NONI NEAR D EHIIC EOUATIONS WMH A GRADIENT

 TERM
# EXISTENCE AND CLASSIFICATION OF SINGULAR SOLUTIONS TO NONLINEAR ELLIPTIC EQUATIONS WITH A GRADIENT TERM 

Joshua Ching and Florica Cîrstea

We completely classify the behaviour near 0 , as well as at $\infty$ when $\Omega=\mathbb{R}^{N}$, of all positive solutions of $\Delta u=u^{q}|\nabla u|^{m}$ in $\Omega \backslash\{0\}$, where $\Omega$ is a domain in $\mathbb{R}^{N}(N \geq 2)$ and $0 \in \Omega$. Here, $q \geq 0$ and $m \in(0,2)$ satisfy $m+q>1$. Our classification depends on the position of $q$ relative to the critical exponent $q_{*}:=(N-m(N-1)) /(N-2)$ (with $q_{*}=\infty$ if $N=2$ ). We prove the following: if $q<q_{*}$, then any positive solution $u$ has either (1) a removable singularity at 0 , or (2) a weak singularity at $0\left(\lim _{|x| \rightarrow 0} u(x) / E(x) \in(0, \infty)\right.$, where $E$ denotes the fundamental solution of the Laplacian), or (3) $\lim _{|x| \rightarrow 0}|x|^{\vartheta} u(x)=\lambda$, where $\vartheta$ and $\lambda$ are uniquely determined positive constants (a strong singularity). If $q \geq q_{*}$ (for $N>2$ ), then 0 is a removable singularity for all positive solutions. Furthermore, for any positive solution in $\mathbb{R}^{N} \backslash\{0\}$, we show that it is either constant or has a nonremovable singularity at 0 (weak or strong). The latter case is possible only for $q<q_{*}$, where we use a new iteration technique to prove that all positive solutions are radial, nonincreasing and converging to any nonnegative number at $\infty$. This is in sharp contrast to the case of $m=0$ and $q>1$, when all solutions decay to 0 . Our classification theorems are accompanied by corresponding existence results in which we emphasise the more difficult case of $m \in(0,1)$, where new phenomena arise.
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## 1. Introduction and main results

Let $\Omega$ be a domain in $\mathbb{R}^{N}$ with $N \geq 2$. We assume that $0 \in \Omega$ and set $\Omega^{*}:=\Omega \backslash\{0\}$. We are concerned with the nonnegative solutions of nonlinear elliptic equations such as

$$
\begin{equation*}
-\Delta u+u^{q}|\nabla u|^{m}=0 \quad \text { in } \Omega^{*} . \tag{1-1}
\end{equation*}
$$

Unless otherwise stated, we always assume that $m, q \in \mathbb{R}$ satisfy

$$
\begin{equation*}
q \geq 0, \quad 0<m<2 \quad \text { and } \quad m+q>1 . \tag{1-2}
\end{equation*}
$$
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Our aim is to obtain a full classification of the behaviour near 0 (and also at $\infty$ if $\Omega=\mathbb{R}^{N}$ ) for all positive $C^{1}\left(\Omega^{*}\right)$-distributional solutions of (1-1), together with corresponding existence results. This study is motivated by a vast literature on the topic of isolated singularities. For instance, see [Brandolini et al. 2013; Brezis and Oswald 1987; Brezis and Véron 1980; Cîrstea 2014; Cîrstea and Du 2010; Friedman and Véron 1986; Nguyen Phuoc and Véron 2012; Serrin 1965; Vázquez and Véron 1980; 1985; Véron 1981; 1986; 1996] and their references. As a novelty of this article, we reveal new and distinct features of the profile of solutions of (1-1) near 0 (and at $\infty$ when $\Omega=\mathbb{R}^{N}$ ), arising from the introduction of the gradient factor in the nonlinear term. It can be seen from our proofs that more general problems could be considered. However, to avoid further technicalities, we restrict our attention to (1-1).

In a different but related direction, problems similar to (1-1) which include a gradient term have attracted considerable interest in a variety of contexts. Boundary value problems with measure data for (1-1) have recently been studied by [Marcus and Nguyen 2015]. With respect to boundary blow-up problems, equations like (1-1) arise in the study of stochastic control theory (see [Lasry and Lions 1989]). We refer to [Alarcón et al. 2012] for a large list of references when the domain is bounded and to [Felmer et al. 2013] when the domain is unbounded. In relation to viscous Hamilton-Jacobi equations, Bidaut-Véron and Dao [2012; 2013] have studied the parabolic version of (1-1) for $q=0$. For the large-time behaviour of solutions of Dirichlet problems for subquadratic viscous Hamilton-Jacobi equations, see [Barles et al. 2010]. See [Brezis et al. 1986; Brezis and Friedman 1983; Oswald 1988] for the analysis of nonlinear parabolic versions of (1-1) with $m=0$. If $\ell:=m /(m+q)$ and $w:=\ell^{m /(m-\ell)} u^{1 / \ell}$, we rewrite (1-1) as

$$
\begin{equation*}
\Delta\left(w^{\ell}\right)=|\nabla w|^{m} \quad \text { in } \Omega^{*}, \tag{1-3}
\end{equation*}
$$

where $\ell \in(0,1]$ and $m \in(\ell, 2)$, from (1-2). The parabolic version of (1-3) has been studied in different exponent ranges in connection with various applications (most frequently describing thermal propagation phenomena in an absorptive medium); the case $\ell<1$ is usually called fast diffusion, whereas $\ell>1$ is slow diffusion. The fast diffusion case with singular absorption was analysed by Ferreira and Vazquez [2001] (see their references for the existence, uniqueness, regularity and asymptotic behaviour of solutions related problems). The parabolic form of equations like (1-3) also features in the study of the porous medium equation; see [Vázquez 1992; 2007] for a general introduction to this area.

We now return to problem (1-1). A solution of (1-1), which is a nonnegative $C^{1}\left(\Omega^{*}\right)$ function at the outset, is understood as in Definition 1.4. By the strong maximum principle (see Lemma 3.3), any solution of (1-1) is either identically zero or positive in $\Omega^{*}$. The behaviour of solutions of (1-1) near zero is controlled by the fundamental solution of the Laplacian, denoted by $E$; see (1-11). For a positive solution $u$ of (1-1), zero is a removable singularity if and only if $\lim _{|x| \rightarrow 0} u(x) / E(x)=0$; see Lemma 3.11. If 0 is a nonremovable singularity, then $\lim _{|x| \rightarrow 0} u(x) / E(x)=\Lambda \in(0, \infty]$ and, as in [Véron 1986], we say that $u$ has a weak (resp. strong) singularity at 0 if $\Lambda \in(0, \infty)$ (resp. $\Lambda=\infty$ ). The fundamental solution $E$, together with the nonlinear part of (1-1), plays a crucial role in the existence of solutions with nonremovable singularities at 0 . We define

$$
\begin{equation*}
q_{*}:=\frac{N-m(N-1)}{N-2} \quad \text { if } N \geq 3 \quad \text { and } \quad q_{*}:=\infty \quad \text { if } N=2 \tag{1-4}
\end{equation*}
$$



Figure 1. The left side (right side) picture pertaining to $N \geq 3(N=2)$ illustrates different classification results established over various ranges of $m$ and $q$. In region A, the dichotomy result of Serrin [1965, Theorem 1] is applicable. In this paper, we establish a trichotomy result (removable, weak or strong singularities) in Theorem 1.2(a) for region B, generalising the well-known result of [Véron 1981] for $m=0$ and $q \in(1, N /(N-2))$ (the existence of weak singularities is also ascertained by [Nguyen Phuoc and Véron 2012] for $q=0$ and $1<m<N /(N-1)$ ). In region C , we obtain the removability result of Theorem 1.2(b), applicable for $N \geq 3$ (previously known in two cases: $m=0$ and $q \geq N /(N-2)$, treated by [Brezis and Véron 1980]; and $q=0$ and $N /(N-1) \leq m<2$, due to [Nguyen Phuoc and Véron 2012]).

If (1-2) holds, we show that (1-1) admits solutions with weak (or strong) singularities at 0 if and only if $q<q_{*}$ (or, equivalently, $E^{q}|\nabla E|^{m} \in L^{1}\left(B_{r}(0)\right)$ for some $r>0$, where $B_{r}(0)$ denotes the ball centred at 0 of radius $r$ ). For $q<q_{*}$ and a smooth bounded domain $\Omega$, we prove in Theorem 1.1 that (1-1) has solutions with any possible behaviour near 0 and a Dirichlet condition on $\partial \Omega$ :

$$
\begin{equation*}
\lim _{|x| \rightarrow 0} \frac{u(x)}{E(x)}=\Lambda \quad \text { and } \quad u=h \quad \text { on } \partial \Omega \tag{1-5}
\end{equation*}
$$

Theorem 1.1 (existence I). Let (1-2) hold, $q<q_{*}$ and $\Omega$ be a bounded domain with $C^{1}$ boundary. For any $\Lambda \in[0, \infty]$ and every nonnegative function $h \in C(\partial \Omega)$, there is a solution of (1-1)+(1-5).

Theorem 1.1 is valid for $m=0$ in (1-2) and $q \in\left(1, q_{*}\right)$, when the existence and uniqueness of the solution of (1-1) and (1-5) is known (see, for example, [Friedman and Véron 1986; Cîrstea and Du 2010, Theorem 1.2], where more general nonlinear elliptic equations are treated).

Since $m>0$ in our framework, the presence of the gradient factor in the nonlinear term of (1-1) creates additional difficulties, especially for $0<m<1$, where new phenomena arise. By passing to the limit in approximating problems, we construct in Theorem 1.1 both the maximal and the minimal solution of $(1-1)+(1-5)$ (see Remark 4.2). ${ }^{1}$ If $m \geq 1$ in Theorem 1.1, then (1-1)+(1-5) has a unique solution (using Lemma 3.2 and Theorem 1.2(a)). In contrast, in Remark 4.3 we note that for $m \in(0,1)$ the uniqueness

[^0]of the solution of (1-1)+(1-5) may not necessarily hold. ${ }^{2}$ In Section 2, using the Leray-Schauder fixed point theorem, we study separately the existence of radial solutions of (1-1) for $\Omega=B_{R}(0)$ with $R>0$ and $m \in(0,1)$. For such a domain $\Omega$ and $h$ a nonnegative constant $\gamma$, the maximal and the minimal solution of (1-1)+(1-5) are both radial (see Remark 4.2). For $m \in(0,1)$, we show that they do not coincide if $\Lambda=0$ and $\gamma \in(0, \infty)$ : the maximal solution is $\gamma$, whereas the minimal solution is provided by Theorem 2.2, which gives a radial solution $u$ such that $u^{\prime}>0$ in $(0, R)$ and $u(R)=\gamma$. On the other hand, for any $\Lambda \in(0, \infty)$ and under the necessary assumption $q<q_{*}$, we construct a radial nonincreasing solution of (1-1) in $B_{R}(0) \backslash\{0\}$ satisfying $\lim _{r \rightarrow 0^{+}} u(r) / E(r)=\Lambda \in(0, \infty)$ and a Neumann boundary condition $u^{\prime}(R)=0$ (see Theorem 2.1).

Notice that, if (1-2) holds and $q<q_{*}$, then $u_{0}(x)=\lambda|x|^{-\vartheta}$ is a positive radial solution of (1-1) in $\mathbb{R}^{N} \backslash\{0\}$ with a strong singularity at 0 , where $\vartheta$ and $\lambda$ are positive constants given by

$$
\begin{equation*}
\vartheta:=\frac{2-m}{q+m-1} \quad \text { and } \quad \lambda:=\left[\vartheta^{1-m}(\vartheta-N+2)\right]^{1 /(q+m-1)} . \tag{1-6}
\end{equation*}
$$

In Theorem 1.2, we describe all the different behaviours near 0 of the positive solutions of (1-1).
Theorem 1.2 (classification I). Let (1-2) hold.
(a) If $q<q_{*}$, then any positive solution $u$ of (1-1) satisfies exactly one of the following:
(i) $\lim _{|x| \rightarrow 0} u(x) \in(0, \infty)$ and $u$ can be extended as a continuous solution of $(1-1)$ in $\mathscr{D}^{\prime}(\Omega)$, in the sense that $u \in H_{\mathrm{loc}}^{1}(\Omega) \cap C(\Omega)$ and

$$
\begin{equation*}
\int_{\Omega} \nabla u \cdot \nabla \varphi \mathrm{~d} x+\int_{\Omega}|\nabla u|^{m} u^{q} \varphi \mathrm{~d} x=0 \quad \text { for all } \varphi \in C_{c}^{1}(\Omega) \tag{1-7}
\end{equation*}
$$

(ii) $u(x) / E(x)$ converges to a positive constant $\Lambda$ as $|x| \rightarrow 0$ and, moreover,

$$
\begin{equation*}
-\Delta u+u^{q}|\nabla u|^{m}=\Lambda \delta_{0} \quad \text { in } \mathscr{D}^{\prime}(\Omega), \tag{1-8}
\end{equation*}
$$

where $\delta_{0}$ denotes the Dirac mass at 0 .
(iii) $\lim _{|x| \rightarrow 0}|x|^{\vartheta} u(x)=\lambda$, where $\vartheta$ and $\lambda$ are as in (1-6).
(b) If $q \geq q_{*}$ for $N \geq 3$, then any positive solution of (1-1) satisfies only alternative (i) above.

In Figure 1, we illustrate how our Theorem 1.2 fits into the literature by providing the classification results for the entire eligible range of $m \in[0,2)$ and $q \in[0, \infty)$ satisfying (1-2) (that is, the regions B and C in Figure 1). We point out that (1-2) is essential for the conclusion of Theorem 1.2 to hold. Indeed, when (1-2) fails, such as in region A of Figure 1, Theorem 1 of [Serrin 1965] is applicable, so that any positive solution $u$ of (1-1) satisfies exactly one of the following:
(1) The solution $u$ can be defined at 0 and the resulting function is a continuous solution of (1-1) in the whole $\Omega$.
(2) There exists a constant $C>0$ such that $1 / C \leq u(x) / E(x) \leq C$ near $x=0$.

[^1]In Theorem 1.2 we reveal that the behaviour of solutions of $(1-1)$ near 0 for $(m, q)$ in region B is clearly distinct from that corresponding to region C (for $N \geq 3$ ). In the latter, (1-1) has no solutions with singularities at 0 (see Theorem 1.2(b)). Belonging to the region $C$, we distinguish the points on the critical line $q=q_{*}=(N-m(N-1)) /(N-2)$, which joins the previously known critical values $N /(N-2)$ and $N /(N-1)$, corresponding to $m=0$ and $q=0$ in (1-1), respectively. When $N \geq 3$, Theorem 1.2(b) generalises the celebrated removability result of [Brezis and Véron 1980] for $m=0$ and $q \geq N /(N-2)$, as well as the recent one of [Nguyen Phuoc and Véron 2012, Theorem A.2], where the special case $q=0$ was treated: any positive $C^{2}(\bar{\Omega} \backslash\{0\})$ solution of $\Delta u=|\nabla u|^{m}$ in $\Omega^{*}$ remains bounded and it can be extended as a solution of the same equation in $\Omega$ when $N /(N-1) \leq m<2$. If, in turn, $1<m<N /(N-1)$ and $N \geq 2$, then Nguyen Phuoc and Véron [2012] ascertain the existence of positive solutions of $\Delta u=|\nabla u|^{m}$ in $\Omega^{*}$ with a weak singularity at zero. We note that our Theorem 1.2(a) provides a full classification of the behaviour near 0 for all positive solutions of (1-1), corresponding to the region B in Figure 1, extending the well-known trichotomy result of [Véron 1981] for $m=0$ and $1<q<N /(N-2)$ (see also [Brezis and Oswald 1987] for a different approach).

Our next goal is to fully understand the profile of all positive solutions of (1-1) in $\mathbb{R}^{N} \backslash\{0\}$, which we show to be radial. We stress that the introduction of the gradient factor in the nonlinear term of (1-1) gives rise to new difficulties. In particular, neither the Kelvin transform nor the moving plane method can be applied. To prove radial symmetry, we shall introduce a new iterative method. A key feature that distinguishes our problem from the case $m=0$ is that any positive solution of (1-1) in $\mathbb{R}^{N} \backslash\{0\}$ admits a limit at $\infty$, which may be any nonnegative number. This asymptotic pattern at $\infty$ is different compared to $m=0$ in (1-1), when every positive solution of the equation

$$
\begin{equation*}
\Delta u=u^{q} \text { in } \mathbb{R}^{N} \backslash\{0\} \quad \text { with } \quad q>1 \tag{1-9}
\end{equation*}
$$

must decay to 0 at $\infty$ (see Remark 3.5). Moreover, there are no positive solutions of (1-9) with a removable singularity at 0 . For $q>1$, Brezis [1984] showed that there exists a unique distributional solution $\left(u \in L_{\text {loc }}^{q}\left(\mathbb{R}^{N}\right)\right)$ of $\Delta u=|u|^{q-1} u+f$ in $\mathbb{R}^{N}$ assuming only $f \in L_{\text {loc }}^{1}\left(\mathbb{R}^{N}\right)$ and, moreover, $u \geq 0$ a.e. provided that $f \geq 0$ a.e. in $\mathbb{R}^{N}$. The existence part of this result has been extended to the $p$-Laplace operator by [Boccardo et al. 1993] (for $q>p-1>0$ and $p>2-1 / N$ ), whereas the question of uniqueness of solutions has been recently investigated by [D'Ambrosio et al. 2013].

We recall the profile of all positive solutions of (1-9) (see [Friedman and Verron 1986] for the results corresponding to the $p$-Laplace operator and $q>p-1>0)$ :

- If $1<q<N /(N-2)$, then either $u(x)=\lambda_{0}|x|^{-\vartheta_{0}}$, where $\lambda_{0}$ and $\vartheta_{0}$ correspond to $\lambda$ and $\vartheta$ in (1-6) with $m=0$ or $u$ is a radial solution with a weak singularity at 0 and $\lim _{|x| \rightarrow \infty} u(x)=0$. Moreover, for every $\Lambda \in(0, \infty)$, there exists a unique positive radial solution of (1-9) satisfying $\lim _{|x| \rightarrow 0} u(x) / E(x)=\Lambda$.
- If $q \geq N /(N-2)$ for $N \geq 3$, then there are no positive solutions of (1-9).

Compared to (1-9), our Theorem 1.3 reveals a much richer structure of solutions of (1-1) in $\mathbb{R}^{N} \backslash\{0\}$. There exist nonconstant positive solutions if and only if $q<q_{*}$ and, in this case, they must be radial,
nonincreasing and satisfy

$$
\begin{equation*}
\lim _{|x| \rightarrow 0} \frac{u(x)}{E(x)}=\Lambda \quad \text { and } \quad \lim _{|x| \rightarrow \infty} u(x)=\gamma \tag{1-10}
\end{equation*}
$$

with $\Lambda \in(0, \infty]$ and $\gamma \in[0, \infty)$. In addition, all solutions with a strong singularity at 0 are given in full by $u(x)=\lambda|x|^{-\vartheta}$ and $u_{C}(x)=C u_{1}\left(C^{1 / \vartheta}|x|\right)$ for $x \in \mathbb{R}^{N} \backslash\{0\}$. Here, $C>0$ is arbitrary and $u_{1}$ denotes the unique positive radial solution of (1-1) in $\mathbb{R}^{N} \backslash\{0\}$ with $\Lambda=\infty$ and $\gamma=1$ in (1-10). Theorem 1.3 gives a complete classification of all positive solutions of (1-1) in $\mathbb{R}^{N} \backslash\{0\}$.
Theorem $1.3\left(\Omega=\mathbb{R}^{N}\right.$, existence and classification II). Let (1-2) hold and $u$ be any positive solution of (1-1) in $\mathbb{R}^{N} \backslash\{0\}$. The following assertions hold:
(i) If $q<q_{*}$ then, for any $\Lambda \in(0, \infty]$ and any $\gamma \in[0, \infty)$, there exists a unique positive radial solution of (1-1) in $\mathbb{R}^{N} \backslash\{0\}$, subject to (1-10).
(ii) If $u$ is a nonconstant solution then $q<q_{*}$ and, moreover, $u$ is radial, nonincreasing and satisfies (1-10) for some $\Lambda \in(0, \infty]$ and $\gamma \in[0, \infty)$. Furthermore, if $\Lambda=\infty$, then $\lim _{|x| \rightarrow 0}|x|^{\vartheta} u(x)=\lambda$, where $\vartheta$ and $\lambda$ are given by (1-6) $\left(\right.$ with $u(x)=\lambda|x|^{-\vartheta}$ if $\left.\gamma=0\right)$.
(iii) If 0 is a removable singularity for $u$, then $u$ must be constant. In particular, if $q \geq q_{*}$ and $N \geq 3$, then $u$ is constant.
Liouville-type theorems for nonlinear elliptic equations have received much attention (in relation to (1-1), we refer to [Farina and Serrin 2011; Filippucci 2009; Li and Li 2012; Mitidieri and Pokhozhaev 2001]). For a broad class of quasilinear elliptic equations with the nonhomogeneous term depending strongly on the gradient of the solution, Farina and Serrin [2011] establish that any $C^{1}\left(\mathbb{R}^{N}\right)$ solution must be constant. Their results apply for solutions unrestricted in sign and, in particular, for the $p$-Laplace model-type equation $\Delta_{p} u=|u|^{q-1} u|\nabla u|^{m}$ with $p>1, q>0$ and $m \geq 0$ under various restrictions on these parameters. With respect to (1-1), if $q>0,0 \leq m<1$ and $q+m>1$, then the constant functions are the only nonnegative entire solutions of (1-1) (see [Filippucci 2009]). Furthermore, Farina and Serrin [2011] weakened the condition $m<1$ to $m<N /(N-1)$. In Theorem 1.3(iii), we further improve this Liouville-type result for (1-1) by changing the condition $m<N /(N-1)$ to $m<2$ as in (1-2). We give a short and elementary proof of Theorem 1.3(iii), which does not involve the test function method usually employed in the current literature (see Remark 3.14). Our technique relies on local estimates, the comparison principle, and the continuous extension at 0 of any solution of (1-1) with a removable singularity at 0 (see Lemma 3.13).

The proof of Theorem 1.3(i) relies on the (radial) maximal solution constructed in Theorem 1.1 for $(1-1)+(1-5)$, where $\Omega=B_{k}(0)$ and $h \equiv \gamma$. For $\Lambda \in(0, \infty)$, we show that as $k \rightarrow \infty$ this solution converges to a positive radial solution $u_{\Lambda, \gamma}$ of (1-1) in $\mathbb{R}^{N} \backslash\{0\}$, subject to (1-10). The existence of the radial solution for $\Lambda=\infty$ is obtained as the limit of the $u_{j, \gamma}$ as $j \rightarrow \infty$. The uniqueness follows from the comparison principle (Lemma 3.1), based on $\lim _{r \rightarrow 0^{+}} u_{1}(r) / u_{2}(r)=1$ and $\lim _{r \rightarrow \infty}\left(u_{1}(r)-u_{2}(r)\right)=0$ for any radial solutions $u_{1}, u_{2}$ satisfying (1-10).

The key ingredient in the proof of Theorem 1.3(ii) is Step 1 in Lemma 6.1: any positive solution of (1-1) in $\mathbb{R}^{N} \backslash\{0\}$ admits a nonnegative limit at $\infty$. We prove this fact using a new iterative technique,
which we outline here. We take $\left(x_{n, 1}\right)$ with $\left|x_{n, 1}\right| \nearrow \infty$ and $\lim _{n \rightarrow \infty} u\left(x_{n, 1}\right)=a:=\liminf _{|x| \rightarrow \infty} u(x)$. Given any sequence $\left(x_{n}\right)$ in $\mathbb{R}^{N}$ with $\left|x_{n}\right| \nearrow \infty$, we show that, for any $\varepsilon>0$, there exists $N_{\varepsilon}>0$ such that $u<\lim \sup _{j \rightarrow \infty} u\left(x_{j}\right)+\varepsilon$ in $\overline{B_{\left|x_{n}\right| 2}\left(x_{n}\right)}$ for every $n \geq N_{\varepsilon}$. Hence, for some $N_{1}>0$, we have $u<a+\varepsilon$ in $\overline{B_{\left|x_{n, 1}\right| / 2}\left(x_{n, 1}\right)}$ for all $n \geq N_{1}$. Moreover, by choosing $x_{n, 2} \in \partial B_{\left|x_{n, 1}\right| / 2}\left(x_{n, 1}\right) \cap \partial B_{\left|x_{n, 1}\right|}(0)$, there exists $N_{2}>N_{1}$ such that $u<a+2 \varepsilon$ on $\overline{B_{\left|x_{n, 1}\right| / 2}\left(x_{n, 2}\right)} \cup \overline{B_{\left|x_{n, 1}\right| / 2}\left(x_{n, 1}\right)}$ for all $n \geq N_{2}$. After a finite number of iterations $K$ (independent of $n$ and $\varepsilon$ ), we find $N_{K}>0$ such that $u<a+K \varepsilon$ on $\partial B_{\left|x_{n, 1}\right|}(0)$ for all $n \geq N_{K}$. Since $u(x) \leq \max _{|y|=\delta} u(y)$ for all $|x| \geq \delta>0$ (see Lemma 3.6), we find that $\lim _{\sup }^{|x| \rightarrow \infty} 10(x) \leq a+K \varepsilon$. Letting $\varepsilon \rightarrow 0$, we find that there exists $\lim _{|x| \rightarrow \infty} u(x)=\gamma \in[0, \infty)$. If $u$ is not a constant solution, then (1-10) holds for some $\Lambda \in(0, \infty]$. For $m \geq 1$, the radial symmetry of $u$ is due to the uniqueness of the solution of $(1-1)$ in $\mathbb{R}^{N} \backslash\{0\}$, subject to (1-10), and the invariance of this problem under rotation. For $m \in(0,1)$, we need to think differently (we cannot use Lemma 3.2). For any $\varepsilon>0$ (and $\varepsilon<\gamma$ if $\gamma>0$ ), we construct positive radial solutions $u_{\varepsilon}$ and $U_{\varepsilon}$ of (1-1) in $\mathbb{R}^{N} \backslash\{0\}$ with the properties
(P1) $u_{\varepsilon} \leq u \leq U_{\varepsilon}$ in $\mathbb{R}^{N} \backslash\{0\}$;
(P2) $u_{\varepsilon}(r) / E(r)$ and $U_{\varepsilon}(r) / E(r)$ converge to $\Lambda$ as $r \rightarrow 0^{+}$;
(P3) $\lim _{r \rightarrow \infty} u_{\varepsilon}(r)=\max \{\gamma-\varepsilon, 0\}$ and $\lim _{r \rightarrow \infty} U_{\varepsilon}(r)=\gamma+\varepsilon$.
As $\varepsilon \rightarrow 0, u_{\varepsilon}$ increases ( $U_{\varepsilon}$ decreases) to a positive radial solution of (1-1) in $\mathbb{R}^{N} \backslash\{0\}$, subject to (1-10). The uniqueness of such a solution and (P1) prove that $u$ is radial.
Notation. Let $B_{R}(x)$ denote the ball centred at $x$ in $\mathbb{R}^{N}(N \geq 2)$ with radius $R>0$. When $x=0$, we simply write $B_{R}$ instead of $B_{R}(0)$ and set $B_{R}^{*}:=B_{R} \backslash\{0\}$. For abbreviation, we later use $B^{*}$ in place of $B_{1}^{*}$. By $\omega_{N}$, we denote the volume of the unit ball in $\mathbb{R}^{N}$. Let $E$ denote the fundamental solution of the harmonic equation $-\Delta E=\delta_{0}$ in $\mathbb{R}^{N}$, namely

$$
E(x)= \begin{cases}\frac{1}{N(N-2) \omega_{N}}|x|^{2-N} & \text { if } N \geq 3  \tag{1-11}\\ \frac{1}{2 \pi} \log \frac{R}{|x|} & \text { if } N=2\end{cases}
$$

For a bounded domain $\Omega$ of $\mathbb{R}^{2}$, we choose $R>0$ large enough that $\Omega$ is included in $B_{R}$.
The concept of a solution for (1-1) in an open set $D$ of $\mathbb{R}^{N}$ is made precise below, where we use $C_{c}^{1}(D)$ to denote the set of all functions in $C^{1}(D)$ with compact support in $D$.

Definition 1.4. By a solution (resp. subsolution, supersolution) of $\Delta u=u^{q}|\nabla u|^{m}$ in an open set $D \subseteq \mathbb{R}^{N}$, we mean a nonnegative function $u \in C^{1}(D)$ which satisfies

$$
\begin{equation*}
\int_{D} \nabla u \cdot \nabla \varphi \mathrm{~d} x+\int_{D}|\nabla u|^{m} u^{q} \varphi \mathrm{~d} x=0 \quad(\text { resp. } \leq 0, \geq 0) \tag{1-12}
\end{equation*}
$$

for every (nonnegative) function $\varphi \in C_{c}^{1}(D)$.
Outline. We divide the paper into six sections. In Section 2, we study the existence of radial solutions to (1-1) for $m \in(0,1)$ and $\Omega=B_{R}$ with $R>0$. Using the Leray-Schauder fixed point theorem, we prove that (a) there exist radial solutions with a weak singularity at 0 if and only if $q<q_{*}$ (see Theorem 2.1
and Lemma 2.5); and (b) for every $\gamma>0$, there exists a nonconstant radial solution with a removable singularity at 0 satisfying $u(R)=\gamma$, assuming only (1-2); see Theorem 2.2. The case $m \in(0,1)$ deserves special attention, since the failure of Lipschitz continuity in the gradient term yields a different version of the comparison principle (Lemma 3.1) compared to Lemma 3.2 for $m \geq 1$. Besides these comparison principles, Section 3 gives several auxiliary tools to be used later such as a priori estimates, a regularity result, and a spherical Harnack inequality. We prove Theorem 1.1 in Section 4 using a suitable perturbation technique. In Section 5 and Section 6, we establish the classification results of Theorem 1.2 and Theorem 1.3, respectively.

## 2. Existence of radial solutions when $m \in(0,1)$

Here, we assume that $m \in(0,1)$ and study the existence of positive radial solutions of (1-1) with $\Omega=B_{R}$ for $R>0$. Without any loss of generality, we let $R=1$ and consider the problem

$$
\begin{equation*}
u^{\prime \prime}(r)+(N-1) \frac{u^{\prime}(r)}{r}=[u(r)]^{q}\left|u^{\prime}(r)\right|^{m} \quad \text { for every } r \in(0,1) \tag{2-1}
\end{equation*}
$$

In Theorem 2.1, under sharp conditions, we prove that, for every $\Lambda \in(0, \infty)$, there exists a positive nonincreasing $C^{2}(0,1]$ solution of (2-1), subject to

$$
\begin{equation*}
\lim _{r \rightarrow 0^{+}} \frac{u^{\prime}(r)}{E^{\prime}(r)}=\Lambda, \quad u^{\prime}(1)=0 \tag{2-2}
\end{equation*}
$$

The first condition in (2-2) yields that $\lim _{r \rightarrow 0^{+}} u(r) / E(r)=\Lambda$, i.e., $u$ has a weak singularity at 0 .
Our central result is the following:
Theorem 2.1. Assume that $0<m<1$ and $1-m<q<q_{*}$. Then, for every $\Lambda \in(0, \infty)$, there exists $a$ positive nonincreasing $C^{2}(0,1]$ solution of (2-1)+(2-2).

The proof of Theorem 2.1 is based on the transformation $w(s)=u(r)$ with $s=r^{2-N}$ if $N \geq 3$, and $w(s)=u(r)$ with $s=\ln (e / r)$ if $N=2$. It is useful to introduce some notation:

$$
C_{N}:=\left\{\begin{array}{ll}
(N-2)^{m-2} & \text { if } N \geq 3,  \tag{2-3}\\
e^{2-m} & \text { if } N=2,
\end{array} \quad \text { and } \quad g_{N}(t):= \begin{cases}t^{-\left(q_{*}+1\right)} & \text { if } N \geq 3 \\
e^{(m-2) t} & \text { if } N=2\end{cases}\right.
$$

for all $t \in[1, \infty)$. For the definition of $q_{*}$, we refer to (1-4).
We see that $u$ satisfies the differential equation in (2-1) if and only if

$$
\begin{equation*}
w^{\prime \prime}(s)=C_{N} g_{N}(s)[w(s)]^{q}\left|w^{\prime}(s)\right|^{m} \quad \text { for all } s \in(1, \infty) \tag{2-4}
\end{equation*}
$$

where the derivatives here are with respect to $s$. Moreover, (2-2) is equivalent to

$$
\begin{equation*}
\lim _{s \rightarrow \infty} w^{\prime}(s)=v, \quad w^{\prime}(1)=0 \tag{2-5}
\end{equation*}
$$

where $\Lambda=N(N-2) \omega_{N} \nu$ if $N \geq 3$, and $\Lambda=2 \pi \nu$ if $N=2$.
In Lemma 2.4, we establish the assertion of Theorem 2.1 by proving that, for every $v \in(0, \infty)$, there exists a positive nondecreasing $C^{2}[1, \infty)$ solution of (2-4)+(2-5). Moreover, $w^{\prime}(s)>0$ for all $s \in(1, \infty)$
if $v \in\left(0, v_{*}\right]$, where we define

$$
\begin{equation*}
v_{*}:=\left[(1-m) C_{N} \int_{1}^{\infty} t^{q} g_{N}(t) \mathrm{d} t\right]^{-\frac{1}{q+m-1}} \tag{2-6}
\end{equation*}
$$

We remark that $v_{*}<\infty$ since $t \mapsto t^{q} g_{N}(t) \in L^{1}[1, \infty)$.
The proof of Theorem 2.1 is given below, using the Leray-Schauder fixed point theorem. Adapting these ideas, we ascertain in Theorem 2.2 that, if $0<m<1$ and (1-2) holds, then, for every $\gamma>0$, (2-1) admits a positive, increasing $C^{2}(0,1]$ solution satisfying $u(1)=\gamma$. If, in turn, $m \geq 1$ in (1-2), then (2-1), subject to $u(1)=\gamma$, has a unique solution with a removable singularity at zero, namely $u \equiv \gamma$.

Theorem 2.2. Let $0<m<1$ and $q>1-m$. Then, for every $\gamma>0$, there exists a positive increasing $C^{2}(0,1]$ solution of $(2-1)$, subject to $u(1)=\gamma$.

Theorem 2.2 is proved in Lemma 2.7.
Proof of Theorem 2.1. As mentioned above, Theorem 2.1 is equivalent to Lemma 2.4, whose proof relies essentially on the existence and uniqueness of a positive solution for a corresponding boundary value problem in Lemma 2.3.

Lemma 2.3. Assume that $0<m<1$ and $1-m<q<q_{*}$. Then, for any fixed integer $j \geq 2$ and every $v \in\left(0, \nu_{*}\right]$, there exists a unique positive $C^{2}[1, j]$ solution of the problem

$$
\begin{cases}w^{\prime \prime}(s)=C_{N} g_{N}(s)[w(s)]^{q}\left|w^{\prime}(s)\right|^{m} & \text { for every } s \in(1, j),  \tag{2-7}\\ w^{\prime}(s)>0 & \text { for every } s \in(1, j], \\ w^{\prime}(1)=0, w^{\prime}(j)=v . & \end{cases}
$$

Proof. We first establish the uniqueness of a positive $C^{2}[1, j]$ solution of (2-7), followed by the proof of the existence of such a solution.

Uniqueness: Suppose that $w_{1, j}$ and $w_{2, j}$ are two positive $C^{2}[1, j]$ solutions of (2-7). For any $\varepsilon>0$, we define $P_{j, \varepsilon}(s)=w_{1, j}(s)-(1+\varepsilon) w_{2, j}(s)$ for all $s \in[1, j]$. For abbreviation, we write $P_{\varepsilon}$ instead of $P_{j, \varepsilon}$, since $j$ is fixed. It suffices to show that, for every $\varepsilon>0$, we have $P_{\varepsilon} \leq 0$ on [1, j]. Indeed, by letting $\varepsilon \rightarrow 0$ and interchanging $w_{1, j}$ and $w_{2, j}$, we find that $w_{1, j}=w_{2, j}$ in $[1, j]$. Suppose for contradiction that there exists $s_{0} \in[1, j]$ such that $P_{\varepsilon}\left(s_{0}\right)=\max _{s \in[1, j]} P_{\varepsilon}(s)>0$. We show that we arrive at a contradiction by analysing three cases:
Case 1: $s_{0}=j$. That is, $P_{\varepsilon}(j)=\max _{s \in[1, j]} P_{\varepsilon}(s)$. From $P_{\varepsilon}^{\prime}(j)=-\varepsilon v$, we have $P_{\varepsilon}^{\prime}<0$ on $(j-\delta, j)$ if $\delta>0$ is small. This is a contradiction.
Case 2: $s_{1}=1$. It follows that $P_{\varepsilon}(s)>0$ for every $s \in[1,1+\delta]$ provided that $\delta>0$ is small enough. Since $w_{1, j}$ and $w_{2, j}$ satisfy (2-7), for every $s \in(1,1+\delta)$ we obtain that

$$
\begin{equation*}
\frac{\left|w_{1, j}^{\prime}(s)\right|^{1-m}}{\left|w_{2, j}^{\prime}(s)\right|^{1-m}}=\frac{\int_{1}^{s} g_{N}(t)\left[w_{1, j}(t)\right]^{q} \mathrm{~d} t}{\int_{1}^{s} g_{N}(t)\left[w_{2, j}(t)\right]^{q} \mathrm{~d} t}>(1+\varepsilon)^{q} \tag{2-8}
\end{equation*}
$$

Since $m+q>1$, we get that $P_{\varepsilon}^{\prime}>0$ on $(1,1+\delta)$, which contradicts $P_{\varepsilon}(1)=\max _{s \in[1, j]} P_{\varepsilon}(s)$.

Case 3: $s_{0} \in(1, j)$. Using (2-7), $P_{\varepsilon}\left(s_{0}\right)>0, P_{\varepsilon}^{\prime}\left(s_{0}\right)=0$ and $P_{\varepsilon}^{\prime \prime}\left(s_{0}\right) \leq 0$, we arrive at a contradiction, since

$$
\begin{align*}
0 \geq \frac{w_{1, j}^{\prime \prime}\left(s_{0}\right)-(1+\varepsilon) w_{2, j}^{\prime \prime}\left(s_{0}\right)}{C_{N} g_{N}\left(s_{0}\right)\left[w_{2, j}^{\prime}\left(s_{0}\right)\right]^{m}} & =(1+\varepsilon)^{m}\left[w_{1, j}\left(s_{0}\right)\right]^{q}-(1+\varepsilon)\left[w_{2, j}\left(s_{0}\right)\right]^{q} \\
& >\left[w_{2, j}\left(s_{0}\right)\right]^{q}\left[(1+\varepsilon)^{m+q}-(1+\varepsilon)\right]>0 . \tag{2-9}
\end{align*}
$$

This completes the proof of uniqueness.
Existence: We apply the Leray-Schauder fixed point theorem (see [Gilbarg and Trudinger 1983, Theorem 11.6]) to a suitable homotopy that we construct below.

## Step 1. Construction of the homotopy.

Let $\mathscr{B}$ denote the Banach space of $C^{1}[1, j]$ functions with the usual $C^{1}[1, j]$-norm. Let $v \in\left(0, v_{*}\right]$, where $v_{*}$ is given by (2-6). We define $f_{v}(x):=\frac{1}{2}(v+|x|-|x-v|)$ for all $x \in \mathbb{R}$, that is,

$$
f_{v}(x):= \begin{cases}0 & \text { if } x \leq 0  \tag{2-10}\\ x & \text { if } 0 \leq x \leq v, \\ v & \text { if } x \geq v\end{cases}
$$

Since $v$ is fixed, we will henceforth drop the index $v$ in $f_{v}$. Let $w \in \mathscr{B}$ be arbitrary. We introduce the function $k=k_{w}:[0, \infty) \rightarrow \mathbb{R}$ given by

$$
\begin{equation*}
k_{w}(\mu):=\int_{1}^{j} g_{N}(t)\left(\mu+\int_{1}^{t} f\left(w^{\prime}(\xi)\right) \mathrm{d} \xi\right)^{q} \mathrm{~d} t \quad \text { for every } \mu \in[0, \infty) \tag{2-11}
\end{equation*}
$$

We see that, for any $w \in \mathscr{B}$, there exists a unique $\mu=\mu_{w}>0$ such that

$$
\begin{equation*}
k_{w}\left(\mu_{w}\right)=\frac{v^{1-m}}{(1-m) C_{N}} \tag{2-12}
\end{equation*}
$$

Indeed, $\mu \mapsto k_{w}(\mu)$ is increasing and the right-hand side of (2-12) is larger than $k_{w}(0)$. Using that $v \in\left(0, v_{*}\right]$ and by a simple calculation, we obtain that $v<\mu_{w} \leq \hat{v}$, where $\hat{v}$ is given by

$$
\hat{v}:=\left(\frac{v^{1-m}}{(1-m) C_{N} \int_{1}^{2} g_{N}(t) \mathrm{d} t}\right)^{\frac{1}{q}}
$$

We now define $h_{w}:[1, j] \rightarrow \mathbb{R}$ by

$$
\begin{equation*}
h_{w}(t):=\int_{1}^{t} g_{N}(\tau)\left(\mu_{w}+\int_{1}^{\tau} f\left(w^{\prime}(\xi)\right) \mathrm{d} \xi\right)^{q} \mathrm{~d} \tau \quad \text { for all } t \in[1, j] . \tag{2-13}
\end{equation*}
$$

In particular, we have $h_{w}(j)=k_{w}\left(\mu_{w}\right)$. We prescribe our homotopy $H: \mathscr{B} \times[0,1] \rightarrow \mathscr{B}$ to be

$$
\begin{equation*}
H[w, \sigma](s)=\sigma\left(\mu_{w}+\int_{1}^{s}\left[(1-m) C_{N} h_{w}(t)\right]^{1 /(1-m)} \mathrm{d} t\right) \quad \text { for all } s \in[1, j] \tag{2-14}
\end{equation*}
$$

where $w \in \mathscr{B}$ and $\sigma \in[0,1]$ are arbitrary.
Step 2. We claim that $H$ is a compact operator from $\mathscr{B} \times[0,1]$ to $\mathscr{B}$.

We first show that $H: \mathscr{B} \times[0,1] \rightarrow \mathscr{B}$ is continuous, i.e., if $\left(w_{n}, \sigma_{n}\right) \in \mathscr{B} \times[0,1]$ such that $w_{n} \rightarrow w$ in $\mathscr{B}$ and $\sigma_{n} \rightarrow \sigma$ as $n \rightarrow \infty$, then $H\left[w_{n}, \sigma_{n}\right] \rightarrow H[w, \sigma]$ in $\mathscr{B}$. Since $f$ in (2-10) is a continuous function, we have $f\left(w_{n}^{\prime}\right) \rightarrow f\left(w^{\prime}\right)$ as $n \rightarrow \infty$. From (2-13)-(2-14), it is enough to check that $\lim _{n \rightarrow \infty} \mu_{w_{n}}=\mu_{w}$. Suppose by contradiction that for a subsequence of $w_{n}$, relabelled $w_{n}$, we have $\lim _{n \rightarrow \infty} \mu_{w_{n}}=\tilde{\mu} \neq \mu_{w}$. Since $\mu_{w_{n}} \in(\nu, \hat{v}]$, we must have $\tilde{\mu} \in[v, \hat{\nu}]$. From (2-12) and the continuity of $f$, we have that

$$
\frac{v^{1-m}}{(1-m) C_{N}}=k_{w_{n}}\left(\mu_{w_{n}}\right) \rightarrow k_{w}(\tilde{\mu}) \quad \text { as } n \rightarrow \infty
$$

But $k_{w}$ is injective and thus $\tilde{\mu}=\mu_{w}$, which is a contradiction. This proves that $\lim _{n \rightarrow \infty} \mu_{w_{n}}=\mu_{w}$.
To see that $H$ is compact, let $\left(w_{n}, \sigma_{n}\right)_{n \in \mathbb{N}}$ be a bounded sequence in $\mathscr{B} \times[0,1]$ and define $H_{n}(s):=$ $H\left[w_{n}, \sigma_{n}\right](s)$ for all $s \in[1, j]$. We have $H_{n} \in C^{2}[1, j]$. We infer that $\left(H_{n}\right)_{n \in \mathbb{N}}$ is both uniformly bounded and equicontinuous in $\mathscr{B}$ since, from (2-12), we find that

$$
\begin{equation*}
\left\|H_{n}\right\|_{L^{\infty}(1, j)} \leq j \hat{v}, \quad\left\|H_{n}^{\prime}\right\|_{L^{\infty}(1, j)} \leq v \quad \text { and } \quad\left\|H_{n}^{\prime \prime}\right\|_{L^{\infty}(1, j)} \leq(j \hat{v})^{q} \nu^{m} \quad \text { for all } n \in \mathbb{N} . \tag{2-15}
\end{equation*}
$$

Hence, the Arzelà-Ascoli theorem implies that $H: \mathscr{B} \times[0,1] \rightarrow \mathscr{B}$ is compact.
Step 3. The existence of a positive $C^{2}[1, j]$ solution of (2-7), completed.
By the first two inequalities in (2-15), we have that $\|w\|_{C^{1}[1, j]}$ is bounded for all $(w, \sigma) \in \mathscr{B} \times[0,1]$ satisfying $w=H[w, \sigma]$. From (2-14), we have $H[w, 0]=0$ for all $w \in \mathscr{B}$. Therefore, the LeraySchauder fixed point theorem implies the existence of $w_{j} \in \mathscr{B}=C^{1}[1, j]$ such that $H\left[w_{j}, 1\right]=w_{j}$. Thus, $\mu_{w_{j}}=w_{j}(1)$ and $w_{j}$ satisfies

$$
\begin{equation*}
w_{j}(s)=w_{j}(1)+\int_{1}^{s}\left[(1-m) C_{N} h_{w_{j}}(t)\right]^{1 /(1-m)} \mathrm{d} t \quad \text { for all } s \in[1, j] . \tag{2-16}
\end{equation*}
$$

This gives that $w_{j} \in C^{2}[1, j]$. Using (2-12) and (2-13), we find that $w_{j}^{\prime}(1)=0$ and $w_{j}^{\prime}(j)=v$. By twice differentiating (2-16), we get that

$$
\begin{equation*}
w_{j}^{\prime}(s)=\left[(1-m) C_{N} h_{w_{j}}(s)\right]^{1 /(1-m)}, \quad w_{j}^{\prime \prime}(s)=C_{N}\left|w_{j}^{\prime}(s)\right|^{m} h_{w_{j}}^{\prime}(s)>0 \quad \text { for all } s \in(1, j) \tag{2-17}
\end{equation*}
$$

It follows that $0<w_{j}^{\prime}(s) \leq v$ for all $s \in(1, j]$, so that $f\left(w_{j}^{\prime}\right)=w_{j}^{\prime}$ in $[1, j]$. Then we have

$$
\begin{equation*}
h_{w_{j}}(s)=\int_{1}^{s} g_{N}(\tau)\left[w_{j}(\tau)\right]^{q} \mathrm{~d} \tau, \quad h_{w_{j}}^{\prime}(s)=g_{N}(s)\left[w_{j}(s)\right]^{q} \quad \text { for all } s \in(1, j) . \tag{2-18}
\end{equation*}
$$

From (2-17)-(2-18), we conclude that $w_{j}$ is a positive $C^{2}[1, j]$ solution of (2-7).
Lemma 2.4. If $0<m<1$ and $1-m<q<q_{*}$, then for every positive constant $v$ there exists a positive $C^{2}[1, \infty)$ solution of the problem (2-4)+(2-5).

Proof. We divide the proof into two cases.
Case 1: $v \in\left(0, v_{*}\right]$, where $v_{*}$ is given by (2-6). For each integer $j \geq 2$, let $w_{j}$ denote the unique positive $C^{2}[1, j]$ solution of (2-7).

Fix $s \in[1, \infty)$ and write $j_{s}:=\lceil s\rceil$, where $\lceil\cdot\rceil$ stands for the ceiling function.
Claim 1. The function $j \mapsto w_{j}(s)$ is nonincreasing for $j \geq j_{s}$.

Indeed, for every $\varepsilon>0$ and $j \geq j_{s}$, we prove that $P_{j, \varepsilon} \leq 0$ on $[1, j]$, where we define $P_{j, \varepsilon}(t):=$ $w_{j+1}(t)-(1+\varepsilon) w_{j}(t)$ for all $t \in[1, j]$. Fix $\varepsilon>0$. Assume for contradiction that there exists $t_{0} \in[1, j]$ such that $P_{j, \varepsilon}\left(t_{0}\right)=\max _{t \in[1, j]} P_{j, \varepsilon}(t)>0$. By the same argument as in the uniqueness proof of Lemma 2.3, we derive a contradiction when $t_{0}=1$ or $t_{0} \in(1, j)$. Suppose now that $t_{0}=j$. Since $w_{j+1}^{\prime \prime}(t)>0$ for all $t \in(1, j)$ and $w_{j+1}^{\prime}(j+1)=v=w_{j}^{\prime}(j)$, it follows that $P_{j, \varepsilon}^{\prime}(j)<0$. Thus, $P_{j, \varepsilon}^{\prime}(t)<0$ for all $t \in(j-\delta, j)$ if $\delta>0$ is small enough. This contradicts $P_{j, \varepsilon}(j)=\max _{t \in[1, j]} P_{j, \varepsilon}(t)$, which proves that $P_{j, \varepsilon}(t) \leq 0$ for all $t \in[1, j]$. Letting $t=s$ and $\varepsilon \rightarrow 0$, we conclude Claim 1 .

By Lemma 2.3, we have $w_{j}(s) \geq w_{j}(1)>v$ for all $s \in[1, j]$. Using Claim 1, for every $s \in[1, \infty)$, we can define $w_{\infty}(s):=\lim _{j \rightarrow \infty} w_{j}(s)$. We thus have $w_{\infty} \geq v$ on $[1, \infty)$.
Claim 2. The function $w_{\infty}$ is a positive $C^{2}[1, \infty)$ solution of (2-4)+(2-5).
Let $K$ be an arbitrary compact subset of $[1, \infty)$. We show that

$$
\begin{equation*}
w_{j} \rightarrow w_{\infty} \quad \text { uniformly in } K \tag{2-19}
\end{equation*}
$$

Let $j_{K}=j(K)$ be a large positive integer such that $K \subseteq[1, j]$ for all $j \geq j_{K}$. By Claim 1, we have $w_{j} \geq w_{j+1}$ in $K$ for every $j \geq j_{K}$. Moreover, since $w_{j} \in C(K)$ and $0 \leq w_{j}^{\prime} \leq v$ in $K$ for all $j \geq j_{K}$, we obtain (2-19). In particular, $w_{\infty} \in C[1, \infty)$. From Lemma 2.3, $w_{j}$ satisfies (2-16) with $h_{w_{j}}$ given by (2-18). Using (2-19), we can let $j \rightarrow \infty$ in (2-16) to obtain that

$$
\begin{equation*}
w_{\infty}(s)=w_{\infty}(1)+\int_{1}^{s}\left[(1-m) C_{N} \int_{1}^{t} g_{N}(\tau)\left[w_{\infty}(\tau)\right]^{q} \mathrm{~d} \tau\right]^{\frac{1}{1-m}} \mathrm{~d} t \quad \text { for all } s \in(1, \infty) \tag{2-20}
\end{equation*}
$$

Thus, $w_{\infty} \in C^{2}[1, \infty)$ satisfies (2-4) and $w_{\infty}^{\prime}(1)=0$.
It remains to prove that $\lim _{s \rightarrow \infty} w_{\infty}^{\prime}(s)=v$. By using (2-20), we find that

$$
\begin{equation*}
w_{\infty}^{\prime}(s)=\left[(1-m) C_{N} \int_{1}^{s} g_{N}(t)\left[w_{\infty}(t)\right]^{q} \mathrm{~d} t\right]^{\frac{1}{1-m}} \quad \text { for every } s \in(1, \infty) \tag{2-21}
\end{equation*}
$$

On the other hand, from (2-12) and (2-18), we have

$$
\begin{equation*}
\int_{1}^{j} g_{N}(t)\left[w_{j}(t)\right]^{q} \mathrm{~d} t=h_{w_{j}}(j)=k_{w_{j}}\left(\mu_{w_{j}}\right)=\frac{v^{1-m}}{(1-m) C_{N}} \quad \text { for every } j \geq 2 \tag{2-22}
\end{equation*}
$$

Since $w_{j}^{\prime}(t) \leq v$ for all $t \in[1, j]$, we find that

$$
w_{j}(t) \leq v t+w_{j}(1)-v \quad \text { for all } t \in[1, j]
$$

Recall that $v<w_{j}(1) \leq w_{2}(1)$ for all $j \geq 2$. Consequently, we obtain that

$$
g_{N}(t)\left[w_{j}(t)\right]^{q} \leq g_{N}(t)\left[\nu t+w_{j}(1)-v\right]^{q} \leq\left[w_{2}(1)\right]^{q} t^{q} g_{N}(t) \quad \text { for all } t \in[1, j] \text { and } j \geq 2 .
$$

For every $t \in[1, \infty)$, it holds that $g_{N}(t)\left[w_{j}(t)\right]^{q} \rightarrow g_{N}(t)\left[w_{\infty}(t)\right]^{q}$ as $j \rightarrow \infty$. Thus, we can let $j \rightarrow \infty$ in (2-22) and use Lebesgue's dominated convergence theorem to find that

$$
\begin{equation*}
\int_{1}^{\infty} g_{N}(t)\left[w_{\infty}(t)\right]^{q} \mathrm{~d} t=\frac{v^{1-m}}{(1-m) C_{N}} \tag{2-23}
\end{equation*}
$$

From (2-21) and (2-23), we conclude that $\lim _{s \rightarrow \infty} w_{\infty}^{\prime}(s)=v$, proving Lemma 2.4 in Case 1.
Case 2: Let $v>v_{*}$, where $\nu_{*}$ is defined by (2-6). From Case 1, there exists a positive $C^{2}[1, \infty)$ solution $w_{*}$ of (2-4)+(2-5) corresponding to $v=v_{*}$. If $N \geq 3$, then we define $r_{*}:=\left(\nu / \nu_{*}\right)^{(m+q-1) /\left(q_{*}-q\right)} \in(1, \infty)$ and define $w:[1, \infty) \rightarrow(0, \infty)$ by

$$
w(s)= \begin{cases}r_{*}^{\left(m+q_{*}-1\right) /(m+q-1)} w_{*}\left(s / r_{*}\right) & \text { for } r_{*} \leq s<\infty  \tag{2-24}\\ r_{*}^{\left(m+q_{*}-1\right) /(m+q-1)} w_{*}(1) & \text { for } 1 \leq s \leq r_{*}\end{cases}
$$

If $N=2$, we let $r_{*}:=1+((q+m-1) /(2-m)) \ln \left(\nu / v_{*}\right) \in(1, \infty)$ and define $w:[1, \infty) \rightarrow(0, \infty)$ by

$$
w(s)= \begin{cases}\frac{v}{v_{*}} w_{*}\left(s+1-r_{*}\right) & \text { for } r_{*} \leq s<\infty,  \tag{2-25}\\ \frac{v}{v_{*}} w_{*}(1) & \text { for } 1 \leq s \leq r_{*}\end{cases}
$$

It is a simple exercise to check that $w$ is a positive $C^{2}[1, \infty)$ solution of (2-4)+(2-5).
Lemma 2.5. Let (1-2) hold. If (2-1) has a solution with a weak singularity at 0 , then $q<q_{*}$.
Remark 2.6. Theorem 1.2(b) shows that $q<q_{*}$ is a necessary condition for the existence of solutions of (1-1) with a nonremovable singularity at 0 (see Section 5 for its proof).
Proof. We need only consider the nontrivial case $N \geq 3$. Suppose that $u \in C^{2}(0,1)$ is a positive solution of (2-1) such that $\lim _{r \rightarrow 0^{+}} u(r) / r^{2-N}=: \eta$ for some $\eta \in(0, \infty)$. Then $u$ satisfies

$$
\begin{equation*}
\frac{d}{d r}\left(r^{N-1} u^{\prime}(r)\right)=r^{N-1}[u(r)]^{q}\left|u^{\prime}(r)\right|^{m} \geq 0 \quad \text { for all } r \in(0,1) . \tag{2-26}
\end{equation*}
$$

Hence, $r \mapsto r^{N-1} u^{\prime}(r)$ is nondecreasing on ( 0,1 ), so that it admits a limit as $r \rightarrow 0^{+}$. By l'Hôpital's rule, we obtain that

$$
\begin{equation*}
(0, \infty) \ni \eta=\lim _{r \rightarrow 0^{+}} r^{N-2} u(r)=-(N-2)^{-1} \lim _{r \rightarrow 0^{+}} r^{N-1} u^{\prime}(r) \tag{2-27}
\end{equation*}
$$

By integrating (2-26) over $\left(\varepsilon, \frac{1}{2}\right)$ for arbitrarily small $\varepsilon>0$ and letting $\varepsilon \rightarrow 0^{+}$, we find that

$$
\begin{equation*}
2^{1-N} u^{\prime}\left(\frac{1}{2}\right)+(N-2) \eta=\int_{0}^{1 / 2} r^{N-1}[u(r)]^{q}\left|u^{\prime}(r)\right|^{m} \mathrm{~d} r<\infty . \tag{2-28}
\end{equation*}
$$

We use $A(r) \sim B(r)$ as $r \rightarrow 0^{+}$to mean that $\lim _{r \rightarrow 0^{+}} A(r) / B(r)=1$. By using (2-27), we have that

$$
r^{N-1}[u(r)]^{q}\left|u^{\prime}(r)\right|^{m} \sim(N-2)^{m} \eta^{q+m} r^{(N-1)(1-m)-q(N-2)} \quad \text { as } r \rightarrow 0^{+} .
$$

This, jointly with (2-28), leads to $N-m(N-1)>q(N-2)$, which proves that $q<q_{*}$.
Proof of Theorem 2.2. In view of the preliminary discussion in Section 2, Theorem 2.2 is equivalent to the following:

Lemma 2.7. Let $0<m<1$ and $m+q>1$. For any $\gamma \in(0, \infty)$, there exists a positive decreasing $C^{2}[1, \infty)$ solution of $(2-4)$, subject to $w(1)=\gamma$ and $\lim _{s \rightarrow \infty} w(s)>0$.

Proof. We divide the proof into three steps and proceed similarly to Lemmas 2.3 and 2.4.

Step 1. For every integer $j \geq 2$, there exists a unique positive $C^{2}[1, j]$ solution $w_{j}$ of

$$
\begin{cases}w^{\prime \prime}(s)=C_{N} g_{N}(s)[w(s)]^{q}\left|w^{\prime}(s)\right|^{m} & \text { for every } s \in(1, j),  \tag{2-29}\\ w^{\prime}(s)<0 & \text { for every } s \in(1, j), \\ w(1)=\gamma, & \\ w^{\prime}(j)=0 & \end{cases}
$$

To show uniqueness, we follow an argument similar to the uniqueness proof of Lemma 2.3 in Case 3. Keeping the same notation, we see that Case 2 there (that is, $\max _{s \in[1, j]} P_{\varepsilon}(s)=P_{\varepsilon}(1)>0$ ) cannot happen due to $w(1)=\gamma$ in (2-29). Finally, in Case 1 (i.e., $s_{0}=j$ ), we have $P_{\varepsilon}>0$ on $[j-\delta, j]$ for $\delta>0$ small enough, which implies (2-8) for all $s \in(j-\delta, j)$. Since $w^{\prime}(s)<0$ on $(1, j)$, it follows that $P_{\varepsilon}^{\prime}<0$ on $(j-\delta, j)$, which is a contradiction with $\max _{s \in[1, j]} P_{\varepsilon}(s)=P_{\varepsilon}(j)$.

Next, we show existence via the Leray-Schauder fixed point theorem. Let $\mathscr{B}$ denote the Banach space of $C^{1}[1, j]$ functions with the usual $C^{1}[1, j]$ norm. Let $\hat{f}(x):=\frac{1}{2}(\gamma+|x|-|x-\gamma|)$ for all $x \in \mathbb{R}$. We prescribe the homotopy $\hat{H}: \mathscr{B} \times[0,1] \rightarrow \mathscr{B}$ as follows

$$
\begin{equation*}
\hat{H}[w, \sigma](s)=\sigma\left(\gamma-\int_{1}^{s}\left[C_{N}(1-m) \int_{\tau}^{j} g_{N}(t)(\hat{f}(w(t)))^{q} \mathrm{~d} t\right]^{\frac{1}{1-m}} \mathrm{~d} \tau\right) \quad \text { for all } s \in[1, j] \tag{2-30}
\end{equation*}
$$

where $w \in \mathscr{B}$ and $\sigma \in[0,1]$ are arbitrary. We show that $\hat{H}$ is a compact operator from $\mathscr{B} \times[0,1]$ to $\mathscr{B}$ as in Step 2 in the existence proof of Lemma 2.3. We use that

$$
\begin{align*}
& \|\hat{H}\|_{L^{\infty}(1, j)} \leq \gamma \\
& \left\|\hat{H}^{\prime}\right\|_{L^{\infty}(1, j)} \leq\left[C_{N}(1-m) \gamma^{q} \int_{1}^{\infty} g_{N}(t) \mathrm{d} t\right]^{\frac{1}{1-m}}  \tag{2-31}\\
& \left\|\hat{H}^{\prime \prime}\right\|_{L^{\infty}(1, j)} \leq g_{N}(1)\left[C_{N}(1-m)^{m} \gamma^{q}\left(\int_{1}^{\infty} g_{N}(t) \mathrm{d} t\right)^{m}\right]^{\frac{1}{1-m}} .
\end{align*}
$$

Hence, $\|w\|_{C^{1}[1, j]}$ is bounded for all $(w, \sigma) \in \mathscr{B} \times[0,1]$ satisfying $w=\hat{H}[w, \sigma]$. From (2-30), we have $\hat{H}[w, 0]=0$ for all $w \in \mathscr{B}$. Therefore, by the Leray-Schauder fixed point theorem, there exists $w_{j} \in \mathscr{B}=C^{1}[1, j]$ such that $\hat{H}\left[w_{j}, 1\right]=w_{j}$. Thus, $w_{j}(1)=\gamma, w_{j}^{\prime}(j)=0$ and $w_{j}$ satisfies

$$
\begin{equation*}
w_{j}(s)=\gamma-\int_{1}^{s}\left[C_{N}(1-m) \int_{\tau}^{j} g_{N}(t)\left(\hat{f}\left(w_{j}(t)\right)\right)^{q} \mathrm{~d} t\right]^{\frac{1}{1-m}} \mathrm{~d} \tau \quad \text { for all } s \in[1, j] \tag{2-32}
\end{equation*}
$$

Clearly, $w_{j}^{\prime} \leq 0$ in $[1, j]$ so that $w(s) \leq w(1)=\gamma$ in $[1, j]$.
To conclude Step 1, it remains to show that $w_{j}(s)>0$ for all $s \in[1, j]$.
Claim 1. If there exists $\hat{s} \in(1, j]$ such that $w_{j}(\hat{s})=0$, then $w_{j}=0$ on $[\hat{s}, j]$.
Indeed, since $w_{j}^{\prime} \leq 0$ in $[1, j]$, it follows that $w_{j}(s) \leq 0$ in $[\hat{s}, j]$ and thus $\hat{f}\left(w_{j}(t)\right)=0$ for all $t \in[\hat{s}, j]$. In particular, using (2-32), we find that

$$
w_{j}(\hat{s})-w_{j}(\xi)=\int_{\hat{s}}^{\xi}\left[C_{N}(1-m) \int_{\tau}^{j} g_{N}(t)\left(\hat{f}\left(w_{j}(t)\right)\right)^{q} \mathrm{~d} t\right]^{\frac{1}{1-m}} \mathrm{~d} \tau=0 \quad \text { for all } \xi \in[\hat{s}, j] .
$$

Claim 2. We have $w_{j}>0$ in $[1, j]$.
If we suppose the contrary, then $\hat{s} \in(1, j]$, where we define $\hat{s}=\inf \left\{\xi \in(1, j]: w_{j}(\xi)=0\right\}$. Then $w_{j}>0$ on $[1, \hat{s})$ and $w_{j}=0$ on $[\hat{s}, j]$. For any $\varepsilon \in(0, \gamma)$ small, there exists $\tilde{s} \in(1, \hat{s})$ such that $w_{j}(\tilde{s})=\varepsilon$. Thus, by the mean value theorem, we have $-w_{j}^{\prime}(\bar{s})=\varepsilon /(\hat{s}-\tilde{s})$ for some $\bar{s} \in(\tilde{s}, \hat{s})$. Since $w_{j}=0$ in $[\hat{s}, j]$ and $w_{j} \leq \varepsilon$ on $[\tilde{s}, \hat{s}]$, by differentiating (2-32) we find that

$$
\frac{\varepsilon}{\hat{s}-\tilde{s}}=-w_{j}^{\prime}(\bar{s})=\left[C_{N}(1-m) \int_{\bar{s}}^{\hat{s}} g_{N}(t)\left(w_{j}(t)\right)^{q} \mathrm{~d} t\right]^{\frac{1}{1-m}} \leq\left[C_{N}(1-m) g_{N}(1)(\hat{s}-\tilde{s}) \varepsilon^{q}\right]^{1 /(1-m)}
$$

This yields that $\varepsilon \geq\left[(j-1)^{2-m} C_{N}(1-m) g_{N}(1)\right]^{-1 /(q+m-1)}$. This is a contradiction, since $\varepsilon>0$ can be made arbitrarily small. This proves Claim 2, completing the proof of Step 1.

To complete the proof of Lemma 2.7, we proceed as in Case 1 of Lemma 2.4.
Step 2. For each fixed $s \in[1, \infty)$, the function $j \mapsto w_{j}(s)$ is nonincreasing whenever $j \geq\lceil s\rceil$.
It suffices to prove that $P_{j, \varepsilon} \leq 0$ in $[1, j]$ for every $\varepsilon>0$, where $P_{j, \varepsilon}(t):=w_{j+1}(t)-(1+\varepsilon) w_{j}(t)$ for all $t \in[1, j]$. Assuming the contrary, we have $\max _{t \in[1, j]} P_{j, \varepsilon}(t)=P_{j, \varepsilon}\left(s_{0}\right)>0$ for some $s_{0} \in[1, j]$. We get a contradiction similarly to the proof of uniqueness of solutions to (2-29).

This shows that, for each $s \in[1, \infty)$, we may define $w_{\infty}(s):=\lim _{j \rightarrow \infty} w_{j}(s)$.
Step 3. The function $w_{\infty}$ is a positive decreasing $C^{2}[1, \infty)$ solution of $(2-4)$, satisfying $w_{\infty}(1)=\gamma$ and $\lim _{s \rightarrow \infty} w_{\infty}(s)>0$.

The proof can be completed in the same way as Claim 2 in the proof of Lemma 2.4. We deduce that $w_{j} \rightarrow w_{\infty}$ uniformly in arbitrary compact sets of $[1, \infty)$. Hence $w_{\infty}$ satisfies

$$
\begin{equation*}
w_{\infty}(s)=\gamma-\int_{1}^{s}\left[C_{N}(1-m) \int_{\tau}^{\infty} g_{N}(t)\left(w_{\infty}(t)\right)^{q} \mathrm{~d} t\right]^{\frac{1}{1-m}} \mathrm{~d} \tau \quad \text { for all } s \in[1, \infty) \tag{2-33}
\end{equation*}
$$

It follows that $w_{\infty}(1)=\gamma$ and $\lim _{s \rightarrow \infty} w_{\infty}^{\prime}(s)=0$. The fact that $w_{\infty}$ is positive in $[1, \infty)$ follows as in Claim 2 of Step 1 above. We thus skip the details.

Finally, we show that $\lim _{s \rightarrow \infty} w_{\infty}(s)>0$ by adjusting the proof of the positivity of $w_{\infty}$. Suppose for contradiction that $\lim _{s \rightarrow \infty} w_{\infty}(s)=0$. For any small $\varepsilon_{1}>0$, there exists $s_{1}>1$ large such that $w_{\infty}\left(s_{1}\right)=\varepsilon_{1}$. For any small $\varepsilon_{2} \in\left(0, \gamma-\varepsilon_{1}\right)$, chosen independently of $\varepsilon_{1}$, there exists $\delta \in(0,1)$ such that $w_{\infty}\left(s_{1}-\delta\right)=$ $\varepsilon_{1}+\varepsilon_{2}$. By the mean value theorem, we have $-w_{\infty}^{\prime}\left(s_{2}\right)=\varepsilon_{2} / \delta$ for some $s_{2} \in\left(s_{1}-\delta, s_{1}\right)$. Since $w_{\infty} \leq \varepsilon_{1}+\varepsilon_{2}$ in $\left[s_{2}, \infty\right)$, by differentiating (2-33) we find that

$$
\begin{equation*}
\varepsilon_{2} \leq-w_{\infty}^{\prime}\left(s_{2}\right) \leq \hat{C}^{1 /(1-m)}\left(\varepsilon_{1}+\varepsilon_{2}\right)^{q} /(1-m), \quad \text { where } \quad \hat{C}:=C_{N}(1-m) \int_{1}^{\infty} g_{N}(t) \mathrm{d} t \tag{2-34}
\end{equation*}
$$

By taking $\varepsilon_{1} \rightarrow 0$, we would get $\varepsilon_{2} \geq \hat{C}^{-1 /(q+m-1)}$. This is a contradiction, since $\varepsilon_{1}$ and $\varepsilon_{2}$ can be chosen arbitrarily small. This finishes the proof of Lemma 2.7.

## 3. Auxiliary tools

We start with two comparison principles, to be used often in the paper.
Lemma 3.1 (comparison principle; see Theorem 10.1 in [Pucci and Serrin 2004]). Let D be a bounded domain in $\mathbb{R}^{N}$ with $N \geq 2$. Let $\hat{B}(x, z, \boldsymbol{\xi}): D \times \mathbb{R} \times \mathbb{R}^{N} \rightarrow \mathbb{R}$ be continuous in $D \times \mathbb{R} \times \mathbb{R}^{N}$ and continuously differentiable with respect to $\boldsymbol{\xi}$ for $|\boldsymbol{\xi}|>0$ in $\mathbb{R}^{N}$. Assume that $\hat{B}(x, z, \boldsymbol{\xi})$ is nondecreasing in $z$ for fixed $(x, \xi) \in D \times \mathbb{R}^{N}$. Let $u_{1}$ and $u_{2}$ be nonnegative $C^{1}(\bar{D})$ (distributional) solutions of

$$
\left\{\begin{array}{l}
\Delta u_{1}-\hat{B}\left(x, u_{1}, \nabla u_{1}\right) \geq 0 \quad \text { in } D,  \tag{3-1}\\
\Delta u_{2}-\hat{B}\left(x, u_{2}, \nabla u_{2}\right) \leq 0 \quad \text { in } D .
\end{array}\right.
$$

Suppose that $\left|\nabla u_{1}\right|+\left|\nabla u_{2}\right|>0$ in $D$. If $u_{1} \leq u_{2}$ on $\partial D$, then $u_{1} \leq u_{2}$ in $D$.
The following result, given in [Pucci and Serrin 2007], is a version of Theorem 10.7(i) in [Gilbarg and Trudinger 1983] with the significant difference that $\hat{B}(x, z, \boldsymbol{\xi})$ is allowed to be singular at $\boldsymbol{\xi}=0$ and that the class $C^{1}(D)$ is weakened to $W_{\text {loc }}^{1, \infty}(D)$.
Lemma 3.2 (comparison principle; see Corollary 3.5 .2 in [Pucci and Serrin 2007]). Let D be a bounded domain in $\mathbb{R}^{N}$ with $N \geq 2$. Assume that $\hat{B}(x, z, \xi): D \times \mathbb{R} \times \mathbb{R}^{N} \rightarrow \mathbb{R}$ is locally Lipschitz continuous with respect to $\boldsymbol{\xi}$ in $D \times \mathbb{R} \times \mathbb{R}^{N}$ and is nondecreasing in $z$ for fixed $(x, \boldsymbol{\xi}) \in D \times \mathbb{R}^{N}$. Let $u_{1}$ and $u_{2}$ be (distribution) solutions in $W_{\text {loc }}^{1, \infty}(D)$ of (3-1). If $u_{1} \leq u_{2}+M$ on $\partial D$, where $M$ is a positive constant, then $u_{1} \leq u_{2}+M$ in $D$.

Throughout this section, we understand that (1-2) holds. In Lemma 3.3, we show that the strong maximum principle applies to (1-1) (as a simple consequence of Theorem 2.5.1 in [Pucci and Serrin 2007]). Subsequently, we present several ingredients to be invoked later, such as:
(i) A priori estimates (Lemma 3.4).
(ii) A regularity result (Lemma 3.8).
(iii) A spherical Harnack-type inequality (Lemma 3.9).

Lemma 3.3 (strong maximum principle). If $u$ is a solution of (1-1) such that $u\left(x_{0}\right)=0$ for some $x_{0} \in \Omega^{*}$, then $u \equiv 0$ in $\Omega^{*}$.

Proof. Using (1-2), we can easily find $p$ such that $p>\max \{1 / q, 1\}$ and $m p^{\prime}>1$, where $p^{\prime}$ denotes the Hölder conjugate of $p$, that is, $p^{\prime}:=p /(p-1)$. By Young's inequality, we have

$$
z^{q}|\boldsymbol{\xi}|^{m} \leq \frac{z^{q p}}{p}+\frac{|\boldsymbol{\xi}|^{m p^{\prime}}}{p^{\prime}} \leq \frac{z^{q p}}{p}+\frac{|\boldsymbol{\xi}|}{p^{\prime}}
$$

for all $z \in \mathbb{R}^{+}$and $\xi \in \mathbb{R}^{N}$ satisfying $|\boldsymbol{\xi}| \leq 1$. Hence, by applying Theorem 2.5.1 in [Pucci and Serrin 2007], we conclude our claim.
Lemma 3.4 (a priori estimates). Fix $r_{0}>0$ such that $\bar{B}_{2 r_{0}} \subset \Omega$. Let u be a positive (sub)solution of (1-1). Then there exist positive constants $C_{1}=C_{1}(m, q)$ and $C_{2}=C_{2}\left(r_{0}, u\right)$ such that

$$
\begin{equation*}
u(x) \leq C_{1}|x|^{-\vartheta}+C_{2} \quad \text { for every } 0<|x| \leq 2 r_{0} \tag{3-2}
\end{equation*}
$$

where $\vartheta$ is given by (1-6). In particular, we can take $C_{1}=\left[\vartheta^{1-m}(\vartheta+1)\right]^{1 /(m+q-1)}$ and $C_{2}=\max _{\partial B_{2 r_{0}}} u$. Proof. For any $\delta \in\left(0,2 r_{0}\right)$, we define the annulus $A_{\delta}:=\left\{x \in \mathbb{R}^{N}: \delta<|x|<2 r_{0}\right\}$. We consider the radial function $F_{\delta}(x)=C_{1}(|x|-\delta)^{-\vartheta}+C_{2}$ on $A_{\delta}$, where $C_{1}:=\left[\vartheta^{1-m}(\vartheta+1)\right]^{1 /(m+q-1)}$ and $C_{2}:=\max _{\partial B_{2 r_{0}}} u$. Our choice of $C_{1}$ ensures that $F_{\delta}$ is a (radial) supersolution to (1-1) in $A_{\delta}$, that is,

$$
\begin{equation*}
F_{\delta}^{\prime \prime}(r)+(N-1) \frac{F_{\delta}^{\prime}(r)}{r} \leq\left[F_{\delta}(r)\right]^{q}\left|F_{\delta}^{\prime}(r)\right|^{m} \quad \text { for all } \delta<r<r_{0} . \tag{3-3}
\end{equation*}
$$

Indeed, to prove (3-3) it suffices to show that $F_{\delta}$ satisfies

$$
\begin{equation*}
F_{\delta}^{\prime \prime}(r)+(N-1) \frac{F_{\delta}^{\prime}(r)}{r} \leq C_{1}^{q+m} \vartheta^{m}(r-\delta)^{-[\vartheta(q+m)+m]} \quad \text { for all } \delta<r<2 r_{0} . \tag{3-4}
\end{equation*}
$$

By a simple calculation, we see that (3-4) is equivalent to the inequality

$$
\begin{equation*}
\vartheta^{1-m}\left[\vartheta-N+2+(N-1) \frac{\delta}{r}\right] \leq C_{1}^{m+q-1} \quad \text { for all } \delta<r<2 r_{0} . \tag{3-5}
\end{equation*}
$$

Since (3-5) holds for our $C_{1}$, we obtain that $F_{\delta}$ is a supersolution to (1-1) in $A_{\delta}$. We show that

$$
\begin{equation*}
u(x) \leq F_{\delta}(|x|) \quad \text { for all } x \in A_{\delta} . \tag{3-6}
\end{equation*}
$$

Clearly, (3-6) holds for every $x \in \partial A_{\delta}$. Using that $\nabla F_{\delta} \neq 0$ in $A_{\delta}$, we can apply Lemma 3.1 to conclude that (3-6) holds. For any fixed $x \in B_{2 r_{0}}^{*}$, we have $x \in A_{\delta}$ for all $\delta \in(0,|x|)$. Hence, by letting $\delta \rightarrow 0$ in (3-6), we obtain (3-2). This completes the proof.

Remark 3.5. The presence of the gradient factor in (1-1) implies that every nonnegative constant is a solution of (1-1). Hence, the constant $C_{2}$ in (3-2) cannot be discarded nor made independent of $u$. This is in sharp contrast with the case $m=0$ in (1-2), when it is known (see [Véron 1981, p. 227] or [Friedman and Véron 1986, Lemma 2.1]) that there exists a positive constant $C_{1}$, depending only on $N$ and $q$, such that every positive solution of $\Delta u=u^{q}$ in $\Omega^{*}$ with $q>1$ satisfies

$$
\begin{equation*}
u(x) \leq C_{1}|x|^{-2 /(q-1)} \quad \text { for all } 0<|x| \leq r_{0}, \quad \text { where } \quad \bar{B}_{2 r_{0}} \subset \Omega . \tag{3-7}
\end{equation*}
$$

Since $C_{1}$ is independent of $\Omega$, from (3-7) any positive solution of (1-9) decays to 0 at $\infty$.
Lemma 3.6. If $u$ is a positive solution of (1-1) in $\mathbb{R}^{N} \backslash\{0\}$, then for every $\delta>0$ we have

$$
\begin{equation*}
u(x) \leq \max _{\partial B_{\delta}} u \text { for all }|x| \geq \delta . \tag{3-8}
\end{equation*}
$$

Proof. We prove (3-8) for any fixed $\delta \in(0,1)$ with $(N-1) / \delta>N-2$. For any fixed integer $k \geq 1$, we set $C_{k, \delta}=\left(\vartheta^{1-m}[\vartheta+2-N+k(N-1) / \delta]\right)^{1 /(m+q-1)}$. Then, $C_{k, \delta}(k-|x|)^{-\vartheta}$ is a supersolution of (1-1) in $\delta<|x|<k$. If $m \in(0,1)$, we define $f_{k, \delta}(x):=C_{k, \delta}(k-|x|)^{-\vartheta}$ for all $|x| \in(\delta, k)$. Since $\lim _{|x|>k} f_{k, \delta}(x)=\infty$, if $\varepsilon>0$ is small then $u(x) \leq f_{k, \delta}(x)$ for all $|x| \in[k-\varepsilon, k)$. Hence, by Lemma 3.1, we find that $u(x) \leq f_{k, \delta}(x)+\max _{\partial B_{\delta}} u$ for all $|x| \in(\delta, k)$. For $x$ fixed with $|x| \in(\delta, \infty)$, we have $\lim _{k \rightarrow \infty} f_{k, \delta}(x)=0$ (since $m \in(0,1)$ ) and (3-8) follows by letting $k \rightarrow \infty$.

If $m \in\left[1,2\right.$ ), we denote by $f_{k, \delta}$ a positive radial solution of (1-1) in $\delta<|x|<k$ satisfying $\left.f_{k, \delta}\right|_{\partial B_{\delta}}=0$ and $\lim _{|x| \nexists k} f_{k, \delta}(x)=\infty$. The existence of $f_{k, \delta}$ is obtained easily for $m \in[1,2)$ : for each integer $n \geq 1$, there
is a unique positive radial solution $F_{n, k}$ of (1-1) for $|x| \in(\delta, k)$, subject to $\left.F_{n, k}\right|_{\partial B_{\delta}}=0$ and $\left.F_{n, k}\right|_{\partial B_{k}}=n$ by using [Gilbarg and Trudinger 1983, Theorem 15.18], Lemma 3.2 and Lemma 3.3. Since $\delta$ is fixed, in the notation of $F_{n, k}$ we dropped the dependence on $\delta$. We have $0<F_{n, k}(r) \leq F_{n+1, k}(r) \leq C_{k, \delta}(k-r)^{-\vartheta}$ for all $r \in(\delta, k)$ and $F_{n, k}$ converges in $C_{\mathrm{loc}}^{1}(\delta, k)$ as $n \rightarrow \infty$ to a positive radial solution $f_{k, \delta}$ of (1-1) in $\delta<|x|<k$ satisfying $\left.f_{k, \delta}\right|_{\partial B_{\delta}}=0$ and $\lim _{|x|>k} f_{k, \delta}(x)=\infty$. Moreover, $f_{k+1, \delta} \leq f_{k, \delta}$ in $(\delta, k)$ and $f_{k, \delta}$ converges in $C_{\text {loc }}^{1}(\delta, \infty)$ as $k \rightarrow \infty$ to a nonnegative radial solution $f_{\delta}$ of (1-1) in $\delta<|x|<\infty$ with $\left.f_{\delta}\right|_{\partial B_{\delta}}=0$. Proceeding by contradiction, it can be shown that $f_{\delta} \equiv 0$ on $(\delta, \infty)$. We obtain (3-8) as for $m \in(0,1)$, using Lemma 3.2 instead of Lemma 3.1.
Corollary 3.7. Any positive $C^{1}\left(\mathbb{R}^{N}\right)$ solution of (1-1) in $\mathbb{R}^{N}$ must be constant.
Proof. Let $u$ be a positive solution of (1-1) in $\mathbb{R}^{N}$, that is $u \in C^{1}\left(\mathbb{R}^{N}\right)$ is a positive function satisfying (1-1) in $\mathscr{D}^{\prime}\left(\mathbb{R}^{N}\right)$ (see Definition 1.4). Let $y \in \mathbb{R}^{N}$ be fixed. For any integer $k \geq 1$ and $\delta \in(0,1)$ small, we define $f_{k, \delta}(z)$ for $|z| \in(\delta, k)$ as in Lemma 3.6. Similarly, we find that

$$
\begin{equation*}
u(x) \leq f_{k, \delta}(x-y)+\max _{\partial B_{\delta}(y)} u \quad \text { for all } \delta<|x-y|<k \tag{3-9}
\end{equation*}
$$

Fix $x \in \mathbb{R}^{N} \backslash\{y\}$. For any small $\delta \in(0,|x-y|)$, by letting $k \rightarrow \infty$ in (3-9), we have $u(x) \leq \max _{\partial B_{\delta}(y)} u$. Hence, $u(x) \leq u(y)$ for all $x \in \mathbb{R}^{N}$. Since $y \in \mathbb{R}^{N}$ is arbitrary, we conclude that $u$ is a constant.

Lemma 3.8 (a regularity result). Fix $r_{0}>0$ such that $\bar{B}_{2 r_{0}} \subset \Omega$. Let $\zeta$ and $\theta$ be nonnegative constants such that $\theta \leq \vartheta$ and $\zeta=0$ if $\theta=\vartheta$. Let $u$ be a positive solution of (1-1) satisfying

$$
\begin{equation*}
u(x) \leq g(x):=d_{1}|x|^{-\theta}\left[\ln \left(\frac{1}{|x|}\right)\right]^{\zeta}+d_{2} \quad \text { for every } 0<|x| \leq 2 r_{0} \tag{3-10}
\end{equation*}
$$

where $d_{1}$ and $d_{2}$ are positive constants. Then there exist constants $C>0$ and $\alpha \in(0,1)$ such that, for any $x, x^{\prime}$ in $\mathbb{R}^{N}$ with $0<|x| \leq\left|x^{\prime}\right|<r_{0}$,

$$
\begin{equation*}
|\nabla u(x)| \leq C \frac{g(x)}{|x|} \quad \text { and } \quad\left|\nabla u(x)-\nabla u\left(x^{\prime}\right)\right| \leq C \frac{g(x)}{|x|^{1+\alpha}}\left|x-x^{\prime}\right|^{\alpha} . \tag{3-11}
\end{equation*}
$$

Proof. We only show the first inequality in (3-11), which can then be used to obtain the second inequality as in [Cîrstea and Du 2010, Lemma 4.1]. Fix $x_{0} \in B_{r_{0}}^{*}$ and define $v_{x_{0}}: B_{1} \rightarrow(0, \infty)$ by

$$
\begin{equation*}
v_{x_{0}}(y):=\frac{u\left(x_{0}+\frac{1}{2}\left|x_{0}\right| y\right)}{g\left(x_{0}\right)} \quad \text { for every } y \in B_{1} \tag{3-12}
\end{equation*}
$$

By a simple calculation, we obtain that $v_{x_{0}}$ satisfies the equation

$$
\begin{equation*}
-\Delta v+\tilde{B}(y, v, \nabla v)=0 \quad \text { in } B_{1} \tag{3-13}
\end{equation*}
$$

where $\tilde{B}(y, v, \nabla v)$ is defined by

$$
\begin{equation*}
\tilde{B}(y, v, \nabla v)=2^{m-2}\left[\left|x_{0}\right|^{\vartheta} g\left(x_{0}\right)\right]^{m+q-1}[v(y)]^{q}|\nabla v(y)|^{m} \quad \text { for all } y \in B_{1} . \tag{3-14}
\end{equation*}
$$

From (3-10) and (3-12), there exists a positive constant $A_{0}$, which depends on $r_{0}$, such that $v_{x_{0}}(y) \leq A_{0}$ for all $y \in B_{1}$. Moreover, using the assumptions on $\theta$ and $\zeta$, we infer that there exists a positive constant $A_{1}$,
depending on $r_{0}$, such that $\left|x_{0}\right|^{\vartheta} g\left(x_{0}\right) \leq A_{1}$ for all $0<\left|x_{0}\right|<r_{0}$. Hence, using that $m \in(0,2)$, we find a positive constant $A_{2}$, depending on $r_{0}$ but independent of $x_{0}$, such that

$$
\begin{equation*}
|\tilde{B}(y, v, \boldsymbol{\xi})| \leq A_{2}(1+|\boldsymbol{\xi}|)^{2} \quad \text { for all } y \in B_{1} \text { and } \boldsymbol{\xi} \in \mathbb{R}^{N} . \tag{3-15}
\end{equation*}
$$

Then, by applying Theorem 1 in [Tolksdorf 1984], we obtain a constant $A_{3}$, which depends on $N$ and $A_{2}$ but is independent of $x_{0}$, such that $\left|\nabla v_{x_{0}}(0)\right| \leq A_{3}$. Since this is true for every $x_{0} \in B_{r_{0}}^{*}$, we readily deduce the first inequality of (3-11).
Lemma 3.9 (a spherical Harnack-type inequality). Let $r_{0}>0$ be such that $\bar{B}_{2 r_{0}} \subset \Omega$ and $u$ be a positive solution of (1-1). Then there exists a positive constant $C_{0}$, depending on $r_{0}$, such that

$$
\begin{equation*}
\max _{\partial B_{r}} u \leq C_{0} \min _{\partial B_{r}} u \quad \text { for all } r \in\left(0, r_{0}\right) . \tag{3-16}
\end{equation*}
$$

Proof. Fix $x_{0} \in B_{r_{0}}^{*}$. We define $v_{x_{0}}: B_{1} \rightarrow \mathbb{R}$ as in (3-12). By Lemma 3.4, we know that (3-10) holds with $\theta=\vartheta$ and $\zeta=0$. The proof of Lemma 3.8 shows that $v_{x_{0}}$ is a solution of (3-13), where $\tilde{B}$ satisfies (3-15). Hence, by the Harnack inequality in [Trudinger 1967, Theorem 1.1], we have

$$
\begin{equation*}
\sup _{B_{1 / 3}} v_{x_{0}} \leq C \inf _{B_{1 / 3}} v_{x_{0}}, \quad \text { or, equivalently, } \quad \sup _{B_{\left|x_{0}\right| / 6}\left(x_{0}\right)} u \leq C \inf _{B_{\left|x_{0}\right| / 6}\left(x_{0}\right)} u, \tag{3-17}
\end{equation*}
$$

where $C$ is a positive constant independent of $x_{0}$ (but depending on $A_{2}$ and thus on $r_{0}$ ). Using (3-17) and a standard covering argument (see, for example, [Friedman and Véron 1986]), we conclude the proof of (3-16) with $C_{0}=C^{10}$.

As a consequence of Lemmas 3.8 and 3.9, we obtain the following:
Corollary 3.10. Fix $r_{0}>0$ such that $\bar{B}_{4 r_{0}} \subset \Omega$. Let $u$ be a positive solution of (1-1).
(a) For any $0<a<b \leq \frac{3}{2}$, there exists a constant $C_{a, b}$, depending on $r_{0}$, such that

$$
\begin{equation*}
\max _{a r \leq|x| \leq b r} u(x) \leq C_{a, b} \min _{a r \leq|x| \leq b r} u(x) \quad \text { for every } r \in\left(0, r_{0}\right) . \tag{3-18}
\end{equation*}
$$

(b) There exists a positive constant $C$, depending on $r_{0}$, such that

$$
\begin{equation*}
|\nabla u(x)| \leq C \frac{u(x)}{|x|} \quad \text { for all } 0<|x|<r_{0} \tag{3-19}
\end{equation*}
$$

Proof. (a) For any $0<a<b \leq \frac{3}{2}$, we define $\mathscr{D}_{a, b}:=\left\{y \in \mathbb{R}^{N}: a \leq|y| \leq b\right\}$. Since $\mathscr{D}_{a, b}$ is a compact set in $\mathbb{R}^{N}$, there exists a positive integer $k_{a, b}$ and $y_{i} \in \mathscr{D}_{a, b}$ with $i=1,2, \ldots, k_{a, b}$ such that $\mathscr{D}_{a, b} \subseteq \bigcup_{i=1}^{k_{a, b}} B_{\left|y_{i}\right| / 6}\left(y_{i}\right)$. Fix $r \in\left(0, r_{0}\right)$. Letting $x_{i}=r y_{i}$ for $i=1,2, \ldots, k_{a, b}$, we find that

$$
\mathscr{D}_{a r, b r}:=\left\{x \in \mathbb{R}^{N}: a r \leq|x| \leq b r\right\} \subseteq \bigcup_{i=1}^{k_{a, b}} B_{\left|x_{i}\right| / 6}\left(x_{i}\right)
$$

By (3-17), there exists a positive constant $C=C\left(r_{0}\right)$ such that

$$
\begin{equation*}
\sup _{B_{\left|x_{i}\right|} \mid / 6\left(x_{i}\right)} u(x) \leq C \inf _{B_{\left|x_{i}\right|} \mid 6\left(x_{i}\right)} u(x) \quad \text { for all } i=1,2, \ldots, k_{a, b} \tag{3-20}
\end{equation*}
$$

Hence, we obtain (3-18) with $C_{a, b}:=C^{k_{a, b}}$.
(b) Fix $x_{0} \in B_{r_{0}}^{*}$. In the definition of $v_{x_{0}}$ in (3-12) and also in (3-14), we replace $g\left(x_{0}\right)$ by $u\left(x_{0}\right)$. By (a), the function $v_{x_{0}}$ is bounded by a positive constant $A_{0}$, independent of $x_{0}$, since

$$
v_{x_{0}}(y):=\frac{u\left(x_{0}+\frac{1}{2}\left|x_{0}\right| y\right)}{u\left(x_{0}\right)} \leq \frac{\max _{\left|x_{0}\right| / 2 \leq|y| \leq 3\left|x_{0}\right| / 2} u(y)}{\min _{\left|x_{0}\right| / 2 \leq|y| \leq 3\left|x_{0}\right| / 2} u(y)} \leq A_{0} \quad \text { for all } y \in B_{1} .
$$

The proof of (3-19) can now be completed as in Lemma 3.8.
We give a removability result for (1-1), which will be useful in the proof of Lemma 3.13, as well as to deduce that alternative (i) in Theorem 1.2(a) occurs when $\lim _{|x| \rightarrow 0} u(x) / E(x)=0$.

Lemma 3.11. Let $u$ be a positive solution of (1-1) with $\lim _{|x| \rightarrow 0} u(x) / E(x)=0$. Then there exists $\lim _{|x| \rightarrow 0} u(x) \in(0, \infty)$ and, moreover, $u$ can be extended as a continuous solution of $(1-1)$ in the whole $\Omega$. If, in addition, $0<m<1$, then $u \in C^{1}(\Omega)$.

Proof. As in [Cîrstea and Du 2010, Lemma 3.2(ii)], we obtain that $\lim \sup _{|x| \rightarrow 0} u(x)<\infty$. We show that (1-7) holds. Indeed, for $\varphi \in C_{c}^{1}(\Omega)$ fixed, let $R>0$ be such that $\operatorname{Supp} \varphi \subset B_{R} \Subset \Omega$. Using the gradient estimates in Lemma 3.8 and $\lim \sup _{|x| \rightarrow 0} u(x)<\infty$, we can find positive constants $C_{1}$ and $C_{2}$ (depending on $R$ ), such that

$$
|\nabla u|^{m} u^{q} \leq C_{1}|x|^{-m}\left(u+C_{2}\right) \quad \text { for all } 0<|x| \leq R .
$$

Since $m<2$, by [Serrin 1965, Theorem 1] we find that $u \in H_{\mathrm{loc}}^{1}(\Omega) \cap C(\Omega)$ and (1-7) holds.
We next prove that $\lim _{|x| \rightarrow 0} u(x)>0$. Fix $r_{0}>0$ small such that $\bar{B}_{4 r_{0}} \subset \Omega$. By using (3-19) in Corollary 3.10, there exists a positive constant $C$, depending on $r_{0}$, such that

$$
\begin{equation*}
\Delta u=u^{q}|\nabla u|^{m} \leq C^{m}|x|^{-m} u^{m+q} \quad \text { in } B_{r_{0}}^{*} . \tag{3-21}
\end{equation*}
$$

For each integer $k>1 / r_{0}$, let $w_{k}$ denote the unique positive classical solution of the problem

$$
\left\{\begin{array}{l}
\Delta w=C^{m}|x|^{-m} w^{m+q} \quad \text { in } B_{r_{0}} \backslash \bar{B}_{1 / k},  \tag{3-22}\\
\left.w\right|_{\partial B_{1 / k}}=\min _{\partial B_{1 / k}} u, \\
\left.w\right|_{\partial B_{r_{0}}}=\min _{\partial B_{r_{0}}} u
\end{array}\right.
$$

By uniqueness, $w_{k}$ must be radially symmetric. Using (3-21) and Lemma 3.2, we infer that

$$
\begin{equation*}
w_{k+1}(x) \leq w_{k}(x) \leq u(x) \quad \text { for every } 1 / k \leq|x| \leq r_{0} \tag{3-23}
\end{equation*}
$$

Then $w_{k} \rightarrow w$ in $C_{\text {loc }}^{1}\left(B_{r_{0}}^{*}\right)$ as $k \rightarrow \infty$, where $w$ is a positive radial solution of

$$
\left\{\begin{array}{l}
\Delta w=C^{m}|x|^{-m} w^{m+q} \quad \text { in } B_{r_{0}}^{*}  \tag{3-24}\\
\lim _{|x| \rightarrow 0} w(x) / E(x)=0 \\
\left.w\right|_{\partial B_{r_{0}}}=\min _{\partial B_{r_{0}}} u
\end{array}\right.
$$

We have $\lim _{|x| \rightarrow 0} w(x)>0$ (see, e.g., [Cîrstea 2014, Proposition 3.1(b)] if $N \geq 3$ and [Cîrstea 2014, Proposition 3.4(b)] if $N=2$ ). From (3-23), we infer that $w \leq u$ in $B_{r_{0}}^{*}$ and, hence, $\lim _{|x| \rightarrow 0} u(x)>0$.

Finally, we show that $u \in C^{1}(\Omega)$ when $m \in(0,1)$. In this case, we can choose $p \in(N, N / m)$. We show that $u \in W_{\text {loc }}^{2, p}\left(B_{r_{0}}\right)$, where $r_{0}>0$ is small so that $\bar{B}_{4 r_{0}} \subset \Omega$. Since $u \in C^{1}\left(\Omega^{*}\right)$, we conclude that $u \in C^{1}(\Omega)$
using the continuous embedding $W^{2, p}\left(B_{r}\right) \subset C^{1}\left(B_{r}\right)$ for $r>0$ (see, for example, Corollaries 9.13 and 9.15 in [Brezis 2011] or [Evans 2010, p. 270]).

Observe that $u^{q}|\nabla u|^{m} \in L^{p}\left(B_{r_{0}}\right)$. Indeed, using (3-19), there exist constants $c_{1}, c_{2}>0$ such that

$$
\begin{equation*}
\int_{B_{r_{0}}}|\nabla u|^{m p} \mathrm{~d} x \leq c_{1} \int_{B_{r_{0}}}|x|^{-m p} \mathrm{~d} x \leq c_{2} r_{0}^{N-m p}<\infty \quad \text { since } \quad p<\frac{N}{m} . \tag{3-25}
\end{equation*}
$$

Since $p>N$ and $u \in C\left(\bar{B}_{r_{0}}\right)$, by Corollary 9.18 in [Gilbarg and Trudinger 1983, p. 243] there exists a unique solution $v \in W_{\text {loc }}^{2, p}\left(B_{r_{0}}\right) \cap C\left(\bar{B}_{r_{0}}\right)$ of the problem

$$
\begin{cases}\Delta v=u^{q}|\nabla u|^{m} & \text { in } B_{r_{0}},  \tag{3-26}\\ v=u & \text { on } \partial B_{r_{0}} .\end{cases}
$$

(The uniqueness of the solution $v \in W_{\text {loc }}^{2, p}\left(B_{r_{0}}\right) \cap C\left(\bar{B}_{r_{0}}\right)$ is valid for any $p>1$.) We have $v \in W^{2,2}(D)$ for any subdomain $D \Subset B_{r_{0}}$ and, by Theorem 8.8 in [Gilbarg and Trudinger 1983, p. 183], $u \in W^{2,2}(D)$. By the uniqueness of the solution $v \in W_{\text {loc }}^{2,2}\left(B_{r_{0}}\right) \cap C\left(\bar{B}_{r_{0}}\right)$ of (3-26), it follows that $u=v$ and thus $u \in W_{\text {loc }}^{2, p}\left(B_{r_{0}}\right)$. Hence, $u$ is in $C^{1}(\Omega)$, completing the proof of Lemma 3.11.
Remark 3.12. If $u \in C^{1}\left(\mathbb{R}^{N}\right)$ is a positive solution of (1-1) in $\mathbb{R}^{N} \backslash\{0\}$ then, by Lemma 3.11, $u$ becomes a positive $C^{1}\left(\mathbb{R}^{N}\right)$ solution of (1-1) in $\mathbb{R}^{N}$ (and, by elliptic regularity theory, $u \in C^{2}\left(\mathbb{R}^{N}\right)$ ).

We are now ready to prove the first part of the assertion of Theorem 1.3(iii).
Lemma 3.13. Let $\Omega=\mathbb{R}^{N}$. If 0 is a removable singularity for a positive solution $u$ of (1-1), then $u$ must be constant.

Proof. Let $u$ be a positive solution of (1-1) in $\mathbb{R}^{N} \backslash\{0\}$ with a removable singularity at 0 . By Lemma 3.11, we can extend $u$ as a positive continuous solution of $(1-1)$ in $\mathscr{D}^{\prime}\left(\mathbb{R}^{N}\right)$. Moreover, using also Lemma 3.6, we find that $\sup _{\mathbb{R}^{N}} u=u(0)>0$. We show that

$$
\begin{equation*}
u(0)=\limsup _{|y| \rightarrow \infty} u(y) \tag{3-27}
\end{equation*}
$$

For any $\varepsilon>0$, there exists $R_{\varepsilon}>0$ such that $u(x) \leq \limsup _{|y| \rightarrow \infty} u(y)+\varepsilon$ for all $|x| \geq R_{\varepsilon}$. Set $f_{\varepsilon}(x)=\varepsilon|x|^{2-N}$ if $N \geq 3$ and $f_{\varepsilon}(x)=\left(1 / R_{\varepsilon}\right) \log \left(R_{\varepsilon} /|x|\right)$ if $N=2$. Clearly, there exists $r_{\varepsilon}>0$ small such that $u(x) \leq f_{\varepsilon}(x)$ in $B_{r_{\varepsilon}}^{*}$. Fix $z \in \mathbb{R}^{N} \backslash\{0\}$. Then $0<|z|<R_{\varepsilon}$ for every $\varepsilon>0$ small and

$$
\begin{equation*}
u(z) \leq f_{\varepsilon}(z)+\limsup _{|y| \rightarrow \infty} u(y)+\varepsilon . \tag{3-28}
\end{equation*}
$$

Letting $\varepsilon \rightarrow 0$, we find that $u(0) \leq \lim \sup _{|y| \rightarrow \infty} u(y) \leq \sup _{\mathbb{R}^{N}} u=u(0)$. This proves (3-27).
If $u<u(0)$ in $\mathbb{R}^{N} \backslash\{0\}$, then (3-8) would imply that $u(z) \leq \max _{|x|=1} u(x)<u(0)$ for all $|z| \geq 1$, which would contradict (3-27). Thus, there exists $z \in \mathbb{R}^{N} \backslash\{0\}$ such that $u(z)=u(0)$. Since $u$ is a subharmonic function, by the strong maximum principle we have $u=u(0)$ on $\mathbb{R}^{N}$.
Remark 3.14. For $m<1$, Lemma 3.13 follows from Lemma 3.11, combined with either Corollary 3.7 or [Filippucci 2009, Theorem 2.2], whose proof uses a test function technique in [Mitidieri and Pokhozhaev 2001]. Moreover, if $m<N /(N-1)$, we regain Lemma 3.13 for the positive $C^{1}\left(\mathbb{R}^{N}\right)$ solutions of (1-1) using the results in [Farina and Serrin 2011, p. 4422].

## 4. Proof of Theorem 1.1

Let (1-2) hold and $q<q_{*}$. Assume that $\Omega$ is a bounded domain with $C^{1}$ boundary and $h \in C(\partial \Omega)$ is a nonnegative function. For any $n \geq 1$, we consider the perturbed problem

$$
\begin{equation*}
\Delta u=\frac{u^{q+1}}{\sqrt{u^{2}+1 / n}} \frac{|\nabla u|^{m+2}}{|\nabla u|^{2}+1 / n} \quad \text { in } \Omega^{*} . \tag{4-1}
\end{equation*}
$$

Let $\Lambda \in[0, \infty)$. We shall prove the existence of a solution of (1-1)+(1-5) based on the following:
Lemma 4.1. If $\Lambda \in[0, \infty)$, then there is a unique nonnegative solution $u_{\Lambda, n}$ of (4-1)+(1-5).
Proof. The uniqueness follows from Lemma 3.2. Indeed, let $\hat{B}$ denote

$$
\hat{B}(x, z, \boldsymbol{\xi})=\hat{B}(z, \boldsymbol{\xi}):=\frac{z|z|^{q}}{\sqrt{z^{2}+1 / n}} \frac{|\boldsymbol{\xi}|^{m+2}}{|\boldsymbol{\xi}|^{2}+1 / n} \quad \text { for every } x \in \Omega^{*}, z \in \mathbb{R} \text { and } \boldsymbol{\xi} \in \mathbb{R}^{N}
$$

We see that $\hat{B}$ is $C^{1}$ with respect to $\xi$ in $\Omega^{*} \times \mathbb{R} \times \mathbb{R}^{N}$. By a simple calculation, we obtain that

$$
\frac{\partial}{\partial z} \hat{B}=\frac{|\boldsymbol{\xi}|^{m+2}}{|\boldsymbol{\xi}|^{2}+1 / n} \frac{|z|^{q}}{\left(z^{2}+1 / n\right)^{3 / 2}}\left[q z^{2}+\frac{q+1}{n}\right] \geq 0
$$

so that $\hat{B}$ is nondecreasing in $z$ for fixed $(x, \boldsymbol{\xi}) \in \Omega^{*} \times \mathbb{R}^{N}$. Let $u_{\Lambda, n}$ and $\hat{u}_{\Lambda, n}$ denote two nonnegative solutions of (4-1)+(1-5). Fix $\varepsilon>0$ arbitrary. If $\Lambda=0$, then $u_{\Lambda, n} \leq \varepsilon E+\hat{u}_{\Lambda, n}$ in $\Omega^{*}$. If $\Lambda \in(0, \infty)$ then $u_{\Lambda, n} \leq(1+\varepsilon) \hat{u}_{\Lambda, n}$, in $\Omega^{*}$ using $\lim _{|x| \rightarrow 0} u_{\Lambda, n}(x) / \hat{u}_{\Lambda, n}(x)=1$ and Lemma 3.2. Hence, in both cases, letting $\varepsilon \rightarrow 0$ then interchanging $u_{\Lambda, n}$ and $\hat{u}_{\Lambda, n}$, we find that $u_{\Lambda, n} \equiv \hat{u}_{\Lambda, n}$.

The existence of a nonnegative solution $u_{\Lambda, n}$ for (4-1)+(1-5) is established in two steps.
Step 1. For any integer $k \geq 2$, let $\mathscr{D}_{k}:=\Omega \backslash \bar{B}_{1 / k}$. There exists a unique nonnegative solution $u_{n, k} \in C^{2}\left(\mathscr{D}_{k}\right) \cap C\left(\overline{\mathscr{D}}_{k}\right)$ of the problem

$$
\begin{cases}\Delta u=\frac{u|u|^{q}}{\sqrt{u^{2}+1 / n}} \frac{|\nabla u|^{m+2}}{|\nabla u|^{2}+1 / n} & \text { in } \mathscr{D}_{k}:=\Omega \backslash \bar{B}_{1 / k},  \tag{4-2}\\ u=\Lambda E+\max _{\partial \Omega} h & \text { on } \partial B_{1 / k}, \\ u=h & \text { on } \partial \Omega .\end{cases}
$$

Moreover $u_{n, k}$ is positive in $\mathscr{D}_{k}$.
The existence assertion is a consequence of Theorem 15.18 in [Gilbarg and Trudinger 1983]. The conditions of their Theorem 14.1 and equation (10.36) can be checked easily. To see that the assumptions of [ibid., Theorem 15.5] are satisfied, we take $\theta=1$ in (15.53) and use that $m \in(0,2)$. The uniqueness and nonnegativity of the solution of (4-2) follows from Lemma 3.2. By Lemma 3.3, we obtain that $u_{n, k}>0$ in $\mathscr{D}_{k}$. Observe also that $u_{n, k} \geq \min _{\partial \Omega} h$ in $\mathscr{D}_{k}$.
Step 2. The limit of $u_{n, k}$ in $C_{\mathrm{loc}}^{1}\left(\Omega^{*}\right)$ as $k \rightarrow \infty$ yields a nonnegative solution of (4-1)+(1-5).
Since $\Lambda E+\max _{\partial \Omega} h$ is a supersolution of (4-2), we obtain that

$$
\begin{equation*}
0<u_{n, k+1} \leq u_{n, k} \leq \Lambda E+\max _{\partial \Omega} h \quad \text { in } \mathscr{D}_{k} \tag{4-3}
\end{equation*}
$$

Thus, there exists $u_{\Lambda, n}(x):=\lim _{k \rightarrow \infty} u_{n, k}(x)$ for all $x \in \Omega^{*}$ and $u_{n, k} \rightarrow u_{\Lambda, n}$ in $C_{\text {loc }}^{1}\left(\Omega^{*}\right)$ as $k \rightarrow \infty$ (see Lemma 3.8), where $u_{\Lambda, n}$ is a nonnegative solution of (4-1). We prove that $u_{\Lambda, n}$ satisfies (1-5). From (4-3) and Dini's theorem, we find that $u_{\Lambda, n} \in C(\bar{\Omega} \backslash\{0\})$ and $u_{\Lambda, n}=h$ on $\partial \Omega$.

If $\Lambda=0$ then clearly $\lim _{|x| \rightarrow 0} u_{\Lambda, n}(x) / E(x)=0$. If $\Lambda \in(0, \infty)$ then, by (4-3), we have

$$
\limsup _{|x| \rightarrow 0} \frac{u_{\Lambda, n}(x)}{E(x)} \leq \Lambda
$$

To end the proof of Step 2, we show that

$$
\begin{equation*}
\liminf _{|x| \rightarrow 0} \frac{u_{\Lambda, n}(x)}{E(x)} \geq \Lambda \tag{4-4}
\end{equation*}
$$

Fix $r_{0}>0$ small such that $\bar{B}_{4 r_{0}} \subset \Omega$ and let $k$ be any large integer such that $k>1 / r_{0}$. By Corollary 3.10(b), there exists a positive constant $C=C\left(r_{0}\right)$ such that

$$
\Delta u_{n, k}=\frac{u_{n, k}^{q+1}}{\sqrt{u_{n, k}^{2}+1 / n}} \frac{\left|\nabla u_{n, k}\right|^{m+2}}{\left|\nabla u_{n, k}\right|^{2}+1 / n} \leq u_{n, k}^{q}\left|\nabla u_{n, k}\right|^{m} \leq C^{m}|x|^{-m} u_{n, k}^{m+q} \quad \text { in } B_{r_{0}}^{*}
$$

for all $n \geq 1$ and every $k>1 / r_{0}$. Thus, $u_{n, k}$ is a supersolution of the problem

$$
\begin{cases}\Delta w=C^{m}|x|^{-m} w^{m+q} & \text { in } B_{r_{0}} \backslash \bar{B}_{1 / k},  \tag{4-5}\\ w=\Lambda E+\max _{\partial \Omega} h & \text { on } \partial B_{1 / k}, \\ w=0 & \text { on } \partial B_{r_{0}} .\end{cases}
$$

On the other hand, (4-5) has a unique positive classical solution $w_{k}$. Then Lemma 3.2 gives that

$$
\begin{equation*}
w_{k}(x) \leq u_{n, k}(x) \quad \text { for every } 1 / k \leq|x| \leq r_{0} \tag{4-6}
\end{equation*}
$$

By [Cîrstea and Du 2010, Theorem 1.2], $\lim _{k \rightarrow \infty} w_{k}=w$ in $C_{\text {loc }}^{1}\left(B_{r_{0}}^{*}\right)$, where $w>0$ in $B_{r_{0}}^{*}$ satisfies

$$
\begin{cases}\Delta w=C^{m}|x|^{-m} w^{m+q} & \text { in } B_{r_{0}}^{*}  \tag{4-7}\\ \lim _{|x| \rightarrow 0} w(x) / E(x)=\Lambda, & \\ w=0 & \text { on } \partial B_{r_{0}}\end{cases}
$$

By letting $k \rightarrow \infty$ in (4-6), we obtain that $w \leq u_{\Lambda, n}$ in $B_{r_{0}}^{*}$, which leads to (4-4).
Proof of Theorem 1.1, completed. Let $\Lambda \in[0, \infty)$ be arbitrary and $u_{\Lambda, n}$ denote the unique nonnegative solution of (4-1)+(1-5). By Lemmas 3.2 and 3.3, we obtain that

$$
\begin{equation*}
0<u_{\Lambda, n+1} \leq u_{\Lambda, n} \leq \Lambda E+\max _{\partial \Omega} h \quad \text { in } \Omega^{*} \tag{4-8}
\end{equation*}
$$

Thus, $u_{\Lambda}(x):=\lim _{n \rightarrow \infty} u_{\Lambda, n}(x)$ exists for all $x \in \Omega^{*}$. By Lemma 3.8, we find that $u_{\Lambda, n} \rightarrow u_{\Lambda}$ in $C_{\mathrm{loc}}^{1}\left(\Omega^{*}\right)$ as $n \rightarrow \infty$, where $u_{\Lambda}$ is a nonnegative solution of (1-1). Moreover, $u_{\Lambda}>0$ in $\Omega^{*}$, from Lemma 3.3. As before, $u_{\Lambda} \in C(\bar{\Omega} \backslash\{0\})$ and $u_{\Lambda}=h$ on $\partial \Omega$. If $\Lambda=0$, then $\lim _{|x| \rightarrow 0} u_{\Lambda}(x) / E(x)=0$. If $\Lambda \in(0, \infty)$ then, from the proof of Step 2, w$\leq u_{\Lambda}$ in $B_{r_{0}}^{*}$, where $w$ is the (unique) positive solution of (4-7). This and (4-8) prove that $\lim _{|x| \rightarrow 0} u_{\Lambda}(x) / E(x)=\Lambda$. Hence, $u_{\Lambda}$ is a nonnegative solution of (1-1)+(1-5) such that $u_{\Lambda} \geq \min _{\partial \Omega} h$ in $\Omega^{*}$ and $u_{\Lambda} \in C_{\text {loc }}^{1, \alpha}\left(\Omega^{*}\right)$ for some $\alpha \in(0,1)$ (by Lemma 3.8).

We now prove Theorem 1.1 for $\Lambda=\infty$. For any $j \geq 1$, let $u_{j, n}$ denote the unique positive solution of (4-1)+(1-5) with $\Lambda=j$. By Lemmas 3.2 and 3.4, we find $C_{1}>0$ such that

$$
\begin{equation*}
0<u_{j, n}(x) \leq u_{j+1, n}(x) \leq C_{1}|x|^{-\vartheta}+\max _{\partial \Omega} h \quad \text { for all } x \in \Omega^{*} \text { and every } n \geq 2 \tag{4-9}
\end{equation*}
$$

By Lemma 3.8, we have $u_{j, n} \rightarrow u_{\infty, n}$ in $C_{\text {loc }}^{1}\left(\Omega^{*}\right)$ as $j \rightarrow \infty$, where $u_{\infty, n}$ is a solution of (4-1)+(1-5) with $\Lambda=\infty$. If $u$ is any solution of (1-1)+(1-5) with $\Lambda=\infty$, then $u \leq u_{\infty, n+1} \leq u_{\infty, n}$ in $\Omega^{*}$. (We use Theorem 1.2(a)(iii) for $u_{\infty, n}$.) We set $u_{\infty}(x):=\lim _{n \rightarrow \infty} u_{\infty, n}(x)$ for all $x \in \Omega^{*}$. Hence, $u_{\infty, n} \rightarrow u_{\infty}$ in $C_{\mathrm{loc}}^{1}\left(\Omega^{*}\right)$ as $n \rightarrow \infty$ and $u_{\infty}$ is the maximal solution of (1-1)+(1-5) with $\Lambda=\infty$.

Remark 4.2. For any $\Lambda \in[0, \infty) \cup\{\infty\}$, the solution of (1-1)+(1-5) constructed in the proof of Theorem 1.1, say $u_{\Lambda, h}$, is the maximal one, in the sense that any other (sub)solution is dominated by it. If $m \geq 1$, then $u_{\Lambda, h}$ is the only solution of (1-1) and (1-5) (by Lemma 3.2). If $0<m<1$, then we can construct the minimal solution of (1-1)+(1-5) using a similar perturbation argument. More precisely, for any integer $\xi \geq 1$, we consider the perturbed problem

$$
\begin{equation*}
\Delta u=u^{q}\left(|\nabla u|^{2}+\frac{1}{\xi}\right)^{\frac{m}{2}} \quad \text { in } \Omega^{*} \tag{4-10}
\end{equation*}
$$

Under the assumptions of Theorem 1.1, it can be shown that (4-10), subject to (1-5), has a unique nonnegative solution $u_{\xi, \Lambda, h}$, which is dominated by any solution of (1-1)+(1-5) (using Lemma 3.2 for (4-10)). The existence of $u_{\xi, \Lambda, h}$ is obtained by proving Lemma 4.1 with (4-1) replaced by

$$
\begin{equation*}
\Delta u=\frac{u^{q+1}}{\sqrt{u^{2}+1 / n}}\left(|\nabla u|^{2}+\frac{1}{\xi}\right)^{\frac{m}{2}} \quad \text { in } \Omega^{*} \tag{4-11}
\end{equation*}
$$

The proof can be given as before and thus we skip the details. Moreover, $u_{\xi, \Lambda, h} \leq u_{\xi+1, \Lambda, h}$ in $\Omega^{*}$ and $u_{\xi, \Lambda, h}$ converges in $C_{\text {loc }}^{1}\left(\Omega^{*}\right)$ as $\xi \rightarrow \infty$ to the minimal solution of (1-1)+(1-5). Furthermore, if $\Omega=B_{\ell}$ for some $\ell>0$ and $h$ is a nonnegative constant then, by construction, both the maximal solution and the minimal solution of $(1-1)+(1-5)$ are radial.

Remark 4.3. For $m \in(0,1)$, the uniqueness of the solution of (1-1)+(1-5) may not necessarily hold (depending on $\Omega, h$ and $\Lambda$ ). Indeed, let $\Lambda \in(0, \infty)$ be arbitrary. Then there exists a nonincreasing solution $u_{1}$ of (2-1), subject to (2-2), such that $u_{1}^{\prime}(r)=0$ for all $r \in\left[r_{1}, 1\right]$ and $u_{1}^{\prime}<0$ on $\left(0, r_{1}\right)$ for some $r_{1} \in(0,1]$ (see Theorem 2.1). If $\Lambda>0$ is small, then $r_{1}=1$ (see Lemma 2.3) and, moreover, $u_{1}$ is the unique positive solution of (1-1)+(1-5) with $\Omega=B_{1}$ and $h \equiv u_{1}\left(r_{1}\right)$ (by Lemma 3.1).

By Theorem 2.2, there exists a positive, radial and increasing solution $u_{2}$ of (1-1) in $B_{r_{1}}^{*}$, subject to $\left.u\right|_{\partial B_{r_{1}}}=u_{1}\left(r_{1}\right)$. Let $C:=u_{2}(0) / u_{1}\left(r_{1}\right) \in(0,1)$ and $r_{2}:=r_{1} C^{-1 / \vartheta}$. We define $u_{3}:\left(0, r_{1}+r_{2}\right] \rightarrow(0, \infty)$ by

$$
u_{3}(r):= \begin{cases}C u_{1}\left(C^{1 / \vartheta} r\right) & \text { for } r \in\left(0, r_{2}\right), \\ u_{2}\left(r-r_{2}\right) & \text { for } r \in\left[r_{2}, r_{1}+r_{2}\right]\end{cases}
$$

We observe that (1-1) in $B_{r_{1}+r_{2}}^{*}$, subject to $\left.u\right|_{\partial B_{r_{1}+r_{2}}}=u_{1}\left(r_{1}\right)$ and $\lim _{|x| \rightarrow 0} u(x) / E(x)=\Lambda C^{1+(2-N) / \vartheta}$ has at least two distinct positive solutions: $u_{3}$ and the maximal solution, say $u_{4}$, as constructed in the proof of Theorem 1.1. We have $u_{3} \neq u_{4}$, since $u_{3}^{\prime}\left(r_{2}\right)=0$ and $u_{3}<u_{1}\left(r_{1}\right) \leq u_{4}$ on $\left[r_{2}, r_{1}+r_{2}\right)$.

## 5. Proof of Theorem 1.2

Let (1-2) hold. We first assume that $q<q_{*}$ and prove the claim of Theorem 1.2(a). Let $u$ be any positive solution of (1-1). We write $\Lambda:=\lim _{\sup _{|x| \rightarrow 0}} u(x) / E(x)$ and analyse three cases: (I) $\Lambda=0$; (II) $\Lambda \in(0, \infty)$; and (III) $\Lambda=\infty$. In Case (I), the claim follows from Lemma 3.11.

Case (II): $\Lambda \in(0, \infty)$. One can show the assertion of (ii) in Theorem 1.2(a) using an argument similar to [Friedman and Véron 1986, Theorem 1.1; Cîrstea and Du 2010, Theorem 5.1(b)]. We sketch the main ideas. Let $r_{0}>0$ be such that $\bar{B}_{4 r_{0}} \subset \Omega$. For any $r \in\left(0, r_{0}\right)$ fixed, we define the function

$$
V_{(r)}(\xi):=\frac{u(r \xi)}{E(r)} \quad \text { for all } \xi \in \mathbb{R}^{N} \text { with } 0<|\xi|<\frac{r_{0}}{r}
$$

We see that $V_{(r)}(\xi)$ satisfies the equation

$$
\begin{equation*}
\Delta V_{(r)}(\xi)=r^{2-m}[E(r)]^{q+m-1}\left[V_{(r)}(\xi)\right]^{q}\left|\nabla V_{(r)}(\xi)\right|^{m} \quad \text { for } 0<|\xi|<\frac{r_{0}}{r} \tag{5-1}
\end{equation*}
$$

We prove that $\lim _{|x| \rightarrow 0} u(x) / E(x)=\Lambda$ by showing that, for every $\xi \in \mathbb{R}^{N} \backslash\{0\}$,

$$
\lim _{r \rightarrow 0^{+}} V_{(r)}(\xi)=G(\xi), \quad \text { where } \quad G(\xi):= \begin{cases}\Lambda|\xi|^{2-N} & \text { if } N \geq 3  \tag{5-2}\\ \Lambda & \text { if } N=2\end{cases}
$$

For any $\xi \in \mathbb{R}^{N} \backslash\{0\}$, we define $W(\xi)$ by

$$
W(\xi):= \begin{cases}|\xi|^{2-N} & \text { if } N \geq 3 \\ 1+\ln (1 / \min \{|\xi|, 1\}) & \text { if } N=2\end{cases}
$$

Then by Lemma 3.8, there exist positive constants $C_{1}, C$ and $\alpha \in(0,1)$ such that

$$
\begin{equation*}
0<V_{(r)}(\xi) \leq C_{1} W(\xi), \quad\left|\nabla V_{(r)}(\xi)\right| \leq C \frac{W(\xi)}{|\xi|} \quad \text { and } \quad\left|\nabla V_{(r)}(\xi)-V_{(r)}\left(\xi^{\prime}\right)\right| \leq C \frac{\left|\xi-\xi^{\prime}\right|^{\alpha}}{|\xi|^{1+\alpha}} W(\xi) \tag{5-3}
\end{equation*}
$$

for every $\xi, \xi^{\prime} \in \mathbb{R}^{N}$ satisfying $0<|\xi| \leq\left|\xi^{\prime}\right|<r_{0} / r$. From the assumptions of Theorem 1.2, we infer that $\lim _{r \rightarrow 0^{+}} r^{2-m}[E(r)]^{q+m-1}=0$. Thus, from (5-1) and (5-3), we find that, for any sequence $\bar{r}_{n}$ decreasing to zero, there exists a subsequence $r_{n}$ such that

$$
\begin{equation*}
V_{\left(r_{n}\right)} \rightarrow V \quad \text { in } C_{\mathrm{loc}}^{1}\left(\mathbb{R}^{N} \backslash\{0\}\right) \quad \text { and } \quad \Delta V=0 \quad \text { in } \mathscr{D}^{\prime}\left(\mathbb{R}^{N} \backslash\{0\}\right) \tag{5-4}
\end{equation*}
$$

We set $\tilde{\Lambda}(r):=\sup _{|x|=r} u(x) / E(x)$ for $0<r<r_{0}$. Then $\lim _{r \rightarrow 0^{+}} \tilde{\Lambda}(r)=\Lambda$ and there exists $\xi_{r_{n}}$ on the $N$-1-dimensional sphere $S^{N-1}$ in $\mathbb{R}^{N}$ such that $\tilde{\Lambda}\left(r_{n}\right)=u\left(r_{n} \xi_{r_{n}}\right) / E\left(r_{n}\right)$. Passing to a subsequence, relabelled $r_{n}$, we have $\xi_{r_{n}} \rightarrow \xi_{0}$ as $n \rightarrow \infty$. We observe that

$$
\begin{equation*}
\frac{V_{\left(r_{n}\right)}(\xi)}{\tilde{\Lambda}\left(r_{n}|\xi|\right)} \leq \frac{E\left(r_{n}|\xi|\right)}{E\left(r_{n}\right)} \quad \text { for any } 0<|\xi|<\frac{r_{0}}{r_{n}}, \tag{5-5}
\end{equation*}
$$

with equality for $\xi=\xi_{r_{n}}$. Therefore, by letting $n \rightarrow \infty$ in (5-5) and using (5-4), we obtain that $V \leq G$ in $\mathbb{R}^{N} \backslash\{0\}$ with $V\left(\xi_{0}\right)=G\left(\xi_{0}\right)$. Hence, $V=G$ in $\mathbb{R}^{N} \backslash\{0\}$. For $N \geq 3$, we also find that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{(\nabla u)\left(r_{n} \xi\right)}{r_{n}^{1-N}}=-\frac{\Lambda}{N \omega_{N}}|\xi|^{-N} \xi \quad \text { for all } \xi \in \mathbb{R}^{N} \backslash\{0\} \tag{5-6}
\end{equation*}
$$

Since $\left\{\bar{r}_{n}\right\}$ is an arbitrary sequence decreasing to 0 , we conclude (5-2). Moreover,

$$
\begin{equation*}
\lim _{|x| \rightarrow 0} \frac{x \cdot \nabla u(x)}{|x|^{2-N}}=-\frac{\Lambda}{N \omega_{N}} \quad \text { and } \quad \lim _{|x| \rightarrow 0} \frac{|\nabla u(x)|}{|x|^{1-N}}=\frac{\Lambda}{N \omega_{N}} . \tag{5-7}
\end{equation*}
$$

For $N \geq 3$, the claim of (5-7) follows easily from (5-6). For $N=2$, one can follow the proof of Theorem 1.1 in [Friedman and Véron 1986] corresponding there to $p=N$ to obtain that $\lim _{r \rightarrow 0^{+}} r(\nabla u)(r \xi)=\Lambda \nabla E(\xi)$ for $\xi \in \mathbb{R}^{N} \backslash\{0\}$, which, for $|\xi|=1$, gives (5-7).

To obtain (1-8), we use (5-7) and similar ideas in the proof of (5.1) in [Cîrstea and Du 2010].
Case (III): $\Lambda=\infty$. Using a contradiction argument based on Lemma 3.9 and the same argument as in [Brandolini et al. 2013, Corollary 4] or [Cîrstea 2014, Corollary 4.5], we find that $\lim _{|x| \rightarrow 0} u(x) / E(x)=\infty$. We next conclude the proof of Theorem 1.2(a) by showing that $\lim _{|x| \rightarrow 0}|x|^{\vartheta} u(x)=\lambda$.
Lemma 5.1. Assume that (1-2) holds and $q<q_{*}$. Then any positive solution of (1-1) with a strong singularity at 0 satisfies $\lim _{|x| \rightarrow 0}|x|^{\vartheta} u(x)=\lambda$, where $\vartheta$ and $\lambda$ are given by (1-6).
Proof. We divide the proof into two steps.
Step 1. We show that $\liminf _{|x| \rightarrow 0}|x|^{\vartheta} u(x)>0$.
Fix $r_{0}>0$ such that $\bar{B}_{4 r_{0}} \subset \Omega$ and let $C$ be a positive constant as in Corollary 3.10(b). Let $k$ be a large integer such that $k>1 / r_{0}$. Consider the problem

$$
\left\{\begin{array}{l}
\Delta z=C^{m}|x|^{-m} z^{m+q} \quad \text { in } B_{r_{0}}^{*}  \tag{5-8}\\
\left.z\right|_{\partial B_{r_{0}}}=\min _{\partial B_{r_{0}}} u .
\end{array}\right.
$$

Using (1-2) and $q<q_{*}$, by [Cîrstea and Du 2010, Theorem 1.2] we obtain a unique positive solution $z_{k} \in C^{1}\left(B_{r_{0}}^{*}\right)$ of (5-8) satisfying $\lim _{|x| \rightarrow 0} z_{k}(x) / E(x)=k$. Since $\lim _{|x| \rightarrow 0} u(x) / E(x)=\infty$, by (3-21) and Lemma 3.2 we find that $0<z_{k} \leq z_{k+1} \leq u$ in $B_{r_{0}}^{*}$. We have $\lim _{k \rightarrow \infty} z_{k}=z_{\infty}$ in $C_{\text {loc }}^{1}\left(B_{r_{0}}^{*}\right)$ and $z_{\infty}$ is a positive solution of (5-8) with $\lim _{|x| \rightarrow 0} z_{\infty}(x) / E(x)=\infty$ (see [Cîrstea and Du 2010, p. 197]). From $z_{\infty} \leq u$ in $B_{r_{0}}^{*}$ and $\lim _{|x| \rightarrow 0}|x|^{\vartheta} z_{\infty}(x)>0$ (see Theorem 1.1 in [Cîrstea and Du 2010]), we conclude Step 1.
Step 2. We have $\lim _{|x| \rightarrow 0}|x|^{\vartheta} u(x)=\lambda$, where $\lambda$ and $\vartheta$ are given by (1-6).
We use a perturbation technique, as introduced in [Cîrstea and Du 2010], to construct a one-parameter family of sub- and supersolutions for (1-1). Fix $\varepsilon \in(0, \vartheta-N+2)$. Observe that, if $N \geq 3$, then $q<q_{*}$ gives that $\vartheta>N-2$. We define $\lambda_{ \pm \varepsilon}>0$ and $U_{ \pm \varepsilon}: \mathbb{R}^{N} \backslash\{0\} \rightarrow(0, \infty)$ as follows:

$$
\begin{equation*}
U_{ \pm \varepsilon}(x)=\lambda_{ \pm \varepsilon}|x|^{-(\vartheta \pm \varepsilon)} \quad \text { for } x \in \mathbb{R}^{N} \backslash\{0\}, \quad \text { where } \quad \lambda_{ \pm}:=\left[(\vartheta \pm \varepsilon)^{1-m}(\vartheta-N+2 \pm \varepsilon)\right]^{1 /(q+m-1)} . \tag{5-9}
\end{equation*}
$$

Clearly, we see that $\lambda_{ \pm \varepsilon} \rightarrow \lambda$ as $\varepsilon \rightarrow 0$. By a direct computation, we find that

$$
\begin{equation*}
\Delta U_{\varepsilon}-U_{\varepsilon}^{q}\left|\nabla U_{\varepsilon}\right|^{m} \leq 0 \leq \Delta U_{-\varepsilon}-U_{-\varepsilon}^{q}\left|\nabla U_{-\varepsilon}\right|^{m} \quad \text { in } \mathbb{R}^{N} \backslash\{0\} . \tag{5-10}
\end{equation*}
$$

From Step 1, we obtain that $\lim _{|x| \rightarrow 0} u(x) / U_{-\varepsilon}(x)=\infty$. On the other hand, by the a priori estimates in Lemma 3.4 we have that $\lim _{|x| \rightarrow 0} u(x) / U_{\varepsilon}(x)=0$. Since $\nabla U_{ \pm \varepsilon} \neq 0$ in $\mathbb{R}^{N} \backslash\{0\}$, by (5-10) and the comparison principle in Lemma 3.1 we deduce that

$$
\begin{equation*}
u(x) \leq U_{\varepsilon}(x)+\max _{\partial B_{r_{0}}} u \quad \text { and } \quad u(x)+\lambda r_{0}^{-\vartheta} \geq U_{-\varepsilon}(x) \quad \text { for all } 0<|x| \leq r_{0}, \tag{5-11}
\end{equation*}
$$

where $r_{0} \in(0,1)$ is chosen so that $\bar{B}_{r_{0}} \subset \Omega$. Letting $\varepsilon \rightarrow 0$ in (5-11), we find that

$$
\lambda\left(|x|^{-\vartheta}-r_{0}^{-\vartheta}\right) \leq u(x) \leq \lambda|x|^{-\vartheta}+\max _{\partial B_{r_{0}}} u \quad \text { for all } x \in B_{r_{0}}^{*} .
$$

This concludes the proof of Step 2.
Proof of Theorem 1.2, completed. It remains to show Theorem 1.2(b), that is, if $q \geq q_{*}$ for $N \geq 3$ then (1-1) has no positive solutions with singularities at 0 . Indeed, when $q>q_{*}$, the a priori estimates in Lemma 3.4 give that $\lim _{|x| \rightarrow 0} u(x) / E(x)=0$ for any solution of (1-1), proving the claim. If $q=q_{*}$, then $\vartheta=N-2$, where $\vartheta$ is given by (1-6). For every $\varepsilon>0$, we define $U_{\varepsilon}$ as in (5-9) and, from the proof of Lemma 5.1, we see that

$$
u(x) \leq U_{\varepsilon}(x)+\max _{\partial B_{r_{0}}} u=\left[(N-2+\varepsilon)^{1-m} \varepsilon\right]^{1 /(q+m-1)}|x|^{-(\vartheta+\varepsilon)}+\max _{\partial B_{r_{0}}} u \quad \text { for all } 0<|x| \leq r_{0}
$$

By letting $\varepsilon \rightarrow 0$, we find that $u(x) \leq \max _{\partial B_{r_{0}}} u$ for every $0<|x| \leq r_{0}$, that is, 0 is a removable singularity for every solution of (1-1). Using Lemma 3.11, we finish the proof.

## 6. Proof of Theorem 1.3

In this section, unless otherwise mentioned, we let $\Omega=\mathbb{R}^{N}$ in (1-1). Let (1-2) hold. If $q \geq q_{*}$ for $N \geq 3$ then, by Theorem 1.2(b), 0 is a removable singularity for all positive solutions of (1-1), which must be constant by Lemma 3.13. The assertion of Theorem 1.3(iii) is thus proved by Lemma 3.13. It remains to prove (i) and (ii) of Theorem 1.3.
(i) Let $q<q_{*}$. We divide the proof of Theorem 1.3(i) into two steps:

Uniqueness: From (3-8), any positive radial solution of (1-1) in $\mathbb{R}^{N} \backslash\{0\}$ is nonincreasing. Furthermore, since it satisfies (2-1) for all $r \in(0, \infty)$, we see that it is convex. Hence, any positive radial solution of (1-1) in $\mathbb{R}^{N} \backslash\{0\}$ satisfies only one of the following cases:

Case 1: There exists $r_{u}>0$ such that $u^{\prime}(r)=0$ for all $r \geq r_{u}$ and $u^{\prime}<0$ on $\left(0, r_{u}\right)$.
Case 2: $u^{\prime}(r)<0$ for all $r>0$.
We remark that Case 1 does happen for $m \in(0,1)$, as can be seen from Theorem 2.1 (defining $u(r)=u(1)$ for $1<r<\infty)$. Let $u_{1}$ and $u_{2}$ denote any positive radial solutions of (1-1)+(1-10) for some $\Lambda \in(0, \infty]$ and $\gamma \in[0, \infty)$. (If $\gamma=0$, then $u_{1}$ and $u_{2}$ are in Case 2.) Notice that $\lim _{r \rightarrow \infty}\left(u_{1}(r)-u_{2}(r)\right)=0$ and $\lim _{r \rightarrow 0^{+}} u_{1}(r) / u_{2}(r)=1$ (using Theorem 1.2(a) if $\Lambda=\infty$ ). If either $u_{1}$ or $u_{2}$ is in Case 2, then the uniqueness follows from Lemma 3.1, which is allowed because $\left|u_{1}^{\prime}\right|+\left|u_{2}^{\prime}\right| \neq 0$ in $\mathbb{R}^{+}$. Indeed, for every $\varepsilon>0$, we have $u_{1}(r) \leq(1+\varepsilon) u_{2}(r)+\varepsilon$ for every $r \in(0, \infty)$. Letting $\varepsilon \rightarrow 0$ then interchanging $u_{1}$
and $u_{2}$, we conclude that $u_{1} \equiv u_{2}$. If both $u_{1}$ and $u_{2}$ are in Case 1, then $u_{1}=u_{2}=\gamma$ in $\left(\max \left(r_{u_{1}}, r_{u_{2}}\right), \infty\right)$. Using Lemma 3.1 on $\left(0, \max \left(r_{u_{1}}, r_{u_{2}}\right)\right]$ as above, we find that $u_{1}=u_{2}$ on $(0, \infty)$. (When $1 \leq m<2$, the proof of uniqueness of solutions can be made simpler by using Lemma 3.2 instead of Lemma 3.1, since we do not require that $\left|u_{1}^{\prime}\right|+\left|u_{2}^{\prime}\right|>0$.)
Existence: Let $\Lambda \in(0, \infty)$ and $\gamma \in[0, \infty)$ be fixed. For any integer $\ell \geq 2$, we denote by $u_{\Lambda, \gamma, \ell}$ the maximal nonnegative solution of (1-1)+(1-5) with $h \equiv \gamma$ and $\Omega=B_{\ell}$ constructed by Theorem 1.1. For brevity, we write $u_{\ell}$ instead of $u_{\Lambda, \gamma, \ell}$. Recall the notation $B_{\ell}^{*}:=B_{\ell}(0) \backslash\{0\}$. From the proof of Theorem 1.1, $u_{n, \ell} \rightarrow u_{\ell}$ in $C_{\mathrm{loc}}^{1}\left(B_{\ell}^{*}\right)$ as $n \rightarrow \infty$, where $u_{n, \ell}$ stands here for the unique nonnegative solution of (4-1)+(1-5) with $h \equiv \gamma$ and $\Omega=B_{\ell}$. We observe that $u_{n, \ell}$ is radial by the rotation invariance of the operator and the symmetry of the domain and, hence, $u_{\ell}$ is radial, too. Since $u_{n, \ell}(r) \geq \gamma$ for all $r \in(0, \ell)$, by Lemma 3.2 we infer that $u_{n, \ell}(r) \leq u_{n, \ell+1}(r)$ for every $r \in(0, \ell)$. Consequently, letting $n \rightarrow \infty$ and using also Lemma 3.1, we deduce that

$$
\begin{equation*}
\gamma \leq u_{\ell}(r) \leq u_{\ell+1}(r) \leq \lambda r^{-\vartheta}+\gamma \quad \text { for all } 0<r<\ell . \tag{6-1}
\end{equation*}
$$

Thus, $u_{\ell} \rightarrow u_{\Lambda, \gamma}$ in $C_{\text {loc }}^{1}\left(\mathbb{R}^{N} \backslash\{0\}\right)$ as $\ell \rightarrow \infty$, where $u_{\Lambda, \gamma}$ is a radial solution of (1-1) in $\mathbb{R}^{N} \backslash\{0\}$. Letting $\ell \rightarrow \infty$ in (6-1), we find that $\lim _{r \rightarrow \infty} u_{\Lambda, \gamma}(r)=\gamma$. Since $u_{\ell}(1) \leq \lambda+\gamma$, by Lemma 3.1 we get that $u_{\ell}(r) \leq u_{\ell+1}(r) \leq \Lambda E(r)+\lambda+\gamma$ for all $r \in(0,1)$ and $\ell \geq 2$. Since $\lim _{r \rightarrow 0^{+}} u_{\ell}(r) / E(r)=\Lambda$, we obtain that $\lim _{r \rightarrow 0^{+}} u_{\Lambda, \gamma}(r) / E(r)=\Lambda$. Thus, $u_{\Lambda, \gamma}$ satisfies (1-10).

When $\Lambda=\infty$, we denote by $u_{j, \gamma}$ the radial solution of (1-1) in $\mathbb{R}^{N} \backslash\{0\}$, subject to (1-10), where $\Lambda$ is replaced by an integer $j \geq 2$. The above argument shows that $\gamma \leq u_{j, \gamma}(r) \leq u_{j+1, \gamma}(r) \leq \lambda r^{-\vartheta}+\gamma$ in $(0, \infty)$, so that $u_{j, \gamma} \rightarrow u_{\infty, \gamma}$ in $C_{\text {loc }}^{1}(0, \infty)$, where $u_{\infty, \gamma}$ is a radial solution of (1-1) in $\mathbb{R}^{N} \backslash\{0\}$ satisfying (1-10) with $\Lambda=\infty$. This concludes the proof of Theorem 1.3(i).
(ii) In view of Theorem 1.2, we need to establish the following result:

Lemma 6.1. Let (1-2) hold. If $u$ is a positive nonconstant solution of (1-1) in $\mathbb{R}^{N} \backslash\{0\}$, then $q<q_{*}$ and there exists $\lim _{|x| \rightarrow \infty} u(x)=\gamma$ in $[0, \infty)$. Moreover, $u$ is radially symmetric and nonincreasing in $\mathbb{R}^{N} \backslash\{0\}$, such that $\lim _{r \rightarrow 0^{+}} u(r) / E(r)=\Lambda \in(0, \infty]$.

Proof. Let $u$ be a positive nonconstant solution of (1-1) in $\mathbb{R}^{N} \backslash\{0\}$. Then we have $q<q_{*}$ and $\lim _{|x| \rightarrow 0} u(x) / E(x)=\Lambda \in(0, \infty]$ by Theorem 1.2 and Lemma 3.13. We proceed in two steps:

Step 1. There exists $\lim _{|x| \rightarrow \infty} u(x)$ in $[0, \infty)$.
From (3-8), we have limsup $\sup _{|x| \rightarrow \infty} u(x)<\infty$.
Claim. Let $\left(x_{n}\right)_{n \in \mathbb{N}}$ be a sequence in $\mathbb{R}^{N}$ satisfying $\left|x_{n}\right| \nearrow \infty$ as $n \rightarrow \infty$ and $L=\lim \sup _{n \rightarrow \infty} u\left(x_{n}\right)$. Then, up to a subsequence, relabelled $\left(x_{n}\right)$, we have for each $\varepsilon>0$ that there exists $N_{\varepsilon}>0$ such that $u(z)<L+\varepsilon$ for all $z \in \bar{B}_{\left|x_{n}\right| / 2}\left(x_{n}\right)$ and every $n \geq N_{\varepsilon}$.

Indeed, by defining $v_{n}(y)=u\left(x_{n}+y\right)$ for all $y \in B_{2\left|x_{n}\right| / 3}$, we see that $v_{n}$ satisfies (1-1) in $B_{2\left|x_{n}\right| / 3}$. For any $R>0$, there exists $n_{R} \geq 1$ such that $\frac{2}{3}\left|x_{n}\right|>R$ for all $n \geq n_{R}$. Since $\left(v_{n}\right)_{n \geq n_{R}}$ is uniformly bounded in $B_{R}$, as in Lemma 3.8, we find that $\left|\nabla v_{n}\right|$ is uniformly bounded in $B_{R}$. Then a subsequence of $\left(v_{n}\right)$, relabelled $\left(v_{n}\right)$, converges in $C_{\mathrm{loc}}^{1}\left(\mathbb{R}^{N}\right)$ to a nonnegative solution of $\Delta v=|\nabla v|^{m} v^{q}$ in $\mathbb{R}^{N}$, which is
constant by Corollary 3.7. Thus, up to a subsequence, relabelled ( $x_{n}$ ), we have that, for every $\varepsilon>0$, there exists $N_{\varepsilon} \geq 1$ such that $\left|u\left(x_{n}+y\right)-u\left(x_{n}\right)\right|<\frac{1}{4} \varepsilon$ for all $n \geq N_{\varepsilon}$ and every $y \in B_{1}$. Let $N_{\varepsilon}$ be large such that $u\left(x_{n}\right) \leq L+\frac{1}{4} \varepsilon$. Then $u\left(x_{n}+y\right)<L+\frac{1}{2} \varepsilon$ for all $n \geq N_{\varepsilon}$ and every $y \in B_{1}$. If $m \in(0,1)$, we define $V_{n}(y)$ by $f_{k, \delta}(y)$ with $k=\frac{2}{3}\left|x_{n}\right|$ and $\delta=1$ for every $1<|y|<\frac{2}{3}\left|x_{n}\right|$, where $f_{k, \delta}$ is as in Lemma 3.6. If $m \geq 1$, then $V_{n}(y)$ denotes $C\left(2-|y|^{2-N}\right)\left(2\left|x_{n}\right| / 3+1-|y|\right)^{-\tau}$ for $N \geq 3$, and $C \ln (\tilde{C}|y|)\left(\frac{2}{3}\left|x_{n}\right|+1-|y|\right)^{-\tau}$ for $N=2$, respectively, where $C, \tilde{C}$ and $\tau$ are positive constants independent of $n$. Taking $C$ and $\tilde{C}$ large enough and $\tau$ sufficiently close to 0 , we see that $V_{n}$ is a supersolution of (1-1) in $1<|y|<\frac{2}{3}\left|x_{n}\right|$, dominating $v_{n}(y)$ on $|y|=\frac{2}{3}\left|x_{n}\right|$. Hence, we find that

$$
\begin{equation*}
v_{n}(y) \leq V_{n}(y)+L+\frac{1}{2} \varepsilon \quad \text { for all } 1 \leq|y|<\frac{2}{3}\left|x_{n}\right| \text { and every } n \geq N_{\varepsilon} \tag{6-2}
\end{equation*}
$$

Using that $\lim _{n \rightarrow \infty} V_{n}\left(\frac{1}{2}\left|x_{n}\right|\right)=0$, we choose $N_{\varepsilon}$ large so that $V_{n}\left(\frac{1}{2}\left|x_{n}\right|\right)<\frac{1}{2} \varepsilon$ for all $n \geq N_{\varepsilon}$. Since the maximum of $v_{n}$ on $\bar{B}_{\left|x_{n}\right| / 2}$ is achieved on $\partial B_{\left|x_{n}\right| / 2}$, then, from (6-2), we conclude the claim.

We finish the proof of Step 1 by using the claim a finite number of times with the relabelling implicitly understood. Let $\left(x_{n, 1}\right)_{n \in \mathbb{N}}$ be a sequence in $\mathbb{R}^{N}$ with $\left|x_{n, 1}\right| \nearrow \infty$ and $\lim _{n \rightarrow \infty} u\left(x_{n, 1}\right)=\liminf _{|x| \rightarrow \infty} u(x)$. The claim gives that, for any fixed $\varepsilon>0$, there exists $N_{1}=N_{1}(\varepsilon)>0$ such that

$$
\begin{equation*}
u(z)<\liminf _{|x| \rightarrow \infty} u(x)+\varepsilon \quad \text { for all } z \in \bar{B}_{\left|x_{n, 1}\right| / 2}\left(x_{n, 1}\right) \text { whenever } n \geq N_{1} \tag{6-3}
\end{equation*}
$$

We choose $x_{n, 2} \in \partial B_{\left|x_{n, 1}\right|} \cap \partial B_{\left|x_{n, 1}\right| / 2}\left(x_{n, 1}\right)$. Thus, $\left|x_{n, 2}\right|=\left|x_{n, 1}\right| \nearrow \infty$ as $n \rightarrow \infty$. Since (6-3) holds for $z=x_{n, 2}$ and all $n \geq N_{1}$, by applying the claim again there exists $N_{2}>N_{1}$ such that

$$
u(z)<\liminf _{|x| \rightarrow \infty} u(x)+2 \varepsilon \quad \text { for all } z \in \bar{B}_{\left|x_{n, 1}\right| / 2}\left(x_{n, 2}\right) \cup \bar{B}_{\left|x_{n, 1}\right| / 2}\left(x_{n, 1}\right) \text { and every } n \geq N_{2}
$$

We can repeat this process a finite number of times, say $K$, which is independent of $n$, such that for each $2 \leq i \leq K$ it generates a number $N_{i}$ greater than $N_{i-1}$ and a sequence $\left(x_{n, i}\right)_{n \geq N_{i}}$ with $\left|x_{n, i}\right|=\left|x_{n, 1}\right|$ with the property that $\partial B_{\left|x_{n, 1}\right|} \subset \bigcup_{i=1}^{K} B_{\left|x_{n, 1}\right| / 2}\left(x_{n, i}\right)$ and

$$
\begin{equation*}
u(z)<\liminf _{|x| \rightarrow \infty} u(x)+K \varepsilon \quad \text { for all } z \in \partial B_{\left|x_{n, 1}\right|} \text { and every } n \geq N_{K} \tag{6-4}
\end{equation*}
$$

In light of (3-8), we see that (6-4) implies that $u(z) \leq \liminf _{|x| \rightarrow \infty} u(x)+K \varepsilon$ for all $|z| \geq\left|x_{n, 1}\right|$ and all $n \geq N_{K}$. Consequently, $\lim \sup _{|x| \rightarrow \infty} u(x) \leq \liminf _{|x| \rightarrow \infty} u(x)+K \varepsilon$. By taking $\varepsilon \rightarrow 0$, we obtain that $\lim \sup _{|x| \rightarrow \infty} u(x)=\liminf |x| \rightarrow \infty$,

To conclude the proof of Lemma 6.1, we need only show:

## Step 2. The solution $u$ is radial.

Since $\lim _{|x| \rightarrow \infty} u(x)=\gamma \in[0, \infty)$, we have that $u$ satisfies (1-10) for some $\Lambda \in(0, \infty]$. If $m \geq 1$, then (1-1) in $\mathbb{R}^{N} \backslash\{0\}$, subject to (1-10), has a unique positive solution (by Lemma 3.2), which must be radial by the invariance of the problem under rotation.

Let us now assume that $m \in(0,1)$. Let $\varepsilon \in(0, \gamma)$ be arbitrary. By Theorem 1.3(i), there exists a unique positive radial solution $U_{\varepsilon}$ of (1-1) in $\mathbb{R}^{N} \backslash\{0\}$ such that $\lim _{r \rightarrow 0^{+}} U_{\varepsilon}(r) / E(r)=\Lambda$ and
$\lim _{r \rightarrow \infty} U_{\varepsilon}(r)=\gamma+\varepsilon$. From the proof of Theorem 1.3(i) (with $\gamma$ there replaced by $\gamma+\varepsilon$ and $\ell>1$ large such that $u(x) \leq \gamma+\varepsilon$ for all $|x| \geq \ell$ ), we infer that $u \leq U_{\varepsilon}$ in $\mathbb{R}^{N} \backslash\{0\}$.

Using Remark 4.2 and the same ideas as in the existence proof of Theorem 1.3(i), for any integer $\xi \geq 1$, we can construct the unique nonnegative radial solution $u_{\xi, \Lambda, \varepsilon}$ of

$$
\begin{cases}\Delta u=u^{q}\left(|\nabla u|^{2}+1 / \xi\right)^{m / 2} & \text { in } \mathbb{R}^{N} \backslash\{0\},  \tag{6-5}\\ \lim _{|x| \rightarrow 0} u(x) / E(x)=\Lambda, & \\ \lim _{|x| \rightarrow \infty} u(x)=\max \{\gamma-\varepsilon, 0\} . & \end{cases}
$$

By Lemma 3.2, we deduce that $u_{\xi, \Lambda, \varepsilon} \leq u_{\xi+1, \Lambda, \varepsilon} \leq u$ in $\mathbb{R}^{N} \backslash\{0\}$, since $\lim _{|x| \rightarrow 0} u_{\xi, \Lambda, \varepsilon}(x) / u(x)=1$ and $\lim _{|x| \rightarrow \infty}\left(u_{\xi, \Lambda, \varepsilon}(x)-u(x)\right)$ is either 0 if $\gamma=0$ or $-\varepsilon$ if $\gamma>0$. Thus, by defining $u_{\varepsilon}(r):=$ $\lim _{\xi \rightarrow \infty} u_{\xi, \Lambda, \varepsilon}(r)$ for all $r \in(0, \infty)$, we obtain that $u_{\varepsilon}$ is a positive radial solution of (1-1) in $\mathbb{R}^{N} \backslash\{0\}$, satisfying $\lim _{r \rightarrow 0^{+}} u_{\varepsilon}(r) / E(r)=\Lambda$ and $\lim _{r \rightarrow \infty} u_{\varepsilon}(r)=\max \{\gamma-\varepsilon, 0\}$. Moreover, we have

$$
u_{\varepsilon_{2}} \leq u_{\varepsilon_{1}} \leq u \leq U_{\varepsilon_{1}} \leq U_{\varepsilon_{2}} \quad \text { in } \mathbb{R}^{N} \backslash\{0\} \quad \text { for all } 0<\varepsilon_{1}<\varepsilon_{2}<\gamma
$$

Letting $\varepsilon$ tend to 0 , we get that both $u_{\varepsilon}$ and $U_{\varepsilon}$ converge to a positive radial solution of (1-1) in $\mathbb{R}^{N} \backslash\{0\}$, subject to (1-10). By the uniqueness of such a solution, we conclude that $u$ is radial.

## Acknowledgements

Cîrstea was supported by ARC Discovery grant number DP120102878 "Analysis of nonlinear partial differential equations describing singular phenomena".

Since the submission of this paper, we have learned of a recent paper [Bidaut-Véron et al. 2014] on the local and global properties of solutions of quasilinear Hamilton-Jacobi equations, in which related questions are investigated.

## References

[Alarcón et al. 2012] S. Alarcón, J. García-Melián, and A. Quaas, "Keller-Osserman type conditions for some elliptic problems with gradient terms", J. Differential Equations 252:2 (2012), 886-914. MR 2853524 Zbl 1235.35096
[Barles et al. 2010] G. Barles, A. Porretta, and T. T. Tchamba, "On the large time behavior of solutions of the Dirichlet problem for subquadratic viscous Hamilton-Jacobi equations", J. Math. Pures Appl. (9) 94:5 (2010), 497-519. MR 2012a:35161 Zbl 1209.37069
[Bidaut-Véron and Dao 2012] M. F. Bidaut-Veron and N. A. Dao, "Isolated initial singularities for the viscous Hamilton-Jacobi equation", Adv. Differential Equations 17:9-10 (2012), 903-934. MR 2985679 Zbl 06108230
[Bidaut-Véron and Dao 2013] M. F. Bidaut-Véron and N. A. Dao, " $L^{\infty}$ estimates and uniqueness results for nonlinear parabolic equations with gradient absorption terms", Nonlinear Anal. 91 (2013), 121-152. MR 3081216 Zbl 1282.35198
[Bidaut-Véron et al. 2014] M.-F. Bidaut-Véron, M. Garcia-Huidobro, and L. Véron, "Local and global properties of solutions of quasilinear Hamilton-Jacobi equations", J. Funct. Anal. 267:9 (2014), 3294-3331. MR 3261111 Zbl 1300.35052
[Boccardo et al. 1993] L. Boccardo, T. Gallouët, and J. L. Vázquez, "Nonlinear elliptic equations in $\mathbb{R}^{N}$ without growth restrictions on the data", J. Differential Equations 105:2 (1993), 334-363. MR 94f:35044 Zbl 0810.35021
[Brandolini et al. 2013] B. Brandolini, F. Chiacchio, F. C. Cîrstea, and C. Trombetti, "Local behaviour of singular solutions for nonlinear elliptic equations in divergence form", Calc. Var. Partial Differential Equations 48:3-4 (2013), 367-393. MR 3116015 Zbl 1280.35046
[Brezis 1984] H. Brezis, "Semilinear equations in $\mathbb{R}^{N}$ without condition at infinity", Appl. Math. Optim. 12:3 (1984), 271-282. MR 86f:35076 Zbl 0562.35035
[Brezis 2011] H. Brezis, Functional analysis, Sobolev spaces and partial differential equations, Springer, New York, 2011. MR 2012a:35002 Zbl 1220.46002
[Brezis and Friedman 1983] H. Brézis and A. Friedman, "Nonlinear parabolic equations involving measures as initial conditions", J. Math. Pures Appl. (9) 62:1 (1983), 73-97. MR 84g:35093 Zbl 0527.35043
[Brezis and Véron 1980] H. Brézis and L. Véron, "Removable singularities for some nonlinear elliptic equations", Arch. Rational Mech. Anal. 75:1 (1980), 1-6. MR 83i:35071 Zbl 0459.35032
[Brezis and Oswald 1987] H. Brezis and L. Oswald, "Singular solutions for some semilinear elliptic equations", Arch. Rational Mech. Anal. 99:3 (1987), 249-259. MR 88g:35080 Zbl 0635.35035
[Brezis et al. 1986] H. Brezis, L. A. Peletier, and D. Terman, "A very singular solution of the heat equation with absorption", Arch. Rational Mech. Anal. 95:3 (1986), 185-209. MR 87i:35100 Zbl 0627.35046
[Cîrstea 2014] F. C. Cîrstea, A complete classification of the isolated singularities for nonlinear elliptic equations with inverse square potentials, Mem. Amer. Math. Soc. 1068, 2014. MR 3135311 Zbl 1306.35037
[Cîrstea and Du 2010] F. C. Cîrstea and Y. Du, "Isolated singularities for weighted quasilinear elliptic equations", J. Funct. Anal. 259:1 (2010), 174-202. MR 2012d:35127 Zbl 1192.35067
[D'Ambrosio et al. 2013] L. D'Ambrosio, A. Farina, E. Mitidieri, and J. Serrin, "Comparison principles, uniqueness and symmetry results of solutions of quasilinear elliptic equations and inequalities", Nonlinear Anal. 90 (2013), 135-158. MR 3073634 Zbl 1287.35033
[Evans 2010] L. C. Evans, Partial differential equations, 2nd ed., Graduate Studies in Mathematics 19, Amer. Math. Soc., Providence, RI, 2010. MR 2011c:35002 Zbl 1194.35001
[Farina and Serrin 2011] A. Farina and J. Serrin, "Entire solutions of completely coercive quasilinear elliptic equations, II", J. Differential Equations 250:12 (2011), 4409-4436. MR 2012j:35111 Zbl 1225.35098
[Felmer et al. 2013] P. Felmer, A. Quaas, and B. Sirakov, "Solvability of nonlinear elliptic equations with gradient terms", J. Differential Equations 254:11 (2013), 4327-4346. MR 3035435 Zbl 1282.35166
[Ferreira and Vazquez 2001] R. Ferreira and J. L. Vazquez, "Extinction behaviour for fast diffusion equations with absorption", Nonlinear Anal. 43:8 (2001), 943-985. MR 2002f:35141 Zbl 0974.35064
[Filippucci 2009] R. Filippucci, "Nonexistence of positive weak solutions of elliptic inequalities", Nonlinear Anal. 70:8 (2009), 2903-2916. MR 2010f:35450 Zbl 1165.35487
[Friedman and Véron 1986] A. Friedman and L. Véron, "Singular solutions of some quasilinear elliptic equations", Arch. Rational Mech. Anal. 96:4 (1986), 359-387. MR 87j:35100 Zbl 0619.35045
[Gilbarg and Trudinger 1983] D. Gilbarg and N. S. Trudinger, Elliptic partial differential equations of second order, 2nd ed., Grundlehren der Math. Wissenschaften 224, Springer, Berlin, 1983. MR 86c:35035 Zbl 0562.35001
[Lasry and Lions 1989] J.-M. Lasry and P.-L. Lions, "Nonlinear elliptic equations with singular boundary conditions and stochastic control with state constraints, I: The model problem", Math. Ann. 283:4 (1989), 583-630. MR 90f:35072 Zbl 0688.49026
[Li and Li 2012] X. Li and F. Li, "Nonexistence of solutions for singular quasilinear differential inequalities with a gradient nonlinearity", Nonlinear Anal. 75:5 (2012), 2812-2822. MR 2012m:35084 Zbl 1243.35183
[Marcus and Nguyen 2015] M. Marcus and P.-T. Nguyen, "Elliptic equations with nonlinear absorption depending on the solution and its gradient", Proc. London Math. Soc. 111:1 (2015), 205-239. Zbl 06464912
[Mitidieri and Pokhozhaev 2001] È. Mitidieri and S. I. Pokhozhaev, A priori estimates and the absence of solutions of nonlinear partial differential equations and inequalities, Tr. Mat. Inst. Steklova 234, 2001. In Russian; translated in Proc. Steklov Inst. Math. 234:3 (2001), 1-36. MR 2005d:35004 Zbl 0987.35002
[Nguyen Phuoc and Véron 2012] T. Nguyen Phuoc and L. Véron, "Boundary singularities of solutions to elliptic viscous Hamilton-Jacobi equations", J. Funct. Anal. 263:6 (2012), 1487-1538. MR 2948222 Zbl 1260.35059
[Oswald 1988] L. Oswald, "Isolated positive singularities for a nonlinear heat equation", Houston J. Math. 14:4 (1988), 543-572. MR 90k:35128 Zbl 0696.35023
[Pucci and Serrin 2004] P. Pucci and J. Serrin, "The strong maximum principle revisited", J. Differential Equations 196:1 (2004), 1-66. MR 2004k:35033 Zbl 1109.35022
[Pucci and Serrin 2007] P. Pucci and J. Serrin, The maximum principle, Progress in Nonlinear Differential Equations and their Applications 73, Birkhäuser, Basel, 2007. MR 2008m:35001 Zbl 1134.35001
[Serrin 1965] J. Serrin, "Isolated singularities of solutions of quasi-linear equations", Acta Math. 113 (1965), 219-240. MR 31 \#494 Zbl 0173.39202
[Tolksdorf 1984] P. Tolksdorf, "Regularity for a more general class of quasilinear elliptic equations", J. Differential Equations 51:1 (1984), 126-150. MR 85g:35047 Zbl 0488.35017
[Trudinger 1967] N. S. Trudinger, "On Harnack type inequalities and their application to quasilinear elliptic equations", Comm. Pure Appl. Math. 20 (1967), 721-747. MR 37 \#1788 Zbl 0153.42703
[Vázquez 1992] J. L. Vázquez, "An introduction to the mathematical theory of the porous medium equation", pp. 347-389 in Shape optimization and free boundaries (Montreal, PQ, 1990), edited by M. C. Delfour and G. Sabidussi, NATO Adv. Sci. Inst. Ser. C Math. Phys. Sci. 380, Kluwer, Dordrecht, 1992. MR 95b:35101 Zbl 0765.76086
[Vázquez 2007] J. L. Vázquez, The porous medium equation: mathematical theory, Clarendon, Oxford, 2007. MR 2008e:35003 Zbl 1107.35003
[Vázquez and Véron 1980] J. L. Vázquez and L. Véron, "Removable singularities of some strongly nonlinear elliptic equations", Manuscripta Math. 33:2 (1980), 129-144. MR 82b:35059 Zbl 0452.35034
[Vázquez and Véron 1985] J. L. Vázquez and L. Véron, "Isolated singularities of some semilinear elliptic equations", $J$. Differential Equations 60:3 (1985), 301-321. MR 87g:35091 Zbl 1243.35183
[Véron 1981] L. Véron, "Singular solutions of some nonlinear elliptic equations", Nonlinear Anal. 5:3 (1981), 225-242. MR 82f:35076 Zbl 0457.35031
[Véron 1986] L. Véron, "Weak and strong singularities of nonlinear elliptic equations", pp. 477-495 in Nonlinear functional analysis and its applications, II (Berkeley, 1983), edited by F. E. Browder, Proc. Sympos. Pure Math. 45, Amer. Math. Soc., Providence, RI, 1986. MR 87k:35087 Zbl 0617.35044
[Véron 1996] L. Véron, Singularities of solutions of second order quasilinear equations, Pitman Research Notes in Mathematics Series 353, Longman, Harlow, 1996. MR 98b:35053 Zbl 0858.35018

Received 17 Feb 2015. Revised 22 Jul 2015. Accepted 7 Sep 2015.
Joshua Ching: J.Ching@maths.usyd.edu.au
School of Mathematics and Statistics, The University of Sydney, Sydney NSW 2006, Australia
Florica Cîrstea: florica.cirstea@sydney.edu.au
School of Mathematics and Statistics, The University of Sydney, Sydney NSW 2006, Australia

## Analysis \& PDE

msp.org/apde

## EDITORS

Editor-IN-Chief
Maciej Zworski
zworski@math.berkeley.edu
University of California
Berkeley, USA
BOARD OF EDITORS

| Nicolas Burq | Université Paris-Sud 11, France nicolas.burq@math.u-psud.fr | Yuval Peres | University of California, Berkeley, USA peres@stat.berkeley.edu |
| :---: | :---: | :---: | :---: |
| Sun-Yung Alice Chang | Princeton University, USA chang@math.princeton.edu | Gilles Pisier | Texas A\&M University, and Paris 6 pisier@math.tamu.edu |
| Michael Christ | University of California, Berkeley, USA mchrist@math.berkeley.edu | Tristan Rivière | ETH, Switzerland riviere@math.ethz.ch |
| Charles Fefferman | Princeton University, USA cf@math.princeton.edu | Igor Rodnianski | Princeton University, USA irod@math.princeton.edu |
| Ursula Hamenstaedt | Universität Bonn, Germany ursula@math.uni-bonn.de | Wilhelm Schlag | University of Chicago, USA schlag@math.uchicago.edu |
| Vaughan Jones | U.C. Berkeley \& Vanderbilt University vaughan.f.jones@vanderbilt.edu | Sylvia Serfaty | New York University, USA serfaty@cims.nyu.edu |
| Herbert Koch | Universität Bonn, Germany koch@math.uni-bonn.de | Yum-Tong Siu | Harvard University, USA siu@math.harvard.edu |
| Izabella Laba | University of British Columbia, Canada ilaba@math.ubc.ca | Terence Tao | University of California, Los Angeles, USA tao@math.ucla.edu |
| Gilles Lebeau | Université de Nice Sophia Antipolis, France lebeau@unice.fr | Michael E. Taylor | Univ. of North Carolina, Chapel Hill, USA met@math.unc.edu |
| László Lempert | Purdue University, USA lempert@math.purdue.edu | Gunther Uhlmann | University of Washington, USA gunther@math.washington.edu |
| Richard B. Melrose | Massachussets Institute of Technology, USA rbm@math.mit.edu | András Vasy | Stanford University, USA andras@math.stanford.edu |
| Frank Merle | Université de Cergy-Pontoise, France Dan Frank.Merle@u-cergy.fr | an Virgil Voiculescu | University of California, Berkeley, USA dvv@math.berkeley.edu |
| William Minicozzi II | Johns Hopkins University, USA minicozz@math.jhu.edu | Steven Zelditch | Northwestern University, USA zelditch@math.northwestern.edu |
| Werner Müller | Universität Bonn, Germany mueller@math.uni-bonn.de |  |  |

PRODUCTION
production@msp.org
Silvio Levy, Scientific Editor

See inside back cover or msp.org/apde for submission instructions.
The subscription price for 2015 is US $\$ 205 /$ year for the electronic version, and $\$ 390 /$ year ( $+\$ 55$, if shipping outside the US) for print and electronic. Subscriptions, requests for back issues from the last three years and changes of subscribers address should be sent to MSP.

Analysis \& PDE (ISSN 1948-206X electronic, 2157-5045 printed) at Mathematical Sciences Publishers, 798 Evans Hall \#3840, c/o University of California, Berkeley, CA 94720-3840, is published continuously online. Periodical rate postage paid at Berkeley, CA 94704, and additional mailing offices.

APDE peer review and production are managed by EditFLOW ${ }^{\circledR}$ from MSP.
PUBLISHED BY
mathematical sciences publishers nonprofit scientific publishing
http://msp.org/
© 2015 Mathematical Sciences Publishers

## ANAlySis \& PDE

## Volume 8 No. 82015

Semilinear wave equations on asymptotically de Sitter, Kerr-de Sitter and Minkowski space- 1807 times

Peter Hintz and András Vasy A junction condition by specified homogenization and application to traffic lights
Giulio Galise, Cyril Imbert and Régis Monneau
Existence and classification of singular solutions to nonlinear elliptic equations with a gradient 1931 term

Joshua Ching and Florica Cîrstea
A topological join construction and the Toda system on compact surfaces of arbitrary genus 1963
Aleks Jevnikar, Sadok Kallel and Andrea Malchiodi
Well-posedness and scattering for the Zakharov system in four dimensions 2029
Ioan Bejenaru, Zihua Guo, Sebastian Herr and Kenji Nakanishi


[^0]:    ${ }^{1}$ The proof of Theorem 1.1 relies solely on (1-2) if $\Lambda=0$ in (1-5).

[^1]:    ${ }^{2}$ If $0<m<1$, we cannot apply Lemma 3.2. The modified comparison principle in Lemma 3.1 requires the extra condition $\left|\nabla u_{1}\right|+\left|\nabla u_{2}\right|>0$ in $D$, which restricts its applicability.

