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THE FINAL-STATE PROBLEM FOR THE CUBIC-QUINTIC NLS
WITH NONVANISHING BOUNDARY CONDITIONS

ROWAN KILLIP, JASON MURPHY AND MONICA VISAN

We construct solutions with prescribed scattering state to the cubic-quintic NLS

.i@t C�/ D ˛1 �˛3j j
2 C˛5j j

4 

in three spatial dimensions in the class of solutions with j .x/j ! c > 0 as jxj ! 1. This models
disturbances in an infinite expanse of (quantum) fluid in its quiescent state — the limiting modulus c
corresponds to a local minimum in the energy density.

Our arguments build on work of Gustafson, Nakanishi, and Tsai on the (defocusing) Gross–Pitaevskii
equation. The presence of an energy-critical nonlinearity and changes in the geometry of the energy
functional add several new complexities. One new ingredient in our argument is a demonstration that
solutions of such (perturbed) energy-critical equations exhibit continuous dependence on the initial data
with respect to the weak topology on H 1

x .

1. Introduction

We study the cubic-quintic nonlinear Schrödinger equation (NLS) with nonvanishing boundary conditions
in three space dimensions:�

.i@t C�/ D ˛1 �˛3j j
2 C˛5j j

4 ; .t; x/ 2 R�R3;

 .0/D  0:
(1-1)

We consider parameters ˛1; ˛3; ˛5 > 0 so that ˛23 � 4˛1˛5 > 0, which guarantees that the polynomial
˛1�˛3xC˛5x

2 has two distinct positive roots r20 > r
2
1 > 0. The boundary condition is given by

lim
jxj!1

j .t; x/j D r0: (1-2)

The choice of the larger root guarantees the energetic stability of the constant solution; it constitutes a
local minimum of the energy functional (1-7).

Equation (1-1) appears in a great variety of physical problems. It is a model in superfluidity [Ginzburg
and Pitaevskiı̆ 1958; Ginzburg and Sobyanin 1976], descriptions of bosons [Barashenkov et al. 1989] and of
defectons [Pushkarov and Kojnov 1978], the theory of ferromagnetic and molecular chains [Pushkarov and
Primatarova 1984; 1986], and in nuclear hydrodynamics [Kartavenko 1984]. The popularity of this model
can be explained by its simplicity combined with the fact that it captures an important phenomenology:
the constituents of most fluids experience an attractive interaction at low densities and a repulsion at high

MSC2010: 35Q55.
Keywords: final-state problem, wave operators, cubic-quintic NLS, nonvanishing boundary conditions.
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densities. The recent paper [Killip et al. 2014] focuses on the analogous problem with data decaying at
infinity, which constitutes a model for the dynamics of a finite body of fluid; the model (1-1) describes
the behavior of a localized disturbance in an infinite expanse of fluid that is otherwise quiescent.

By rescaling both space-time and the values of  , it suffices to consider the case r20 D 1 and ˛5 D 1.
This leaves one free parameter

 WD 1� r21 2 .0; 1/; (1-3)

in terms of which equation (1-1) becomes�
.i@t C�/ D .j j

2� 1/.j j2� 1C / ;

 .0/D  0;
(1-4)

with the boundary condition
lim
jxj!1

 .t; x/D 1: (1-5)

As discussed in [Gérard 2006] (albeit in the context of the Gross–Pitaevskii equation), finite energy func-
tions obeying (1-2) have a unique limiting phase as jxj!1, which we can normalize to be zero, yielding
(1-5). Furthermore, the dynamics of (1-1) preserve the value of this phase, so that the boundary condition
is independent of time, as well. This breaks the gauge invariance of (1-1) and prohibits using a phase
factor to remove the linear term in this equation. The presence of the linear term leads to weaker dispersion
at low frequencies, which presents a key challenge in understanding the long-time behavior of solutions.

We are interested in perturbations of the constant solution  � 1, and thus it is natural to introduce the
function uD u1C iu2 defined via  D 1Cu. Using (1-4), we arrive at the following equation for u:�

.i@t C�/u� 2u1 DN.u/;

u.0/D u0;
(1-6)

where N.u/D
P5
jD2Nj .u/, with

N2.u/D .3 C 4/u
2
1C u

2
2C 2iu1u2;

N3.u/D . C 8/u
3
1C . C 4/u1u

2
2C i Œ. C 4/u

2
1u2C u

3
2�;

N4.u/D 5u
4
1C 6u

2
1u
2
2Cu

4
2C i Œ4u

3
1u2C 4u1u

3
2�;

N5.u/D juj
4uD u51C 2u

3
1u
2
2Cu

4
2u1C i Œu

4
1u2C 2u

2
1u
3
2Cu

5
2�:

The Hamiltonian for (1-4) is given by

E. /D
1

2

Z
R3
jr j2 dxC



4

Z
R3
.j j2� 1/2 dxC

1

6

Z
R3
.j j2� 1/3 dx: (1-7)

Introducing the notation
q.u/ WD j j2� 1D 2u1Cjuj

2;

we may write
2u1CN.u/D Œq.u/C q.u/

2�.1Cu/

and
E.1Cu/D

1

2

Z
R3
jruj2 dxC



4

Z
R3
q.u/2 dxC

1

6

Z
R3
q.u/3 dx: (1-8)
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In the sequel we will write E.u/ for E.1Cu/; when there is no risk of confusion we will simply write
q.u/D q. Note that q represents density fluctuations relative to the constant background. The quantityR
q.t; x/ dx, which represents the total surplus/deficit of matter relative to the constant background, is

conserved in time; in this work we do not rely on this conservation law.

Well-posedness in the energy space. We define the energy space for (1-6) to be

E WD
˚
u 2 PH 1

x .R
3/ W q.u/ 2 L2x.R

3/
	
; (1-9)

with associated metric
ŒdE.u; v/�

2
WD ku� vk2

PH1
x

Ckq.u/� q.v/k2
L2x
;

and we let kukE WD dE.u; 0/ denote the energy-norm.
To justify our choice of energy space, we first note that functions with finite energy-norm have finite

energy. Indeed, using Sobolev embedding and the fact that .L3xCL
6
x/\L

2
x � L

3
x , it is not hard to see

that if u 2 E then q.u/ 2 L3x , and so jE.u/j<1. In fact,

jE.u/j. kuk2E Ckuk
3
E :

On the other hand, in Lemma 3.1 we will show that for  2
�
2
3
; 1
�
, functions with finite energy have

finite energy-norm. When  2
�
0; 2
3

�
, the energy is not coercive unless we impose an additional smallness

assumption (see Lemma 3.2).
When the energy is not coercive, there is no unique candidate for the name “energy space”. The authors

of [Killip et al. 2012] worked with the following notion of energy space:

EKOPV WD
˚
u 2 PH 1

x .R
3/\L4x.R

3/ W Reu 2 L2x.R
3/
	
:

Note that EKOPV � E . In the same work, they also proved that (1-6) is globally well-posed for data
u0 2 EKOPV; in particular, solutions are unconditionally unique in C.RI EKOPV/.

In Section 3, we prove global well-posedness and unconditional uniqueness for (1-6) in the energy
space E (see Theorem 3.3). As in [Killip et al. 2012; Tao et al. 2007; Zhang 2006], our approach is to
regard the equation as a perturbation of the defocusing energy-critical NLS

.i@t C�/uD juj
4u; (1-10)

which was proven to be globally well-posed, first in the radial case and then for general data in the
celebrated papers [Bourgain 1999; Colliander et al. 2008]. Proving well-posedness for a Schrödinger
equation in three dimensions that contains a quintic nonlinearity requires control over the PH 1

x -norm of the
solution. As the energy (1-8) is not necessarily coercive for  2

�
0; 2
3

�
, conservation of the Hamiltonian

does not supply the requisite a priori bound. To resolve this issue we will require that both the energy and
the kinetic energy of the data are small when  2

�
0; 2
3

�
.

Statement of the main result. The stability of the equilibrium solution  � 1 to (1-4) is equivalent to
the small-data problem for (1-6). In this direction, there are two natural problems to consider, namely,
the initial-value and the final-state problems for (1-6). For the former, the question is whether small and
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localized initial data lead to solutions that are global and decay as jt j !1. For the latter, the question is
whether one can construct a solution that scatters to a prescribed asymptotic state. In this paper we prove
two results related to the final-state problem. We will address the initial-value problem in a forthcoming
work.

To fit (1-6) into the standard framework of dispersive equations it is convenient to diagonalize the
equation. Setting

U D jrjhri�1 and H D jrjhri; with hri WD
p
2 �� and jrj D .��/

1
2;

we arrive at the following equation for v WD V u WD u1C iUu2:�
.i@t �H/v DNv.u/ WD U ReŒN.u/�C i ImŒN.u/�;
v.0/D V u0:

(1-11)

Note that ulin.t/ WD V
�1e�itHV uC solves the equation

.i@t C�/ulin� 2 Reulin D 0 with ulin.0/D uCI (1-12)

this is the linearization of (1-6) about uD 0.
Our main result in this paper is the following theorem:

Theorem 1.1. Suppose  2
�
2
3
; 1
�
. For any uC 2H 1

realC i
PH 1

real, there exists a global solution u2C.RI E/
to (1-6) such that

lim
t!1

ku.t/�ulin.t/k PH1
x
D 0; (1-13)

where ulin.t/ WD V
�1e�itHV uC. Moreover, we have modified asymptotics in the energy space, in the

sense that this same solution u obeys

lim
t!1

dE
�
u.t/; ulin.t/�hri

�2
julin.t/j

2
�
D 0: (1-14)

In the case  2
�
0; 2
3

�
, both conclusions still hold if additionally kuCkH1

realCi
PH1

real
is sufficiently small.

Remark 1.2. The hypotheses on uC are not sufficient to guarantee that ulin.t/ 2 E at any time t ;
correspondingly, one cannot hope to say that u is close to ulin in the energy space. Nonetheless, (1-13)
does show that the modification in (1-14) only plays a role at very low frequencies. Indeed, simple
computations show that the modification can be omitted, for example, when uC is a Schwartz function.

We do not guarantee uniqueness of the solution u in Theorem 1.1. Later, we will show uniqueness
within a restricted class of solutions u for suitable scattering states uC; see Theorem 1.4 and Corollary 1.7
below.

Discussion of relevant past results. To give proper context to our work, we need to discuss prior work
of Gustafson, Nakanishi, and Tsai [Gustafson et al. 2006; 2007; 2009] on the Gross–Pitaevskii equation8̂̂<̂

:̂
.i@t C�/ D .j j

2� 1/ ;

 .0/D  0;

lim
jxj!1

 .t; x/D 1:

(1-15)
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Note that unlike in (1-4), the cubic nonlinearity here is defocusing. Writing  D 1C u, this equation
preserves the energy

EGP.u/D
1

2

Z
R3
jruj2 dxC

1

4

Z
R3
q.u/2 dx: (1-16)

In contrast to (1-8), this energy density is lacking the sign-indefinite q.u/3-term. Correspondingly, the
energy is coercive and the nonlinearity is energy-subcritical.

The final-state problem for the Gross–Pitaevskii equation was addressed by Gustafson et al. [2007;
2009] in two and three dimensions and in [Gustafson et al. 2006] in higher dimensions. They also
considered the initial-value problem in dimensions d � 3 in [Gustafson et al. 2006; 2009].

The jumping-off point for Theorem 1.1 is an analogous result appearing in [Gustafson et al. 2009]
for the Gross–Pitaevskii equation, which in turn builds on earlier work of Nakanishi [2001] on the
(gauge-invariant) NLS. As our strategy is modeled closely on his, it is worth discussing in detail the
following result:

Theorem 1.3 [Nakanishi 2001]. Given uC 2H 1
x .R

3/ and 2
3
< p < 4

3
, there is a solution to

.i@t C�/uD juj
pu (1-17)

that obeys e�it�u.t/! uC in H 1
x .R

3/.

Sketch of proof. Nakanishi first defines solutions uT to (1-17) with uT .T /D eiT�uC. As the problem is
L2x-subcritical, these solutions are easily seen to be global with uniformly bounded H 1

x -norm (even in
the focusing case).

By writing (1-17) in Duhamel form and exploiting the dispersive estimate (2-2), it is not difficult to
show that for each � 2 C1c .R

3/, the collection of functions˚
t 7! h�; e�it�uT .t/i W T 2 R

	
(1-18)

forms an equicontinuous family on a compactification R[f˙1g of the real line. In particular, each such
function has limiting values as t !˙1. Applying Arzelà–Ascoli and the Cantor diagonal argument
(H 1

x is separable), one can find a sequence Tn!1 and a function u1 2 L1t H
1
x so that

e�it�uTn.t/ * e�it�u1.t/ weakly in H 1
x for each t 2 R.

This construction guarantees that u1 has two further properties. First, the function t 7! e�it�u1.t/ is
weakly H 1

x -continuous on R[f˙1g, that is, when H 1
x is endowed with the weak topology. Secondly,

for any � 2 C1c .R
3/,

h�; e�it�uTn.t/i ! h�; e�it�u1.t/i as n!1, uniformly in t 2 R.

Using these properties it is elementary to verify that e�it�u1.t/ * uC as t !1. This leaves two
obligations: firstly, one must show that u1 is actually a solution to (1-17) and secondly, one must upgrade
weak convergence to norm convergence.
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Due to the H 1
x -subcriticality of the nonlinearity, the Rellich–Kondrashov theorem allows one to show

that u1 is a weak solution to (1-17). For this problem, weak solutions with values in H 1
x are necessarily

strong solutions and so we may conclude that u1 is a solution to (1-17).
Lastly, to upgrade weak convergence to strong convergence, one exploits conservation of mass and

energy and the Radon–Riesz theorem. For example, one may argue as follows: The quantity

F.u/ WD

Z
R3
jruj2C

2

pC 2
jujpC2Cjuj2 dx (1-19)

is conserved under the flow (1-17). Exploiting this, dispersion of the linear flow, and weak lower-
semicontinuity of norms, we deduce that

lim
t!1

ke�it�u1.t/k2
H1
x
� F.u1/� lim

n!1
F.uTn.0//D lim

n!1
F.uTn.Tn//D kuCk

2

H1
x
:

Given that e�it�u1.t/ * uC, we deduce that e�it�u1.t/! uC in H 1
x . �

In order to adapt this beautiful argument to the Gross–Pitaevskii setting, the authors of [Gustafson
et al. 2009] had to overcome two significant obstacles: (i) One needs to make the (conserved) energy
(1-16) associated to (1-15) play the role of F in the argument above. It is far from obvious that this has
the requisite convexity. (ii) The simple arguments used to prove equicontinuity of the family (1-18) no
longer work. This failure stems from lower-power terms in the nonlinearity combined with the fact that
energy conservation gives poor a priori spatial decay of solutions; while it guarantees q.u/ 2 L2x , it only
yields u1 2 L3x and no better than u2 2 L6x . This is not sufficient decay to allow direct access to any of
the integrable-in-time dispersive estimates obeyed by the propagator.

The key to obtaining equicontinuity of the analogue of the family (1-18) in the Gross–Pitaevskii setting
is to exploit certain nonresonant structures in the nonlinearity that allow one to integrate by parts in time.
In implementing this approach, one sees that it is necessary to exhibit such nonresonance in both the
quadratic and cubic terms of the nonlinearity. Such a brute force attack is rather messy. The burden
can be significantly reduced by using test functions whose Fourier support excludes the origin. We will
demonstrate this (primarily expository) improvement over the arguments from [Gustafson et al. 2009]
in the proof of Proposition 6.2 below. One particular virtue of this approach is that it makes clear from
the start that the argument is inherently completely immune to the poor dispersion manifested by the
propagator (2-4) at low frequencies.

In [Gustafson et al. 2009], the authors exploit the quadratic nonresonant structure in a more elegant
way through the use of a normal form transformation

z D Œu1C .2��/
�1
juj2�C i

p
��=.2��/u2: (1-20)

In this work they also observe (and then utilize) the further nonresonant structure at the cubic level (akin to
(6-30)). There is some flexibility in the choice of normal form that witnesses the requisite nonresonance;
however, the particular one employed in [Gustafson et al. 2009] has the dramatic additional benefit of
overcoming obstacle (i) described above. The necessary convexity of the energy functional becomes
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clearer when written in their new variables: with u and z related by (1-20),

EGP.u/D
1
2

p2��z2
L2x
C
1
4

p��=.2��/ juj22
L2x
: (1-21)

The virtue of this identity is best understood in the context of (6-8). Because the right-most term in (1-21)
is nonnegative, combining (1-21) with (6-8) yields

lim
t!1

1
2

p2��z.t/2
L2x
D

1
2

p2��zC2L2x ;
where z.t/ and zC represent a particular solution and its putative scattering state, both in terms of the
normal form variable. This is just what is needed as input for the Radon–Riesz theorem.

Discussion of the main result. In order to prove Theorem 1.1 we will need to capitalize on all of the
ideas introduced in [Gustafson et al. 2009] to prove the analogous result for the Gross–Pitaevskii equation.
In particular, we will exploit a normal form transformation modeled closely on (1-20), namely,

z DM.u/ WD
�
u1C .2 ��/

�1
juj2

�
C i

p
��=.2 ��/u2: (1-22)

However, several new difficulties arise above and beyond those overcome in [Gustafson et al. 2009].
(i) The first group of new difficulties is associated to the presence of energy-critical terms in the nonlinearity.
(ii) The second group of difficulties stems from the shape of the energy functional.

(i) We begin by discussing the difficulties that arise from the energy-critical terms. As discussed earlier
in the introduction, we already need to give consideration to the energy-critical terms in the proof of
Theorem 3.3, which states that (1-6) admits global solutions for initial data in the energy space E . A
more significant challenge involves establishing a form of well-posedness with respect to the weak PH 1

x

topology (see Theorem 4.1), as we will now explain.
In the argument of Nakanishi described above, it was used that weak limits (in the H 1

x topology
pointwise in time) of strong solutions to (1-17) are themselves strong solutions. In the subcritical case,
one sees relatively easily that such limits are weak solutions (via Rellich–Kondrashov) and can then
exploit earlier work (see [Cazenave 2003, Chapters 3–4]) showing that weak solutions with values in H 1

x

are strong solutions. In particular, solutions converging weakly to zero (in H 1
x ) by concentrating will

actually converge to zero in the space-time norms used to construct such solutions. In a similar way, we
see that increasingly concentrated parts of a solution (which will drop out under taking a weak limit) do
not affect parts of the solution living at unit scale.

These arguments break down in the presence of the quintic nonlinearity, which is energy-critical. In
particular, initial data that converge weakly to zero in H 1

x by concentrating at a point lead to solutions that
do not go to zero in the space-time norms needed for well-posedness. Correspondingly, highly concentrated
parts of a solution may have large norm and so, naively at least, have a nontrivial effect on the remainder of
the solution. Thus, it is not clear that weak limits of solutions should even be continuous in time! The key
to escaping this nightmare is to show that two parts of a solution have little effect on one another if they
live at widely separated scales. We will achieve this by employing concentration compactness techniques.

Before tackling the full equation (1-6), one should first ensure that one can prove that weak limits of
solutions are themselves solutions in the case of the energy-critical NLS equation (1-10). Questions of
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this type appear to have been studied before only in the case of the energy-critical wave equation [Bahouri
and Gérard 1999]. As there, we proceed by harnessing the full power of the associated concentration
compactness ideas. Specifically, one starts with a nonlinear profile decomposition and then further exploits
some of the decoupling ideas used in its proof. In this paper, we will implement this strategy in the setting
of (1-6); this is ample guidance for anyone seeking to reconstruct the argument for (1-10).

As a precursor to the nonlinear profile decomposition needed to prove that weak limits of solutions
to (1-6) are themselves solutions, we must first develop a linear profile decomposition adapted to (1-6);
see Proposition 4.3. Despite the fact that the linear equation underlying (1-6) differs from that underlying
(1-10), we are able to adapt the profile decomposition for the linear Schrödinger equation to our setting,
rather than proceeding ab initio. To develop the nonlinear profile decomposition, we need to construct
solutions to (1-6) associated to each linear profile. For profiles living at unit scale, existence of these
solutions (and all requisite bounds) follows from Theorem 3.3. Profiles whose characteristic length scale
diverges can be approximated by linear solutions on bounded time intervals and so require no special
attention. However, highly concentrated profiles require independent treatment; this is the content of
Proposition 4.5. There are two subtle points here: (a) Such profiles are merely PH 1

x and so do not have finite
energy. (b) The characteristic time scale associated to such profiles is very short; thus, understanding such
solutions even on a bounded interval essentially requires an understanding of their infinite time behavior.

The nonlinear profile decomposition posits that the nonlinear evolution of the initial data can be
approximated by the sum of the nonlinear evolutions of its constituent profiles. This is verified by
demonstrating decoupling of the profiles inside the nonlinearity (see Lemma 4.7) and exploiting a suitable
stability theory for the equation (see Proposition 3.5). The latter requires certain a priori bounds, which
are shown to hold in Lemma 4.6. Once it is known that the nonlinear profile decomposition faithfully
represents the true solution, it is relatively elementary to complete the proof of well-posedness in the
weak topology, that is, the proof of Theorem 4.1.

This completes our discussion of the new difficulties (relative to [Gustafson et al. 2009]) associated to
the presence of energy-critical nonlinear terms.

(ii) We turn to the second main group of difficulties mentioned above, which stem from the shape of the
energy functional. First, the lack of coercivity when  2

�
0; 2
3

�
was discussed already as an obstacle to

proving global well-posedness. In this case, we restore coercivity by imposing a smallness condition on
the initial data.

As also discussed above, convexity of the energy functional plays a key role in upgrading weak
convergence to strong convergence in the argument of Nakanishi, via an argument of Radon–Riesz type.
The analogue of (1-21) for our equation is as follows: For z DM.u/ as in (1-22),

E.u/D 1
2
khrizk2

L2x
C
1
4
kU juj2k2

L2x
C

Z
1
6
q.u/3 dx: (1-23)

Unlike its analogue (1-21), this does not yield an inequality between the energy and the H 1
x -norm of z.

Indeed, the leading-order correction is the sign-indefinite term 4
3

R
.u1/

3 dx. Correspondingly, we will
need to be concerned with the structure of our solution u1.t/ as t ! 1 to ensure that it does not
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contain surplus energy beyond that needed for its (putative) scattering state. Recall that u1.t/ is merely
constructed as a weak limit of solutions uTn.t/ defined by their values at t D Tn, which gives very little a
priori information on its structure.

The resolution of this dilemma is to prove a form of energy decoupling between the part of the solution
matching the scattering state and any residual part; see Lemma 6.3. Ultimately, this energy decoupling
shows that any residual part of the solution must converge to zero in norm, which in fact obviates any
explicit implementation of the Radon–Riesz-style argument described above.

Existence of wave operators. Recall that in Theorem 1.1, we cannot guarantee uniqueness of the nonlinear
solution with prescribed scattering state. However, we are able to guarantee uniqueness under stronger
hypotheses. Specifically, for scattering states with good linear decay, we can guarantee that there is
only one nonlinear solution scattering to it with comparable decay. The decay of such solutions will be
measured in the norm

kukXT WD sup
t�T

t
1
2 ku.t/k

H
1;3
x .R3/

:

Theorem 1.4. Fix  2 .0; 1/. There exists � > 0 so that if uC 2H 1
realC i

PH 1
real satisfies

kV �1e�itHV uCkX1 � �; (1-24)

then there exists a global solution u 2 C.RI E/ to (1-6) such that

lim
t!1

ku.t/�V �1e�itHV uCkH1
realCi

PH1
real
D 0: (1-25)

Moreover u is unique in the class of solutions with kukXT � 4� for some T � 1.

Remark 1.5. The proof of this theorem gives a quantitative rate in (1-25), namely,

ku.t/�V �1e�itHV uCkH1
realCi

PH1
real
. t�

1
4 : (1-26)

Remark 1.6. Writing ulin.t/ D V
�1e�itHV uC, we note that uC 2 H 1

real C i
PH 1

real and kulinkX1 <1

guarantee that ulin is uniformly bounded in the energy space E for t � 1.

Finally, we observe that we can guarantee the smallness condition (1-24) by assuming control over
weighted norms.

Corollary 1.7. Let  2 .0; 1/ and uC 2H 1
realC i

PH 1
real. If

khxi
1
2
C
hriuCkL2x Ckhxi

4
3
C
hri

5
6 ReuCkL2x

is sufficiently small, then there exists a global solution u 2 C.RI E/ to (1-6) such that (1-25) holds.

We prove Theorem 1.4 and Corollary 1.7 in Section 7. The proof, which relies primarily on dispersive
and Strichartz estimates, consists of a contraction mapping argument that simultaneously solves the
requisite PDE for z DM.u/ and inverts the normal form transformation. The argument differs little from
that used to prove Theorem 1.1 in [Gustafson et al. 2007].
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Outline of the paper. In Section 2 we set some notation and collect several useful lemmas.
Section 3 concerns the well-posedness of (1-6) in the energy space. We prove Theorem 3.3, giving

global well-posedness and unconditional uniqueness in the energy space for (1-6). We also prove a
stability result, Proposition 3.5.

The proof of the main result, Theorem 1.1, is ultimately carried out in Section 6. The strategy is
modeled on the proof of Theorem 1.3 sketched above. Recalling that proof, we can broadly describe the
three main steps as follows: (a) weak convergence uniformly in time, (b) well-posedness in the weak
topology, and (c) strong convergence. As discussed above, new difficulties in our setting prevent a naive
implementation of Nakanishi’s strategy. Thus, we need to establish some preliminary results before
launching into the proof of Theorem 1.1.

In Section 4, we consider step (b) and prove Theorem 4.1; briefly, this theorem states that if un.0/*u0

in PH 1
x , then un.t/ * u.t/ in PH 1

x for all t , where un and u are solutions to (1-6) with initial data un.0/
and u0, respectively. As described above, ingredients include (i) a linear profile decomposition adapted
to (1-6) and (ii) a way to construct nonlinear solutions associated to the linear profiles. We prove the
linear profile decomposition Proposition 4.3 by adapting the energy-critical linear profile decomposition
for the Schrödinger propagator. For linear profiles living at unit length scales, we use Theorem 3.3 to
construct the corresponding nonlinear profiles. The construction of nonlinear profiles in the case of highly
concentrated linear profiles is more delicate and relies on the main result of [Colliander et al. 2008].
Specifically, we approximate such solutions to (1-6) by solutions to the energy-critical NLS and invoke
the stability result, Proposition 3.5. The details are carried out in Proposition 4.5.

In Section 5, we discuss the normal form transformation, which is needed for steps (a) and (c). As
discussed in the subsection on page 1526, low powers in the nonlinearity and poor spatial decay are problem-
atic for establishing the equicontinuity needed to prove weak convergence. To remedy this, we exploit non-
resonant structure in the equation via the normal form transformationM defined in (1-22). We prove some
continuity and invertibility properties of this transformation in Proposition 5.1. We also prove Lemma 5.3
relating the energy and the inverse of the normal form transformation, which plays a role in step (c).

With the results of Section 4 and Section 5 in place, we are in a position to prove Theorem 1.1 in
Section 6. Following the strategy of Nakanishi and using the normal form transformation and Theorem 4.1,
we first construct the putative scattering solution u1. Working with the variables z1 DM.u1/, we then
prove a weak convergence result, Proposition 6.2. Having removed the worst quadratic terms via normal
form transformation, establishing the requisite equicontinuity is a more feasible prospect; as in the work
of [Gustafson et al. 2009], however, we still need to exhibit additional nonresonance at the cubic level.

We next upgrade to strong convergence, still at the level of z1. This relies largely on an energy
decoupling lemma, Lemma 6.3. Finally, to complete the proof of Theorem 1.1, we show that strong
convergence for z1 implies the desired convergence properties for u1. For this, we make use of results
proved in Section 5 concerning the inverse of the normal form transformation (e.g., Lemma 5.3).

Finally, in Section 7 we prove Theorem 1.4 and Corollary 1.7. These results are much simpler than
Theorem 1.1; they follow from a contraction mapping argument and rely primarily on Strichartz/dispersive
estimates.
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2. Notation and useful lemmas

Some notation. We write A . B or A D O.B/ to indicate that A � CB for some constant C > 0.
Dependence of implicit constants on various parameters will be indicated with subscripts. For example,
A.' B means that A�CB for some C DC.'/. The dependence of implicit constants on the parameter 
defined in (1-3) will not be explicitly indicated. We write A� B if A. B and B . A. We write A� B

if A� cB for some small c > 0.
We write a complex-valued function u as uD u1C iu2. When X is a monomial, we use the notation

Ø.X/ to denote a finite linear combination of products of the factors of X , where Mikhlin multipliers
(e.g., Littlewood–Paley projections) and/or complex conjugation may be additionally applied in each
factor. We extend Ø to polynomials via Ø.X CY /D Ø.X/CØ.Y /.

For a time interval I we write LqtL
r
x.I � R3/ for the Banach space of functions u W I � R3 ! C

equipped with the norm

kukLqt L
r
x.I�R3/ D

�Z
I

ku.t/k
q

Lrx.R3/
dt

�1
q

;

with the usual adjustments when q or r is infinity. If q D r we write LqtL
q
x D L

q
t;x . We often abbreviate

kukLqt L
r
x.I�R3/ D kukLqt L

r
x

and kukLrx.R3/ D kukLrx . We also write C.I IX/ to denote the space of
continuous functions on I taking values in X .

We use the following convention for the Fourier transform on R3:

Of .�/D .2�/�
3
2

Z
R3
e�ix��f .x/ dx so that f .x/D .2�/�

3
2

Z
R3
eix�� Of .�/ d�:

The fractional differential operator jrjs is defined by 1jrjsf .�/D j�js Of .�/. We will also make use of
the following Fourier multiplier operators (and powers thereof):

h�i D
p
2 Cj�j2;

U.�/D
p
j�j2.2 Cj�j2/�1;

H.�/D
p
j�j2.2 Cj�j2/;

hri D

p
2 ��;

U D
p
.��/.2 ��/�1;

H D
p
.��/.2 ��/:

Fix  2 .0; 1/ as in (1-3). We define homogeneous and inhomogeneous Sobolev norms PH s;r
x and H s;r

x

as the completion of Schwartz functions under the norms

kf k PH s;r
x
WD k.��/

s
2f kLrx and kf kH s;r

x
WD k.2 ��/

s
2f kLrx ;

respectively. When r D 2 we abbreviate PH s;2
x D

PH s
x and H s;2

x DH
s
x . Note that this definition of the

H s
x-norm is equivalent (up to constants depending on ) to the standard one, which uses the operator

.1��/
s
2 .

Basic harmonic analysis. We employ the standard Littlewood–Paley theory. Let � be a radial bump
function supported in

˚
j�j� 11

10

	
and equal to 1 on the unit ball. ForN 22Z we define the Littlewood–Paley
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projections

1P�Nu.�/D �
�
1
N
�
�
Ou.�/; bPNu.�/D

�
�
�
1
N
�
�
��. 1

2N
�/
�
Ou.�/; and P>N D Id�P�N :

These operators commute with all other Fourier multiplier operators. They are self-adjoint and bounded
on every Lpx and H s

x space for 1� p �1 and s � 0. We write Plo D P�1 and Phi D P>1.
The Littlewood–Paley projections obey the following standard estimates.

Lemma 2.1 (Bernstein estimates). For 1� r � q �1 and s � 0 we havejrjsP�NuLrx.R3/ .N s
kP�NukLrx.R3/;

kP>NukLrx.R3/ .N
�s
jrjsP>NuLrx.R3/;

kP�NukLqx.R3/ .N
3
r
� 3
q kP�NukLrx.R3/:

We will need the following:

Lemma 2.2 (fractional chain rule, [Christ and Weinstein 1991]). Suppose G 2 C 1.C/ and s 2 .0; 1�. Let
1 < r; r2 <1 and 1 < r1 �1 satisfy 1=r1C 1=r2 D 1=r . ThenjrjsG.u/

Lrx
. kG0.u/k

L
r1
x

jrjsu
L
r2
x
:

We will also need the following result concerning bilinear Fourier multipliers. For a real-valued
function B.�1; �2/ we define the operator BŒf; g� via

2BŒf; g�.�/ WD .2�/ 32
Z

R3
B.�; � � �/ Of .�/ Og.� � �/ d�: (2-1)

Lemma 2.3 (Coifman–Meyer bilinear estimate, [Coifman and Meyer 1978; Meyer and Coifman 1991]).
If the symbol B.�1; �2/ satisfies

j@˛�1@
ˇ

�2
B.�1; �2/j.˛;ˇ .j�1jC j�2j/�.j˛jCjˇ j/

for all multi-indices ˛; ˇ up to sufficiently high order, then

kBŒf; g�kLrx . kf kLr1x kgkLr2x
for all 1 < r <1 and 1 < r1; r2 <1 satisfying 1=r D 1=r1C 1=r2.

Linear estimates. We record here the dispersive and Strichartz estimates for the propagators eit�

and e�itH.
As is well known, the linear Schrödinger propagator in three space dimensions can be written as

Œeit�f �.x/D .4�it/�
3
2

Z
R3
e
ijx�yj2

4t f .y/ dy

for t ¤ 0. This yields the dispersive estimates

keit�f kLrx.R3/ . jt j
�. 3

2
� 3
r
/
kf k

Lr
0
x .R3/

(2-2)

for t ¤ 0, where 2� r �1 and 1=rC1=r 0D 1. This estimate can be used to prove the standard Strichartz
estimates for eit�. We state the result we need in three space dimensions.
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Proposition 2.4 (Strichartz estimates for eit�, [Ginibre and Velo 1992; Keel and Tao 1998; Strichartz
1977]). For a space-time slab I �R3 and 2� q; Qq �1 with 2=qC 3=r D 2= QqC 3= Qr D 3

2
, we haveeit�'C Z t

0

ei.t�s/�F.s/ ds


L
q
t L
r
x.I�R3/

. k'kL2x CkF kL Qq0t LQr0x .I�R3/
:

Using stationary phase, one can prove a similar dispersive estimate for e�itH (see [Gustafson et al. 2006;
2009]). In fact, there is a small gain at low frequencies compared to the estimates for the linear Schrödinger
propagator; while the dispersion relation for this propagator has less curvature in the radial direction than
that for Schrödinger, this is more than compensated for by the increased curvature in the angular directions.

Proposition 2.5 (estimates for e�itH, [Gustafson et al. 2006, 2009]). For 2� r �1 we have

ke�itHf kLrx.R3/ . jt j
�. 3

2
� 3
r
/
kU

1
2
� 1
r f k

Lr
0
x .R3/

(2-3)

for t ¤ 0. In particular, for a space-time slab I �R3 and 2� q; Qq �1 with 2=qC3=r D 2= QqC3= Qr D 3
2

,
we have e�itH'C Z t

0

e�i.t�s/HF.s/ ds


L
q
t L
r
x.I�R3/

. k'kL2x CkF kL Qq0t LQr0x .I�R3/
:

For an interval I and s � 0 we define the Strichartz norm by

kuk PSs.I / D sup
njrjsu

L
q
t L
r
x.I�R3/

W 2� q �1;
2

q
C
3

r
D
3

2

o
:

The Strichartz space PSs.I / is then defined to be the closure of test functions under this norm. We let
PN s.I / denote the corresponding dual Strichartz space.

In several places it will be more convenient to work with (1-6) rather than the diagonalized (1-11).
The linear propagator associated with (1-6) takes the form

V �1e�itHV

"
f1

f2

#
D

"
cos.tH/ U sin.tH/

�U�1 sin.tH/ cos.tH/

#"
f1

f2

#
(2-4)

for any function f D f1C if2. We will make use of the following Strichartz estimates for this propagator:

Lemma 2.6. Fix T > 0. Given 2 < q; Qq �1 with 2=qC 3=r D 2= QqC 3= Qr D 3
2

, we haveV �1e�itHV'C Z t

0

V �1e�i.t�s/HVF.s/ ds


L
q
t L
r
x

.T k'kL2x CkF kL Qq0t LQr0x ; (2-5)

where all space-time norms are over Œ�T; T ��R3.

Proof. As we are excluding the endpoint, it suffices (via a T T � argument) to prove the result when
F � 0; moreover, it clearly suffices to consider each entry in the matrix (2-4) separately. In view of
the boundedness of U , three out of four of these matrix elements obey the same Strichartz estimates
as e�itH ; see Proposition 2.5. As PhiU

�1 is also bounded, we need only prove Strichartz estimates for
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PloU
�1 sin.tH/. However, this is easily done via Hölder and Bernstein’s inequality:

kPloU
�1 sin.tH/'kLqt Lrx.Œ�T;T ��R3/ . T

1
q kPloU

�1 sin.tH/'kL1t L2x.Œ�T;T ��R3/

. T 1C
1
q k'kL2x.R3/: (2-6)

This completes the proof of the lemma. �

At high frequencies, the operator e�itH closely resembles the Schrödinger propagator (on bounded
time intervals); specifically, we haveq

j�j2.2 Cj�j2/D j�j2C  Cm.�/ with jm.�/j. h�i�2: (2-7)

Indeed, it is not difficult to verify that m.�/ defines a Mikhlin multiplier. This observation will play a key
role in our treatment of highly concentrated profiles in Section 4. For the moment, however, we simply
use it to obtain a crude local smoothing estimate.

Lemma 2.7 (local smoothing). Given T > 0 and R > 0,jrj 12V �1e�itHV'
L2t;x.fjt j�T g�fjxj�Rg/

.R;T k'kL2x : (2-8)

Proof. We treat high and low frequencies separately. In the low-frequency regime, we exploit (2-4) and
argue as in (2-6) to deduce thatjrj 12PloV

�1e�itHV'

L2t;x.fjt j�T g�fjxj�Rg/

. T
1
2 .1CT /k'kL2x :

In the high-frequency regime, we can use the usual local smoothing estimate for the Schrödinger equation
together with jrj 12PhiV

�1Œe�itH � e�it.��/�V'

L1t L

2
x.fjt j�T g�R3/

. T k'kL2x ;

which follows from (2-7). �

In practice, we will use the following corollary.

Corollary 2.8. LetK be a compact subset of I�R3 for some interval I �R. Then the following estimates
hold:

kreit�f kL2t;x.K/
.K keit�f k

1
3

L10t;x.I�R3/
kf k

2
3

PH1
x

;

krV �1e�itHVf kL2t;x.K/
.K kV �1e�itHVf k

1
3

L10t;x.I�R3/
kf k

2
3

PH1
x

:

Proof. Fix N > 0. By the Bernstein and Hölder inequalities,

krP�N e
it�f kL2t;x.K/

.K N keit�f kL10t;x.I�R3/:

By the local smoothing estimate for eit� and Bernstein, we also have

krP>N e
it�f kL2t;x.K/

.K
jrj 12P>Nf L2x .K N� 12 krf kL2x :

Optimizing in the choice of N yields the first estimate.
To obtain the second estimate one argues in exactly the same way, making use of Lemma 2.7. �
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3. Global well-posedness in the energy space

In this section we discuss the well-posedness of (1-6) in the energy space. We begin by justifying the
name “energy space” given to the set E defined in (1-9). Recall from the Introduction that if u 2 E ,
then jE.u/j <1. The following two lemmas prove that if the energy of u is finite, then u 2 E; when
 2

�
0; 2
3

�
, this requires an additional smallness condition.

Lemma 3.1. If  2
�
2
3
; 1
�

and E.u/ <1, then u 2 E with kuk2E .E.u/. If  D 2
3

and E.u/ <1, then
u 2 E with

kruk2
L2x
.E.u/ and kqk2

L2x
.E.u/C ŒE.u/�3:

Proof. When  > 2
3

we use the fact that q � �1 in (1-8) to write

E.u/�
1

2

Z
jruj2 dxC



4

Z �
1�

2

3

�
q2 dx;

which immediately implies the result.
We now turn to the case when  D 2

3
. In this case, the energy takes the form

E.u/D
1

2

Z
jruj2 dxC

1

6

Z
q2.qC 1/ dx:

As q � �1, we have q2.qC 1/� 0. Thus u 2 PH 1
x .R

3/ and kruk2
L2x
.E.u/.

To estimate the L2x-norm of q, we note thatZ
fq�� 1

2
g
q2 dx � 2

Z
q2.qC 1/ dx .E.u/:

On the other hand, if q < �1
2

then ju1j> 1
4

; thus, by Chebyshev’s inequality and Sobolev embedding,Z
fq<� 1

2
g
q2 dx � 46ku1k

6
L6x
. kruk6

L2x
. ŒE.u/�3: �

We next consider the full range  2 .0; 1/. In this case, we can guarantee coercivity of the energy
under an appropriate smallness assumption.

Lemma 3.2. For any  2 .0; 1/ there exists ı > 0 so that the following hold:

(i) If E.u/ <1 and kru1k2
L2x
� ı , then u 2 E with kuk2E .E.u/.

(ii) For any ball B ,

kru1k
2
L2x.R3/

� ı D)

Z
Bc

1
2
jruj2C 1

4
q2C 1

6
q3 dx � 0: (3-1)

(iii) If u W I �R3! C is a solution to (1-6) with E.u/� 1
4
ı and kr Reu.t0/k2

L2x
� ı for some t0 2 I ,

then

kr Reuk2
L1t L

2
x.I�R3/

� ı and kuk2L1.I IE/ .E.u/:
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Proof. We begin by writing

E.u/D

Z
1
2
jruj2C 1

8
q2C 1

6
q2
�
qC 3

4

�
dx

�

Z
1
2
jruj2C 1

8
q2 dxC

Z
fq<� 3

4
g

1
6
q2
�
qC 3

4

�
dx:

For q < �3
4
 we have ju1j> 3

8
 . Thus, by Chebyshev’s inequality and Sobolev embedding, we have

ˇ̌˚
q < �3

4

	ˇ̌
�

�
8

3

�6
ku1k

6

L6x
. �6kru1k6L2x :

Recalling that q � �1, we find that for kru1k2
L2x
� 

3
2 we haveˇ̌̌̌ Z

fq<� 3
4
g

1
6
q2
�
qC 3

4

�
dx

ˇ̌̌̌
. �6kru1k6L2x �

1
4
kru1k

2
L2x
:

Thus
E.u/�

Z
1
4
jruj2C 1

8
q2 dx;

which yields conclusion (i) of the lemma. Claim (iii) also follows from this and a continuity argument.
To obtain (ii), we repeat the argument above, using the fact that Sobolev embedding holds in the

exterior of any ball B . �

We next turn to the question of global well-posedness for (1-6) with initial data u0 2 E . From the
lemmas above we see that u.t/ 2 E and kru.t/k2

L2x
. E.u0/ for all times of existence, whenever

(1)  2
�
2
3
; 1
�

or (2)  2
�
0; 2
3

�
and E.u0/ and kr Reu0kL2x are sufficiently small. This a priori bound

on kru.t/kL2x allows us to treat (1-6) as a perturbation of the defocusing energy-critical NLS, which
was proven to be globally well-posed with finite space-time bounds in [Colliander et al. 2008]. See also
[Killip et al. 2012; Tao et al. 2007] for similar perturbative arguments.

Theorem 3.3 (global well-posedness and unconditional uniqueness). For  2
�
2
3
; 1
�

and u0 2 E , there
exists a unique global solution u 2 C.RI E/ to (1-6).

For  2
�
0; 2
3

�
, if u0 2 E satisfies kr Reu0k2

L2x
� ı and E.u0/ � 1

4
ı , then there exists a unique

global solution u 2 C.RI E/ to (1-6). Here ı is as in Lemma 3.2.
In both cases the solution remains uniformly bounded in E and for any T > 0,

kuk PS1.Œ�T;T �/ .T 1:

Remark 3.4. When  2
�
0; 2
3

�
, smallness of the initial data is only exploited to prove global existence;

the proof we present below guarantees uniqueness of any solution in C.I I E/ on any time interval I � R.

Proof. As mentioned above, Lemmas 3.1 and 3.2 imply that under the hypotheses of Theorem 3.3 we
have kru.t/k2

L2x
.E.u0/ for all times t of existence. This allows us to treat (1-6) as a perturbation of

the defocusing energy-critical NLS. Indeed, we may rewrite (1-6) as

.i@t C�/uD juj
4uCR.u/;
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where R.u/D 2 ReuC
P4
jD2Nj .u/. Noting that the “error” R.u/ is energy-subcritical, one may argue

as in [Killip et al. 2012, Section 4.2] to construct a global solution u 2 C.RI E/\L10t PH
1; 30
13

x .R�R3/ to
(1-6). A key ingredient in this argument is the main result in [Colliander et al. 2008], which guarantees
that the defocusing energy-critical NLS is globally well-posed with finite L10t PH

1; 30
13

x .R�R3/ norm. We
omit the details of this argument. Instead, we present the proof of uniqueness of solutions in the energy
space, because the choice of energy space in this paper does not allow for a direct implementation of the
methods in [Killip et al. 2012, Section 4.3].

Fix a compact time interval I D Œ0; �� with � > 0 small. Let u 2 C.RI E/\L10t PH
1; 30
13

x .R�R3/ be
the solution to (1-6) constructed via the perturbative argument described above. Suppose Qu 2 C.I I E/ is
another solution such that Qu.0/D u.0/. We wish to show that uD Qu almost everywhere on I �R3.

To this end, we define w D Qu�u and let 0 < � < 1 be a small parameter to be determined below. As
w.0/D 0 and w 2 C.I I PH 1

x /, we can choose � small enough so that

kwk
L1t

PH1
x .I�R3/

� �: (3-2)

As ru 2 L10t L
30
13
x .I �R3/, we may also use Sobolev embedding and choose � possibly even smaller to

guarantee that
kukL10t;x.I�R3/ � �: (3-3)

We also note that as u and Qu are bounded in E , we have that q.u/, q. Qu/ are bounded in L2x; u, Qu are
bounded in L6x; and u1, Qu1 are bounded in L3x \L

6
x .

We will first show that w is bounded in Strichartz spaces on I �R3. To see this, we write

.i@t C�/w D 2 Qu1CN. Qu/� Œ2u1CN.u/�;

where N.u/ is as in (1-6). We make use of q.u/ and q. Qu/ to rewrite

.i@t C�/w DO.j Quj
5
Cjuj5/CO.j Quj4Cjuj4/CO.j Quj3Cjuj3/

C q. Qu/C .2 C 4/ Qu21C 2i Qu1 Qu2� Œq.u/C .2 C 4/u
2
1C 2iu1u2�:

As w.0/D 0, we can use Strichartz to estimate

kwkL2tL
6
x
CkwkL4tL

3
x
CkwkL1t L

2
x
. k Qu5k

L2tL
6=5
x
Cku5k

L2tL
6=5
x
Ck Qu4k

L
4=3
t L

3=2
x

Cku4k
L
4=3
t L

3=2
x
Ck Qu3kL1tL

2
x
Cku3kL1tL

2
x

Ckq. Qu/kL1tL
2
x
Ckq.u/kL1tL

2
x
Ck Qu Qu1kL1tL

2
x
Ckuu1kL1tL

2
x
;

where all space-time norms are over I �R3. Using Hölder, we find

ku5k
L2tL

6=5
x
. �1=2kuk5

L1t L
6
x
; ku4k

L
4=3
t L

3=2
x
. �3=4kuk4

L1t L
6
x
; ku3kL1tL

2
x
. �kukL1t L6x ;

kq.u/kL1tL
2
x
. �kq.u/kL1t L2x ; kuu1kL1tL2x . �kukL1t L6xku1kL1t L3x ;

and we can estimate similarly for Qu. Thus we conclude

kwkL2tL
6
x
CkwkL4tL

3
x
CkwkL1t L

2
x
<1: (3-4)
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We will show that, in fact,

kwkL2tL
6
x
CkwkL4tL

3
x
CkwkL1t L

2
x
D 0; (3-5)

which implies w D 0 almost everywhere, as desired. To this end, we again rewrite the equation for w,
using z to indicate that either w or u may appear. We have

.i@t C�/w DO
�
jwjjuj4Cjwj5Cjwjjzj3Cjwjjzj2CjwjjzjC jwj

�
:

We now use Strichartz, (3-2) and (3-3) to estimate

kwkL2tL
6
x
CkwkL4tL

3
x
CkwkL1t L

2
x

. kwu4k
L
10=9
t L

30=17
x
Ckw5k

L2tL
6=5
x
Ckwz3k

L2tL
6=5
x
Ckwz2k

L
4=3
t L

3=2
x
CkwzkL1tL

2
x
CkwkL1tL

2
x

. kuk4
L10t;x
kwkL2tL

6
x
Ckwk4

L1t L
6
x
kwkL2tL

6
x
C�

1
4 kzk3

L1t L
6
x
kwkL4tL

3
x

C�
1
2 kzk2

L1t L
6
x
kwkL4tL

3
x
C�

3
4 kzkL1t L

6
x
kwkL4tL

3
x
C�kwkL1t L

2
x

. �4kwkL2tL6xC�
1
4 kwkL4tL

3
x
C�kwkL1t L

2
x
:

Choosing �; � sufficiently small and using (3-4), we conclude that (3-5) holds and so u D Qu almost
everywhere on I �R3. As uniqueness is a local property, this yields uniqueness in the energy space for
solutions to (1-6). �

Next we develop a stability theory for (1-6), which we will need in Section 4.

Proposition 3.5 (stability theory). Fix T > 0 and let Qu W Œ�T; T ��R3! C be a solution to the perturbed
equation

.i@t C�� 2 Re/ QuDN. Qu/C e

for some function e. Suppose that

k Quk
L1t

PH1
x .Œ�T;T ��R3/

Ckr Quk
L10t L

30=13
x .Œ�T;T ��R3/

� L (3-6)

for some constant L> 0. Let u0 2 PH 1
x .R

3/ and assume that

k Qu.0/�u0k PH1
x
C

Z t

0

ei.t�s/�re.s/ ds


L1t L

2
x\L

10=3
t;x .Œ�T;T ��R3/

� " (3-7)

for some "� "0.L; T /. Then for "0.L; T / sufficiently small there exists a solution u W Œ�T; T ��R3! C

to (1-6) with data u.0/D u0 and

kr. Qu�u/k
L1t L

2
x\L

10=3
t;x .Œ�T;T ��R3/

� C.L; T /"; (3-8)

kuk PS1.Œ�T;T �/ � C.L; T /: (3-9)

Proof. The existence of the solution u on a small neighborhood of t D 0 follows from the arguments
described in Theorem 3.3. In that setting, the solution could be extended globally due to energy control.
That argument does not apply here as u0 2 PH 1

x by itself does not guarantee finiteness of the energy;



FINAL-STATE PROBLEM FOR CUBIC-QUINTIC NLS WITH NONVANISHING BOUNDARY CONDITIONS 1541

furthermore, we permit here large data even when  < 2
3

, in which case the energy need not be coercive.
However, these earlier arguments do show that if a solution should blow up in finite time, then the
PS1-norm must diverge. Consequently, we can prove that the solution exists and obeys (3-8) and (3-9) on

the whole interval Œ�T; T � by showing that it obeys (3-8) and (3-9) on any subinterval 0 3 I � Œ�T; T �
on which it does exist. This is what we do.

For brevity, we define the following norm: given a time interval Œa; b�� R,

kukY.Œa;b�/ WD krukL1t L
2
x\L

10=3
t;x .Œa;b��R3/

:

Given 0 < � < 1 to be chosen later, we divide I into intervals J where

jJ j � � and kr Quk
L10t L

30=13
x .J�R3/

� �: (3-10)

The number K of such intervals depends only on L, T , and �. Below we will show that for � sufficiently
small,

inf
t02J
k Qu.t0/�u.t0/k PH1

x
� � D) kQu�ukY.J / � A inf

t02J
k Qu.t0/�u.t0/k PH1

x
(3-11)

for some absolute constant A on such intervals J. Iterating this completes the proof of (3-8) and yields
constants

"0 D A
�K.L;T;�/� and C.L; T /DK.L; T; �/AK.L;T;�/:

We now verify (3-11). Writing uD QuC v, we use Strichartz and (3-7) to estimate

kvkY.J / . inf
t02J
kv.t0/k PH1

x
C
rŒN. QuC v/�N. Qu/� PN 0.J /CjJ jkvkL1t PH1

x
C ";

where N. � / denotes the nonlinearity, as in (1-6). Moreover,

rŒN. QuC v/�N. Qu/� PN 0.J / . kr QukL10t L30=13x
kvk

L10t;x

5X
kD2

jJ j
5�k
4

�
k Qukk�2

L10t;x
Ckvkk�2

L10t;x

�
Ckrvk

L10t L
30=13
x

5X
kD2

jJ j
5�k
4

�
k Qukk�1

L10t;x
Ckvkk�1

L10t;x

�
;

where all space-time norms are over J �R3. Using Sobolev embedding and (3-10), we therefore obtain

kvkY.J / . inf
t02J
kv.t0/k PH1

x
C

5X
kD1

�
5�k
4 kvkkY.J /C ":

Choosing � sufficiently small, a simple bootstrap argument yields (3-11).
Using the fact that u is a solution to (1-6), a further application of the Strichartz inequality gives (3-9). �

We also record the following corollary.

Corollary 3.6 (small-data space-time bounds). Given T > 0 there exists �.T / > 0 such that

ku0k PH1
x
� �.T / D) kuk PS1.Œ�T;T �/ .T ku0k PH1

x
;

where u denotes the solution to (1-6) with data u.0/D u0.
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Proof. We apply Proposition 3.5 with QuD eit�u0. By the Strichartz inequality,

k Quk
L1t

PH1
x .Œ�T;T ��R3/

Ckr Quk
L10t L

30=13
x .Œ�T;T ��R3/

. ku0k PH1
x
;

while a little computation yieldsZ t

0

ei.t�s/�e.s/ ds


PS1.Œ�T;T �/

.
5X
kD1

T
5�k
4 ku0k

k
PH1
x

:

Proposition 3.5 now gives the claim, provided �.T / is taken sufficiently small. �

4. Well-posedness in the weak topology

In this section we prove the following well-posedness result in the weak PH 1
x topology. As described in

the Introduction, this theorem will play a key role in the proof of Theorem 1.1 in Section 6.

Theorem 4.1 (weak topology well-posedness). Let  2 .0; 1/ and let fun.0/gn�1 be a bounded sequence
in E . Assume that un.0/ * u0 weakly in PH 1

x .R
3/. If  2

�
0; 2
3

�
we assume additionally that

kr Reun.0/kL2x � ı and E.un.0//�
1
4
ı ;

where ı is as in Theorem 3.3. Then there exists a unique solution u 2 C.RI E/ to (1-6) with u.0/D u0,
and for all t 2 R we have

un.t/ * u.t/ weakly in PH 1
x .R

3/; (4-1)

where un 2 C.RI E/ denotes the solution to (1-6) with initial data un.0/, whose existence is guaranteed
by Theorem 3.3.

We begin with the following lemma, which guarantees that the limit u0 belongs to the energy space
and obeys the necessary smallness conditions when  2

�
0; 2
3

�
, so that the existence and uniqueness of

the solution u 2 C.RI E/ follow from Theorem 3.3.

Lemma 4.2. Fix  2 .0; 1/ and suppose fungn�1 is a bounded sequence in E that satisfies un.x�xn/*
u0.x/ weakly in PH 1

x .R
3/ for some sequence fxngn�1 � R3. Then u0 2 E . Moreover, if  � 2

3
, then

E.u0/� lim inf
n!1

E.un/: (4-2)

If  2
�
0; 2
3

�
and kr Reunk2

L2x
� ı , then kr Reu0k2

L2x
� ı and (4-2) holds. Here ı is as in Theorem 3.3.

Proof. Without loss of generality, we may assume that xn � 0.
To prove that u0 2 E , it suffices to show that q.u0/ 2 L2x . As un*u0 weakly in PH 1

x .R
3/, invoking

Rellich–Kondrashov and passing to a subsequence, we deduce that un! u0 in Lpx .K/ for any 2� p < 6
and any compact set K � R3. Therefore, for any ball B � R3,Z

B

jq.u0.x//j
2 dx D lim

n!1

Z
B

jq.un.x//j
2 dx � lim inf

n!1

Z
R3
jq.un.x//j

2 dx <1:

As the bound does not depend on B , this proves q.u0/ 2 L2x .
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Proceeding similarly and using (weak) lower semicontinuity of the PH 1
x - and L6x-norms, we obtainZ

B

1
2
jru0j

2
C
1
4
q.u0/

2
C
1
6
q.u0/

3 dx � lim inf
n!1

Z
B

1
2
jrunj

2
C
1
4
q.un/

2
C
1
6
q.un/

3 dx

for any ball B . It is crucial here that the sextic term in the energy appears with a positive coefficient.
When  2

�
2
3
; 1
�
, the energy density is positive and so the right-hand side above is majorized by

lim infE.un/. When  2
�
0; 2
3

�
, we use instead (3-1) to reach the same conclusion. As u0 2 E , the

dominated convergence theorem yields (4-2). �

We next prove a linear profile decomposition adapted to (1-12) for PH 1
x -bounded sequences. Beginning

with the profile decomposition for the linear Schrödinger equation, we group the profiles according to
the behavior of their associated parameters. We also show that the error term vanishes in the limit under
propagation by V �1e�itHV (in addition to propagation by eit�).

Proposition 4.3 (linear profile decomposition). Suppose ffngn�1 is a bounded sequence in PH 1
x .R

3/ and
let T > 0. Passing to a subsequence, there exists J � 2 f0; 1; 2; : : :g[ f1g and for each finite 1� j � J �

there exist a nonzero profile �j 2 PH 1
x .R

3/, scales f�jngn�1� .0;1/, and positions f.tjn ; x
j
n/gn�1�R�R3

conforming to one of the following two scenarios:

� �
j
n � 1 and tjn � 0,

� �
j
n! 0 as n!1 and either tjn � 0 or tjn .�

j
n/
�2!˙1 as n!1,

so that for any finite 0� J � J � we have the decomposition

fn.x/D

JX
jD1

e�it
j
n�

�
.�jn/

� 1
2�j

�
x� x

j
n

�
j
n

��
CwJn .x/

satisfying the following properties:

.�jn/
1
2

�
eit

j
n�fn

�
.�jnxC x

j
n/ * �j weakly in PH 1

x ; (4-3)

lim
J!J�

lim sup
n!1

�V �1e�itHVwJn L10t;x.Œ�T;T ��R3/
Ckeit�wJn kL10t;x.Œ�T;T ��R3/

�
D 0; (4-4)

sup
J

lim sup
n!1

�
kfnk

2
PH1
x

�

JX
jD1

k�j k2
PH1
x

�kwJn k
2
PH1
x

�
D 0; (4-5)

.�jn/
1
2 .eit

j
n�wJn /.�

j
nxC x

j
n/ * 0 weakly in PH 1

x for all 1� j � J; (4-6)

lim
n!1

�
j
n

�ln
C
�ln

�
j
n

C
jx
j
n � x

l
nj
2

�
j
n�
l
n

C
jt
j
n � t

l
nj

�
j
n�
l
n

D1 for all j ¤ l: (4-7)

Proof. Using the linear profile decomposition for the Schrödinger propagator for bounded sequences in
PH 1
x (see, for example, [Keraani 2001] or [Visan 2014, Theorem 4.1]), we obtain a decomposition

fn.x/D

JX
jD1

e�it
j
n�

�
.�jn/

� 1
2�j

�
x� x

j
n

�
j
n

��
C rJn .x/ (4-8)
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satisfying (4-3), (4-5), (4-6), and (4-7) (with wJn replaced by rJn ), as well as

lim
J!J�

lim sup
n!1

keit�rJn kL10t;x.Œ�T;T ��R3/ D 0: (4-9)

We will first show that we may assume the parameters conform to the two scenarios described above;
in particular, we will show that we may absorb any other bubbles of concentration into the error rJn , while
maintaining condition (4-9). To complete the proof of the proposition, we will show that condition (4-9)
(for the new error term) suffices to prove (4-4). Note that it is essential in what follows that we work on a
compact time interval.

We will use the notation

�jn .x/ WD e
�it

j
n�

�
.�jn/

� 1
2�j

�
x� x

j
n

�
j
n

��
:

We begin with the following lemma.

Lemma 4.4. If jtjn jC�
j
n!1 as n!1, then

lim
n!1

keit��jnkL10t;x.Œ�T;T ��R3/ D 0:

Proof. A direct computation gives

keit��jnkL10t;x.Œ�T;T ��R3/ D ke
it��j kL10t;x.I�R3/;

where

I D

�
�t
j
n �T

.�
j
n/
2
;
�t
j
n CT

.�
j
n/
2

�
:

If �jn !1, then the lengths of the time intervals appearing on the right-hand side of the equality
above shrink to zero; consequently, by the dominated convergence theorem combined with the Strichartz
inequality, we deduce the claim.

Passing to a subsequence, we may henceforth assume that �jn! �j 2 Œ0;1/. In this case, we have
jt
j
n j ! 1, and so the time intervals escape to infinity. Thus the claim follows once again from the

dominated convergence theorem combined with the Strichartz inequality. �

Discarding the bubbles of concentration whose parameters satisfy the hypotheses of Lemma 4.4, we can
now see that we may reduce attention to the two scenarios described in Proposition 4.3. Indeed, passing to
a subsequence, we may assume that �jn! �j 2 Œ0;1/ and tjn ! tj 2 .�1;1/. If �j ¤ 0, then we may
assume that �jn � 1 and tjn � 0 by redefining the corresponding profile to be .�j /�

1
2 e�it

j�Œ�j . � =�j /�.
The error incurred by this modification can be absorbed into rJn ; indeed, we have�jn � .�j /� 12 e�itj���j�x� xjn�j

��
PH1
x

�

.�jn/� 12�j� x
�
j
n

�
� .�j /�

1
2�j

�
x

�
j

�
PH1
x

C

.e�itjn�� e�itj�/�.�j /� 12�j� x
�
j

��
PH1
x

;
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which tends to zero as n!1 by the strong convergence of the linear Schrödinger propagator. If instead
�j D 0, then passing to a further subsequence we may assume that either tjn � 0 or tjn .�

j
n/
�2!˙1

as n!1. Indeed, if there is a subsequence along which tjn .�
j
n/
�2! � 2 .�1;1/, then we redefine

the profile to be e�i���j and tjn � 0. It is easy to see that the resulting error can be absorbed into rJn .
It remains to prove that the new error wJn (which consists of rJn plus the bubbles of concentration whose

parameters satisfy the hypotheses of Lemma 4.4) obeys (4-4). This is a consequence of the following: if

lim
J!J�

lim sup
n!1

keit�wJn kL10t;x.Œ�T;T ��R3/ D 0;

then
lim
J!J�

lim sup
n!1

V �1e�itHVwJn L10t;x.Œ�T;T ��R3/
D 0:

To prove this final implication, we argue as follows: In view of the representation (2-4) and the boundedness
of U and PhiU

�1, it suffices to verify that e�itH e�it� and PloU
�1 sin.tH/e�it� are Mikhlin multipliers

with bounds that are uniform for t 2 Œ�T; T �. In the former case, this follows from (2-7); with regard to
the latter, see (2-6).

This completes the proof of Proposition 4.3. �

In the proof of Theorem 4.1, we will construct solutions to (1-6) associated to each �jn . For profiles
conforming to the first scenario in Proposition 4.3, we can achieve this by an application of Lemma 4.2
and Theorem 3.3. For profiles conforming to the second scenario, this is a more difficult problem, which
we address in the following proposition.

Proposition 4.5 (highly concentrated nonlinear profiles). Let � 2 PH 1
x .R

3/ and T >0. Assume f�ngn�1�
.0;1/ and f.tn; xn/gn�1 � R � R3 satisfy �n ! 0 and either tn � 0 or tn��2n ! ˙1. Then for n
sufficiently large, there exists a solution un to (1-6) with initial data

un.0; x/D �n.x/ WD e
�itn�

�
�
� 1
2

n �

�
x� xn

�n

��
satisfying

kunk PS1.Œ�T;T �/ � C.k�k PH1
x
/: (4-10)

Moreover, for all " > 0 there exist �";  " 2 C1c .Œ�T; T ��R3/ such that

lim sup
n!1

un.t; x/� e�i t�� 12n �"

�
t � tn

�2n
;
x� xn

�n

�
L10t;x.Œ�T;T ��R3/

� "; (4-11)

lim sup
n!1

run.t; x/� e�i t�� 32n  "

�
t � tn

�2n
;
x� xn

�n

�
L
10
3
t;x.Œ�T;T ��R3/

� ": (4-12)

Proof. As (1-6) is space-translation invariant, without loss of generality we may assume that xn � 0.
We proceed via a perturbative argument. Specifically, using a solution to the defocusing energy-critical

NLS, we will construct an approximate solution Qun to (1-6) with initial data asymptotically matching �n.
This approximate solution will have good space-time bounds inherited from the solution to the defocusing
energy-critical NLS. Using the stability result Proposition 3.5, we will then deduce that for n sufficiently
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large, there exist true solutions un to (1-6) with un.0/D �n that inherits the space-time bounds of Qun,
thus proving (4-10). We turn to the details.

If tn � 0, let v be the solution to the defocusing energy-critical NLS

.i@t C�/v D jvj
4v (4-13)

with initial data v.0/D �. If tn��2n !˙1, let v be the solution to (4-13) which scatters in PH 1
x to eit��

as t !˙1. By the main result in [Colliander et al. 2008], we have

kvk PS1.R/ � C.k�k PH1
x
/:

We are now in a position to introduce the approximate solutions Qun to (1-6). For n� 1, we define

Qun.t; x/ WD e
�i t�

� 1
2

n v

�
t � tn

�2n
;
x

�n

�
:

The phase factor e�i t is necessary. It replaces the linear factor in (1-6) by a nonresonant term; see (4-15).
Note that

k Qunk PS1.R/ D kvk PS1.R/ � C.k�k PH1
x
/: (4-14)

Moreover, Qun.0/ asymptotically matches the initial data un.0/D �n; indeed, by construction, we have

k Qun.0/��nk PH1
x
D

v�� tn�2n
�
� e�i.tn=�

2
n/��


PH1
x

! 0 as n!1:

To invoke the stability result Proposition 3.5 and deduce claim (4-10), it remains to show that Qun is an
approximate solution to (1-6) on the interval Œ�T; T � as n!1. A computation yields

en WD .i@t C�� 2 Re/ Qun�N. Qun/D� Qun�
4X

jD2

Nj . Qun/: (4-15)

To establish (4-10), we have to verify that the error en satisfies the smallness condition in (3-7) for n
sufficiently large.

Let ı > 0 to be chosen later. There exist T1; T2 > 0 sufficiently large so that

kvkL10t;x.fjt j>T1g�R3/ < ı; (4-16)

kv.t/� eit�v˙k PH1
x
< ı for ˙ t > T2; (4-17)

where v˙ denote the asymptotic states for the solution v. Note that the existence of v˙ is a consequence
of the global space-time bounds for v, as discussed in [Colliander et al. 2008].

We first estimate the contribution of the higher-order terms appearing in en on the space-time slab
Œ�T; T ��R3. Defining

In D
˚
jt � tnj � �

2
nT1

	
\ Œ�T; T � and I cn D

˚
jt � tnj> �

2
nT1

	
\ Œ�T; T �;
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we use Strichartz, Hölder, (4-14) and (4-16) to obtainZ t

0

ei.t�s/�r

4X
kD2

Nk. Qun/.s/ ds


L1t L

2
x\L

10
t L

30=13
x

. krN2. Qun/kL20=19t L
30=16
x
CkrN3. Qun/kL5=4t L

30=19
x
CkrN4. Qun/kL20=13t L

30=22
x

. kr QunkL10t L30=13x

˚
k QunkL20=17t L10x .In�R3/

Ck QunkL20=17t L10x .I
c
n�R3/

	
Ckr QunkL10t L

30=13
x
k QunkL10t;x

˚
k QunkL5=3t L10x .In�R3/

Ck QunkL5=3t L10x .I
c
n�R3/

	
Ckr QunkL10t L

30=13
x
k Qunk

2

L10t;x

˚
k QunkL20=7t L10x .In�R3/

Ck QunkL20=7t L10x .I
c
n�R3/

	
.k�k PH1x

4X
kD2

˚
.�2nT1/

5�k
4 CT

5�k
4 ı

	
:

Taking ı sufficiently small depending on T and n sufficiently large, we see this contribution is acceptable.
Next we consider the contribution of the linear term appearing in en, again on the space-time slab

Œ�T; T ��R3. First, we observe that by Strichartz and (4-14), we haveZ t

0

ei.t�s/� Qun.s/ ds


L2t
PH
1;6
x .Œ�T;T ��R3/

. k QunkL1t PH1
x .Œ�T;T ��R3/

.k�k PH1x
T: (4-18)

To continue, using (4-17) we cover R by three disjoint intervals I 0n and I˙n such that

jI 0n j � 2�
2
nT2 and

 Qun� e�i tei.t�tn/���� 12n v˙

�
�

�n

��
L1t

PH1
x .I
˙
n �R3/

< ı: (4-19)

By Strichartz, Hölder, (4-14), and (4-19), we haveZ t

0

ei.t�s/��I0n .s/ Qun.s/ ds


L1t

PH1
x .Œ�T;T ��R3/

. k QunkL1t PH1
x .I

0
n�R3/

.k�k PH1x
�2nT2: (4-20)

Using the triangle inequality, Strichartz, and (4-19),Z t

0

ei.t�s/��
I˙n
.s/ Qun.s/ ds


L1t

PH1
x .Œ�T;T ��R3/

. T ıC
Z t

0

ei.tCtn�2s/��
I˙n
.s/eis�

� 1
2

n v˙

�
�

�n

�
ds


L1t

PH1
x .Œ�T;T ��R3/

: (4-21)

Now for any �T � a < b � T , an application of Plancherel givesZ b

a

eis.�2�/�
� 1
2

n v˙

�
�

�n

�
ds


PH1
x

D

Z b

a

eis.C2j�j
2/
j�j�

5
2
n
cv˙.��n/ ds

L2
�

.
. C 2j�j2/�1j�j� 52ncv˙.��n/L2

�

.
 �2n
2j�j2C �2n

j�jcv˙.�/
L2
�

; (4-22)
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which converges to zero as n!1 by the dominated convergence theorem. Collecting (4-20), (4-21),
and (4-22), we obtain thatZ t

0

ei.t�s/� Qun.s/ ds


L1t

PH1
x .Œ�T;T ��R3/

.k�k PH1x
�2nT2CT ıC o.1/ as n!1:

Interpolating with (4-18) and taking ı sufficiently small depending on T and taking n sufficiently large,
we see that the contribution of the linear term in en is also acceptable. This completes the proof of (4-10).

Finally, we turn to (4-11) and (4-12). For " > 0, we approximate v by �";  " 2 C1c .R�R3/ such that

kv��"kL10t;x.R�R3/ <
1
2
" and krv� "kL10=3t;x .R�R3/

< 1
2
"

and take n sufficiently large so that

kun� QunkL10t;x\L
10=3
t

PH
1;10=3
x .Œ�T;T ��R3/

< 1
2
":

The two claims now follow easily from the triangle inequality. �

Finally we turn to the proof of Theorem 4.1.

Proof of Theorem 4.1. As mentioned above, by Lemma 4.2 and Theorem 3.3 we have that u and all of the
un are global-in-time solutions to (1-6).

Fix T > 0. We will show that for any subsequence in n there exists a further subsequence so that
along that subsequence, un.t/ * u.t/ weakly in PH 1

x for all t 2 Œ�T; T �. As the limit is independent of
the original subsequence, this will prove the theorem.

Given a subsequence in n, we apply Proposition 4.3 to un.0/�u0 and pass to a further subsequence
to obtain the decomposition

un.0/�u0 D

JX
jD1

�jn Cw
J
n with �jn .x/ WD e

�it
j
n�

�
.�jn/

� 1
2�j

�
x� x

j
n

�
j
n

��
;

which satisfies the conclusions of that proposition. By hypothesis, un.0/�u0*0 weakly in PH 1
x ; using

also (4-6) and (4-7), this implies that for all j � 1 we must have

wJn *0 weakly in PH 1
x and .�jn/

�1
Cjtjn jC jx

j
n j !1 as n!1: (4-23)

Indeed, one can first prove the divergence of the parameters by a contradiction argument. Briefly, if some
.�
j
n/
�1Cjt

j
n jC jx

j
n j were to remain bounded as n!1 then one could use (4-6) and (4-7) to deduce

that �j D 0, a contradiction. Once the divergence of the parameters is established, the weak convergence
of wJn to zero then follows.

Throughout the proof we write

�0n.x/ WD e
�it0n�

�
.�0n/

� 1
2u0

�
x� x0n
�0n

��
with parameters �0n � 1; t

0
n � 0; x

0
n � 0:
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In view of (4-23), the decomposition

un.0/D

JX
jD0

�jn Cw
J
n

satisfies the conclusions of Proposition 4.3.
We next construct nonlinear profiles associated to each �jn . If j conforms to the first scenario described

in Proposition 4.3, then (4-3) and Lemma 4.2 guarantee that �jn 2 E and moreover, kr Re�jnkL2x � ı
and E.�jn / � 1

4
ı if  2

�
0; 2
3

�
. Thus by Theorem 3.3 there exists a unique solution ujn to (1-6) with

data ujn.0/ D �
j
n ; in particular, kujnk PS1.Œ�T;T �/ <1. Note that u0n is simply the solution u from the

statement of Theorem 4.1.
If j conforms to the second scenario described in Proposition 4.3, we let ujn denote the solution to

(1-6) with data ujn.0/D �
j
n constructed in Proposition 4.5.

In either scenario, for all " > 0 there exists �j" ;  
j
" 2 C

1
c .Œ�T; T ��R3/ such that

lim sup
n!1

ujn.t; x/� e�i t .�jn/� 12�j" � t � tjn
.�
j
n/
2
;
x� x

j
n

�
j
n

�
L10t;x.Œ�T;T ��R3/

� "; (4-24)

lim sup
n!1

rujn.t; x/� e�i t .�jn/� 32 j" � t � tjn
.�
j
n/
2
;
x� x

j
n

�
j
n

�
L
10=3
t;x .Œ�T;T ��R3/

� ": (4-25)

Note that the phase e�i t has no significance for j conforming to the first scenario described in
Proposition 4.3; we simply incorporate it so as to treat both cases uniformly. For these j, both �j"
and  jn are chosen to approximate ei tujn.

As a consequence of (4-24), (4-25), and the asymptotic orthogonality of parameters given by (4-7), for
all j ¤ l we have

kujnu
l
nkL5t;x

Ckujnru
l
nkL5tL

15=8
x
Ckrujnru

l
nkL5tL

15=13
x

! 0; (4-26)

where all space-time norms are over Œ�T; T ��R3.
We next claim that for j � 1 we have

ujn.t/ * 0 weakly in PH 1
x .R

3/ as n!1 for every t 2 Œ�T; T �: (4-27)

Indeed, if j conforms to the first scenario, then (4-23) implies that jxjn j !1 and hence (4-27) follows
from the space-translation invariance of (1-6) together with uniqueness. If j conforms to the second
scenario, then we have �jn ! 0; however, as (1-6) is not scale invariant, the argument just described
does not apply directly. For this case, we recall that according to the construction in Proposition 4.5,
u
j
n are asymptotically close in L1t PH

1
x (up to a phase factor) to rescaled solutions to the defocusing

energy-critical NLS as n!1. Using the scaling symmetry and uniqueness for (4-13), we see that these
rescaled solutions converge weakly to 0 in PH 1

x at each time; by construction, ujn inherit this property.
To continue, we define

uJn .t/D

JX
jD0

ujn.t/CV
�1e�itHVwJn :
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Note that uJn .0/ D un.0/. In what follows we will prove that for n and J sufficiently large, uJn is
an approximate solution to (1-6) with uniform space-time bounds on Œ�T; T ��R3. An application of
Proposition 3.5 will then yield that for any " > 0 there exist n and J sufficiently large so that

kun�u
J
n kL1t

PH1
x .Œ�T;T ��R3/

� ":

On the other hand, using (4-23) and (4-27) and recalling uDu0n, we see that for J fixed, uJn .t/�u.t/*0

weakly in PH 1
x for all t 2 Œ�T; T �. Thus by the triangle inequality, for any ' 2 C1c .R

3/, we haveˇ̌
hun.t/�u.t/; 'i

ˇ̌
�
ˇ̌
hun.t/�u

J
n .t/; 'i

ˇ̌
C
ˇ̌
huJn .t/�u.t/; 'i

ˇ̌
� kun.t/�u

J
n .t/k PH1

x
k'k PH�1x

C
ˇ̌
huJn .t/�u.t/; 'i

ˇ̌
.' "C o.1/ as n!1;

which proves the claim in Theorem 4.1.
Thus it remains to show that for n and J sufficiently large, uJn are approximate solutions to (1-6) with

uniform space-time bounds on Œ�T; T ��R3.
Our first step in this direction is the following lemma.

Lemma 4.6 (finite space-time bounds). Given T > 0, we have

sup
J

lim sup
n!1

�
kuJn kL10t;x.Œ�T;T ��R3/Ckru

J
n kL10t L

30=10
x .Œ�T;T ��R3/

�
. 1: (4-28)

Moreover, for any � > 0 there exists J 0 D J 0.�/ sufficiently large so that

lim sup
n!1

� JX
jDJ 0

ujn


L10t;x.Œ�T;T ��R3/

C

 JX
jDJ 0

rujn


L10t L

30=10
x .Œ�T;T ��R3/

�
� � (4-29)

uniformly in J � J 0.

Proof. By the asymptotic decoupling of the PH 1
x -norm in (4-5), there exists J0 D J0.T / such that for all

j � J0 we have k�j k PH1
x
� �.T /, where �.T / is as in Corollary 3.6. In particular,

kujnk PS1.Œ�T;T � .T k�
j
k PH1

x
for all j � J0: (4-30)

On the space-time slab Œ�T; T ��R3 we use Lemma 2.6 to estimate

kuJn k
2

L10t;x
. kV �1e�itHVwJn k

2

L10t;x
C

� JX
jD0

ujn

�2
L5t;x

.T kwJn k
2
PH1
x

C

JX
jD0

kujnk
2
L10t;x
C

X
j¤l

kujnu
l
nkL5t;x

:

This suffices to show that the first term on the left-hand side of (4-28) is finite. Indeed, we use (4-5)
and (4-30) to bound the first two summands and (4-26) to bound the last (double) sum. An analogous
argument yields that the second term on the left-hand side of (4-28) is also bounded.
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To prove (4-29) one argues as above, taking J 0 � J0 large enough thatX
j�J 0

k�j k2
PH1
x

. �:

Note that this is possible because of (4-5). �

We next prove that the uJn are indeed approximate solutions to (1-6).

Lemma 4.7 (asymptotic solution to (1-6)). We have

lim
J!J�

lim sup
n!1

r�.i@t C�� 2 Re/uJn �N.u
J
n /
�
PN 0.Œ�T;T �/

D 0:

Proof. Throughout the proof of the lemma, all space-time norms will be over Œ�T; T ��R3. Writing
QwJn WD V

�1e�itHVwJn , we have

eJn WD .i@t C�� 2 Re/uJn �N.u
J
n /

D

JX
jD0

N.ujn/�N

� JX
jD0

ujn

�
CN

�
uJn � Qw

J
n

�
�N.uJn /:

Computations similar to those employed in the proof of Proposition 3.5 yieldr� JX
jD0

N.ujn/�N

� JX
jD0

ujn

��
PN 0
.

5X
kD2

X
j¤l

JX
mD0

T
5�k
4 kulnru

j
nkL5tL

15=8
x
kumn k

k�2
L10t;x

;

which converges to zero as n!1 in view of (4-26) and (4-30).
Thus, it remains to show that

lim
J!J�

lim sup
n!1

r�N.uJn � QwJn /�N.uJn /� PN 0.Œ�T;T �/ D 0: (4-31)

We argue as follows: First, we estimater�N.uJn � QwJn /�N.uJn /� PN 0.Œ�T;T �/
. kruJn kL10t L30=13x

k QwJn kL10t;x

5X
kD2

T
5�k
4

�
kuJn k

k�2
L10t;x
Ck QwJn k

k�2
L10t;x

�
Ckr QwJn kL10t L

30=13
x

5X
kD2

T
5�k
4 k QwJn k

k�1
L10t;x
CkuJnr Qw

J
n kL5tL

15=8
x

5X
kD2

T
5�k
4 kuJn k

k�2
L10t;x

:

That the first two summands above go to zero as n!1 and then J!1 follows from (4-4) and Lemma 4.6.
Thus, (4-31) will follow from Lemma 4.6 once we establish

lim
J!J�

lim sup
n!1

kuJnr Qw
J
n kL5tL

15=8
x .Œ�T;T ��R3/

D 0: (4-32)
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We will prove that the left-hand side of (4-32) is . � for arbitrary � > 0. By the definition of uJn , the
triangle inequality, and Hölder, we estimate

kuJnr Qw
J
n kL5tL

15=8
x

. k QwJn kL10t;xkr Qw
J
n kL10t L

30=13
x
C

 JX
jDJ 0

ujn


L10t;x

kr QwJn kL10t L
30=13
x
C

J
0�1X
jD0

ujnr Qw
J
n


L5tL

15=8
x

;

where J 0DJ 0.�/ is as in the statement of Lemma 4.6. Using (4-4) and (4-29), we see that the contribution
of the first two summands on the right-hand side of the formula above is acceptable.

It remains to prove that

lim
J!J�

lim sup
n!1

kujnr Qw
J
n kL5tL

15=8
x .Œ�T;T ��R3/

D 0 for each 0� j < J 0: (4-33)

Assume first that 0 � j < J 0 conforms to the first scenario in Proposition 4.3. Fix " > 0. Invoking
(4-24) and using the triangle inequality, Hölder, interpolation, and Corollary 2.8, we estimate

kujnr Qw
J
n kL5tL

15=8
x
�
ujn.t;x/�e�i t�j" .t;x�xjn/L10t;xkr QwJn kL10t L30=13x

Ck�j" r Qw
J
n .xCx

j
n/kL5tL

15=8
x

. "Ck�j" kL1t L12x kr Qw
J
n .xCx

j
n/k

1
4

L2t;x.supp�j" /
kr QwJn k

3
4

L10t L
30=13
x

.
�
j
"
"Ck QwJn k

1
12

L10t;x
kwJn k

1
6

PH1
x

kr QwJn k
3
4

L10t L
30=13
x

:

By (4-4), we see that (4-33) follows in this case.
Now assume that 1 � j < J 0 conforms to the second scenario in Proposition 4.3. We split QwJn into

low and high frequencies and estimate them separately, starting with the low-frequency piece. Fix " > 0.
Arguing as before, using (4-24), Hölder, and Bernstein, we estimate

kujnP�.�jn/�1
r QwJn kL5tL

15=8
x
. "C

.�jn/� 12�j" � t � tjn
.�
j
n/
2
;
x� x

j
n

�
j
n

�
L10t L

30=13
x

kP
�.�

j
n/�1
r QwJn kL10t;x

. "Ck�j" kL10t L30=13x
k QwJn kL10t;x

:

In view of (4-4), this contribution is acceptable.
We now consider the high-frequency piece. Using (2-7) we can deduceP�N �P�N eit.��/V �1e�itHV  PH1

x! PH
1
x
.T N�2

uniformly for N � 1 and t 2 Œ�T; T �. Thus

kujnrP�.�jn/�1
QwJn kL5tL

15=8
x .Œ�T;T ��R3/

.T kujnP�.�jn/�1re
it�wJn kL5tL

15=8
x .Œ�T;T ��R3/

C .�jn/
2
kujnkL10t;x.Œ�T;T ��R3/kw

J
n k PH1

x

.T "Ck�j" re
it�fnkL5tL

15=8
x .In�R3/

C o.1/ as n!1;

where
fn.x/D P�1.�

j
n/
1
2wJn .�

j
nxC x

j
n/ and In D fjt � t

j
n j � .�

j
n/
2T g:
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To continue, we estimate in much the same manner as for j conforming to the first scenario:

k�j" re
it�fnkL5tL

15=8
x .In�R3/

. k�j" kL1t L12x kre
it�fnk

1
4

L2t;x.supp�j" \In�R3/
kreit�fnk

3
4

L10t L
30=13
x .In�R3/

.
�
j
"
keit�fnk

1
12

L10t;x.In�R3/
kfnk

1
6

PH1
x

kreit�fnk
3
4

L10t L
30=13
x .In�R3/

.
�
j
"
keit�wJn k

1
12

L10t;x.Œ�T;T ��R3/
kwJn k

1
6

PH1
x

kreit�wJn k
3
4

L10t L
30=13
x .Œ�T;T ��R3/

;

where we have again used Corollary 2.8. Recalling (4-4), we see that the contribution of the high-frequency
piece is acceptable. This completes the proof of (4-33) and hence the proof of Lemma 4.7. �

The final step in checking the hypotheses of Proposition 3.5, which will finish the proof of Theorem 4.1,
is to verify that

lim sup
J!J�

lim sup
n!1

kuJn kL1t PH
1
x .Œ�T;T ��R3/

.T 1:

In view of Lemma 2.6, we have

kuJn kL1t PH
1
x .Œ�T;T ��R3/

.T kuJn .0/k PH1
x
CkreJn k PN 0.Œ�T;T �/CkrN.u

J
n /k PN 0.Œ�T;T �/:

The requisite bounds on the right-hand side now follow from Lemmas 4.6 and 4.7. �

5. Normal form transformation

In this section we discuss the normal form transformation that we use throughout the rest of the paper. The
use of normal form transformations originates in work of Shatah [1985] and has since become a widely
used technique in the setting of nonlinear dispersive equations. The transformation we use is similar to
the one used by Gustafson et al. [2006; 2007; 2009] in the setting of the Gross–Pitaevskii equation.

Suppose u is a solution to (1-6). As mentioned in the Introduction, the quadratic terms in the nonlinearity
are the most problematic when it comes to questions of long-time behavior; in particular, the worst terms
are those containing u2 D Imu, since in the diagonal variables we have u2 D U�1v2. We would like to
find a normal form transformation that eliminates if not all, at least the worst quadratic terms.

To this end, we let B1Œ � ; � � and B2Œ � ; � � be arbitrary bilinear Fourier multiplier operators defined as in
(2-1), with symmetric real-valued symbols B1.�1; �2/ and B2.�1; �2/. Then

Qu WD uCB1Œu1; u1�CB2Œu2; u2�

satisfies the equation

.i@t C�/ Qu� 2 Qu1 D

.3 C 4/u21� .2 ��/B1Œu1; u1� (5-1)

C u22� .2 ��/B2Œu2; u2� (5-2)

C 2i
�
u1u2CB1Œu1;��u2��B2Œu2; .2 ��/u1�

�
(5-3)

C cubic and higher order terms.
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While the symmetry of B1 and B2 makes it impossible to eliminate all of the quadratic terms, we see
that if we choose

B2.�1; �2/D .2 Cj�1C �2j
2/�1; i.e., B2Œf; g�D hri�2.fg/;

then (5-2) D 0. This allows us to eliminate the worst quadratic term, namely, the one containing two
copies of u2. Moreover, choosing B1 D B2 we get

QuD uC hri�2juj2;

with
(5-1)D .2 C 4/u21 and (5-3)D�4ihri�2r � Œu1ru2�:

The derivative appearing in front of u2 is a welcome addition in light of the problem at low frequencies.
Similarly one can compute the higher-order terms. In general, one finds that for k 2 f3; 4; 5g the terms

of order k are given by

Nk.u/C 2i
˚
B1Œu1; Im.Nk�1.u//��B2Œu2;Re.Nk�1.u//�

	
;

where theNk are as in (1-6). Notice that there are no sixth-order terms, sinceB1DB2 and u1 Im.N5.u//D
u2 Re.N5.u//.

Finally, we employ the transformation V uD u1C iUu2 to diagonalize the equation. Our normal form
transformation is therefore given by

z WDM.u/ WD V uC hri�2juj2; (5-4)

and z satisfies the equation
.i@t �H/z DNz.u/ (5-5)

with

ReŒNz.u/�D U ReŒN.u/�  juj2�

D U
�
.2 C 4/u21C . C 8/u

3
1C . C 4/u1u

2
2C .5u

4
1C 6u

2
1u
2
2Cu

4
2/Cjuj

4u1/
�
;

ImŒNz.u/�D�
r

hri2
�
�
4u1ru2Cr. juj

2u2C q
2u2/

�
D�

r

hri2
�
�
4u1ru2

�
CU 2

�
. C 4/u21u2C u

3
2C 4u1u2juj

2
Cjuj4u2/

�
:

We should briefly pause to point out the improvements present in (5-5) with respect to (1-6). Firstly,
(5-5) does not contain a quadratic term involving two copies of u2. Secondly, the remaining quadratic
terms involving u2 exhibit a derivative of this problematic term. Lastly, all the remaining terms appear
with a derivative at low frequencies, which is helpful throughout.

We next discuss the invertibility of the transformation (5-4). Note that by using the definition of hri�2

we can rewrite the transformation as

M.u/D U 2u1C hri
�2qC iUu2; (5-6)

where q D q.u/D 2u1Cjuj2.
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This normal form transformation is a homeomorphism from a neighborhood of zero in E onto a
neighborhood of zero in H 1

x . To prove this, we make use of the neighborhoods

ME0;"0 WD fu 2 E WE.u/�E
2
0 ; kukL6x � "0g;

NE 00;"00 WD ff 2H
1
x W kf kH1

x
� CE 00; kf kL6x � C"

0
0g;

where C denotes an absolute constant depending on  .

Proposition 5.1. Fix E0 > 0 and "0 > 0.

(i) If  2
�
2
3
; 1
�
, then M WME0;"0 !NE0;"0C"20 continuously.

(ii) If  D 2
3

, then M WME0;"0 !NE0CE30 ;"0C"20 continuously.

(iii) If  2
�
0; 2
3

�
, then M WME0;"0 \ fkru1k

2
2 � ıg ! NE0;"0C"20 continuously, where ı is as in

Lemma 3.2.

(iv) Given E1 > 0, there exists "1 D "1.E1/ and a continuous mapping

R WNE1;"1 ! E

such that M ıRD Id on NE1;"1 and kR.f /kE .E1 for f 2NE1;"1 .

(v) Suppose  � 2
3

. Given E2 > 0, there exists "2 D "2.E2/ so that M is a homeomorphism of ME2;"2

onto a subset of H 1
x .R

3/ and has inverse R. In particular, M is injective on ME2;"2 . If  < 2
3

, then
the analogous assertions hold on ME2;"2 \fkru1k

2
2 � ıg.

Remark 5.2. We warn the reader that just because M.u/ is small in L6x , one cannot guarantee that
uD .R ıM/.u/. However, this would follow if u were sufficiently small in L6x . This subtlety contributes
nontrivially to the complexity of the proof of Theorem 1.1.

Proof. The proofs of the first three claims parallel one another closely. We will only present the details
when  2

�
2
3
; 1
�
.

Let u 2ME0;"0 . Recall from Lemma 3.1 that

kuk2E .E.u/.E
2
0 :

We first show that M.u/ 2NE0;"0C"20 . Using the representation (5-6), we estimate

kM.u/kH1
x
. kU 2u1kH1

x
Ckhri

�2qkH1
x
CkUu2kH1

x
. kuk PH1

x
CkqkL2x .E0:

Using the representation (5-4) and Sobolev embedding, we estimate

kM.u/kL6x . ku1kL6x CkUu2kL6x C
hri�2juj2

L6x

. kukL6x C
jrj1=2hri�2juj2

L3x

. kukL6x Ckuk
2

L6x

. "0C "20:

Collecting these estimates, we conclude M.u/ 2NE0;"0C"20 .
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To prove the continuity of M , we note that for u; v 2 E we may write

M.u/�M.v/D U 2.u1� v1/C hri
�2Œq.u/� q.v/�C iU.u2� v2/:

Estimating as above we find

kM.u/�M.v/kH1
x
. dE.u; v/:

We turn now to the fourth claim in the statement of the proposition. Let f 2NE1;"1 . We aim to show
that for "1 D "1.E1/ > 0 sufficiently small, we can find a unique u 2 E such that M.u/D f , that is,�

u2 D U
�1f2;

u1 D f1� hri
�2ŒU�1f2�

2� hri�2u21:

To this end, we define

Rf .u1/ WD f1� hri
�2ŒU�1f2�

2
� hri�2u21:

We will show that for "1 D "1.E1/ sufficiently small, Rf is a contraction on

B WD
˚
u1 2 PH

1
x W ku1k PH1

x
� CE1; ku1kL6x � C."1C "

1
2

1E
3
2

1 /
	

with respect to the metric d.u1; v1/D ku1� v1k PH1
x

, where C denotes an absolute constant depending
on  .

We first show that Rf W B! B . We have

kRf .u1/kL6x . kf1kL6x C
hri�2ŒU�1f2�2L6x Ckhri�2u21kL6x : (5-7)

The first term in (5-7) is controlled by "1 by assumption. For the second term in (5-7), we use Sobolev
embedding, Bernstein, and interpolation to estimatehri�2ŒU�1f2�2L6x .

 rhri2 ŒPloU
�1f2�

2


L2x

C

 rhri2 �.PhiU
�1f2/Ø.U�1f2/

�
L2x

. krPloU
�1f2kL3xkU

�1f2kL6x CkPhiU
�1f2kL3xkU

�1f2kL6x

. kf k
1
2

L6x
kf k

3
2

H1
x

:

For the third term in (5-7), we have

khri
�2u21kL6x .

jrj 12 hri�2u21L3x . ku1k2L6x :
Thus, for u1 2 B and "1 D "1.E1/ sufficiently small we obtain

kRf .u1/kL6x � C."1C "
1
2

1E
3
2

1 /:

To continue, we estimate

kRf .u1/k PH1
x
. kf1k PH1

x
C
hri�2�U�1f2�2 PH1

x
Ckhri

�2u21k PH1
x
: (5-8)
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The first term in (5-8) is controlled by E1 by assumption. For the second term in (5-8), we argue as above
to findhri�2ŒU�1f2�2 PH1

x
.
 rhri2 ŒPloU

�1f2�
2


L2x

C

 rhri2 �.PhiU
�1f2/Ø.U�1f2/

�
L2x

.kf k
1
2

L6x
kf k

3
2

H1
x

:

For the third term in (5-8) we estimate

khri
�2u21k PH1

x

.
jrj 32 hri�2u21L3=2x . ku1kL6xkru1kL2x :

Thus for u1 2 B and "1 D "1.E1/ sufficiently small we have

kRf .u1/k PH1
x
� CE1:

Collecting these estimates, we conclude that Rf W B! B .
Next we show that Rf is a contraction with respect to the PH 1

x -norm. We first use Sobolev embedding,
Bernstein, and interpolation to estimate 1

hri2

�
.u1C v1/.u1� v1/

�
PH1
x

.
 jrj 32hri2

�
.u1C v1/Phi.u1� v1/

�
L
3=2
x

C

 1

hri2

�
Plo.u1C v1/ Plo.u1� v1/

�
PH1
x

C

 1

hri2

�
Phi.u1C v1/ Plo.u1� v1/

�
PH1
x

. ku1C v1kL6xkPhi.u1� v1/kL2x CkrPlo.u1C v1/kL3xku1� v1kL6x

Cku1C v1kL6xkrPlo.u1� v1/kL3x CkPhi.u1C v1/kL3xku1� v1kL6x

.
�
ku1k

1
2

L6x
ku1k

1
2

PH1
x

Ckv1k
1
2

L6x
kv1k

1
2

PH1
x

�
ku1� v1k PH1

x
: (5-9)

In particular, for "1 D "1.E1/ sufficiently small we deduce that

kRf .u1/�Rf .v1/k PH1
x
�
1
2
ku1� v1k PH1

x
:

Therefore, by the contraction mapping theorem there exists a unique u1 2 B such that Rf .u1/D u1.
We define R.f / WD u1C iU�1f2. By construction, we have M.R.f //D f .

It remains to see that u WDR.f / 2 E with kukE .E1. As u1 2 B , we have

kuk PH1
x
. ku1k PH1

x
CkU�1f2k PH1

x
.E1Ckf2kH1

x
.E1:

Moreover, by Hölder,

kq.u/kL2x D k2f1CU
2
juj2kL2x . kf kL2x CkU.juj

2/kL2x

.E1CkrØŒ.Plou/
2�kL2x CkØ.uPhiu/kL2x

.E1CkrPloukL2xkPloukL1x CkukL6xkPhiukL3x

.E1Ckuk PH1
x

�
kPloukL1x CkPhiukL3x

�
:
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Using Bernstein, Hölder, and interpolation, we estimate

kPloukL1x . ku1kL6x CkPloU
�1f2kL10x . ku1kL6x Ckf2kL30=13x

. ku1kL6x Ckf2k
1
5

L6x
kf2k

4
5

L2x

and
kPhiukL3x . kPhiu1kL3x CkPhif2kL3x . ku1k

1
2

L6x
ku1k

1
2

PH1
x

Ckf2k
1
2

L6x
kf2k

1
2

PH1
x

:

Taking "1 D "1.E1/ sufficiently small, this proves kq.u/kL2x .E1.
To complete the proof of the proposition, it remains to address part (v). From (5-4) and (5-9), we see

that M is injective on ME2;"2 provided "2 is sufficiently small depending on E2. By shrinking "2, if
necessary, we can further ensure that M.ME2;"2/ is contained in a region where R is defined (this relies
on all the other parts of the proposition). It then follows that M is a homeomorphism on M.ME2;"2/

with inverse R. �

The last result of this section relates the energy and the inverse of the normal form transformation; this
will be useful in the proof of Theorem 1.1.

Lemma 5.3. Let fzngn�1 �H 1
x be uniformly bounded and assume that zn! 0 in L6x . Then

E.R.zn//D
1
2
kznk

2
H1
x
C o.1/ as n!1:

Proof. By Proposition 5.1 (and its proof), we have that R.zn/ exists for n large and

lim sup
n
kR.zn/kE . 1 and lim

n!1
kReR.zn/kL6x D 0: (5-10)

We first claim that
R.zn/D V

�1znC o.1/ in PH 1
x as n!1. (5-11)

Indeed, from the construction of R via the fixed point argument in Proposition 5.1, this amounts to
proving that

khri
�2ŒU�1 Im zn�

2
k PH1

x
Ckhri

�2ŒReR.zn/�2k PH1
x
D o.1/ as n!1.

To see this, we use the decomposition

ŒU�1 Im zn�
2
D ŒPloU

�1 Im zn�
2
CØ

�
.U�1 Im zn/PhiU

�1 Im zn
�

(5-12)

together with Bernstein, Hölder, (5-10), and the hypotheses of the lemma to estimatehri�2ŒU�1 Im zn�
2

PH1
x
.
jrjŒPloU

�1 Im zn�
2

L2x
C
.U�1 Im zn/PhiU

�1 Im zn

L2x

. k Im znkL3xkU
�1 Im znkL6x

. kznk
1
2

L6x
kznk

1
2

L2x
kznkH1

x
D o.1/ as n!1,hri�2ŒReR.zn/�2


PH1
x
.
jrj 32 hri�2ŒReR.zn/�2


L
3=2
x

. kr ReR.zn/kL2xkReR.zn/kL6x D o.1/ as n!1.

This completes the proof of (5-11).
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We now turn our attention to the terms in the formula for E.R.zn// containing q.R.zn//. Using the
representation (5-6), we observe that

M.u/D 1
2
q.u/� 1

2
U 2.juj2/C iU Imu and so q.R.zn//D 2Re znCU 2.jR.zn/j2/:

We next claim that

q.R.zn//D 2Re znC o.1/ in L2x as n!1. (5-13)

To prove this, we note that ImR.zn/ D U
�1 Im zn and use the decomposition (5-12), as well as the

analogous decomposition for ReR.zn/. Arguing as for (5-11), we estimate

kU 2ŒU�1 Im zn�
2
kL2x
.
jrjŒPloU

�1 Im zn�
2

L2x
C
.U�1 Im zn/PhiU

�1 Im zn

L2x
D o.1/;

kU 2ŒReR.zn/�2kL2x .
jrjŒPlo ReR.zn/�2


L
3=2
x
C
.ReR.zn//Phi ReR.zn/


L2x

. kr ReR.zn/kL2xkReR.zn/kL6x CkReR.zn/kL6xkPhi ReR.zn/kL3x

. krR.zn/kL2xkReR.zn/kL6x D o.1/ as n!1.

This completes the proof of (5-13).
Finally, we note that

q.R.zn//D o.1/ in L3x as n!1. (5-14)

Indeed, arguing as above we find

kRe znkL3x . kznk
1
2

L2x
kznk

1
2

L6x
D o.1/ as n!1,

kU 2ŒReR.zn/�2kL3x . kReR.zn/k2L6x D o.1/ as n!1,

kU 2ŒImR.zn/�
2
kL3x
.
jrjŒPloU

�1 Im zn�
2

L3x
C
.U�1 Im zn/PhiU

�1 Im zn

L3x

. k Im znkL6x

jrj�1 Im zn

L6x
CkU�1 Im znkL6xk Im znkL6x

. kznkL6xkznkH1
x
D o.1/ as n!1.

Putting together (5-11), (5-13), and (5-14) completes the proof of the lemma. �

6. Proof of the main result

In this section we prove the main result, Theorem 1.1. As discussed in the Introduction, the proof is
based off of a strategy of Nakanishi; see especially Theorem 1.3 and the sketch of proof thereafter. For
the convenience of the reader, we restate the main theorem here.

Theorem 6.1. Suppose  2
�
2
3
; 1
�
. For any uC 2H 1

realC i
PH 1

real, there exists a global solution u2C.RI E/
to (1-6) such that

lim
t!1

ku.t/�ulin.t/k PH1
x
D 0; (6-1)
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where ulin.t/ WD V
�1e�itHV uC. Moreover,

lim
t!1

dE
�
u.t/; ulin.t/� hri

�2
julin.t/j

2
�
D 0: (6-2)

For  2
�
0; 2
3

�
, these conclusions hold if kuCkH1

realCi
PH1

real
is sufficiently small.

Proof of Theorem 6.1. Let uC 2H 1
realC i

PH 1
real. We define zC D V uC 2H 1

x and we let E0 WD kzCkH1
x

.
We first claim that

lim
t!1

ke�itH zCkL6x D 0: (6-3)

Indeed, given � > 0 we may find ' 2 S.R3/ such that kzC� 'k PH1
x
< �. Using the dispersive estimate

(2-3) and Sobolev embedding, we find

ke�itH zCkL6x . ke
�itH'kL6x CkzC�'k PH1

x
. jt j�1k'k

L
6=5
x
C �;

which yields (6-3).
Next, we choose "0 sufficiently small depending on E0 as in Proposition 5.1. By (6-3), there exists

T0 > 0 such that e�itH zC 2NE0;"0 for t � T0; thus for any T � T0, we may define R.e�iTH zC/ 2 E
so that M.R.e�iTH zC//D e�iTH zC, with kR.e�iTH zC/kE .E0.

By Theorem 3.3, there exists a global solution uT 2 C.RI E/ to (1-6) with uT .T / D R.e�iTH zC/.
Note that when  2

�
0; 2
3

�
, we require E0 to be sufficiently small to guarantee that

kr Re.uT .0//k2
L2x
� ı and E.uT .0//� 1

4
ı (6-4)

uniformly in T, where ı is as in Theorem 3.3. We define

qT WD q.uT /D 2uT1 Cju
T
j
2 and zT WDM.uT /:

Note that .uT ; zT / solves (5-4)–(5-5) with zT .T /D e�iTH zC. Furthermore, we have

kzT .t/kH1
x
CkuT .t/k PH1

x
CkqT .t/kL2x\L3x Cku

T
1 .t/kL3x\L6x .E0 1 (6-5)

uniformly in t and T.
As a consequence of (6-5), there exists a sequence Tn ! 1 and a function u0 2 PH 1

x such that
uTn.0/*u0 weakly in PH 1

x . As (6-5) and (6-4) imply that fuTn.0/g satisfy the hypotheses of Theorem 4.1,
we may apply this theorem to deduce that

uTn.t/ * u1.t/ weakly in PH 1
x for all t 2 R, (6-6)

where u1 2 C.RI E/ denotes the solution to (1-6) with initial data u1.0/D u0 2 E .
We define z1 WDM.u1/ and note that .u1; z1/ solves (5-4)–(5-5). We will prove that u1 is a

solution to (1-6) that satisfies the conclusions of Theorem 1.1. A first step in this direction is the following
weak convergence result.

Proposition 6.2. We have

eitH z1.t/ * zC weakly in H 1
x as t !1.
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Assuming Proposition 6.2 for now, we proceed with the proof of Theorem 1.1. We begin by upgrading
the weak convergence from Proposition 6.2 to strong convergence, namely,

lim
t!1

kz1.t/� e�itH zCkH1
x
D 0: (6-7)

Using Lemma 4.2 combined with (6-6) and Lemma 5.3 combined with (6-3), we can first write

E.u1/� lim inf
n!1

E.uTn/D lim inf
n!1

E.R.e�iTnH zC//D
1
2
kzCk

2
H1
x
: (6-8)

At this moment, it is tempting to attempt a Radon–Riesz-style argument. Recall that the Radon–Riesz
theorem says that if xn * x weakly in some Banach space X and lim supF.xn/ � F.x/ for some
uniformly convex function F WX ! R, then xn! x in norm. (This is most often quoted in the case of a
uniformly convex Banach space with F being the norm.)

The ideas just sketched were adapted beautifully to the Gross–Pitaevskii setting treated in [Gustafson
et al. 2009]. As discussed in the Introduction, those authors exploit

EGP .u/D
1
2
kM.u/k2

H1
x
C
1
4
kU juj2k2

L2x
�
1
2
kM.u/k2

H1
x
;

which holds under no additional hypotheses. As also discussed there (see (1-23), in particular) the energy
functional for the cubic-quintic problem admits no such global inequality. Correspondingly, we need to
keep track of the structure of z1.tn/ as tn!1 and then demonstrate the requisite coercivity is available
in this particular limiting regime. To achieve this goal we will use the following lemma. Note that the
result on QE plays a key role in controlling the kinetic energy of the real part when  < 2

3
.

Lemma 6.3. Let fungn�1 � E be uniformly bounded. Assume that we may write un D �nC rn, where �n
satisfies

sup
n
k�nkH1

realCi
PH1

real
. 1 and lim

n!1
k�nkL3x\L6x D 0:

Then
E.un/DE.rn/C

1
2
kV �nk

2

H1
x
CRehM.rn/; V �niH1

x
C o.1/ as n!1: (6-9)

Furthermore, if QE denotes the reduced energy defined via

QE.f / WD

Z
1
4
jrf j2C 1

8
 jq.f /j2 dx D 1

2
E.f /� 1

12

Z
q.f /3 dx;

then
QE.un/D QE.rn/C

1
4
kV �nk

2
H1
x
C
1
2

RehM.rn/; V �niH1
x
C o.1/ as n!1: (6-10)

Proof. We will only prove (6-9). Claim (6-10) can be read off from the proof we give below.
To begin we observe that

q.un/D q.rn/C 2Re �nCj�nj2C 2Re. N�nrn/:

By hypothesis, rn D un� �n is uniformly bounded in L6x . Using this and our assumptions on �n, we see

q.un/D q.rn/C 2Re �nC o.1/ in L2x as n!1;

q.un/D q.rn/C o.1/ in L3x as n!1:
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Moreover, as un is bounded in E and Re �n is bounded in L2x , we deduce that q.rn/ is uniformly bounded
in both L2x and L3x .

Therefore, we obtain

E.un/DE.rn/C

Z
1
2
jr�nj

2
CRe.r N�nrrn/C q.rn/Re �nC .Re �n/2 dxC o.1/

DE.rn/C
1
2
kV �nk

2
H1
x
CRe

˝
.2 ��/M.rn/; V �n

˛
L2x
C o.1/ as n!1: �

We return now to the proof of (6-7). Let us begin by showing that

E.u1/� 1
2
kzCk

2

H1
x
; (6-11)

which combined with (6-8) fully identifies E.u1/. While natural, this is not (in and of itself) essential
to the argument; it does, however, force us to control the contributions of parts of the energy with the
unhelpful sign. It will be this control that will ultimately allows us to complete the proof of (6-7).

Let tn!1 be an arbitrary sequence. We apply Lemma 6.3 with

un WD u
1.tn/ and �n WD .Id˚P�Nn/V

�1e�itnH zC; (6-12)

where Nn 2 2Z converges to zero sufficiently slowly to guarantee that

k�nkL3x\L6x ! 0 as n!1. (6-13)

Note that this is possible because of (6-3). In view of (6-9), we obtain

E.u1/DE.rn/C
1
2

.Id˚P�Nn/e�itnH zC2H1
x

CRe
˝
M.rn/; .Id˚P�Nn/e

�itnH zC
˛
H1
x
C o.1/ as n!1. (6-14)

By Proposition 6.2, eitnHM.u1.tn// D eitnH z1.tn/ * zC weakly in H 1
x . On the other hand, by

(6-13), we have

M.u1.tn//D e
�itnH zCCM.rn/�P�Nn Im e�itnH zCC hri

�2Œj�nj
2
C 2Re. N�nrn/�

D e�itnH zCCM.rn/C o.1/ in H 1
x as n!1. (6-15)

Thus, we may deduce that

eitnHM.rn/ * 0 weakly in H 1
x as n!1.

Combining this with the dominated convergence theorem (which allows us to replace P�Nn by Id), (6-14)
becomes

E.u1/DE.rn/C
1
2
kzCk

2
H1
x
C o.1/ as n!1. (6-16)

Arguing similarly and using (6-10) in place of (6-9), we obtain

QE.u1/D QE.rn/C
1
4
kzCk

2
H1
x
C o.1/ as n!1. (6-17)
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Note that (6-11) follows immediately from (6-16), provided that E.rn/� 0. By Lemma 3.1, this is im-
mediate if  2

�
2
3
; 1
�
. In view of Lemma 3.2, if  2

�
0; 2
3

�
we simply have to verify that kr Re rnk2

L2x
� ı .

This, however, follows from (6-8) and (6-17), provided E0 is chosen sufficiently small depending on  .
Combining (6-8) with (6-11) and (6-16), we deduce that

E.u1/D 1
2
kzCk

2
H1
x

and E.rn/! 0 as n!1.

By the argument in the preceding paragraph, this implies

krnkE ! 0 as n!1. (6-18)

Therefore, using the representation (5-6) for M, we see that

kM.rn/kH1
x
. kU Im rnkH1

x
CkU 2 Re rnkH1

x
Ckhri

�2q.rn/kH1
x

. krnk PH1
x
Ckq.rn/kL2x ! 0 as n!1.

Combining this with (6-15), we get

kz1.tn/� e
�itnH zCkH1

x
! 0 as n!1.

As the sequence tn!1 was arbitrary, this completes the proof of (6-7).
We next prove that (6-7) implies the conclusions of Theorem 6.1. We first show that (6-7) implies

(6-1). Let tn!1 be an arbitrary sequence and define un and �n as in (6-12). Using (6-13) and (6-18),
we deduce that u1.tn/! 0 in L6x . Furthermore, by (6-7) and (6-3), we have that z1.tn/! 0 in L6x .
Using Proposition 5.1(v), we find that u1.tn/ D R.z1.tn// for n sufficiently large. Arguing as in
Lemma 5.3 and using (5-11), we may write u1.tn/D V �1z1.tn/C o.1/ in PH 1

x , which together with
(6-7) yields (6-1).

We now turn to (6-2). We begin with the following strengthening of (6-3):

lim
t!1

kU�1e�itH zCkL6x D 0: (6-19)

Given 0 < N < 1, we have

kU�1P�N e
�itH zCkL6x . krU

�1P�N e
�itH zCkL2x. kP�N zCkL2x ;

kU�1P>N e
�itH zCkL6x .N

�1
ke�itH zCkL6x :

In view of (6-3), choosing N sufficiently small and then sending t !1 yields (6-19).
Using (6-19), we now show that the modification hri�2julinj

2 appearing in (6-2) is negligible in the
PH 1
x -norm. Indeed, we have the stronger statementhri�1julin.t/j

2

PH1
x
.
jrj 12ulin.t/


L3x
kulin.t/kL6x

. krulin.t/kL2xkU
�1e�itH zCkL6x

. kzCkH1
x
kU�1e�itH zCkL6x ! 0 as t !1: (6-20)
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It remains to show

lim
t!1

q�u1.t/�� q�ulin.t/� hri
�2
julin.t/j

2
�
L2x
D 0: (6-21)

As demonstrated above, u1.t/ D R.z1.t// for t sufficiently large and z1.t/! 0 in L6x as t !1.
Thus, arguing as for (5-13) and using (6-7), we deduce that

q.u1.t//D 2Reulin.t/C o.1/ in L2x as t !1:

On the other hand, a straightforward computation yields

q
�
ulin.t/� hri

�2
julin.t/j

2
�

D 2Reulin.t/CU
2
julin.t/j

2
C
�
hri�2julin.t/j

2
�2
� 2

�
hri
�2
julin.t/j

2
�

Reulin.t/:

Thus, to prove (6-21) it suffices to show that the last three terms on the right-hand side above are o.1/
in L2x as t !1. Indeed, we may estimate

kU 2julin.t/j
2
kL2x
. khri�1julin.t/j

2
k PH1

x
;�hri�2julin.t/j

2
�2

L2x
.
jrj 14 hri�2julin.t/j

2
2
L3x
. kU�1e�itH zCk4L6x ;�hri�2julin.t/j

2
�

Reulin.t/

L2x
. kU�1e�itH zCk3L6x ;

and so by (6-19) and (6-20), we have

q
�
ulin.t/� hri

�2
julin.t/j

2
�
D 2Reulin.t/C o.1/ in L2x as t !1:

This completes the proof of (6-21) and hence that of Theorem 1.1. �

It remains to prove Proposition 6.2.

Proof of Proposition 6.2. We first claim that

zTn.t/ * z1.t/ weakly in PH 1
x for all t 2 R. (6-22)

This relies in an essential way on Theorem 4.1 via (6-6). Henceforth, we let t 2 R be fixed. Using (6-6)
and Rellich–Kondrashov and passing to a subsequence, we have uTn.t/! u1.t/ strongly in L2x.K/ for
any compact K � R3. Now fix ' 2 C1c .R

3/. Then hri�2' 2 S.R3/; in particular, for any " > 0 there
exists Q'" 2 C1c .R

3/ such that
khri

�2' � Q'"kL3=2x
� ":

Using this, Hölder, (6-5), and (6-6), we obtain

hzTn.t/; 'i D huTn.t/; V'iC hjuTn.t/j2; Q'"iC 
˝
juTn.t/j2; hri�2' � Q'"

˛
D huTn.t/; V'iC hjuTn.t/j2; Q'"iCO."/

! hu1.t/; V'iC hju1.t/j2; Q'"iCO."/

D hz1.t/; 'iCO."/:

As " > 0 was arbitrary, this proves (6-22).
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To continue, we write

eitH z1.t/�zC

D
�
eitH z1.t/�eiT0H z1.T0/

�
C
�
eiT0H z1.T0/�e

iT0H zTn.T0/
�
C
�
eiT0H zTn.T0/�e

iTnH zTn.Tn/
�
:

As the above is bounded in H 1
x , it suffices to prove weak convergence when testing against a dense

set of functions in H�1x . In this role, we take ' 2 S.R3/ with O' 2 C1c .R
3 n f0g/. To continue, we

choose N0 2 2Z so that supp O' � fj�j � 100N0g and fix " > 0. By (6-22), there exists n sufficiently large
(depending on T0) so that ˇ̌˝

eiT0H z1.T0/� e
iT0H zTn.T0/; '

˛ˇ̌
� ": (6-23)

To handle the remaining two differences, we will prove the inequalityˇ̌˝
eit2H z.t2/� e

it1H z.t1/; '
˛ˇ̌
.' jt1j�

1
4 (6-24)

uniformly for t2 > t1, where z denotes any of the functions zTn. In view of (6-22), we see that (6-24)
also holds (with the same implicit constant) for z D z1. Thus, taking T0 large enough depending on "
and then n large enough so that Tn > T0 and (6-23) holds, we get

sup
t>T0

jheitH z1.t/� zC; 'ij.' ":

As " > 0 was arbitrary, this proves Proposition 6.2.
It remains to verify (6-24). By Duhamel’s formula, we haveˇ̌˝

eit2H z.t2/� e
it1H z.t1/; '

˛ˇ̌
�

Z t2

t1

jhNz.u.s//; e
�isH'ij ds: (6-25)

To continue, we decompose the nonlinearity as

Nz.u/DN
1
z .u/� N

2
z .u/;

where

N 1
z .u/DU

�
1
2
C2q2Cq2u1�u

3
1�

1
2
 juj4

�
�2ihri�2r�Œqru2�u

2
1ru2�CiU

2Œu21u2Cq
2u2�;

N 2
z .u/DU.u1u

2
2/�

1
3
iU 2.u32/:

We first estimate the contribution of N 1
z .u/ to (6-25). By Hölder and the dispersive estimate (2-3), we

can estimate Z t2

t1

ˇ̌
hN 1
z .u.s//; e

�isH'i
ˇ̌
ds .

Z t2

t1

kN 1
z .u.s//kL12=11x

ke�isH'kL12x ds

.'
Z t2

t1

jsj�
5
4 kN 1

z .u.s//kL12=11x
ds:

Most of the terms appearing in Re.N 1
z / can be handled using Hölder and (6-5):U �1

2
 C 2q2C q2u1� u

3
1

�
L
12=11
x
. kqk2

L
24=11
x

Ckqk2
L
8=3
x

ku1kL6x Cku1k
3

L
36=11
x

. 1:
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To estimate the remaining term in Re.N 1
z / we also use the fractional chain rule and Sobolev embedding:

kU.juj4/k
L
12=11
x
.
jrj 34 .juj4/

L
12=11
x
.
jrj 34u

L
12=5
x
kuk3

L6x
. kruk4

L2x
. 1:

To estimate the terms in Im.N 1
z /, we use Hölder and (6-5):hri�2r � Œqru2�u21ru2�L12=11x

. kru2kL2xkqkL12=5x
Ckru2kL2xku1k

2

L
24=5
x

. 1;U 2Œu21u2C q2u2�L12=11x
. kr.u21u2/kL12=11x

Ckq2u2kL12=11x

. ku1kL4xkukL6xkrukL2x Ckqk
2

L
8=3
x

ku2kL6x . 1:

Putting everything together, we findZ t2

t1

ˇ̌
hN 1
z .u.s//; e

�isH'i
ˇ̌
ds .' jt1j�

1
4 :

We turn now to estimating the contribution of N 2
z .u/ to (6-25). To complete the proof of (6-24) and so

that of the proposition, we must show thatZ t2

t1

ˇ̌
hN 2
z .u.s//; e

�isH'i
ˇ̌
ds .' jt1j�

1
4 : (6-26)

Recalling that supp O' � fj�j � 100N0g, we see that

hP�20N0N
2
z .u.s//; e

�isH'i � 0:

Writing u2 D P�N0u2CP>N0u2, we may decompose the remaining part of N 2
z .u/ as

P>20N0N
2
z .u/D P>20N0UØ

�
u1u2P>N0u2

�
CP>20N0U

2Ø
�
u2ŒP>N0u2�

2
�

CP>20N0U
˚
ŒP>8N0u1�ŒP�N0u2�

2
� iU

�
ŒP>8N0u2�ŒP�N0u2�

2
�	
:

Writing u1 D NvC iUu2 (with v D V u) and a WD ŒP�N0u2�
2, we arrive at the decomposition

P>20N0N
2
z .u/D

P>20N0UØ
�
u1u2P>N0u2

�
CP>20N0U

2Ø
�
u2ŒP>N0u2�

2
�

(6-27)

C iP>20N0U
˚
aU.P>8N0u2/�U

�
aP>8N0u2

�	
(6-28)

CP>20N0U
˚
aP>8N0 Nv

	
: (6-29)

As we will see, the terms in (6-27) and (6-28) are small. However, there is no reason to believe that
(6-29) is small pointwise in time; instead, we will show that this term is nonresonant.

We first consider (6-27). Using Hölder, Bernstein, and (6-5), we estimate

k(6-27)k
L
12=11
x
. ku1kL4xku2kL6xkP>N0u2kL2x Cku2kL6xkP>N0u2k

2

L
8=3
x

.N0 ku1kL4xkru2k
2
L2x
Ckru2k

3
L2x
.N0 1:

Thus, the contribution of this term to (6-26) is acceptable.
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We now turn to (6-28), which includes the commutator Œa; U �. We regard this term as a bilinear
operator T .a; P>8N0u2/ with symbol given by�
1��

�
�

20N0

��
U.�/ŒU.�2/�U.�/��

�
�1

4N0

�
D

�
�2

U.�/.�1C 2�2/

h�ih�2i.j�2jh�iC j�jh�2i/

�
1��

�
�

20N0

��
�

�
�1

4N0

��
� �1;

where � denotes the standard Littlewood–Paley multiplier. Observing that the multiplier inside the braces
is amenable to Lemma 2.3, we may estimate

k(6-28)k
L
12=11
x
. krak

L
3=2
x
kP>8N0u2kL4x .N0 krP�N0u2kL2xkP�N0u2kL6xkru2kL2x :

In view of (6-5), the contribution of this term to (6-26) is acceptable.
Finally, we consider (6-29). Using (1-11), we find

i@t

D
aP>8N0 Nv; e

�itH U

2H
'
E
D
˝
U.aP>8N0 Nv/; e

�itH'
˛
C

D
aP>8N0Nv.u/; e

�itH U

2H
'
E

C

D
Œa;H�P>8N0 Nv; e

�itH U

2H
'
E
C i

D
PaP>8N0 Nv; e

�itH U

2H
'
E
:

By the fundamental theorem of calculus, we may thus estimate the contribution of (6-29) to (6-26) asZ t2

t1

ˇ̌
hU.aP>8N0 Nv/; e

�isH'i
ˇ̌
ds

. sup
t�t1

ˇ̌˝
aP>8N0 Nv; e

�itH
hri
�2'

˛ˇ̌
C

Z t2

t1

ˇ̌˝
aP>8N0Nv.u/; e

�isH
hri
�2'

˛ˇ̌
ds

C

Z t2

t1

ˇ̌˝
hri
�2
�
Œa;H�P>8N0 Nv

�
; e�isH'

˛ˇ̌
dsC

Z t2

t1

ˇ̌˝
PaP>8N0 Nv; e

�isH
hri
�2'

˛ˇ̌
ds: (6-30)

To estimate the terms on the right-hand side of (6-30), we note that in view of (6-5),

kra.t/k
L
3=2
x \L

1
x
Cka.t/kL3x\L1x Ckrv.t/kL2x Ckv.t/kL3x\L6x .N0 1 (6-31)

uniformly for t 2 R. Using this, Hölder, and (2-3), we estimate the first term on the right-hand side of
(6-30) as

sup
t�t1

ˇ̌
haP>8N0 Nv; e

�itH
hri
�2'i

ˇ̌
. kakL1t L3xkvkL1t L3x sup

t�t1

ke�itH hri�2'kL3x .';N0 jt1j
� 1
2 :

Thus, the contribution of this term to (6-26) is acceptable.
Next we consider the second term on the right-hand side of (6-30). By Hölder and (2-3),Z t2

t1

ˇ̌˝
aP>8N0Nv.u/; e

�isH
hri
�2'

˛ˇ̌
ds .' jt1j�

1
2 kaP>8N0Nv.u/kL1t L

1
x
:

Note that

Nv.u/D

5X
kD2

UØ.uk/CØ.uk/:
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To estimate the contribution of the quadratic terms in Nv.u/, we use Bernstein, (6-5), and (6-31):aP>8N0�UØ.u2/CØ.u2/
�
L1t L

1
x
.N0 kakL1t L3xkrØ.u2/k

L1t L
3=2
x

.N0 kakL1t L3xkrukL1t L2xkukL1t L6x .N0 1:

Similarly, we can estimate the cubic terms in Nv.u/ viaaP>8N0�UØ.u3/CØ.u3/
�
L1t L

1
x
.N0 kakL1t L6xkrØ.u3/k

L1t L
6=5
x

.N0 kakL1t L6xkrukL1t L2xkuk
2
L1t L

6
x
.N0 1:

We estimate the quartic and quintic terms in Nv.u/ using Hölder, (6-5), and (6-31):aP>8N0�UØ.u4/CØ.u4/
�
L1t L

1
x
. kakL1t L3xkuk

4

L1t L
6
x
. 1;aP>8N0�UØ.u5/CØ.u5/

�
L1t L

1
x
. kakL1t L6xkuk

5
L1t L

6
x
. 1:

Putting everything together, we see that the contribution of the second term on the right-hand side of
(6-30) to (6-26) is acceptable.

We now turn to the third term on the right-hand side of (6-30). By Hölder and (2-3),Z t2

t1

ˇ̌˝
hri
�2
�
Œa;H�P>8N0 Nv

�
; e�isH'

˛ˇ̌
ds .' jt1j�

1
4

hri�2�Œa;H�P>8N0 Nv�L1t L12=11x
:

We regard the term on the right-hand side above as a bilinear operator T .a; v/ with symbol given by

H.�2/�H.�/

h�i2
�

�
�1

4N0

��
1��

�
�2

8N0

��
Dm.�1; �2/ � �1;

where

m.�1; �2/D�
.2 Cj�j2Cj�2j

2/.�1C 2�2/

h�i2.j�2jh�2iC j�jh�i/
�

�
�1

4N0

��
1��

�
�2

8N0

��
is a bounded bilinear multiplier in view of Lemma 2.3. Using also (6-31), we gethri�2�Œa;H�P>8N0 Nv�L1t L12=11x

. krak
L1t L

3=2
x
kvkL1t L

4
x
.N0 1:

Thus, the contribution of the third term on the right-hand side of (6-30) to (6-26) is acceptable.
We now turn to the fourth and last term on the right-hand side of (6-30). By Hölder, (2-3), and

Bernstein,Z t2

t1

ˇ̌˝
PaP>8N0 Nv; e

�isH
hri
�2'

˛ˇ̌
ds .' jt1j�

1
2 k PakL1t L

2
x
kP>8N0vkL1t L

2
x

.';N0 jt1j
� 1
2 kP�N0 Pu2kL1t L

3
x
ku2kL1t L

6
x
krvkL1t L

2
x
:
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In view of (6-5) and (6-31), we need only bound P�N0 Pu2 in L1t L
3
x . To this end, we use (1-6), Bernstein,

and (6-5):

kP�N0 Pu2kL1t L
3
x
. kP�N0.2 ��/u1kL1t L3x C

5X
kD2

kP�N0Ø.uk/kL1t L3x

.N0 ku1kL1t L3x C
5X
kD2

kukk
L1t L

6
x
.N0 1:

Thus, the contribution of the fourth term on the right-hand side of (6-30) to (6-26) is acceptable. This
completes the justification of (6-26) and so the proof of Proposition 6.2. �

7. Proof of Theorem 1.4

In this section we prove Theorem 1.4 and Corollary 1.7. We recall the norm

kukXT WD sup
t�T

t
1
2 ku.t/k

H
1;3
x .R3/

:

The proof of Theorem 1.4 will be effected by running a contraction mapping argument simultaneously
for u and z DM.u/. The necessity of exploiting the normal form transformation can be seen when one
endeavors to estimate the quadratic terms appearing in the nonlinearity.

Proof of Theorem 1.4.. We define maps8̂<̂
:
Œˆ1.u; z/�.t/D V

�1z.t/� hri�2ju.t/j2;

Œˆ2.u/�.t/D e
�itHV uCC i

Z 1
t

e�i.t�s/HNz.u.s// ds;

where Nz is as in (5-5).
We will show that the map .u; z/ 7! ˆ.u; z/ WD .ˆ1.u; z/;ˆ2.u// is a contraction on a suitable

complete metric space, and so deduce that ˆ has a unique fixed point .u; z/ in this space, which then
necessarily solves (5-4)–(5-5).

For 0 < � < 1 and T > 1 to be determined below, we define

B1 D
˚
u W kuk

L1t .H
1
realCi

PH1
real/
� 4kuCkH1

realCi
PH1

real
; kukXT � 4�

	
;

and
B2 D

˚
z W kzkL1t H

1
x
� 2kuCkH1

realCi
PH1

real
; kV �1zkXT � 2�

	
;

where here and in what follows all space-time norms are taken over .T;1/�R3 unless stated otherwise.
We define B D B1 �B2 and equip B with the metric

d..u; z/; . Qu; Qz//D ku� QukXT C 8kV
�1.z� Qz/kXT :

We first show that ˆ W B! B . By Sobolev embedding, for .u; z/ 2 B and t > T � 1,hri�2ju.t/j2
H1
x
C
hri�2ju.t/j2

H
1;3
x
.
ju.t/j2

L
3=2
x
. ku.t/k2

L3x
. �2t�1:
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Thus choosing T D T .kuCkH1
realCi

PH1
real
/ large enough, we haveŒˆ1.u; z/�.t/H1

realCi
PH1

real
� kV �1z.t/k

H1
realCi

PH1
real
C 

hri�2ju.t/j2
H1
x
� 2kzkL1t H

1
x
:

Similarly, Œˆ1.u; z/�.t/H1;3
x
� kV �1z.t/k

H
1;3
x
C 

hri�2ju.t/j2
H
1;3
x
� 4�t�

1
2 ;

provided � is chosen small enough. Thus ˆ1 W B! B1.
We next show that ˆ2 W B1! B2. We first estimate Nz.u/, which satisfies

U�1Nz.u/D Ø.u2Cu3Cu4Cu5/CU�1 r
hri2

�Ø.uru/CUØ.u3Cu4Cu5/: (7-1)

We estimate the quadratic terms at fixed time t > T � 1, ashØ.u2/CU�1 r
hri2

�Ø.uru/
i
.t/

H
1;3=2
x

. t�1kuk2XT . t
�1�2:

Similarly, for k 2 f2; 3; 4g we have�Ø.ukC1/CUØ.ukC1/
�
.t/

H
1;3=2
x

. ku.t/kk
L3kx
ku.t/k

H
1;3
x

. kjrj1�
1
k u.t/kk

L3x
ku.t/k

H
1;3
x
. t�

kC1
2 kukkC1XT

. t�
kC1
2 �kC1: (7-2)

Combining the above, we deduce that

kU�1Nz.u.t//kH1;3=2
x
.

4X
kD1

t�
kC1
2 �kC1 uniformly for t > T � 1. (7-3)

To continue, we use Strichartz and (7-3) to estimate

kˆ2.u/kL1t H
1
x
� kV uCkL1t H

1
x
CCkNz.u/kL4=3t H

1;3=2
x

� kuCkH1
realCi

PH1
real
CC

4X
kD1

T �
2k�1
4 �kC1 � 2kuCkH1

realCi
PH1

real
;

provided T D T .kuCkH1
realCi

PH1
real
/ is chosen sufficiently large.

We turn to estimating V �1ˆ2.u/ in the X-norm for u 2 B1. By hypothesis, the dispersive estimate
(2-3), and (7-3), for t > T � 1 we have

kŒV �1ˆ2.u/�.t/kH1;3
x
�kV �1e�itHV uCkH1;3

x
C

Z 1
t

V �1Œie�i.t�s/HNz.u.s//�ds


H
1;3
x

� �t�
1
2 C

Z 1
t

e�i.t�s/HU�1Nz.u.s//�H1;3
x
ds

� �t�
1
2CC

Z 1
t

jt � sj�
1
2

4X
kD1

s�
kC1
2 �kC1ds� �t�

1
2CC

4X
kD1

t�
k
2 �kC1� 2�t�

1
2 ;

provided � is chosen sufficiently small. This completes the proof that ˆ W B! B .
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We next claim thatˆ is a contraction with respect to the metric defined above. First, for .u; z/; . Qu; Qz/2B ,
we estimateˆ1.u; z/�ˆ1. Qu; Qz/XT � kV �1.z� Qz/kXT C hri�2.juj2� j Quj2/XT

�
1
8
d..u; z/; . Qu; Qz//CC sup

t�T

t
1
2

.uC Qu/.t/.u� Qu/.t/
L
3=2
x

�
1
8
d..u; z/; . Qu; Qz//CC�T �

1
2 ku� QukXT

�
1
4
d..u; z/; . Qu; Qz//;

provided � is sufficiently small.
By (2-3), for t > T � 1 we estimateV �1Œˆ2.u/�ˆ2. Qu/�.t/H1;3

x
�

Z 1
t

V �1
�
ie�i.t�s/H ŒNz.u.s//�Nz. Qu.s//�

�
ds


H
1;3
x

�

Z 1
t

jt � sj�
1
2

U�1ŒNz.u.s//�Nz. Qu.s//�H1;3=2
x

ds:

Writing w to indicate that either u or Qu may appear, we have

U�1ŒNz.u/�Nz. Qu/�D

4X
kD1

ØŒwk.u� Qu/�C
U�1r

hri2
� Œ.u� Qu/rwCwr.u� Qu/�CU

4X
kD2

ØŒwk.u� Qu/�:

We estimate the contribution of the quadratic terms viaZ 1
t

jt � sj�
1
2

ØŒw.u� Qu/�.s/C
U�1r

hri2
� Œ.u� Qu/rwCwr.u� Qu/�.s/


H
1;3=2
x

ds

. kwkXT ku� QukXT
Z 1
t

jt � sj�
1
2 s�1 ds . t�

1
2�ku� QukXT :

Arguing as in (7-2), we obtainZ 1
t

jt � sj�
1
2

 4X
kD2

ØŒwk.u� Qu/�.s/CUØŒwk.u� Qu/�.s/

H
1;3=2
x

ds

. kwkkXT ku� QukXT
Z 1
t

jt � sj�
1
2 s�

kC1
2 ds . t�

k
2 �kku� QukXT :

Thus for � sufficiently small we get

8
V �1Œˆ2.u/�ˆ2. Qu/�XT � 1

4
d..u; z/; . Qu; Qz//:

This completes the proof that ˆ is a contraction on B . Hence there exists a unique .u; z/ 2 B such
that ˆ.u; z/D .u; z/. In particular z DM.u/ and .u; z/ solves (5-4)–(5-5) on .T;1/�R3. We note that
by construction we have u1 2H 1

x and u 2 L3x \L
6
x . In particular, q.u/D juj2C 2u1 2 L2x and hence

u.t/ 2 E for t > T .
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For  2
�
2
3
; 1
�
, Theorem 3.3 guarantees that the solution u can be extended (in a unique way) to be

global in time. For  2
�
0; 2
3

�
, global existence follows from [Killip et al. 2012, Theorem 1.3], while

uniqueness in the energy space follows from Theorem 3.3 (see also Remark 3.4).
Next we show that (1-25) holds; indeed, we prove the stronger claim (1-26). We first note that Strichartz

combined with (7-3) gives

kz.t/� e�itHV uCkH1
x
. t�

1
4 ;

which in turn implies V �1z.t/�V �1e�itHV uCH1
realCi

PH1
real
. t�

1
4 :

As z DM.u/, for t > T we haveV �1z.t/�u.t/
H1

realCi
PH1

real
.
hri�2ju.t/j2

H1
x
.
ju.t/j2

L
3=2
x
. t�1kuk2XT :

Therefore, by the triangle inequality we may conclude thatu.t/�V �1e�itHV uCH1
realCi

PH1
real
. t�

1
4 :

By the arguments presented so far, it is clear that u is the unique solution in B1 that obeys (1-25). This
is slightly weaker than is claimed in Theorem 1.4, which places no restrictions on the H 1

realC i
PH 1

real-norm
of alternate solutions v.t/, nor any restriction on the value of T for which kvkXT � 4�; however, any
solution v.t/ obeying (1-25) must have

kvk
L1t .ŒT;1/IH

1
realCi

PH1
real/
� 4kuCkH1

realCi
PH1

real

for some T large enough. Thus the equality of v.t/ and u.t/ follows from the contraction mapping
argument above with T large enough combined with uniqueness in the energy space. �

Finally, we prove Corollary 1.7.

Proof of Corollary 1.7. The proof consists of showing that smallness of the weighted norms implies the
smallness condition (1-24). In view of (2-4), it suffices to show

ke˙itHuCkH1;3
x
. jt j�

1
2� and ke˙itHU�1 ReuCkH1;3

x
. jt j�

1
2�:

By the dispersive estimate (2-3) and Hölder,

ke˙itHuCkH1;3
x
. jt j�

1
2 khriuCkL3=2x

. jt j�
1
2

hxi 12ChriuCL2x
and

ke˙itHU�1 ReuCkH1;3
x
. jt j�

1
2

U� 56 hriReuC

L
3=2
x
:

Using Hölder and Sobolev embedding, we obtain

krU�
5
6 ReuCkL3=2x . khriuCkL3=2x . khxi

1
2
C
hriuCkL2x ;

kU�
5
6 ReuCkL3=2x .

jrj 56U� 56 ReuC

L
18=17
x
.
hxi 43Chri 56 ReuC


L2x
: �
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MAGNETIC WELLS IN DIMENSION THREE

BERNARD HELFFER, YURI KORDYUKOV, NICOLAS RAYMOND AND SAN VŨ NGO. C

This paper deals with semiclassical asymptotics of the three-dimensional magnetic Laplacian in the
presence of magnetic confinement. Using generic assumptions on the geometry of the confinement, we
exhibit three semiclassical scales and their corresponding effective quantum Hamiltonians, by means of
three microlocal normal forms à la Birkhoff. As a consequence, when the magnetic field admits a unique
and nondegenerate minimum, we are able to reduce the spectral analysis of the low-lying eigenvalues to a
one-dimensional „-pseudodifferential operator whose Weyl’s symbol admits an asymptotic expansion in
powers of „

1
2 .

1. Introduction

1A. Motivation and context. The analysis of the magnetic Laplacian .�i„r �A/2 in the semiclassical
limit „ ! 0 has been the object of many developments in the last twenty years. The existence of the
discrete spectrum for this operator, together with the analysis of the eigenvalues, is related to the notion
of a “magnetic bottle”, or quantum confinement by a pure magnetic field, and has important applications
in physics. Moreover, motivated by investigations of the third critical field in Ginzburg–Landau theory
for superconductivity, there has been great attention focused on estimates of the lowest eigenvalue. In the
last decade, it appears that the spectral analysis of the magnetic Laplacian has acquired a life of its own.
For a story and discussions about the subject, the reader is referred to the recent reviews [Fournais and
Helffer 2010; Helffer and Kordyukov 2014; Raymond 2016].

In contrast to the wealth of studies exploring the semiclassical approximations of the Schrödinger
operator �„2�CV , the classical picture associated with the Hamiltonian kp�A.q/k2 has almost never
been investigated to describe the semiclassical bound states (i.e., the eigenfunctions of low energy) of
the magnetic Laplacian. The paper [Raymond and Vũ Ngo. c 2015] is to our knowledge the first rigorous
work in this direction. In that paper, which deals with the two-dimensional case, the notion of magnetic
drift, well known to physicists, is cast in a symplectic framework, and using a semiclassical Birkhoff
normal form (see, for instance, [Vũ Ngo. c 2006; 2009; Charles and Vũ Ngo. c 2008]) it becomes possible
to describe all the eigenvalues of order O.„/. Independently, the asymptotic expansion of a smaller set of
eigenvalues was established in [Helffer and Kordyukov 2011; 2015] through different methods which act
directly on the quantum side: explicit unitary transforms and a Grushin-like reduction are used to reduce
the two-dimensional operator to an effective one-dimensional operator.

MSC2010: primary 81Q20, 35P15; secondary 37G05, 70H15.
Keywords: magnetic fields, Birkhoff normal forms, microlocal analysis.
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The three-dimensional case happens to be much harder. The only known results in this case that provide
a full asymptotic expansion of a given eigenvalue concern toy models where the confinement is obtained
by a boundary carrying a Neumann condition on a half-space [Raymond 2012] or on a wedge in [Popoff
and Raymond 2013]. In the case of smooth confinement without boundary, a construction of quasimodes
by Helffer and Kordyukov [2013] suggests what the expansions of the low-lying eigenvalues could be.
But, as was expected by Colin de Verdière [1996] in his list of open questions, extending the symplectic
and microlocal techniques to the three-dimensional case contains an intrinsic difficulty in the fact that the
symplectic form cannot be nondegenerate on the characteristic hypersurface. The goal of our paper is to
answer this question by fully carrying out this strategy. After averaging the cyclotron motion, the effect
of the degeneracy of the symplectic form can be observed on the fact that the reduced operator is only
partially elliptic. Hence, the key ingredient will be a separation of scales via the introduction of a new
semiclassical parameter for only one part of the variables. These semiclassical scales are reminiscent of
the three scales that have been exhibited in the classical picture in the large field limit; see [Benettin and
Sempio 1994; Cheverry 2015]. They are also related to the Born–Oppenheimer-type of approximation
in quantum mechanics (see, for instance, [Born and Oppenheimer 1927; Martinez 2007]). In fact, in a
partially semiclassical context and under generic assumptions, a full asymptotic expansion of the first
magnetic eigenvalues (and the corresponding WKB expansions) has been recently established in any
dimension in the paper by Bonnaillie-Noël, Hérau and Raymond [Bonnaillie-Noël et al. 2016].

1B. Magnetic geometry. Let us now describe the geometry of the problem. The configuration space is

R3 D fq1e1C q2e2C q3e3 j qj 2 R; j D 1; 2; 3g;

where .ej /jD1;2;3 is the canonical basis of R3. The phase space is

R6 D f.q; p/ 2 R3 �R3g

and we endow it with the canonical 2-form

!0 D dp1 ^ dq1C dp2 ^ dq2C dp3 ^ dq3: (1-1)

We will use the standard Euclidean scalar product h � ; � i on R3 and k �k, the associated norm. In particular,
we can rewrite !0 as

!0..u1; u2/; .v1; v2//D hv1; u2i � hv2; u1i 8u1; u2; v1; v2 2 R3:

The main object of this paper is the magnetic Hamiltonian, defined for all .q; p/ 2 R6 by

H.q; p/D kp�A.q/k2; (1-2)

where A 2 C1.R3;R3/.
Let us now introduce the magnetic field. The vector field A D .A1; A2; A3/ is associated (via the

Euclidean structure) with the 1-form

˛ D A1dq1CA2dq2CA3dq3
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and its exterior derivative is a 2-form, called the magnetic 2-form and expressed as

d˛ D .@1A2� @2A1/dq1 ^ dq2C .@1A3� @3A1/dq1 ^ dq3C .@2A3� @3A2/dq2 ^ dq3:

The form d˛ may be identified with a vector field. If we let

B Dr�A D .@2A3�@3A2; @3A1�@1A3; @1A2�@2A1/D .B1; B2; B3/;

then we can write

d˛ D B3dq1 ^ dq2�B2dq1 ^ dq3CB1dq2 ^ dq3: (1-3)

The vector field B is called the magnetic field. Notice that we can express the 2-form d˛ thanks to the
magnetic matrix

MB D

0@ 0 B3 �B2
�B3 0 B1
B2 �B1 0

1A:
Indeed we have

d˛.U; V /D hU;MBV i D hU; V �Bi D ŒU; V;B� 8.U; V / 2 R3 �R3; (1-4)

where Œ � ; � ; � � is the canonical mixed product on R3. We note that B belongs to the kernels of MB and d˛.
An important role will be played by the characteristic hypersurface

†DH�1.0/;

which is the submanifold defined by the parametrization

R3 3 q 7! j.q/ WD .q;A.q// 2 R3 �R3:

We may notice the relation between †, the symplectic structure and the magnetic field given by

j �!0 D d˛; (1-5)

where d˛ is defined in (1-3).

1C. Confinement assumptions and discrete spectrum. This paper is devoted to the semiclassical analy-
sis of the discrete spectrum of the magnetic Laplacian L„;A WD .�i„rq�A.q//2, which is the semiclassical
Weyl quantization of H (see (2-1)). This means that we will consider that „ belongs to .0; „0/ with „0
small enough.

If L is a self-adjoint operator, we denote its spectrum by s.L/. The discrete spectrum of L consists of
the isolated eigenvalues with finite multiplicity. The essential spectrum is by definition the complement
in s.L/ of the discrete spectrum and is denoted by sess.L/. It is empty when L has compact resolvent.

It is known (see, for example, [Avron et al. 1978]) that L„;A is essentially self-adjoint and we always
consider with the same notation its self-adjoint extension.
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Let us recall the assumptions under which the discrete spectrum actually exists. In two dimensions,
with a nonvanishing magnetic field, a standard estimate (see [Avron et al. 1978; Cycon et al. 1987]) gives

„

Z
R2
jB.q/jju.q/j2 dq 6 hL„;Au j ui 8u 2 C10 .R

2/: (1-6)

This implies that, as B.q/!C1, the magnetic Laplacian has compact resolvent. Except in special
cases when some components of the magnetic field have constant sign, this doesn’t hold anymore in
higher dimensions (see [Dufresnoy 1983]). One can give examples where jB.q/j!C1 and the operator
doesn’t have a compact resolvent. We should impose a control of the oscillations of B at infinity. Under
this condition, we get an estimate similar to (1-6) at the price of a small loss. When there exists a constant
C > 0 such that

krB.q/k6 C.1C b.q// 8q 2 R3; (1-7)

and b.q/ WD kB.q/k tends toC1, one can show again that the magnetic Laplacian has compact resolvent
[Helffer and Mohamed 1996].

In the semiclassical context, we would like to consider the case of R3 and, in addition to (1-7), a
confining assumption which allows the presence of the essential spectrum above a certain threshold. More
precisely:

Assumption 1.1. We assume that (1-7) holds and

b.q/> b0 WD inf
q2R3

b.q/ > 0: (1-8)

Under Assumption 1.1, it is proven in [Helffer and Mohamed 1996, Theorem 3.1] that there exist
h0 > 0 and C0 > 0 such that, for all „ 2 .0; h0/,

„.1�C0„
1
4 /

Z
R3
b.q/ju.q/j2 dq 6 hL„;Au j ui 8u 2 C10 .R

3/: (1-9)

In this case, if we do not assume that b.q/!C1, the spectrum is not necessarily discrete, but using
this inequality and Persson’s theorem [1960], we obtain that the bottom of the essential spectrum is
asymptotically above „b1, where

b1 WD lim inf
jqj!C1

b.q/:

More precisely, under Assumption 1.1, there exist h0 > 0 and C0 > 0 such that, for all „ 2 .0; h0/,

sess.L„;A/�
�
„b1.1�C0„

1
4 /;C1

�
: (1-10)

Assumption 1.2. We assume that

0 < b0 < b1: (1-11)

Moreover, we will assume that there exists a point q0 2 R3 and " > 0, Q̌0 2 .b0; b1/ such that

fb.q/6 Q̌0g �D.q0; "/; (1-12)
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where D.q0; "/ is the Euclidean ball centered at q0 and of radius ". For the rest of the article we let
ˇ0 2 .b0; Q̌0/. Without loss of generality, we can assume that q0 D 0 and that A.0/D 0 (which can be
obtained with a change of gauge).

Note that Assumption 1.2 implies that the minimal value of b is attained inside D.q0; "/.
Throughout this paper, we will strengthen the assumptions on the nature of the point q0. At some stage

of our investigation, q0 will be the unique minimum of b. Note in particular that (1-12) is satisfied as
soon as b admits a unique and nondegenerate minimum.

1D. Informal description of the results. Let us now informally walk through the main results of this
paper. We will assume (as precisely formulated in (1-11)–(1-12)) that the magnetic field does not vanish
and is confining.

Of course, for eigenvalues of order O.„/, the corresponding eigenfunctions are microlocalized in the
semiclassical sense near the characteristic manifold † (see, for instance, [Robert 1987; Zworski 2012]).
Moreover, the confinement assumption implies that the eigenfunctions of L„;A associated with eigenvalues
less than ˇ0„ enjoy localization estimates à la Agmon. Therefore we will be reduced to investigating the
magnetic geometry locally in space near a point q0 D 0 2 R3 belonging to the confinement region and
which, for notational simplicity, we may assume to be the origin.

Then, in a neighborhood of .0;A.0// 2†, there exist symplectic coordinates .x1; �1; x2; �2; x3; �3/
such that †D fx1 D �1 D �3 D 0g and .0;A.0// has coordinates 0 2 R6. Hence † is parametrized by
.x2; �2; x3/.

1D1. First Birkhoff form. In these coordinates suited for the magnetic geometry, it is possible to perform
a semiclassical Birkhoff normal form and microlocally unitarily conjugate L„;A to a first normal form
N„ D Opw

„
.N„/ with an operator-valued symbol N„ depending on .x2; �2; x3; �3/ in the form

N„ D �
2
3 C b.x2; �2; x3/I„Cf

?.„; I„; x2; �2; x3; �3/CO.jI„j1; j�3j1/;

where Ih D „2D2x1 C x
2
1 is the first encountered harmonic oscillator and where .„; I; x2; �2; x3; �3/ 7!

f ?.„; I; x2; �2; x3; �3/ satisfies, for I 2 .0; I0/,

jf ?.„; I; x2; �2; x3; �3/j6 C.jI j
3
2 Cj�3j

3
C„

3
2 /:

Since we wish to describe the spectrum in a spectral window containing at least the lowest eigenvalues,
we are led to replace I„ by its lowest eigenvalue „ and thus, we are reduced to the two-dimensional
pseudodifferential operator N Œ1�

„
D Opw

„
.N

Œ1�

„
/, where

N
Œ1�

„
D �23 C b.x2; �2; x3/„Cf

?.„; „; x2; �2; x3; �3/CO.„1; j�3j1/:

1D2. Second Birkhoff form. If we want to continue the normalization, we shall assume a new nondegen-
eracy condition (the first one was the positivity of b).

Now we assume that, for any .x2; �2/ in a neighborhood of .0; 0/, the function x3 7! b.x2; �2; x3/

admits a unique and nondegenerate minimum denoted by s.x2; �2/. Then, by using a new symplectic
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transformation in order to center the analysis at the partial minimum s.x2; �2/, we get a new operator N Œ1�

„

whose Weyl symbol is in the form

N
Œ1�

„
D �2.x2; �2/.�

2
3 C„x

2
3/C„b.x2; �2; s.x2; �2//C remainders;

with

�.x2; �2/D
�
1
2
@23b.x2; �2; s.x2; �2//

� 1
4 (1-13)

and where the remainders have been properly normalized to be at least formal perturbations of the second
harmonic oscillator �23 C„x

2
3 . Since the frequency of this oscillator is „�

1
2 in the classical picture, we

are naturally led to introduce the new semiclassical parameter

hD „
1
2

and the new impulsion

� D „
1
2 Q�

so that

Opw
„
.�23 C„x

2
3/D h

2 Opwh . Q�
2
3 C x

2
3/:

We therefore get the h-symbol of N Œ1�

„
,

N
Œ1�

h
D h2�2.x2; h Q�2/. Q�

2
3 C x

2
3/C h

2b.x2; h Q�2; s.x2; h Q�2//C remainders:

We can again perform a Birkhoff analysis in the space of formal series given by E DF ŒŒx3; Q�3; h��, where
F is a space of symbols in the form c.h; x2; h Q�2/. We get the new operator Mh D Opwh .Mh/, with

Mh D h
2b.x2; h Q�2; s.x2; h Q�2//C h

2Jh Opwh �
2.x2; h Q�2/C h

2g?.h;Jh; x2; h Q�2/C remainders;

where Jh D Opwh .
Q�23 C x

2
3/ and g?.h; J; x2; �2/ is of order three with respect to .J

1
2 ; h

1
2 /. Motivated

again by the perspective of describing the low-lying eigenvalues, we replace Jh by h and rewrite the
symbol with the old semiclassical parameter „ to get the operator MŒ1�

„
D Opwh .M

Œ1�

h
/ D Opw

„
.M

Œ1�

„
/,

with

M
Œ1�

„
D „b.x2; �2; s.x2; �2//C„

3
2 �2.x2; �2/C„g

?.„
1
2 ; „

1
2 ; x2; �2/C remainders: (1-14)

1D3. Third Birkhoff form. The last generic assumption is the uniqueness and nondegeneracy of the
minimum of the new “principal” symbol

.x2; �2/ 7! b.x2; �2; s.x2; �2//

that implies that b admits a unique and nondegenerate minimum at .0; 0; 0/. Up to an „
1
2 -dependent

translation in the phase space and a rotation, we are essentially reduced to a standard Birkhoff normal
form with respect to the third harmonic oscillator K„ D „2D2x2 C x

2
2 .

Note that all our normal forms may be used to describe the classical dynamics of a charged particle in
a confining magnetic field (see Figure 1).
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Figure 1. The dashed line represents the integral curve of the confining magnetic field
BD curlA through q0D .0:5; 0:6; 0:7/ for B.x; y; z/D

�
1
2
y; 1
2
z;
p
1C x2

�
and the full

line represents the projection in the q-space of the Hamiltonian trajectory with initial
condition .q0; p0/ (with p0D .�0:6; 0:01; 0:2/) ending at .q1; p1/. The motion is easier
to follow on a video: see http://tinyurl.com/3DMagneticFlow.

1D4. Microlocalization. Of course, at each step, we will have to provide accurate microlocal estimates
of the eigenfunctions of the different operators to get a good control of the different remainders. In a
first approximation, we will get localizations at the scales x1; �1; �3 � „ı (ı > 0 is small enough) and
x2; �2; x3 � 1. In a second approximation, we will get x3; Q�3 � „ı. In the final step, we will refine the
localization by x2; �2 � „ı.

1E. A semiclassical eigenvalue estimate. Let us already state one of the consequences of our investiga-
tion. It will follow from the third normal form that we have a complete description of the spectrum below
the threshold b0„C 3�2.0; 0/„

3
2 . This description is reminiscent of the results à la Bohr–Sommerfeld of

[Helffer and Robert 1984; Helffer and Sjöstrand 1989, Appendix B] (see also [Helffer and Kordyukov
2015, Remark 1.4]) obtained in the case of one-dimensional semiclassical operators.

Theorem 1.3. Assume that b admits a unique and nondegenerate minimum at q0. Define

� D
Hessq0b .B.q0/;B.q0//

2b20
; � D

s
detHessq0b

Hessq0b .B.q0/;B.q0//
: (1-15)

http://tinyurl.com/3DMagneticFlow
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There exists a function k? 2 C10 .R
2/ with arbitrarily small compact support, and

k?.„
1
2 ; Z/DO..„C jZj/

3
2 /

when .„; Z/! .0; 0/, such that the following holds:
For all c 2 .0; 3/, the spectrum of L„;A below b0„Cc�

1
2„

3
2 coincides modulo O.„1/ with the spectrum

of the operator F„ acting on L2.Rx/ given by

F„ D b0„C �
1
2„

3
2 �

�

2�
„
2
C„

�
1
2
�K„C k?.„

1
2 ;K„/

�
; K„ D „2D2xC x

2;

with some constant �.

Remark 1.4. The constant � in Theorem 1.3 is given by the formula

� D kr�2.0; 0/k2;

where the function � is given in (1-13). Observe also that � D �4.0; 0/.

Corollary 1.5. Under the hypothesis of Theorem 1.3, let .�m.„//m>1 be the nondecreasing sequence of
the eigenvalues of L„;A. For any c 2 .0; 3/, let

N„;c WD fm 2 N� j �m.„/6 „b0C c�
1
2„

3
2 g:

Then the cardinal of N„;c is of order „�
1
2 , and there exist �1; �2 2 R and „0 > 0 such that

�m.„/D „b0C �
1
2„

3
2 C

�
�
�
m� 1

2

�
�
�

2�

�
„
2
C �1

�
m� 1

2

�
„
5
2 C �2

�
m� 1

2

�2
„
3
CO.„

5
2 /

uniformly for „ 2 .0; „0/ and m 2 N„;c .
In particular, the splitting between two consecutive eigenvalues satisfies

�mC1.„/��m.„/D �„
2
CO.„

5
2 /:

Proof. If the support of k? is small enough, the hypothesis k?.„
1
2 ; Z/ D O..„C jZj/

3
2 / implies that,

when „ is small enough,

.1C �/K„ > K„C
2

�
k?.„

1
2 ;K„/> .1� �/K„

for some small � > 0. Therefore, since the eigenvalues of K„ are .2m� 1/„, m 2 N�, the variational
principle implies that the number of eigenvalues of K„C.2=�/k?.„

1
2 ;K„/ below a thresholdC„ belongs to�

1

2

�
C„

„.1C �/
C 1

�
;
1

2

�
C„

„.1� �/
C 1

��
:

Taking C„ D .2=�/.c � 1/�
1
2„

1
2 C .�=�2/„, and applying the theorem, we obtain the estimate for the

cardinal of N„;c . The corresponding eigenvalues of L„;A are of the form

�m.„/D „b0C �
1
2„

3
2 �

�

2�
„
2
C„

�
�
�
m� 1

2

�
„C k?.„

1
2 ; 2m� 1/

�
CO.„1/;
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with .2m� 1/„6 C„=.1� �/. Therefore there exists a constant QC > 0, independent of „, such that all
m 2 N„;c satisfy the inequality .2m� 1/„6 QC„ 12. Writing

k?.„
1
2 ; Z/D c0„

3
2 C �1„

1
2

�
1
2
Z
�
C c1„

2
C �2

�
1
2
Z
�2
C �3„ZC„

1
2O.hCjZj/2CO.Z3/;

we see that, for m 2 N„;c ,

k?.„
1
2 ; .2m� 1/„/D �1„

3
2

�
m� 1

2

�
C �2„

2
�
m� 1

2

�2
CO.„

3
2 /;

which gives the result. �

Remark 1.6. An upper bound of �m.„/ for fixed „-independentm with remainder in O.„
9
4 / was obtained

in [Helffer and Kordyukov 2013] through a quasimodes construction involving powers of „
1
4 . To the

authors’ knowledge, Corollary 1.5 gives the most accurate description of magnetic eigenvalues in three
dimensions, in such a large spectral window. Note also that the nondegeneracy assumption on the norm
of B is not purely technical. Indeed, at the quantum level, it appears through microlocal reductions
matching with the splitting of the Hamiltonian dynamics into three scales: the cyclotron motion around
field lines, the center-guide oscillation along the field lines, and the oscillation within the space of field
lines.

1F. Organization of the paper. The paper is organized as follows. In Section 2, we state our main results.
Section 3 is devoted to the investigation of the first normal form (see Theorem 2.1 and Corollary 2.4). In
Section 4 we analyze the second normal form (see Theorems 2.8 and 2.11 and Corollaries 2.9 and 2.13).
Section 5 is devoted to the third normal form (see Theorem 2.15 and Corollary 2.16).

2. Statements of the main results

We recall (see [Dimassi and Sjöstrand 1999, Chapter 7]) that a function m W Rd ! Œ0;1/ is an order
function if there exist constants N0; C0 > 0 such that

m.X/6 C0hX �Y iN0m.Y /

for any X; Y 2 Rd. The symbol class S.m/ is the space of smooth „-dependent functions a„ W Rd ! C

such that, for all ˛ 2 Nd,
j@˛xa„.x/j6 C˛m.x/ 8h 2 .0; 1�:

Throughout this paper, we assume that the components of the vector potential A belong to a symbol
class S.m/. Note that this implies that B 2 S.m/, and conversely, if B 2 S.m/, then there exist a
potential A and another order function m0 such that A 2 S.m0/. Moreover, the magnetic Hamiltonian
H.x; �/D k� �A.x/k2 belongs to S.m00/ for an order function m00 on R6.

We will work with the Weyl quantization; for a classical symbol a„D a.x; �I „/2S.m/, it is defined as

Opw
„
a  .x/D

1

.2�„/d

Z
R2d

eihx�y;�i=„a

�
xCy

2
; �

�
 .y/ dy d� 8 2 S.Rd /: (2-1)

The Weyl quantization of H is the magnetic Laplacian L„;A D .�i„r �A/2.
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2A. Normal forms and spectral reductions. Let us introduce our first Birkhoff normal form N„.

Theorem 2.1. If B.0/¤0, there exists a neighborhood of .0;A.0// endowed with symplectic coordinates
.x1; �1; x2; �2; x3; �3/ in which †D fx1 D �1 D �3 D 0g and .0;A.0// has coordinates 0 2 R6, and there
exist an associated unitary Fourier integral operator U„ and a smooth function f ?.„; Z; x2; �2; x3; �3/
compactly supported with respect to Z and �3, whose Taylor series with respect to Z; �3; „ isX

k>3

X
2`C2mCˇDk

„
`c?`;m;ˇ .x2; �2; x3/Z

m�
ˇ
3 ;

such that
U �
„
L„;AU„ DN„CR„; (2-2)

with
N„ D „2D2x3 C I„Opw

„
bCOpw

„
f ?.„; I„; x2; �2; x3; �3/;

and where

(a) we have I„ D „2D2x1 C x
2
1 ,

(b) the operator Opw
„
f ?.„; I„; x2; �2; x3; �3/ has to be understood as the Weyl quantization of an

operator-valued symbol,

(c) the remainder R„ is a pseudodifferential operator such that, in a neighborhood of the origin, the
Taylor series of its symbol with respect to .x1; �1; �3; „/ is 0.

Remark 2.2. In Theorem 2.1, the direction of B considered as a vector field on† is @=@x3 and the function
b 2 C1.R6/ stands for b ı j�1

j†
ı� , where � W R6! † W �.x1; �1; x2; �2; x3; �3/D .0; 0; x2; �2; x3; 0/.

In addition, note that the support of f ? in Z and �3 may be chosen as small as we want.

Remark 2.3. In the context of Weyl’s asymptotics, a close version of this theorem appears in [Ivrii 1998,
Chapter 6].

In order to investigate the spectrum of L„;A near the low-lying energies, we introduce the pseudodif-
ferential operator

N Œ1�

„
D „

2D2x3 C„Opw
„
bCOpw

„
f ?.„; „; x2; �2; x3; �3/;

obtained by replacing I„ by „.

Corollary 2.4. We introduce
N ]

„
D Opw

„
.N

]

„
/; (2-3)

with
N
]

„
D �23 C I„b.x2; �2; x3/Cf ?;].„; I„; x2; �2; x3; �3/;

and where b is a smooth extension of b away from D.0; "/ such that (1-12) still holds and where
f ?;] D �.x2; �2; x3/f

?, with � a smooth cutoff function that is 1 in a neighborhood of D.0; "/. We also
define the operator attached to the first eigenvalue of I„,

N Œ1�;]

„
D Opw

„
.N

Œ1�;]

„
/; (2-4)

where N Œ1�;]

„
D �23 C„b.x2; �2; x3/Cf

?;].„; „; x2; �2; x3; �3/.
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If " and the support of f ? are small enough, then we have:

(a) The spectra of L„;A and N ]

„
below ˇ0„ coincide modulo O.„1/.

(b) For all c 2 .0;min.3b0; ˇ0//, the spectra of L„;A and N Œ1�;]

„
below c„ coincide modulo O.„1/.

Let us now state our results concerning the normal form of N Œ1�

„
(or N Œ1�;]

„
) under the following

assumption.

Notation 2.5. If f D f .z/ is a differentiable function, we denote by Tzf . � / its tangent map at the
point z. Moreover, if f is twice differentiable, the second derivative of f is denoted by T 2z f . � ; � /.

Assumption 2.6. We assume that T 20 b.B.0/;B.0// > 0.

Remark 2.7. If the function b admits a unique and positive minimum at 0 and it is nondegenerate, then
Assumption 2.6 is satisfied.

Under Assumption 2.6, we have @3b.0;0;0/D0 and, in the coordinates .x2; �2;x3/ given in Theorem 2.1,

@23b.0; 0; 0/ > 0: (2-5)

It follows from (2-5) and the implicit function theorem that, for small x2, there exists a smooth function
.x2; �2/ 7! s.x2; �2/, with s.0; 0/D 0, such that

@3b.x2; �2; s.x2; �2//D 0: (2-6)

The point s.x2; �2/ is the unique (in a neighborhood of .0; 0; 0/) minimum of x3 7! b.x2; �2; x3/. We
define

�.x2; �2/ WD
�
1
2
@23b.x2; �2; s.x2; �2//

� 1
4:

Theorem 2.8. Under Assumption 2.6, there exist a neighborhood V0 of 0 and a Fourier integral operator
V„ which is microlocally unitary near V0 and such that

V �
„
N Œ1�

„
V„ DWN

Œ1�

„
D Opw

„
.N

Œ1�

„
/;

where N Œ1�

„
D �2.x2; �2/.�

2
3 C„x

2
3/C„b.x2; �2; s.x2; �2//C r„ and r„ is a semiclassical symbol such

that r„ DO.„x33/CO.„�23 /CO.�33 /CO.„2/.

Corollary 2.9. Let us introduce
N Œ1�;]

„
D Opw

„
.N

Œ1�;]

„
/;

where N Œ1�;]

„
D �2.x2; �2/.�

2
3 C„x

2
3/C„b.x2; �2; s.x2; �2//C r

]

„
, with r]

„
D �.x2; �2; x3; �3/r„, and

where � denotes a smooth and constant (with a positive constant) extension of the function �.
There exists a constant Qc > 0 such that, for any cut-off function � equal to 1 on D.0; "/ with support in

D.0; 2"/, we have:

(a) The spectra of N Œ1�;]

„
and N Œ1�;]

„
below .b0C Qc"2/„ coincide modulo O.„1/.

(b) For all c 2 .0;min.3b0; b0C Qc"2//, the spectra of L„;A and N Œ1�;]

„
below c„ coincide modulo O.„1/.
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Notation 2.10 (change of semiclassical parameter). We let hD „
1
2 and, if A„ is a semiclassical symbol

on T �R2, admitting a semiclassical expansion in „
1
2 , we write

A„ WD Opw
„
A„ D Opwh Ah DW Ah;

with
Ah.x2; Q�2; x3; Q�3/D Ah2.x2; h

Q�2; x3; h Q�3/:

Thus, A„ and Ah represent the same operator when hD„
1
2 , but the former is viewed as an „-quantization

of the symbol A„, while the latter is an h-pseudodifferential operator with symbol Ah. Notice that,
if A„ belongs to some class S.m/, then Ah 2 S.m/ as well. This is of course not true the other way
around.

Theorem 2.11. Under Assumption 2.6, there exists a unitary operator Wh as well as a smooth function
g?.h;Z; x2; �2/, with compact support as small as we want with respect to Z and with compact support
in .x2; �2/, whose Taylor series with respect to Z, h isX

2mC2`>3

cm;`.x2; �2/Z
mh`;

such that
W �h N

Œ1�;]

h
Wh DWMh D Opwh .Mh/;

with

Mh D h
2b.x2; h Q�2; s.x2; h Q�2//C h

2Jh Opwh �
2.x2; h Q�2/C h

2g?.h;Jh; x2; h Q�2/C h2RhC h1S.1/;

where

(a) the operator NŒ1�;]
h

is N Œ1�;]

„
(but written in the h-quantization),

(b) we have let Jh D Opwh .
Q�23 C x

2
3/,

(c) the function Rh satisfies Rh.x2; h Q�2; x3; Q�3/DO..x3; Q�3/1/.

Remark 2.12. Note that the support of g? with respect to Z may be chosen as small as we want. Note
also that we have used N

Œ1�;]

h
instead of NŒ1�

h
: since Wh is exactly unitary, we get a direct comparison of

the spectra.

Corollary 2.13. We introduce
M
]

h
D Opwh .M

]

h
/;

with
M
]

h
D h2b.x2; h Q�2; s.x2; h Q�2//C h

2Jh�2.x2; h Q�2/C h2g?.h;Jh; x2; h Q�2/:

We also define
M
Œ1�;]

h
D Opwh .M

Œ1�;]

h
/;

with
M
Œ1�;]

h
D h2b.x2; h Q�2; s.x2; h Q�2//C h

3�2.x2; h Q�2/C h
2g?.h; h; x2; h Q�2/:
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If " and the support of g? are small enough, we have:

(a) For all � > 0, the spectra of NŒ1�;]
h

and M
]

h
below b0h2CO.h2C�/ coincide modulo O.h1/.

(b) For c 2 .0; 3/, the spectra of M]

h
and M

Œ1�;]

h
below b0h2C c�

1
2h3 coincide modulo O.h1/.

(c) If c 2 .0; 3/, the spectra of L„;A and MŒ1�;]

„
DM

Œ1�;]

h
below b0„C c�

1
2„

3
2 coincide modulo O.„1/.

Finally, we can perform a last Birkhoff normal form for the operator MŒ1�;]

„
as soon as .x2; �2/ 7!

b.x2; �2; s.x2; �2// admits a unique and nondegenerate minimum at .0; 0/. Under this additional assump-
tion, b admits a unique and nondegenerate minimum at .0; 0; 0/.

Therefore we will use the following stronger assumption.

Assumption 2.14. The function b admits a unique and positive minimum at 0 and it is nondegenerate.

Theorem 2.15. Under Assumption 2.14, there exists a unitary „-Fourier integral operator Q„1=2 whose
phase admits an expansion in powers of „

1
2 such that

Q�
„1=2

MŒ1�;]

„
Q„1=2 D F„CG„;

where

(a) F„ is defined in Theorem 1.3,

(b) the remainder is in the form G„ D Opw
„
.G„/, with G„ D „O.jz2j1/.

Corollary 2.16. If " and the support of k? are small enough, we have:

(a) For all � 2
�
0; 1
2

�
, the spectra of MŒ1�;]

„
and F„ below b0„CO.„1C�/ coincide modulo O.„1/.

(b) For all c 2 .0; 3/, the spectra of L„;A and F„ below b0„C c�
1
2„

3
2 coincide modulo O.„1/.

Remark 2.17. Since the spectral analysis of F„ is straightforward, Corollary 2.16(b) implies Theorem 1.3.

The next sections are devoted to the proofs of our main results.

Mh

Theorem 2.11

MŒ1�

h

Corollary 2.13(b)

MŒ1�

„

change of
semiclassical

parameter

F„
Theorem 2.15

L„;A

Theorem 1.3

N„

Theorem 2.1

N Œ1�

„Corollary 2.4(b)

N Œ1�

„

Theorem 2.8

NŒ1�

h

change of
semiclassical

parameter
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3. First Birkhoff normal form

We assume that B.0/¤ 0 so that in some neighborhood � of 0 the magnetic field does not vanish. Up to
a rotation in R3 (extended to a symplectic transformation in R6) we may assume that B.0/D kB.0/ke3.
In this neighborhood, we may define the unit vector

bD
B

kBk
(3-1)

and find vectors c and d depending smoothly on q such that .b; c;d/ is a direct orthonormal basis.

3A. Symplectic coordinates.

3A1. Straightening the magnetic vector field. Let y� be a small neighborhood of 0 2 R2. We consider the
form d˛ and we would like to find a diffeomorphism �, defined on y�, such that ��.d˛/D d Oq1 ^ d Oq2,
where we use the notation �. Oq/D q. First, it is easy to find a local diffeomorphism ' such that

@3'. Qq/D b.'. Qq//

and '. Qq1; Qq2; 0/D . Qq1; Qq2; 0/. This is just the standard straightening lemma for the nonvanishing vector
field b.

The vector e3 is in the kernel of '�.d˛/, which implies that we have '�.d˛/D f . Qq/d Qq1 ^ d Qq2 for
some smooth function f .

But since the form '�.d˛/ is closed, f does not depend on Qq3. It is then easy to find another
diffeomorphism  , corresponding to the change of variables

Oq D  . Qq/D
�
 1. Qq1; Qq2/;  2. Qq1; Qq2/; Qq3

�
;

such that
 �.'�.d˛//D d Oq1 ^ d Oq2:

We let �D ' ı and we notice that

��.d˛/D d Oq1 ^ d Oq2; @3�. Oq/D b.�. Oq//: (3-2)

Remark 3.1. It follows from (3-2) and (1-4) that detT�D kBk�1.

3A2. Symplectic coordinates. Let us consider the new parametrization of † given by

� W y�!†;

Oq 7!
�
�. Oq/; A1.�. Oq//; A2.�. Oq//; A3.�. Oq//

�
;

which gives a basis .f1;f2;f3/ of T†,

fj D
�
T�.ej /; TA ıT�.ej /

�
; j D 1; 2; 3:

Using (1-5), and the fact that f3 is in the kernel of d˛, we find !0.fj ;f3/ D 0, j D 1; 2. Finally,
!0.f1; f2/D d˛.T�e1; T�e2/D �

�.d˛/.e1; e2/D 1.
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The following vectors of R3 �R3 form a basis of the symplectic orthogonal of T�. Oq/†:

f4 D kBk
� 1
2 .c; . tT�. Oq/A/c/;

f5 D kBk
� 1
2 .d ; . tT�. Oq/A/d/;

(3-3)

so that

!0.f4;f5/D�1:

We let f6 D .0;b/C�1f1C�2f2, where �1 and �2 are determined so that !0.fj ;f6/D 0 for j D 1; 2.
We notice that !0.fj ;f6/D 0 for j D 4; 5 and !0.f3;f6/D�1.

3A3. Diagonalizing the Hessian. We recall that

H.q; p/D kp�A.q/k2

so that, at a critical point p DA.q/, the Hessian is

T 2H
�
.U1; V1/; .U2; V2/

�
D 2

˝
V1�TqA.U1/; V2�TqA.U2/

˛
:

Let us notice that
T 2H.f4;f5/D 2kBk

�1
hB � c;B �di D 0;

T 2H.f4;f6/D 2hB � c;bi D 0;

T 2H.f5;f6/D 2hB �d ;bi D 0:

The Hessian, restricted to the symplectic orthogonal of T�. Oq/†, is diagonal in the basis .f4;f5;f6/.
Moreover we have

T 2H.f4;f4/D d2H.f5;f5/D 2kBk�1kB � ck2 D 2kBk�1kB �dk2 D 2kBk:

Finally we have

T 2H.f6;f6/D 2:

Now we consider the local diffeomorphism

.x; �/ 7! �.x2; �2; x3/C x1f4.x2; �2; x3/C �1f5.x2; �2; x3/C �3f6.x2; �2; x3/:

The Jacobian of this map is a symplectic matrix on †. We may apply the Moser–Weinstein argument
(see [Weinstein 1971]) to make this map locally symplectic near † modulo a change of variable which is
tangent to the identity.

Near †, in these new coordinates, the Hamiltonian H admits the expansion

yH DH 0
CO.jx1j3Cj�1j3Cj�3j3/; (3-4)

where yH denotes H in the coordinates .x1; x2; x3; �1; �2; �3/, and with

H 0
D �23 C b.x2; �2; x3/.x

2
1 C �

2
1 /; b D kB.x2; �2; x3/k: (3-5)
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3B. Semiclassical Birkhoff normal form.

3B1. Birkhoff procedure in formal series. Let us consider the space E of formal power series in .x1; �1; �3;„/
with coefficients smoothly depending on Qx D .x2; �2; x3/:

E D C1x2;�2;x3 ŒŒx1; �1; �3; „��:

We endow E with the semiclassical Moyal product (with respect to all variables .x1; x2; x3; �1; �2; �3/)
denoted by ? and the commutator of two series �1 and �2 is defined as

Œ�1; �2�D �1 ? �2� �2 ? �1:

The degree of x˛11 �
˛2
1 �

ˇ
3 „

` D z˛1 �
ˇ
3 „

` is ˛1C˛2CˇC 2`D j˛jCˇC 2`. The space of monomials of
degree N is denoted DN , and ON is the space of formal series with valuation at least N. For any �;  2 E ,
we define ad�  D Œ�; �.

Proposition 3.2. Given  2O3, there exist formal power series �; � 2O3 such that

ei„
�1 ad� .H 0

C /DH 0
C �;

with Œ�; jz1j2�D 0.

Proof. Let N > 1. Assume that we have, for �N 2O3,

ei„
�1 ad�N .H 0

C /DH 0
CK3C � � �CKNC1CRNC2CONC3;

with Ki 2 Di , ŒKi ; jz1j2�D 0 and RNC2 2 DNC2.
Let � 0 2 DNC2. Then we have

ei„
�1 ad�NC�0 .H 0

C /DH 0
CK3C � � �CKNC1CKNC2CONC3;

with KNC2 2 DNC2 such that

KNC2 DRNC2C i„
�1 ad� 0 H 0

CONC3:

Let us temporarily admit that (see Lemma 3.3 below)

i„�1 ad� 0 H 0
D i„�1b ad� 0 jz1j2CONC3:

We obtain
KNC2 DRNC2C b ad� 0 jz1j2;

which we rewrite as

RNC2 DKNC2C i„
�1b adjz1j2 �

0
DKNC2C bfjz1j

2; � 0g:

Since b. Qx/¤ 0, we deduce the existence of � 0 and KNC2 such that KNC2 commutes with jz1j2. �

Lemma 3.3. For � 0 2 DNC2, we have

i„�1 ad� 0 H 0
D i„�1b ad� 0 jz1j2CONC3:
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Proof. We observe that

i„�1 ad� 0 H 0
D i„�1 ad� 0 �23 C i„

�1 ad� 0.b. Qx/jz1j2/:

Let us write
� 0 D

X
j˛jCˇC2lDNC2

a˛;ˇ;l. Qx/z
˛
1 �
ˇ
3 „

l:

Then, for the first term, we have

i„�1 ad� 0 �23 Df�
0; �23g D �2�3

@� 0

@x3
D�2

X
j˛jCˇC2`DNC2

@a˛;ˇ;`

@x3
. Qx/z˛1 �

ˇC1
3 „

`
2ONC3:

We also have

i„�1.ad� 0 b. Qx//Df� 0; bgC„2ON D
@� 0

@�3

@b

@x3
C
@� 0

@�2

@b

@x2
�
@� 0

@x2

@b

@�2
CONC1

D

X
j˛jCˇC2`DNC2

ˇa. Qx/
@b

@x3
z˛1 jz1j

2�
ˇ�1
3 „

`
CONC1 2ONC1:

Therefore, for the second term, we get

i„�1 ad� 0.b. Qx/jz1j2/Di„�1.ad� 0 b. Qx//jz1j2C i„�1b. Qx/ ad� 0 jz1j2

Di„�1b. Qx/ ad� 0 jz1j2CONC3;

which completes the proof of the lemma. �

3B2. Quantizing the formal procedure. Let us now prove Theorem 2.1. Using (3-4) and applying the
Egorov theorem (see [Robert 1987; Zworski 2012] or Theorem A.2), we can find a unitary Fourier integral
operator U„ such that

U �
„
L„;AU„ D C0„COpw

„
.H 0/COpw

„
.r„/;

where the Taylor series (with respect to x1, �1, �3, „) of r„ satisfies rT
„
D  2 O3 and C0 is the value

at the origin of the subprincipal symbol of U �
„
L„;AU„. One can choose U„ such that the subprincipal

symbol is preserved by conjugation,1 which implies C0D 0. Applying Proposition 3.2, we obtain � and �
in O3 such that

ei„
�1 ad� .H 0

C /DH 0
C �;

with Œ�; jz1j2�D 0.
We can introduce a smooth symbol a„ with compact support such that we have aT

„
D� in a neighborhood

of the origin. By Proposition 3.2 and Theorem A.4, we obtain that the operator

ei„
�1 Opw

„
.a„/

�
Opw
„
.H 0/COpw

„
.r„/

�
e�i„

�1 Opw
„
.a„/

1This is sometimes called the improved Egorov theorem. It was first discovered by Weinstein [1975] in the homogeneous
setting. For the semiclassical case, see, for instance, [Helffer and Sjöstrand 1989, Appendix A].
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is a pseudodifferential operator such that the formal Taylor series of its symbol is H 0 C �. In this
application of Theorem A.4, we have used the filtration Oj defined in Section 3B1. Since � commutes
with jz1j2, we can write it as a formal series in jz1j2:

� D
X
k>3

X
2`C2mCˇDk

„
`c`;m.x2; �2; x3/jz1j

2m�
ˇ
3 :

This formal series can be reordered by using monomials .jz1j2/?m:

� D
X
k>3

X
2`C2mCˇDk

„
`c?`;m.x2; �2; x3/.jz1j

2/?m�
ˇ
3 :

Thanks to the Borel lemma, we may find a smooth function f ?.„; I; x2; �2; x3; �3/, with compact support
as small as we want with respect to „, I and �3, such that its Taylor series with respect to „; I; �3 isX

k>3

X
2`C2mCˇDk

„
`c?`;m.x2; �2; x3/I

m�
ˇ
3 :

This achieves the proof of Theorem 2.1.

3C. Spectral reduction to the first normal form. This section is devoted to the proof of Corollary 2.4.

3C1. Numbers of eigenvalues.

Lemma 3.4. Under Assumption 1.2, there exists h0 > 0 and "0 > 0 such that, for all „ 2 .0; h0/, the
essential spectrum of N ]

„
admits the lower bound

inf sess.N
]

„
/> .ˇ0C "0/„:

Proof. By using the assumption, we may consider a smooth function � with compact support and "0 > 0
such that

�23 C b.x2; �2; x3/C�.x2; x3; �2; �3/> ˇ0C 2"0:

Then, given � 2 .0; 1/ and estimating the second term in (2-3) by using that the support of f ? is chosen
small enough and the semiclassical Calderon–Vaillancourt theorem, we notice that, for „ small enough,

N ]

„
> .1� �/Opw

„

�
�23 Cjz1j

2b.x2; �2; x3/
�
: (3-6)

Since the essential spectrum is invariant by (relatively) compact perturbations, we have

sess
�
N ]

„
C .1� �/„Opw

„
�.x2; x3; �2; �3/

�
D sess.N

]

„
/:

Hence
inf sess.N

]

„
/> inf s

�
N ]

„
C .1� �/„Opw

„
�.x2; x3; �2; �3/

�
:

In order to bound the right-hand side from below, we write

N ]

„
C.1��/„Opw

„
�.x2;x3; �2; �3/> .1��/Opw

„

�
�23Cjz1j

2b.x2; �2;x3/
�
C.1��/„Opw

„
�.x2;x3; �2; �3/

> „.1��/Opw
„

�
�23Cb.x2; �2;x3/C�.x2;x3; �2; �3/

�
> „.1��/.ˇ0C2"0�C„/;
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where we have used the semiclassical Gårding inequality. Taking � and then „ small enough, this
concludes the proof. �

By using the Hilbertian decomposition given by the Hermite functions .ek;„/k>1 associated with I„,
we notice that

N ]

„
D

M
k>1

N Œk�;]

„
;

where
N Œk�;]

„
D „

2D2x3 C .2k� 1/„Opw
„
bCOpw

„
f ?;]

�
„; .2k� 1/„; x2; �2; x3; �3

�
(3-7)

acting on L2.R2/.

Lemma 3.5. For all � 2 .0; 1/, there exist C > 0 and h0 > 0 such that, for all k > 1 and „ 2 .0; h0/, we
have inf s.N Œk�;]

„
/> .1� 2�/b0.2k� 1/„.

Proof. Applying (3-6) to  .x1; x2; x3/D '.x2; x3/ek;„.x1/, we infer that

hN Œk�;]

„
'; 'i> .2k� 1/„.1� �/hOpw

„
.b/'; 'i:

With the Gårding inequality, we get

hOpw
„
.b/'; 'i> .b0�C„/k'k2;

and the conclusion follows by the min-max principle. �

We immediately deduce the following proposition.

Proposition 3.6. We have the following descriptions of the low-lying spectrum of N ]

„
.

(a) There exist „0 > 0 and K 2 N such that, for „ 2 .0; „0/, the spectrum of N ]

„
lying below ˇ0„ is

contained in the union
SK
kD1 sp.N

Œk�;]

„
/.

(b) If c 2 .0;min.3b0; ˇ0//, then there exists „0 > 0 such that for all „ 2 .0; „0/ the eigenvalues of N ]

„

lying below c„ coincide with the eigenvalues of N Œ1�;]

„
below c„.

Notation 3.7. If L is a self-adjoint operator and E < inf sess.L/, we denote by N.L; E/ the number of
eigenvalues of L lying in .�1; E/.

We deduce the following proposition.

Corollary 3.8. Under assumption (1-11), we have

N.L„;A; ˇ0„/DO.„�
3
2 /; N.N ]

„
; ˇ0„/DO.„�2/:

Proof. To get the first estimate, we use the Lieb–Thirring inequalities (which provide an upper bound
on the number of eigenvalues in dimension three) and the diamagnetic inequality (see [Raymond and
Vũ Ngo. c 2015] and (1-9)). To get the second estimate, we use the first point in Proposition 3.6. Moreover,
given � 2 .0; 1/, by using „ 2 .0; 1/ we infer

hN Œk�;]

„
 ; i> .1� �/„

˝
Opw
„

�
�23 C b.x2; �2; x3/

�
 ; 

˛
:
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Note that the last inequality is very rough. By the min-max principle, we deduce that

N.N Œk�;]

„
; ˇ0„/6 N

�
Opw
„

�
�23Cb.x2; �2; x3/

�
; .1��/�1ˇ0

�
:

Then, we conclude by using the Weyl asymptotics and our confinement assumption:

N
�
Opw
„

�
�23Cb.x2; �2; x3/

�
; .1��/�1ˇ0

�
DO.„�2/: �

Since N ]

„
commutes with I„, we also deduce the following corollary.

Corollary 3.9. For any eigenvalue � of N ]

„
such that �6ˇ0„, we may consider an orthonormal eigenbasis

of the space ker.N ]

„
� �/ formed with functions in the form ek;„.x1/'„.x2; x3/ with k 2 f1; : : : ; Kg.

Moreover, we have 1.�1;ˇ0„/.N
]

„
/DO.„�2/ and each eigenfunction associated with �6 ˇ0„ is a linear

combination of at most O.„�2/ such tensor products.

3C2. Microlocalization estimates. The following proposition follows from the same lines as in dimension
two (see [Helffer and Mohamed 1996, Theorem 2.1]).

Proposition 3.10. Under Assumptions 1.1 and 1.2, for any " > 0, there exist C."/ > 0 and h0."/ > 0 such
that, for any eigenpair .�;  / of L„;A with �6 ˇ0 „, we have for „ 2 .0; h0."//,Z

R3
e2.1�"/�.q/=„

1
2
j j2 dq 6 C."/ exp."„�

1
2 /k k2;

Q„;A.e.1�"/�.q/=„
1
2
 /6 C."/ exp."„�

1
2 /k k2;

where � is the distance to the bounded set fkB.q/k 6 ˇ0g for the Agmon metric .k.B.q/k � ˇ0/Cg,
with g the standard metric.

Proposition 3.11. Under Assumptions 1.1 and 1.2, we consider 0 < b0 < ˇ0 < b1 and there exist C > 0
and „0 > 0 such that, for any eigenpair .�;  / of L„;A with � 6 ˇ0„, we have for „ 2 .0; „0/ and
ı 2

�
0; 1
2

�
,

 D �0.„
�2ıL„;A/�1.q/ CO.„1/k k;

where �0 is a cutoff function compactly supported in the ball of center 0 and radius 1 and where �1 is a
compactly supported smooth cutoff function that is 1 in an open neighborhood of fkB.q/k6 ˇ0g.

Let us now investigate the microlocalization of the eigenfunctions of N ]

„
.

Proposition 3.12. Let � be a smooth cutoff function that is 0 on fb 6 ˇ0g and 1 on the set fb > ˇ0C "g.
If � is an eigenvalue of N ]

„
such that �6 ˇ0„ and if  is an associated eigenfunction, then we have

Opw
„
.�.x2; �2; x3// DO.„1/k k:

Proof. Due to Corollary 3.9, it is sufficient to prove the estimate for a function in the form  .x1; x2; x3/D

ek;„.x1/'.x2; x3/, where k lies in f1; : : : ; Kg and we have

N ]

„
 D � ; or equivalently N Œk�;]

„
' D �';
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where we recall (3-7). Then, we write

N Œk�;]

„
Opw
„
.�/' D �Opw

„
.�/'C ŒN Œk�;]

„
;Opw
„
.�/�'

and it follows that˝
N Œk�;]

„
Opw
„
.�/';Opw

„
.�/'

˛
D �kOpw

„
.�/'k2C

˝
ŒN Œk�;]

„
;Opw
„
.�/�';Opw

„
.�/'

˛
: (3-8)

Rough pseudodifferential estimates imply that there exist C > 0, „0 > 0 such that, for all „ 2 .0; „0/,ˇ̌˝
ŒN Œk�;]

„
;Opw
„
.�/�';Opw

„
.�/'

˛ˇ̌
6 C„2

Opw
„
.�/'

2CC„Opw
„
.�/'

2CC„˝Opw
„
.@3�/';Opw

„
.�3/Opw

„
.�/'

˛
: (3-9)

Combining (3-9) and (3-8), we getOpw
„
.�3/Opw

„
.�/'

6 C„ 12Opw
„
.�/'

; (3-10)

where � is a smooth cutoff function living on a slightly larger support than �. By using (3-10), we can
improve the commutator estimateˇ̌˝

ŒN Œk�;]

„
;Opw
„
.�/�';Opw

„
.�/'

˛ˇ̌
6 C„

3
2

Opw
„
.�/'

2:
We infer that, there exist C > 0, „0 > 0 such that for „ 2 .0; „0/,˝

N Œk�;]

„
Opw
„
.�/';Opw

„
.�/'

˛
6 ˇ0„

Opw
„
.�/'

2CC„ 32Opw
„
.�/'

2:
By using the semiclassical Gårding inequality and the support of �, we get˝

N Œk�;]

„
Opw
„
.�/';Opw

„
.�/'

˛
> .ˇ0C "0/„

Opw
„
.�/'

2
and we deduce Opw

„
.�/'

2 6 C„ 12Opw
„
.�/'

2:
The conclusion follows by a standard iteration argument. �

The following proposition is concerned with the microlocalization with respect to �3.

Proposition 3.13. Let �0 be a smooth cutoff function that is 0 in a neighborhood of 0 and let ı 2
�
0; 1
2

�
.

If � is an eigenvalue of N ]

„
such that �6 ˇ0„ and if  is an associated eigenfunction, then we have

Opw
„
.�0.„

�ı�3// DO.„1/k k:

Proof. We write again  .x1; x2; x3/D ek;„.x1/'.x2; x3/ with k 2 f1; : : : ; Kg and we have N Œk�;]

„
'D�'.

We use again the formula (3-8) with �0.„�ı�3/. We get the commutator estimateˇ̌˝
ŒN Œk�;]

„
;Opw
„
.�0.„

�ı�3//�';Opw
„
.�0.„

�ı�3//'
˛ˇ̌
6 C„

3
2
�ı
Opw

„
.�0.„

�ı�3//'
2:

We have
Opw
„

�
.„�ı�3/

2�20.„
�ı�3/

�
D Opw

„1�ı
.�23�

2
0.�3//;
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so that, with the Gårding inequality,˝
Opw
„

�
.„�ı�3/

2�20.„
�ı�3/

�
'; '

˛
> .1�C„1�ı/k'k2:

We infer �
„
2ı.1�Ch1�ı/�ˇ0„

�Opw
„
.�0.„

�ı�3//'
2 6 C„ 32�ıOpw

„
.�0.„

�ı�3//'
2: �

Using Opw
„
f ?.„; I„; x2; �2; x3; �3/DOpw

„
f .„; jz1j

2; x2; �2; x3; �3/, we deduce the following in the
same way.

Proposition 3.14. Let �1 be a smooth cutoff function that is 0 in a neighborhood of 0 and let ı 2
�
0; 1
2

�
.

If � is an eigenvalue of N ]

„
such that �6 ˇ0„ and if  is an associated eigenfunction, then we have

Opw
„

�
�1.„

�ı.x1; �1//
�
 DO.„1/k k:

Proposition 3.15. The spectra of L„;A and N ]

„
below ˇ0„ coincide modulo O.„1/.

Proof. We refer to [Raymond and Vũ Ngo. c 2015, Section 4.3], which contains similar arguments. �

This proposition provides Corollary 2.4(a). With Proposition 3.6, we deduce point (b).

4. Second Birkhoff normal form

4A. Birkhoff analysis of the first level. This section is devoted to the proofs of Theorems 2.8 and 2.11.
The goal now is to normalize an „-pseudodifferential operator N Œ1�

„
on R2 whose Weyl symbol has the

form
N
Œ1�

„
D �23 C„b.x2; �2; x3/C r„.x2; �2; x3; �3/;

where r„ is a classical symbol with the asymptotic expansion

r„ D r0C„r1C„
2r2C � � �

(in the symbol class topology), where each r` has a formal expansion in �3 of the form

r`.x2; �2; x3; �3/�
X

2`Cˇ>3

c`;ˇ .x2; �2; x3/�
ˇ
3 : (4-1)

The leading terms of N Œ1�

„
are

N
Œ1�

„
D �23 C„b.x2; �2; x3/C c1;1.x2; �2; x3/„�3CO.„�23 /CO.�33 /CO.„2/: (4-2)

4A1. First normalization of the symbol. We consider the local change of variables O'.x2; �2; x3; �3/D
. Ox2; O�2; Ox3; O�3/, where

Ox2 WD x2C �3@2s.x2; �2/; Ox3 WD x3� s.x2; �2/;

O�2 WD �2C �3@1s.x2; �2/; O�3 WD �3:
(4-3)

It is easy to check that the differential of O' is invertible as soon as �3 is small enough. Moreover, we have

O'�!0�!0 DO.j�3j/:
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By the Darboux–Weinstein theorem (see, for instance, [Raymond and Vũ Ngo. c 2015, Lemma 2.4]), there
exists a local diffeomorphism  such that

 D IdCO.�23 / and  � O'�!0 D !0: (4-4)

Using the improved Egorov theorem, one can find a unitary Fourier integral operator V„ such that
the Weyl symbol of V �

„
N Œ1�

„
V„ is yN„ WD N

Œ1�

„
ı O' ı  C O.„2/. From (4-4), and (4-3), we see that

Or„ WD r„ ı O' ı is still of the form (4-1), with modified coefficients c`;ˇ . Thus, using the new variables
and a Taylor expansion in �3, we get

yN„D O�
2
3C„b

�
Ox2CO. O�3/; O�2CO.�3/; Ox3Cs

�
Ox2CO. O�3/; O�2CO. O�3/

�
CO. O�23 /

�
CO. O�33 /C Or„CO.„2/

and thus

yN„ D O�
2
3 C„b

�
Ox2; O�2; Ox3Cs. Ox2; O�2/

�
C„O�3g. Ox2; O�2; Ox3/CO.„O�23 /C Or„CO. O�33 /CO.„2/ (4-5)

for some smooth function g. Ox2; O�2; Ox3/.
Therefore yN„ has the form

yN„ D O�
2
3 C„b

�
Ox2; O�2; Ox3Cs. Ox2; O�2/

�
C Oc1;1.x2; O�2; Ox3/„O�3CO.„O�23 /CO. O�33 /CO.„2/:

4A2. Where the second harmonic oscillator appears. We now drop all the hats off the variables. We use
a Taylor expansion with respect to x3, which, in view of (2-6), yields

b.x2; �2; x3C s.x2; �2//D b.x2; �2; s.x2; �2//C
1
2
x23@

2
3b.x2; �2; s.x2; �2//CO.x33/:

We let

� D
�
1
2
@23b.x2; �2; s.x2; �2//

� 1
4 and  D ln �: (4-6)

We introduce the change of coordinates . Lx2; Lx3; L�2; L�3/D C.x2; x3; �2; �3/ defined by

Lx2 D x2C
@

@�2
x3�3; L�2 D �2�

@

@x2
x3�3;

Lx3 D �x3; L�3 D �
�1�3;

(4-7)

for which one can check that C �!0 � !0 D O.x3�3/ D O.�3/. As before, we can make this local
diffeomorphism symplectic by the Darboux–Weinstein theorem, which modifies (4-7) by O.�23 /. In the
new variables (which we call .x2; x3; �2; �3/ again), the symbol LN„ has the form

LN„ D �
2.x2; �2/.�

2
3 C„x

2
3/C„b.x2; �2; s.x2; �2//C Lc1;1.x2; �2; x3/„�3

CO.„x33/CO.„�23 /CO.�33 /CO.„2/

for some smooth function Lc1;1.x2; �2; x3/.
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4A3. Normalizing the remainder. The next step is to get rid of the term Lc1;1.x2; �2; x3/„�3. Let

a.x2; �2; x3/ WD �
1

2

Z x3

0

Lc1;1.x2; �2; t / dt:

Since Lc1;1 is compactly supported, a is bounded, and one can form the unitary pseudodifferential
operator exp.iA/, where AD Opw

„
.a/. We have

exp.�iA/Opw
„
. LN„/ exp.iA/D Opw

„
. LN„/C exp.�iA/ŒOpw

„
. LN„/; exp.iA/�:

The symbol of Œexp.�iA/Opw
„
. LN„/; exp.iA/� is

„

i
e�iafN; eiagCO.„2/D „f LN„; agCO.„2/D „f LN0; agCO.„2/;

where LN0 is the principal symbol of LN„, which satisfies

LN0 D �
2
3 CO.�33 /:

Therefore f LN„; ag D f�23 ; agCO.�23 /. Since

f�23 ; ag D 2�3
@a

@x3
D��3 Lc1;1;

we get
exp.�iA/Opw

„
. LN„/ exp.iA/D Opw

„

�
LN„�„�3 Lc1;1CO.„�23 /CO.„2/

�
;

which shows that we can remove the coefficient of „�3. The new operator given by the conjugation
formula N Œ1�

„
D exp.�iA/Opw

„
. LN„/ exp.iA/ has a symbol of the form

N
Œ1�

„
D �2.x2; �2/.�

2
3 C„x

2
3/C„b.x2; �2; s.x2; �2//C r„; (4-8)

where r„ DO.„x33/CO.„�23 /CO.�33 /CO.„2/.
This proves Theorem 2.8.

4A4. The second Birkhoff normal form. We now want to perform a Birkhoff normal form for N Œ1�;]

„

relative to the “second harmonic oscillator”

�2.x2; �2/.�
2
3 C„x

2
3/:

Using Notation 2.10, we introduce the new semiclassical parameter hD „
1
2 , and use the relation

Opw
„
.N

Œ1�;]

„
/D Opwh .N

Œ1�;]

h
/:

Thus, let Q�j WD „�
1
2 �j . The new symbol NŒ1�;]

h
has the form

N
Œ1�;]

h
.x2; Q�2; x3; Q�3/D h

2
�
�2.x2; h Q�2/. Q�

2
3 C x

2
3/C b.x2; h

Q�2; s.x2; h Q�2//C h
�2r

]

h2
.x2; h Q�2; x3; h Q�3/

�
:

We introduce momentarily a new parameter � and define

N
Œ1�;]

h
.x2; Q�2; x3; Q�3I�/ WD �

2.x2; � Q�2/. Q�
2
3 C x

2
3/C b.x2; �

Q�2; s.x2; � Q�2//C h
�2r

]

h2
.x2; � Q�2; x3; h Q�3/:
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Notice that N
Œ1�;]

h
.x2; Q�2; x3; Q�3I h/ D h�2N

Œ1�;]

h
.x2; Q�2; x3; Q�3/. We define now a space of functions

suitable for the Birkhoff normal form in .x3; Q�3; h/. Let us now use the notation of the Appendix
introduced in (A-4) in the case when the family of smooth linear maps R2! R2 is given by

'�;R2.x2;
Q�2/D .x2; � Q�2/:

Let
F WD C.1/R2 ;

where the index R2 means that we consider symbols on R2. More explicitly, we have

F D
˚
d s.t. 9c 2 S.1I Œ0; 1�� .0; 1�/R2

ˇ̌
d.x2; Q�2I�; h/D c.'�;R2.x2;

Q�2/I�; h/
	
:

Then we define
E WDF ŒŒx3; Q�3; h��;

endowed with the full Poisson bracket

E � E 3 .f; g/ 7! ff; gg D
X
jD2;3

@f

@ Q�j

@g

@xj
�
@g

@ Q�j

@f

@xj
2 E ;

and the corresponding Moyal bracket Œf; g�. We remark that the formal Taylor series of the symbol
N
Œ1�;]

h
.x2; Q�2; x3; Q�3I�/ with respect to .x3; Q�3; h/ belongs to E . We may apply the semiclassical Birkhoff

normal form relative to the main term �2.x2; � Q�2/. Q�
2
3Cx

2
3/ exactly as in Section 3B1 (and also [Raymond

and Vũ Ngo. c 2015, Proposition 2.7]), where we use the fact that the function

.x2; Q�2; x3; Q�3I�; h/ 7! .�2.x2; � Q�2//
�1

belongs to E because �2 > C > 0 uniformly with respect to �. Let us consider  2 E , the formal Taylor
expansion of h�2r]

h2
.x2; � Q�2; x3; h Q�3/ with respect to .x3; Q�3; h/. The series  is of valuation 3 and we

obtain two formal series �; � 2 E of valuation at least 3 such that

Œ�; x23 C
Q�23 �D 0

and
eih
�1ad� .�2.x2; � Q�2/. Q�

2
3 C x

2
3/C /D �

2.x2; � Q�2/. Q�
2
3 C x

2
3/C �:

The coefficients of � are in S.1/ and one can find a smooth function �h 2 S.1/ with compact support
with respect to .x3; Q�3; h/ and whose Taylor series in .x3; Q�3; h/ is � . By the Borel summation, �h will
actually lie in S.m0/ with m0.x2; Q�2; x3; Q�3/D h.x3; Q�3/i�k for any k > 0, uniformly for small h > 0 and
� 2 Œ0; 1�. Notice that NŒ1�;]

h
2 C.m/ with mD h.x3; Q�3/i2 > 1, and that mm0 DO.1/.

Then, we can apply Theorem A.3 with the family of endomorphisms of R4 defined by

'�;R4.x2;
Q�2; x3; Q�3/D .x2; � Q�2; x3; Q�3/:

Thus, the new operator
Mh D e

ih�1 Opw
h
�hN

Œ1�;]

h
e�ih

�1 Opw
h
�h
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is a pseudodifferential operator whose Weyl symbol belongs to the class C.m/ modulo h1S.1/ (see the
notation of Theorem 2.11). Moreover, thanks to Theorem A.4, its symbol Mh admits the following Taylor
expansion (with respect to .x3; Q�3; h/)

Qb.x2; � Q�2; s.x2; � Q�2//C �
2.x2; � Q�2/. Q�

2
3 C x

2
3/C �:

We write � D
P
mC2`>3 cm;`.x2; �

Q�2/j Qz3j
?2mh` and we may find a smooth function g?.x2; � Q�2; Z; h/

such that its Taylor series with respect to Z, h isX
2mC2`>3

cm;`.x2; � Q�2/Z
mh`:

We may now replace � by h, which achieves the proof of Theorem 2.11.

4B. Spectral reduction to the second normal form. This section is devoted to the proof of Corollary 2.13.

4B1. From N Œ1�;]

„
to N Œ1�;]

„
. In this section, we prove Corollary 2.9.

Lemma 4.1. We have

N.N Œ1�;]

„
; ˇ0„/DO.„�2/; N.N Œ1�;]

„
; ˇ0„/DO.„�2/:

Proof. The first estimate comes from Proposition 3.6 and Corollary 3.8. The second estimate can be
obtained by the same method as in the proof of Corollary 3.8. �

Let us now summarize the microlocalization properties of the eigenfunctions of N Œ1�;]

„
in the following

proposition.

Proposition 4.2. Let �0 be a smooth cutoff function on R that is 0 in a neighborhood of 0 and let
ı 2

�
0; 1
2

�
. Let � be a smooth cutoff function that is 0 on the bounded set fx23Cb.x2; �2; s.x2; �2//6 ˇ0g

and 1 on the set fx23Cb.x2; �2; s.x2; �2//> ˇ0C Q"g, with Q" > 0. If � is an eigenvalue of N Œ1�;]

„
such that

�6 ˇ0„ and if  is an associated eigenfunction, then we have

Opw
„
.�.x2; �2; x3// DO.„1/k k;

and
Opw
„
.�0.„

�ı�3// DO.„1/k k:

Proof. The proof follows exactly the same lines as for Propositions 3.12 and 3.13. �

Lemma 4.1 and Proposition 4.2 on the one hand and Propositions 3.12 and 3.13 on the other hand are
enough to deduce Corollary 2.9(a) from Theorem 2.8. Part (b) easily follows from Corollary 2.4.

4B2. From N
Œ1�;]

h
to M

]

h
. Let us now prove Corollary 2.13(a). We get the following rough estimate of

the number of eigenvalues.

Lemma 4.3. We have

N.N
Œ1�;]

h
; ˇ0h

2/D N.Mh; ˇ0h
2/DO.h�4/; (4-9)

N.M
]

h
; ˇ0h

2/DO.h�4/: (4-10)
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Proof. First, we notice that NŒ1�;]
h

and Mh are unitarily equivalent so that (4-9) holds. Then, given � > 0
and h small enough and up to shrinking the support of g? and by using the Calderon–Vaillancourt theorem
(as in the proof of Lemma 3.4), M]

h
> zM]

h
in the sense of quadratic forms, with

zM
]

h
D Opwh

�
h2b.x2; h Q�2; s.x2; h Q�2//

�
C h2Jh Opwh

�
.�2.x2; h Q�2//� �

�
:

Since �2 > c > 0, we get

Opwh
�
h2b.x2; h Q�2; s.x2; h Q�2//

�
C h2Jh Opwh

�
.�2.x2; h Q�2//� �

�
> Opwh

�
h2b.x2; h Q�2; s.x2; h Q�2//

�
C
1
2
ch2Jh:

We deduce the upper bound (4-10) by separation of variables and the min-max principle. �

The following proposition deals with the microlocal properties of the eigenfunctions of NŒ1�;]
h

.

Proposition 4.4. Let � 2 .0; 1/, ı 2
�
0; 1
2
�
�
, and C > 0. Let � be a smooth cutoff function that is 0 on

fb.x2; �2; s.x2; �2//6 ˇ0g and 1 on the set fb.x2; �2; s.x2; �2//> ˇ0C Q"g, with Q" > 0. Let also �1 be a
smooth cutoff function on R2 that is 0 in a neighborhood of 0.

If � is an eigenvalue of NŒ1�;]
h

such that �6 ˇ0h2 and if  is an associated eigenfunction, we have

Opwh
�
�.x2; h Q�2/

�
 DO.h1/k k (4-11)

and if � is an eigenvalue of NŒ1�;]
h

such that �6 b0h2CCh2C� and if  is an associated eigenfunction,
we have

Opwh
�
�1.h

�ı.x3; Q�3//
�
 DO.h1/k k: (4-12)

Proof. The estimate (4-11) is a consequence of Proposition 4.2. Then, let us write the symbol of NŒ1�;]
h

,

N
Œ1�;]

h
D h2�2.x2; h Q�2/. Q�

2
3 C x

2
3/C h

2b.x2; h Q�2; s.x2; h Q�2//C r
]

h2
.x2; h Q�2; x3; h Q�3/:

We write˝
N
Œ1�;]

h
Opwh

�
�1.h

�ı.x3; Q�3//
�
 ;Opwh

�
�1.h

�ı.x3; Q�3//
�˛

D �
Opwh

�
�1.h

�ı.x3; Q�3//
�
 
2C ˝�NŒ1�;]

h
;Opwh

�
�1.h

�ı.x3; Q�3//
��
;Opwh

�
�1.h

�ı.x3; Q�3//
�
 
˛
:

We get˝�
N
Œ1�;]

h
;Opwh

�
�1.h

�ı.x3; Q�3//
��
;Opwh

�
�1.h

�ı.x3; Q�3//
�
 
˛
6 Ch3

Opwh
�
�1.h

�ı.x3; Q�3//
�
 
2;

where we have used (4-11). Then, we use that

b.x2; h Q�2; s.x2; h Q�2//> b0; �2.x2; h Q�2/> c0 > 0; �6 b0h2CCh2C�;

and the Gårding inequality to deduce

h2.Ch2ı �Ch�/
Opwh

�
�1.h

�ı.x3; Q�3//
�
 
2 6 Ch3Opwh

�
�1.h

�ı.x3; Q�3//
�
 
2:

The desired estimate follows by an iteration argument. �
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In the same way we can deal with M
]

h
.

Proposition 4.5. Let � 2 .0; 1/, ı 2
�
0; 1
2
�
�
, and C > 0. Let � be a smooth cutoff function that is 0

on fb.x2; �2; s.x2; �2// 6 ˇ0g and 1 on the set fb.x2; �2; s.x2; �2// > ˇ0 C Q"g, with Q" > 0. If � is an
eigenvalue of M]

h
such that �6 ˇ0h2 and if  is an associated eigenfunction, we have

Opwh .�.x2; h Q�2// DO.h1/k k (4-13)

and if � is an eigenvalue of M]

h
such that �6 b0h2CCh2C� and if  is an associated eigenfunction,

we have
Opwh

�
�1.h

�ı.x3; Q�3//
�
 DO.h1/k k: (4-14)

Proof. In order to get (4-13), it is enough to go back to the representation with semiclassical „, that
is, M]

h
DM]

„
. Indeed the microlocal estimate follows by the same arguments as in Propositions 3.12

and 3.13. Then, (4-14) follows as in Proposition 4.4. �

Propositions 4.4 and 4.5 and Theorem 2.11 standardly imply Corollary 2.13(a).

4B3. From M
]

h
to M

Œ1�;]

h
. Let us now prove Corollary 2.13(b). Note that part (c) is just a reformulation

of (b).
Let us consider the Hilbertian decomposition M

]

h
D
L
k>1M

Œk�;]

h
, where the symbol MŒk�;]

h
of MŒk�;]

h
is

h2b
�
x2; h Q�2; s.x2; h Q�2/

�
C .2k� 1/h3�2.x2; h Q�2/C h

2g?
�
h; .2k� 1/h; x2; h Q�2

�
:

There exists h0 > 0 such that for all k > 1 and h 2 .0; h0/,

hM
Œk�;]

h
 ; i>

˝
Opwh

�
h2b

�
x2; h Q�2; s.x2; h Q�2/

�
C .2k� 1/h3.�2.x2; h Q�2/� "/

�
 ; 

˛
:

Since each eigenfunction of MŒk�;]

h
associated with an eigenvalue less than ˇ0h2 provides an eigenfunction

ofM]

h
, we infer that the eigenfunctions ofMŒk�;]

h
are uniformly microlocalized in an .x2; �2/-neighborhood

of .0; 0/ as small as we want. Therefore, on the range of 1.�1;b0h2/.M
Œk�;]

h
/, we have

hM
Œk�;]

h
 ; i>

˝
Opwh

�
h2b

�
x2; h Q�2; s.x2; h Q�2/

�
C .2k� 1/h3.�2.0; 0/� 2"/

�
 ; 

˛
;

and, with the Gårding inequality in the „-quantization, we get

hM
Œk�;]

h
 ; i>

˝
Opwh

�
h2b0C .2k� 1/h

3.�2.0; 0/� "/�Ch4
�
 ; 

˛
:

This implies Corollary 2.13(b).

5. Third Birkhoff normal form

5A. Birkhoff analysis of the first level. In this section we prove Theorem 2.15.
We consider MŒ1�;]

„
D Opw

„
.M

Œ1�;]

„
/, with

M
Œ1�;]

„
D „b.x2; �2; s.x2; �2//C„

3
2 �2.x2; �2/C„g

?.„
1
2 ; „

1
2 ; x2; �2/:

By using a Taylor expansion, we get,

M
Œ1�;]

„
D„b0C

1
2
„Hess.0;0/b

�
x2; �2; s.x2; �2/

�
C„

3
2 �2.0; 0/Ccx2„

3
2Cd�2„

3
2C„O..„

1
2 ; z2/

3/; (5-1)



MAGNETIC WELLS IN DIMENSION THREE 1603

where c D @x2�
2.0; 0/ and d D @�2�

2.0; 0/, and we have identified the Hessian with its quadratic form
in .x2; �2/.

Then, there exists a linear symplectic change of variables that diagonalizes the Hessian, so that, if L„
is the associated unitary transform,

L�
„
MŒ1�;]

„
L„ D Opw

„
. yM

Œ1�;]

„
/;

with
yM
Œ1�;]

„
D „b0C

1
2
„�.x22 C �

2
2 /C„

3
2 �2.0; 0/C Ocx2„

3
2 C Od�2„

3
2 C„O..„

1
2 ; z2/

3/;

where
� D

q
detHess.0;0/b.x2; �2; s.x2; �2//:

Since .@x3b/.x2; �2; s.x2; �2// D 0 and .0; 0/ is a critical point of s, we notice that @2x2x3b.0; 0; 0/ D
@2
�2x3

b.0; 0; 0/D 0. Thus
detHess.0;0;0/b.0; 0; 0/D �

2@2x3b.0; 0; 0/:

Using that b is identified with bı� (see Remarks 2.2 and 3.1), this provides the expression given in (1-15).
Note that Oc2C Od2Dk.rx2;�2�

2/.0; 0/k2 since the symplectic transform is in fact a rotation. Moreover,
we have

�.x22 C �
2
2 /C Ocx2„

1
2 C Od�2„

1
2 D �

��
x2�

Oc„
1
2

�

�2
C

�
�2�

Od„
1
2

�

�2�
�„
Oc2C Od2

�
:

Thus, there exists a unitary transform yU„1=2 , which is in fact an „-Fourier integral operator whose phase
admits a Taylor expansion in powers of „

1
2 , such that

yU �
„1=2

L�
„
MŒ1�;]

„
L„ yU„1=2 DW F„ D Opw

„
.F „/;

where

F „ D „b0C„
3
2 �2.0; 0/�

k.rx2;�2�
2/.0; 0/k2

2�
„
2
C„

�
1
2
� jz2j

2
CO..„

1
2 ; z2/

3/
�
:

Now we perform a semiclassical Birkhoff normal form in the space of formal series RŒŒx2; �2; „
1
2 ��

equipped with the degree such that x`2�
m
2 „

n
2 is `CmCn and endowed with the Moyal product. Let F T

„

be the full Taylor series of F „. We find a formal series �.x2; �2; „
1
2 / with a valuation at least 3 such that

ei„
�1ad�F T

„
D F T

„
;

where F T
„

is a formal series of the form

F T
„
D „b0C„

3
2 �2.0; 0/�

k.rx2;�2�
2/.0; 0/k2

2�
„
2
C
1
2
�„jz2j

2
C„kT .„

1
2 ; jz2j

2/;

and kT is a formal series in RŒŒ„
1
2 ; jz2j

2�� (and that can be also written as a formal series in Moyal power
of jz2j2, say .kT /?).

Let Q�.x2; �2; �/ be a compactly supported function whose Taylor expansion at .0; 0; 0/ is equal to
�.x2; �2; �/. By the Egorov theorem (Theorem A.2), uniformly with respect to the parameter �, we obtain

e�i„
�1 Opw

„
.Q�/ Opw

„
.F �2/e

i„�1 Opw
„
.Q�/
DW Opw

„
. zF�/
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is an „-pseudodifferential operator depending smoothly on �. Expanding zF� in powers of � in the S.1/
topology, and letting �D

p
„, we see that zFp

„
D F„C zG„, where

F„ D „b0C„
3
2 �2.0; 0/�

k.rx2;�2�
2/.0; 0/k2

2�
„
2
C
1
2
�„jz2j

2
C„k.„

1
2 ; jz2j

2/;

with k a smooth function with support as small as desired with respect to its second variable, and
zGh D „O.jz2j1/. It remains to notice that Opw

„

�
k.„

1
2 ; jz2j

2/
�

can be written as k?.„
1
2 ;K„/ modulo

Opw
„
.O.jz2j1//. This achieves the proof of Theorem 2.15.

5B. Spectral reduction to the third normal form. Corollary 2.16 is a consequence of the following
lemma and proposition.

Lemma 5.1. We have

N.MŒ1�;]

„
; ˇ0„/DO.„�2/; N.F„; b0„CC„1C�/DO.„�1C�/:

Proof. The first estimate follows from Lemma 4.3 and the second one from a comparison with the
harmonic oscillator in x2. �

The last proposition concerns the microlocalization of the eigenfunctions.

Proposition 5.2. Let � 2 .0; 1/, ı 2
�
0; 1
2
�
�
, and C > 0. Let � be a smooth cutoff function that is 0 in a

bounded neighborhood of .0; 0/ and 1 outside a bounded neighborhood of .0; 0/. If � is an eigenvalue of
MŒ1�;]

„
or of F„ such that �6 b0„CC„1C� and if  is an associated eigenfunction, we have

Opw
„

�
�.„�ı.x2; �2//

�
 DO.„1/:

Proof. The proof is similar to that of Proposition 4.4. �

Appendix: Egorov theorems

We start with the classical result (see, for instance, [Zworski 2012, Theorem 11.1; Robert 1987,
Théorème IV.10]).

Theorem A.1 [Zworski 2012, Theorem 11.1, Remark (ii) on p. 251]. LetP andQ be h-pseudodifferential
operators on Rd, with P 2 Opwh .S.1// and Q 2 Opwh .S.1//. Then the operator e

i
h
QPe�

i
h
Q is a

pseudodifferential operator in Opwh .S.1//, and

e
i
h
QPe�

i
h
Q
�Opwh .p ı �/ 2 hOpwh .S.1//:

Here p is the Weyl symbol of P, and the canonical transformation � is the time-1 Hamiltonian flow
associated with principal symbol of Q.

From this classical version of Egorov’s theorem, one can deduce the following refinement that is useful
when p does not belong to S.1/ (as is the case in this paper).
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Theorem A.2. Let P and Q be h-pseudodifferential operators on Rd, with P 2 Opwh .S.m// and Q 2
Opwh .S.m

0//, where m and m0 are order functions such that

m0 DO.1/; mm0 DO.1/: (A-1)

Then the operator e
i
h
QPe�

i
h
Q is a pseudodifferential whose symbol is in S.m/, and e

i
h
QPe�

i
h
Q
�

Opwh .p ı �/ 2 hOpwh .S.1//.

Proof. The proof is based on the following observation. In order to compare Opwh .pı�
t / and e

it
h
QPe�

it
h
Q,

we consider the derivative
d

d�

�
e
i�
h
Q Opwh .p ı �

t�� /e�
i�
h
Q
�
D e

i�
h
Q
�
i

h
ŒQ;Opwh .p ı �

t�� /�C
d

d�
Opwh .p ı �

t�� /
�
e�

i�
h
Q:

From hypothesis (A-1), the term ŒQ;Opwh .p ı �
t�� /� belongs to Opwh .S.1//; moreover, if we denote

by q0 the principal symbol of Q, we have
d

d�
Opwh .p ı �

t�� /D�Opwh .fq0; p ı �
t��
g/;

which implies that this term is also in Opwh .S.1//. By symbolic calculus, we see that

i

h
ŒQ;Opwh .p ı �

t�� /�C
d

d�
Opwh .p ı �

t�� / 2 hOpwh .S.1// (A-2)

uniformly for t; � in compact sets. It follows by integration from 0 to t that

e
it
h
QPe�

it
h
Q
D Opwh .p ı �

t /C h

Z t

0

e
is
h
QP1.s/e

� is
h
Q ds (A-3)

for some P1.s/ 2 Opwh .S.1//, uniformly for s 2 Œ0; t �. Applying Theorem A.1 to the integrand, we see
that e

it
h
QPe�

it
h
Q
�Opwh .p ı �

t / 2 hOpwh .S.1//. �

In order to quantize the formal Birkhoff procedure of Section 4A4, one needs to consider symbols
in a class C stable under the Moyal product. For that purpose we first define the families of symbols
S.mI Œ0; 1�� .0; 1�/, that is, of smooth functions a W R2d � Œ0; 1�� .0; 1�! C such that, for any ˛ 2 N2d,
there exists C˛ such that, for all .zI�; h/ 2 R2d � Œ0; 1�� .0; 1�,

j@˛za.zI�; h/j6 C˛m.z/

and where m is an order function on R2d. The pair .�; h/ is considered as a parameter.
Then, let .'�/�2Œ0;1� be a smooth family of linear maps R2d !R2d and define the following families

of symbols on R2d by

C.m/D
˚
a 2 S.mI Œ0; 1�� .0; 1�/

ˇ̌
a.zI�; h/D Qa.'�.z/I�; h/ with Qa 2 S.mI Œ0; 1�� .0; 1�/

	
: (A-4)

Theorem A.3. Let P and Q be h-pseudodifferential operators on Rd, with P 2 Opwh .C.m// and Q 2
Opwh .C.m

0//, where m and m0 are order functions such that

m> 1; m0 DO.1/; mm0 DO.1/:

Then e
i
h
QPe�

i
h
Q
D zP CR, where zP 2Opwh .C.m//, R 2 h

1Opwh .S.1//, and with zP �Opwh .pı�/2
hOpwh .C.1//.
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Proof. Since '� is linear, one can see (using, for instance, [Zworski 2012, Theorem 4.17]) that C is stable
under the formal Moyal product, i.e., for all order functions m1 and m2, we have

.C.m1// ? .C.m2//� C.m1m2/C h1S.1/:

Let � be the canonical transformation associated with Q. Then, since m> 1, we have p ı � 2 C.m/;
indeed, if we write the Hamiltonian flow of Q in terms of the variable Qz D '�.z/, we see from the
linearity of '� that the components of the transformed vector field belong to C.m0/. Therefore '� ı � is
of the form Q�� ı'� for some diffeomorphism Q�� depending smoothly on �.

Therefore, both terms in (A-2) belong to Opwh .C.1//. Applying this argument inductively in (A-3), we
may write, for any k > 0,

e
i
h
QPe�

i
h
Q
�Opwh .p ı �/� .h zP1C h

2 zP2C � � �Ch
k zPk/ 2 h

kC1 Opwh .S.1//;

with zPj 2 Opwh .C.1//. By a Borel summation in h, parametrized by Qz D '�.z/, we can find a symbol
yP 2 Opwh .C.1// such that we have the asymptotic expansion in Opwh .S.1//

yP � h zP1C h
2 zP2C � � � :

We conclude by letting zP D Opwh .p ı �/C yP. �

We will also need to examine how the Egorov theorem behaves with respect to taking formal power
series of symbols. For this, it is convenient to introduce a filtration of S.m/.

Theorem A.4. Let m be an order function on R2d, and let .Oj /j2N be a filtration of S.m/, i.e.,

O0 D S.m/; OjC1 �Oj :

Let P DOpwh p and QDOpwh q be h-pseudodifferential operators on Rd, with p 2 S.m/ and q 2 S.m0/,
where m0 is an order function such that m0 and mm0 are bounded.

Assume that
i

h
adq.Oj /�OjC1 8j > 0: (A-5)

Then for any k > 0, the Weyl symbol of the pseudodifferential operator

e
i
h
QPe�

i
h
Q
�

kX
jD0

1

j Š
. i
h

adQ/jP

belongs to Opwh .OkC1/. In other words, the series of exp
�
i
h

adQ
�
P converges to e

i
h
QPe�

i
h
Q for the

filtration .Oj /j2N.

Proof. By the Taylor formula, we can write

e
i
h
QPe�

i
h
Q
D

kX
jD0

1

j Š
.adih�1Q/

jP C
1

kŠ
.adih�1Q/

kC1

Z 1

0

.1� t /ke
it
h
QPe�

it
h
Q dt:

By Theorem A.2, we see that the integral belongs to Opwh .S.m//D Opwh .O0/. Therefore, by assump-
tion (A-5), the remainder in the Taylor formula lies in Opwh .OkC1/. �
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AN ANALYTICAL AND NUMERICAL STUDY
OF STEADY PATCHES IN THE DISC

FRANCISCO DE LA HOZ, ZINEB HASSAINIA, TAOUFIK HMIDI AND JOAN MATEU

We prove the existence of m-fold rotating patches for the Euler equations in the disc, for the simply
connected and doubly connected cases. Compared to the planar case, the rigid boundary introduces rich
dynamics for the lowest symmetries m = 1 and m = 2. We also discuss some numerical experiments
highlighting the interaction between the boundary of the patch and the rigid one.
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1. Introduction

In this paper, we shall discuss some aspects of the vortex motion for the Euler system in the unit disc D

of the Euclidean space R2. That system is described by the equations
∂tv+ v · ∇v+∇ p = 0, (t, x) ∈ R+×D,

div v = 0,
v · ν = 0 on ∂D,

v|t=0 = v0.

(1)
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Here, v = (v1, v2) is the velocity field, and the pressure p is a scalar potential that can be related to the
velocity using the incompressibility condition. The boundary equation means that there is no matter flow
through the rigid boundary ∂D= T; the vector ν is the outer unitary vector orthogonal to the boundary.
The main feature of two-dimensional flows is that they can be illustrated through their vorticity structure;
this can be identified with the scalar function ω = ∂1v2 − ∂2v1, and its evolution is governed by the
nonlinear transport equation

∂tω+ v · ∇ω = 0. (2)

To recover the velocity from the vorticity, we use the stream function 9, which is defined as the unique
solution of the Dirichlet problem on the unit disc:{

19 = ω,

ψ |∂D = 0.
Therefore, the velocity is given by

v =∇⊥9, ∇⊥ = (−∂2, ∂1).

By using the Green function of the unit disc, we get the expression

9(z)=
1

4π

∫
D

log
∣∣∣∣ z− ξ

1− zξ

∣∣∣∣2ω(ξ) d A(ξ), (3)

with d A being the planar Lebesgue measure. In what follows, we shall identify the Euclidean and the
complex planes, so the velocity field is identified with the complex function

v(z)= v1(x1, x2)+ iv2(x1, x2), z = x1+ i x2.

Therefore, we get the compact formula

v(t, z)= 2i∂z9(t, z)

=
i

2π

∫
D

|ξ |2− 1
(z− ξ)(ξ z− 1)

ω(t, ξ) d A(ξ)

=
i

2π

∫
D

ω(t, ξ)

z− ξ
d A(ξ)+

i
2π

∫
D

ξ

1− ξ z
ω(t, ξ) d A(ξ). (4)

We recognize in the first part of the last formula the structure of the Biot–Savart law in the plane R2,
which is given by

v(t, z)=
i

2π

∫
C

ω(t, ξ)

z− ξ
d A(ξ), z ∈ C. (5)

The second term of (4) is absent in the planar case. It describes the contribution of the rigid boundary T,
and our main task is to investigate the boundary effects on the dynamics of special long-lived vortex
structures. Before going further into details, we recall first that, from the equivalent formulation (2)–(4)
of the Euler system (1), Yudovich [1963] was able to construct a unique global solution in the weak sense,
provided that the initial vorticity ω0 is compactly supported and bounded. This result is very important
because it allows one to deal rigorously with vortex patches, which are vortices uniformly distributed in a



AN ANALYTICAL AND NUMERICAL STUDY OF STEADY PATCHES IN THE DISC 1611

bounded region D, i.e., ω0 = χD. These structures are preserved by the evolution, and at each time t ,
the vorticity is given by χDt , with Dt = ψ(t, D) being the image of D by the flow. As we shall see later
in (16), the contour dynamics equation of the boundary ∂Dt is described by the following nonlinear
integral equation. Let γt : T→ ∂Dt be the Lagrangian parametrization of the boundary; then

∂tγt =−
1

2π

∫
∂Dt

log|γt − ξ | dξ +
1

4π

∫
∂Dt

|ξ |2

1− γtξ
dξ.

We point out that, when the initial boundary is smooth enough, roughly speaking more regular than C1,
then the regularity is propagated for long times without any loss. This was first achieved by Chemin
[1998] in the plane and extended in bounded domains by Depauw [1999]. Note also that we can find in
[Bertozzi and Constantin 1993] another proof of Chemin’s result. It appears that the boundary dynamics
of the patch is very complicate to tackle and, to our knowledge, the only known explicit example is
the stationary one given by a small disc centered at the origin. Even though explicit solutions form a
poor class, one can try to find implicit patches with prescribed dynamics, such as rotating patches, also
known as V -states. These patches are subject to perpetual rotation around some fixed point that we can
assume to be the origin and with uniform angular velocity �; this means that Dt = ei t�D. We shall see
in Section 2.3 that the V -states equation, when D is symmetric with respect to the real axis, is given by

Re
{(

2�z+
∫

\

0

z− ξ
z− ξ

dξ −
∫

\

0

|ξ |2

1− zξ
dξ
)

z′
}
= 0, z ∈ 0 , ∂D, (6)

with z′ being a tangent vector to the boundary ∂D0 at the point z; note that we have used the notation∫

\

0
≡ (1/2iπ)

∫
0

. In the flat case, the boundary equation (6) becomes

Re
{(

2�z+
∫

\

0

z− ξ
z− ξ

dξ
)

z′
}
= 0, z ∈ 0. (7)

Note that circular patches are stationary solutions for (7); however, elliptical vortex patches perform a
steady rotation about their centers without changing shape. This latter fact was discovered by Kirchhoff
[1876], who proved that, when D is an ellipse centered at zero, Dt = ei t�D, where the angular velocity �
is determined by the semiaxes a and b through the formula �= ab/(a+ b)2. These ellipses are often
referred to in the literature as the Kirchhoff elliptic vortices; see for instance [Majda and Bertozzi 2002,
p. 304] or [Lamb 1945, p. 232].

One century later, several examples of rotating patches were obtained by Deem and Zabusky [1978],
using contour dynamics simulations. Burbea [1982] gave an analytical proof and showed the existence
of V -states with m-fold symmetry for each integer m ≥ 2. In this countable family, the case m = 2
corresponds to the Kirchhoff elliptic vortices. Burbea’s approach consists of using complex analysis tools,
combined with bifurcation theory. It should be noted that, from this standpoint, the rotating patches are
arranged in a collection of countable curves bifurcating from Rankine vortices (trivial disc solution) at
the discrete angular velocities set {(m − 1)/2m : m ≥ 2}. The numerical analysis of limiting V -states
which are the ends of each branch is done in [Overman 1986; Wu et al. 1984] and reveals interesting
behavior: the boundary develops corners at right angles. Recently, the C∞ regularity and the convexity
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of the patches near the trivial solutions have been investigated in [Hmidi et al. 2013]. More recently, this
result has been improved by Castro, Córdoba and Gómez-Serrano [Castro et al. 2016b], who showed the
analyticity of the V -states close to the disc. We point out that similar research has been carried out in
the past few years for more singular nonlinear transport equations arising in geophysical flows, such as
the surface quasigeostrophic equations or the quasigeostrophic shallow-water equations; see for instance
[Castro et al. 2016a; 2016b; Hassainia and Hmidi 2015; Płotka and Dritschel 2012]. It should be noted
that the angular velocities of the bifurcating V -states for (7) are contained in the interval ]0, 1

2 [. However,
it is not clear whether we can find a V -state when � does not lie in this range. Fraenkel [2000] proved,
always in the simply connected case, that the solutions associated with �= 0 are trivial and reduced to
Rankine patches. This was established by using the moving plane method, which seems to be flexible
and has been recently adapted in [Hmidi 2015] to �< 0 but with a convexity restriction. The case �= 1

2
was also solved in that paper, using the maximum principle for harmonic functions.

Another related subject is to see whether a second bifurcation occurs at the branches discovered by
Deem and Zabusky. This has been explored for the branch of the ellipses corresponding to m = 2. Kamm
[1987] gave numerical evidence of the existence of some branches bifurcating from the ellipses; see also
[Saffman 1992]. In [Luzzatto-Fegiz and Williamson 2010], one can find more details about the diagram
for the first bifurcations and some illustrations of the limiting V -states. The proof of the existence and
analyticity of the boundary has been recently investigated in [Castro et al. 2016b; Hmidi and Mateu 2016].
Another interesting topic which has been studied since the pioneering work of Love [1893] is the linear
and nonlinear stability of the m-folds. For the ellipses, we mention [Guo et al. 2004; Tang 1987], and
for the general case of the m-fold symmetric V -states, we refer to [Burbea and Landau 1982; Wan 1986].
For further numerical discussions, see also [Cerretelli and Williamson 2003; Dritschel 1986; Mitchell
and Rossi 2008]. Recently [Hmidi et al. 2015; de la Hoz et al. 2016b] have shown a special interest in
the study of doubly connected V -states which are bounded patches and delimited by two disjoint Jordan
curves. For example, an annulus is doubly connected, and by rotation invariance, it is a stationary V -state.
No other explicit doubly connected V -state is known in the literature. In [Hmidi et al. 2015], a full
characterization of the V -states (with nonzero magnitude in the interior domain) with at least one elliptical
interface has been achieved, complementing the results of Polvani and Flierl [1986]. As a byproduct, it
is shown that the domain between two ellipses is a V -state only if it is an annulus. The proof of existence
of nonradial doubly connected V -states has been achieved very recently in [de la Hoz et al. 2016b] by
using bifurcation theory. More precisely, we get the following result. Let 0< b < 1 and m ≥ 3, such that

1+ bm
−

1− b2

2
m < 0.

Then there exist two curves of m-fold symmetric doubly connected V -states bifurcating from the annulus
{z ∈ C : b < |z|< 1} at each of the angular velocities

�±m =
1− b2

4
±

1
2m

√(
m(1− b2)

2
− 1

)2

−b2m . (8)

The main goal of the current paper is to explore the existence of rotating patches (6) for Euler equations
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posed on the unit disc D. We shall focus on the simply connected and doubly connected cases and study
the influence of the rigid boundary on these structures. Before stating our main results, we define the
set Db = {z ∈ C : |z|< b}. Our first result dealing with the simply connected V -states is:

Theorem 1. Let b ∈ ]0, 1[ and m be a positive integer. Then there exists a family of m-fold symmetric
V -states (Vm)m≥1 for (6) bifurcating from the trivial solution ω0 = χDb at the angular velocity

�m ,
m− 1+ b2m

2m
.

The proof of this theorem is done in the spirit of [Burbea 1980; de la Hoz et al. 2016b], using the
conformal mapping parametrization φ : T→ ∂D of the V -states, combined with bifurcation theory. As
we shall see later in (17), the function φ satisfies the following nonlinear equation, for all w ∈ T:

Im
{[

2�φ(w)+
∫

\

T

φ(w)−φ(τ)

φ(w)−φ(τ)
φ′(τ ) dτ −

∫
\

T

|φ(τ)|2φ′(τ )

1−φ(w)φ(τ)
dτ
]
wφ′(w)

}
= 0.

Denote by F(�, φ) the term in the left-hand side of the preceding equality. Then the linearized operator
around the trivial solution φ = b Id can be explicitly computed and is given by the following Fourier
multiplier: for h(w)=

∑
n∈N anw

n ,

∂φF(�, b Id)h(w)= b
∑
n≥1

n
(

n− 1+ b2n

n
− 2�

)
an−1en, en =

1
2i
(wn
−wn).

Therefore, the nonlinear eigenvalues leading to nontrivial kernels of dimension 1 are explicitly described
by the quantity �m appearing in Theorem 1. Later on, we check that all the assumptions of the Crandall–
Rabinowitz theorem stated in Section 2.2 are satisfied, and our result follows easily. In Section 5.1,
we implement some numerical experiments concerning the limiting V -states. We observe two regimes
depending on the size of b: b small and b close to 1. In the first case, as expected, corners do appear as in
the planar case. However, for b close to 1, the effect of the rigid boundary is not negligible. We observe
that the limiting V -states are tangentially touching the unit circle; see Figure 5. Some remarks are in order.

Remark 2. For the Euler equations in the plane, there are no curves of 1-fold V -states close to Rankine
vortices. However, we deduce from our main theorem that this mode appears for spherical bounded
domains. Its existence is the result of the interaction between the patch and the rigid boundary T. Moreover,
according to the numerical experiments, these V -states are not necessarily centered at the origin, and this
fact is completely new. For the symmetry m ≥ 2, all the discovered V -states are necessarily centered at
zero because they have at least two axes of symmetry passing through zero.

Remark 3. By a scaling argument, when the domain of the fluid is the ball B(0, R), with R > 1, then
from the preceding theorem, the bifurcation from the unit disc occurs at the angular velocities

�m,R ,
m− 1+ R−2m

2m
.

Therefore, we obtain Burbea’s result [1980] by letting R tend to +∞.



1614 FRANCISCO DE LA HOZ, ZINEB HASSAINIA, TAOUFIK HMIDI AND JOAN MATEU

Remark 4. From the numerical experiments done in [de la Hoz et al. 2016b], we note that, in the plane,
the bifurcation is pitchfork and occurs to the left of �m . Furthermore, the branches of bifurcation are
“monotonic” with respect to the angular velocity. In particular, this means that, for each value of �, we
have at most only one V -state with that angular velocity. This behavior is no longer true in the disc as
will be discussed later in the numerical experiments; see Figure 3.

Remark 5. Due to the boundary effects, the ellipses are no longer solutions for the rotating patch
equation (6). Whether explicit solutions can be found for this model is an interesting problem. However,
we believe that the conformal mapping of any nontrivial V -state has a necessary infinite expansion. Note
that Burbea [1982] proved that, in the planar case when the conformal mapping associated to the V -state
has a finite expansion, it is necessarily an ellipse. His approach is based on Faber polynomials, and this
could give insight to solving the same problem in the disc.

The second part of this paper deals with the existence of doubly connected V -states for the system (1),
governed by (6). Note that the annular patches centered at zero, which are given by

Ab1,b2 = {z ∈ C : b1 < |z|< b2}, b1 < b2 < 1,

are indeed stationary solutions. Our main task is to study the bifurcation of the V -states from these trivial
solutions in the spirit of the recent works [de la Hoz et al. 2016a; 2016b]. We shall first start by studying
the existence with the symmetry m ≥ 2, followed by the special case m = 1.

Theorem 6. Let 0< b2 < b1 < 1, and set b , b2/b1. Let m ≥ 2, such that

m >
2+ 2bm

− (bm
1 + bm

2 )
2

1− b2 .

Then there exist two curves of m-fold symmetric doubly connected V -states bifurcating from the annulus
Ab1,b2 at the angular velocities

�±m =
1− b2

4
+

b2m
1 − b2m

2

4m
±

1
2

√
1m,

with

1m =

(
1− b2

2
−

2− b2m
1 − b2m

2

2m

)2

− b2m
(

1− b2m
1

m

)2

.

Before outlining the ideas of the proof, a few remarks are necessary.

Remark 7. As was discussed in Remark 3, one can use a scaling argument and obtain the result previously
established in [de la Hoz et al. 2016b] for the planar case. Indeed, when the domain of the fluid is the
ball B(0, R), with R > 1, then the bifurcation from the annulus Ab,1 amounts to making the changes
b1 = 1/R and b2 = b/R in Theorem 6. Thus, by letting R tend to infinity, we get exactly the nonlinear
eigenvalues of the Euler equations in the plane (8).

Remark 8. Unlike in the plane, where the frequency m is assumed to be larger than 3, we can reach
m = 2 in the case of the disc. This can be checked for b2 small with respect to b1. This illustrates once
again the interaction between the rigid boundary and the V -states.
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Now we shall sketch the proof of Theorem 6, which follows along the lines of [de la Hoz et al.
2016b] and stems from bifurcation theory. The first step is to write down the analytical equations of
the boundaries of the V -states. This can be done for example through the conformal parametrization of
the domains D1 and D2, which are close to the discs b1D and b2D, respectively. Set φ j :D

c
→ Dc

j , the
conformal mappings which have the expansions,

for all |w| ≥ 1, φ1(w)= b1w+
∑
n∈N

a1,n

wn , φ2(w)= b2w+
∑
n∈N

a2,n

wn .

In addition, we assume that the Fourier coefficients are real, which means that we are looking only for
V -states that are symmetric with respect to the real axis. As we shall see later in Section 4.1, the conformal
mappings are subject to two coupled nonlinear equations defined as follows: for j ∈ {1, 2} and w ∈ T,

F j (λ, φ1, φ2)(w), Im
{(
(1− λ)φ j (w)+ I (φ j (w))− J (φ j (w))

)
wφ′j (w)

}
= 0,

with

I (z)=
∫

\

T

z−φ1(ξ)

z−φ1(ξ)
φ′1(ξ) dξ −

∫
\

T

z−φ2(ξ)

z−φ2(ξ)
φ′2(ξ) dξ,

J (z)=
∫

\

T

|φ1(ξ)|
2

1− zφ1(ξ)
φ′1(ξ) dξ −

∫
\

T

|φ2(ξ)|
2

1− zφ2(ξ)
φ′2(ξ) dξ,

λ, 1− 2�.

In order to apply bifurcation theory, we should understand the structure of the linearized operator around
the trivial solution (φ1, φ2)= (b1 Id, b2 Id) corresponding to the annulus with radii b1 and b2 and identify
the range of � where this operator has a one-dimensional kernel. The computations of the linear operator
DF(�, b1 Id, b2 Id) with F = (F1, F2) in terms of the Fourier coefficients are fairly lengthy, and we find
that it acts as a Fourier multiplier matrix. More precisely, for

h1(w)=
∑
n≥1

a1,n

wn , h2(w)=
∑
n≥1

a2,n

wn ,

we obtain the formula

DF(λ, b1 Id, b2 Id)(h1, h2)=
∑
n≥1

Mn(λ)

(
a1,n−1

a2,n−1

)
en, en(w),

1
2i
(wn
−wn),

where the matrix Mn is given by

Mn(λ)=

(
b1[nλ− 1+ b2n

1 − n(b2/b1)
2
] b2[(b2/b1)

n
− (b1b2)

n
]

−b1[(b2/b1)
n
− (b1b2)

n
] b2[nλ− n+ 1− b2n

2 ]

)
.

Therefore, the values of � associated with nontrivial kernels are the solutions of a second-degree
polynomial in λ,

Pn(λ), det Mn(λ)= 0. (9)

The polynomial Pn has real roots when the discriminant1n(α, b) introduced in Theorem 6 is positive. The
calculation of the dimension of the kernel is significantly more complicated than the cases considered before
in [Burbea 1980; de la Hoz et al. 2016b]. The matter reduces to counting, for a given λ, the discrete set

{n ≥ 2 : Pn(λ)= 0}.
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Note that, in [Burbea 1980; de la Hoz et al. 2016b], this set has only one element, and therefore, the
kernel is one-dimensional. This follows from the monotonicity of the roots of Pn with respect to n. In
the current situation, we get similar results but with a more refined analysis.

Now we shall move on to the existence of 1-fold symmetries, which are completely absent in the plane.
The study in the general case is slightly subtler, and we have only carried out partial results, so some
other cases are left open and deserve to be explored. Before stating our main result, we need to do some
preparation. As we shall see in Section 4.4.3, the equation P1(λ)= 0 admits exactly two solutions

λ−1 = (b2/b1)
2 or λ+1 = 1+ b2

2− b2
1.

Similarly to the planar case [de la Hoz et al. 2016b], there is no hope of bifurcating from the first
eigenvalue λ−1 because the range of the linearized operator around the trivial solution has an infinite
codimension, and thus, the Crandall–Rabinowitz theorem stated in Section 2.2 is useless. However, for
the second eigenvalue λ+1 , the range is at most of codimension 2, and in order to bifurcate, we should
avoid a special set of b1 and b2 that we shall describe now. Fix b1 in ]0, 1[, and set

Eb1 , {b2 ∈ ]0, b1[ : there exists n ≥ 2 such that Pn(1+ b2
2− b2

1)= 0},

where Pn is defined in (9). As we shall see in Proposition 20, this set is countable and composed of a
strictly increasing sequence (xm)m≥1 converging to b1. Now we state our result.

Theorem 9. Given b1 ∈ ]0, 1[, then for any b2 /∈ Eb1 , there exists a curve of nontrivial 1-fold doubly
connected V -states bifurcating from the annulus Ab1,b2 at the angular velocity

�1 =
b2

1− b2
2

2
.

The proof is done in the spirit of Theorem 6. When b2 /∈ Eb1 , then all the conditions of the Crandall–
Rabinowitz theorem are satisfied. However, when b2 ∈ Eb1 , then the range of the linearized operator has
codimension 2. Whether the bifurcation occurs in this special case is an interesting problem which is left
open here.

Notation. We need to collect some useful notation that will be frequently used along this paper. We shall
use the symbol , to define an object. The unit disc is denoted by D and its boundary, the unit circle,
by T. For a given continuous complex function f : T→ C, we set∫

\

T

f (τ ) dτ ,
1

2iπ

∫
T

f (τ ) dτ,

where dτ stands for complex integration.
Let X and Y be two normed spaces. We denote by L(X, Y ) the space of all continuous linear maps

T : X→ Y endowed with its usual strong topology. We denote by Ker T and R(T ) the null space and the
range of T , respectively. Finally, if F is a subspace of Y , then Y/F denotes the quotient space.
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2. Preliminaries and background

In this introductory section, we shall collect some basic facts on Hölder spaces and bifurcation theory
and shall recall how to use conformal mappings to obtain the equations of V -states.

2.1. Function spaces. In this paper as well as in the preceding ones [Hmidi et al. 2013; de la Hoz et al.
2016b], we find it more convenient to think of a 2π-periodic function g : R→ C as a function of the
complex variable w = eiθ . To be more precise, let f : T→ R2 be a smooth function; then it can be
assimilated to a 2π -periodic function g : R→ R2 via the relation

f (w)= g(η), w = eiη.

By Fourier expansion, there exist complex numbers (cn)n∈Z such that

f (w)=
∑
n∈Z

cnw
n,

and the differentiation with respect to w is understood in the complex sense. Now we shall introduce
Hölder spaces on the unit circle T.

Definition. Let 0< γ < 1. We denote by Cγ (T) the space of continuous functions f such that

‖ f ‖Cγ (T) , ‖ f ‖L∞(T)+ sup
τ 6=w∈T

| f (τ )− f (w)|
|τ −w|γ

<∞.

For any nonnegative integer n, the space Cn+γ (T) stands for the set of functions f of class Cn whose
n-th order derivatives are Hölder continuous with exponent γ . It is equipped with the usual norm

‖ f ‖Cn+γ (T) ,
n∑

k=0

∥∥∥∥dk f
dkw

∥∥∥∥
L∞(T)

+

∥∥∥∥dn f
dnw

∥∥∥∥
Cγ (T)

.

Recall that the Lipschitz seminorm is defined by

‖ f ‖Lip(T) = sup
τ 6=w∈T

| f (τ )− f (w)|
|τ −w|

.

Now we list some classical properties that will be useful later.

(i) For n ∈ N and γ ∈ ]0, 1[, the space Cn+γ (T) is an algebra.

(ii) For K ∈ L1(T) and f ∈ Cn+γ (T), we have the convolution inequality

‖K ? f ‖Cn+γ (T) ≤ ‖K‖L1(T)‖ f ‖Cn+γ (T).

2.2. Elements of bifurcation theory. We shall now recall an important theorem of bifurcation theory
which plays a central role in the proofs of our main results. This theorem was established by Crandall and
Rabinowitz [1971]. Consider a continuous function F :R×X→Y with X and Y being two Banach spaces.
Assume that F(λ, 0)= 0 for any λ belonging to nontrivial interval I . The Crandall–Rabinowitz theorem
gives sufficient conditions for the existence of branches of nontrivial solutions to the equation F(λ, x)= 0
bifurcating at some point (λ0, 0). For more general results, we refer the reader to [Kielhöfer 2012].
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Theorem 10. Let X and Y be two Banach spaces and V a neighborhood of 0 in X, and let F :R×V→Y .
Set L0 , ∂x F(0, 0); then the following properties are satisfied.

(i) F(λ, 0)= 0 for any λ ∈ R.

(ii) The partial derivatives Fλ, Fx and Fλx exist and are continuous.

(iii) The spaces N (L0) and Y/R(L0) are one-dimensional.

(iv) The transversality assumption ∂λ∂x F(0, 0)x0 /∈ R(L0) holds, where

N (L0)= span{x0}.

If Z is any complement of N (L0) in X, then there is a neighborhood U of (0, 0) in R× X, an interval
]−a, a[ and continuous functions ϕ : ]−a, a[→R and ψ : ]−a, a[→ Z such that ϕ(0)= 0, ψ(0)= 0 and

F−1(0)∩U = {(ϕ(ξ), ξ x0+ ξψ(ξ)) : |ξ |< a} ∪ {(λ, 0) : (λ, 0) ∈U }.

Before proceeding further with the consideration of the V -states, we shall recall the Riemann mapping
theorem, a central result in complex analysis. To restate this result, we need to recall the definition of
simply connected domains. Let Ĉ, C∪ {∞} denote the Riemann sphere. We say that a domain �⊂ Ĉ

is simply connected if the set Ĉ \� is connected. Let D denote the unit open disc and � ⊂ C be a
simply connected bounded domain. Then according to the Riemann mapping theorem, there is a unique
biholomorphic map 8 : C \D→ C \� taking the form

8(z)= az+
∑
n∈N

an

zn , a > 0.

In this theorem, the regularity of the boundary has no effect on the existence of the conformal mapping,
but it plays a role in determining the boundary behavior of the conformal mapping. See for instance
[Pommerenke 1992; Warschawski 1935]. Here, we shall recall the following result.

Kellogg and Warschawski’s theorem ([Warschawski 1935] or [Pommerenke 1992, Theorem 3.6]). If
the conformal map 8 : C \D→ C \� has a continuous extension to C \D which is of class Cn+β , with
n ∈ N and 0< β < 1, then the boundary 8(T) is of class Cn+β .

2.3. Boundary equations. Our next task is to write down the equations of V -states using the conformal
parametrization. First recall that the vorticity ω = ∂1v2− ∂2v1 satisfies the transport equation

∂tω+ v · ∇ω = 0

and the associated velocity is related to the vorticity through the stream function 9 as

v = 2i∂z9,

with

9(z)=
1

4π

∫
D

log
∣∣∣∣ z− ξ

1− zξ

∣∣∣∣2ω(ξ) d A(ξ).
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When the vorticity is a patch of the form ω = χD with D a bounded domain strictly contained in D, then

9(z)=
1

4π

∫
D

log
∣∣∣∣ z− ξ

1− zξ

∣∣∣∣2 d A(ξ).

For a complex function ϕ : C→ C of class C1 in the Euclidean variables (as a function of R2), we define

∂zϕ =
1
2

(
∂ϕ

∂x
− i

∂ϕ

∂y

)
, ∂zϕ =

1
2

(
∂ϕ

∂x
+ i

∂ϕ

∂y

)
.

As we have seen in the introduction, a rotating patch or V -state is a special solution of the vorticity
equation (2) with initial data ω0 = χD and such that

ω(t)= χDt , Dt = ei t�D.

In this definition and for simplicity, we have only considered patches rotating around zero. According to
[Burbea 1980; Hmidi et al. 2013; de la Hoz et al. 2016b], the boundary equation of the rotating patches is

Re{(�z− 2∂z9)z′} = 0, z ∈ 0 , ∂D, (10)

where z′ denotes a tangent vector to the boundary at the point z. We point out that the existence of a
rigid boundary does not alter this equation which in fact was established in the planar case. The purpose
now is to transform (10) into an equation involving only the boundary ∂D of the V -state. To do so, we
need to write ∂z9 as an integral on the boundary ∂D based on the use of the Cauchy–Pompeiu formula.
Consider a finitely connected domain D bounded by finitely many smooth Jordan curves, and let 0 be
the boundary ∂D endowed with the positive orientation; then

for all z ∈ C,

∫

\

0

ϕ(z)−ϕ(ξ)
z− ξ

dξ =−
1
π

∫
D
∂ξϕ(ξ)

d A(ξ)
z− ξ

. (11)

Differentiating (3) with respect to the variable z yields

∂z9(z)=
1

4π

∫
D

ξ

1− zξ
d A(ξ)+

1
4π

∫
D

1
z− ξ

d A(ξ). (12)

Applying the Cauchy–Pompeiu formula with ϕ(z)= z, we find

1
π

∫
D

1
z− ξ

d A(ξ)=−
∫

\

0

z− ξ
z− ξ

dξ for all z ∈ D.

Using the change of variable ξ → ξ which keeps the Lebesgue measure invariant,

1
π

∫
D

ξ

1− zξ
d A(ξ)=

1
π z

∫
D̃

ξ

1/z− ξ
d A(ξ)

with D̃ being the image of D by complex conjugation. A second application of the Cauchy–Pompeiu
formula, using that 1/z /∈ D for z ∈ D, yields

1
π z

∫
D̃

ξ

1/z− ξ
d A(ξ)=

∫

\

0̃

|ξ |2

1− zξ
dξ for all z ∈ D, 0̃ = ∂ D̃.
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Using once again the change of variable ξ → ξ which reverses the orientation,∫

\

0̃

|ξ |2

1− zξ
dξ =−

∫

\

0

|ξ |2

1− zξ
dξ for all z ∈ D.

Therefore, we obtain

4∂z9(z)=−
∫

\

0

|ξ |2

1− zξ
dξ −

∫

\

0

z− ξ
z− ξ

dξ. (13)

Inserting the last identity in (10), we get an equation involving only the boundary

Re
{(

2�z+
∫

\

0

z− ξ
z− ξ

dξ +
∫

\

0

|ξ |2

1− zξ
dξ
)

z′
}
= 0 for all z ∈ 0.

It is more convenient in the formulas to replace the angular velocity � in the preceding equation by the
parameter λ= 1− 2�, leading to the V -states equation

Re
{(
(1− λ)z+

∫

\

0

z− ξ
z− ξ

dξ +
∫

\

0

|ξ |2

1− zξ
dξ
)

z′
}
= 0 for all z ∈ 0. (14)

It is worth pointing out that (14) characterizes V -states among domains with C1 boundary, regardless of
the number of boundary components. If the domain is simply connected, then there is only one boundary
component and so only one equation. However, if the domain is doubly connected, then (14) gives
rise to two coupled equations, one for each boundary component. We note that all the V -states that we
shall consider admit at least one axis of symmetry passing through zero and without loss of generality
it can be supposed to be the real axis. This implies that the boundary ∂D is invariant by the reflection
symmetry ξ→ ξ . Therefore, using this change of variables, which reverses orientation, in the last integral
term of the equation (14), we obtain

Re
{(
(1− λ)z+

∫

\

0

z− ξ
z− ξ

dξ −
∫

\

0

|ξ |2

1− zξ
dξ
)

z′
}
= 0 for all z ∈ 0. (15)

To end this section, we mention that in the general framework the dynamics of any vortex patch can be
described by its Lagrangian parametrization γt : T→ ∂Dt , 0t as

∂tγt = v(t, γt).

Since 9 is a real-valued function,
∂z9 = ∂z9,

which implies according to (13)

v(t, z)= 2i∂z9(t, z)

=−
1

4π

∫
0t

log|z− ξ |2 dξ +
1

4π

∫
0t

|ξ |2

1− zξ
dξ.

Consequently, we find that the Lagrangian parametrization satisfies the nonlinear ODE

∂tγt =−
1

4π

∫
0t

log|γt − ξ |
2 dξ +

1
4π

∫
0t

|ξ |2

1− γ tξ
dξ. (16)
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The ultimate goal of this section is to relate the V -states described above to stationary solutions for Euler
equations when the rigid boundary rotates at some specific angular velocity. To do so, suppose that the
disc D rotates with a constant angular velocity �; then the equations (1) written in the frame of the
rotating disc take the form

∂t u+ u · ∇u−�y⊥ · ∇u+�u⊥+∇q = 0

with

y = e−i t�x, v(t, x)= e−i t�u(t, y), q(t, y)= p(t, x).

For more details about the derivation of this equation, we refer the reader for instance to [Farwig and
Hishida 2011]. Here the variable in the rotating frame is denoted by y. Applying the curl operator to the
equation of u, we find that the vorticity of u, which still denoted by ω, is governed by the transport equation

∂tω+ (u−�y⊥) · ∇ω = 0.

Consequently, any stationary solution in the patch form is actually a V -state rotating with the angular
velocity �. Relating this observation to Theorems 1 and 6, we deduce that rotating the disc at some
suitable angular velocities creates stationary patches with m-fold symmetry.

3. Simply connected V -states

In this section, we shall gather all the pieces needed for the proof of Theorem 1. The strategy is analogous
to [Burbea 1980; Hmidi et al. 2013; de la Hoz et al. 2016b]. It consists of first writing down the V -states
equation through the conformal parametrization and second applying the Crandall–Rabinowitz theorem.
As can be noted from Theorem 1, the result is local meaning that we are looking for V -states which are
smooth and cause a small perturbation of the Rankine patch χDb with Db = bD. We also assume that the
patch is symmetric with respect to the real axis, and this fact has been crucial in deriving (15). Note that
as D b D the exterior conformal mapping φ : Dc

→ Dc has the expansion

φ(w)= bw+
∑
n≥0

bn

wn , bn ∈ R,

and satisfies 0< b < 1. This latter fact follows from the Schwarz lemma. Indeed, let

ψ(z),
1

φ(1/z)
;

then ψ :D→ D̂ is conformal, with D̂ the image of D by the map z 7→ 1/z. Clearly D⊂ D̂, and therefore,
the restriction ψ−1

: D→ D is well defined and holomorphic and satisfies ψ(0)= 0. From the Schwarz
lemma, we deduce that |(ψ−1)′(0)|< 1; otherwise D will coincide with D. It suffices now to use that
(ψ−1)′(0)= b.

Now we shall transform (15) into an equation on the unit circle T. For this purpose, we make the
change of variables z = φ(w) and ξ = φ(τ). Note that for w ∈ T a tangent vector at the point z = φ(w)
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is given by
z′ = iwφ′(w)

and thus (15) becomes

Im
{[
(1− λ)φ(w)+

∫
\

T

φ(w)−φ(τ)

φ(w)−φ(τ)
φ′(τ ) dτ −

∫

\

T

|φ(τ)|2φ′(τ )

1−φ(w)φ(τ)
dτ
]
wφ′(w)

}
= 0. (17)

Set φ , b Id+ f ; then the foregoing functional can be split into three parts

F1( f )(w), Im{φ(w)wφ′(w)},

F2( f )(w), Im
{ ∫

\

T

φ(w)−φ(τ)

φ(w)−φ(τ)
φ′(τ ) dτ wφ′(w)

}
,

F3( f )(w), Im
{ ∫

\

T

|φ(τ)|2φ′(τ )

1−φ(w)φ(τ)
dτ wφ′(w)

}
, (18)

and consequently, (17) becomes

F(λ, f )= 0, F(λ, f ), (1− λ)F1( f )+ F2( f )− F3( f ). (19)

Observe that we can decompose F into two parts F(λ, f ) = G(λ, f )− F3( f ) where G(λ, f ) is the
functional appearing in the flat space R2 and the new term F3 describes the interaction between the patch
and the rigid boundary T. Now it is easy from the complex formulation to check that the disc Db is a
rotating patch for any � ∈ R. Indeed, as the disc is a trivial solution for the full space R2, G(λ, 0)= 0.
Moreover,

F3(0)(w), Im
{

b4w

∫

\

T

dτ
1− b2wτ

}
= 0

because the integrand is analytic in the open disc (1/b2)D and therefore we apply residue theorem.

3.1. Regularity of the functional F. This section is devoted to the study of the regularity assumptions
stated in the Crandall–Rabinowitz theorem for the functional F introduced in (19). The application of
this theorem at this stage of the presentation requires one to fix the function spaces X and Y . We should
look for Banach spaces X and Y of Hölder type in the spirit of [Hmidi et al. 2013; de la Hoz et al. 2016b],
and they are given by

X =
{

f ∈ C1+α(T) : f (w)=
∑
n≥0

anw
n, an ∈ R, w ∈ T

}
,

Y =
{

g ∈ Cα(T) : g(w)=
∑
n≥1

bnen, bn ∈ R, w ∈ T

}
, en ,

1
2i
(wn
−wn),

with α ∈ ]0, 1[. For r ∈ ]0, 1[, we denote by Br the open ball of X with center 0 and radius r

Br = { f ∈ X : ‖ f ‖C1+α ≤ r}.

It is straightforward to see that for any f ∈ Br the function w 7→ φ(w)= bw+ f (w) is conformal on
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C \D provided that r < b. Moreover, according to the Kellogg–Warshawski result [Warschawski 1935],
the boundary of φ(C \D) is a Jordan curve of class C1+α. We propose to prove the following result
concerning the regularity of F .

Proposition 11. Let b ∈ ]0, 1[ and 0< r <min(b, 1− b); then the following hold true:

(i) F : R× Br → Y is C1 (it is in fact C∞).

(ii) The partial derivative ∂λ∂ f F : R× Br → L(X, Y ) exists and is continuous (it is in fact C∞).

Proof. (i) We shall only sketch the proof because most of the details are done in [Hmidi et al. 2013; de la
Hoz et al. 2016b]. First recall from (19) the decomposition

F(λ, f )= (1− λ)F1( f )+ F2( f )− F3( f ).

The part (1− λ)F1( f )+ F2( f ) coincides with the nonlinear functional appearing in the plane, and its
regularity was studied in [Hmidi et al. 2013; de la Hoz et al. 2016b]. Therefore, it remains to check the
regularity assumptions for the term F3 given in (18). Since Cα(T) is an algebra, it suffices to prove that
the mapping F4 : φ ∈ b Id+Br → Cα defined by

F4(φ(w))=

∫

\

T

|φ(τ)|2φ′(τ )

1−φ(w)φ(τ)
dτ (20)

is C1 and admits real Fourier coefficients. Observe that this functional is well defined and is given by the
series expansion

F4(φ(w))=
∑
n∈N

φn(w)

∫

\

T

φn(τ )|φ(τ)|2φ′(τ ) dτ.

This sum is defined pointwisely because ‖φ‖L∞ ≤ b+ r < 1. This series converges absolutely in Cα(T).
To get this, we use the law product which can be proved by induction

‖φn
‖Cα ≤ n‖φ‖n−1

L∞ ‖φ‖Cα ,

and therefore, we obtain

‖F4(φ)‖Cα ≤

∑
n∈N

n‖φ‖n−1
L∞ ‖φ‖Cα

∣∣∣∣ ∫ \

T

φn(τ )|φ(τ)|2φ′(τ ) dτ
∣∣∣∣

≤ ‖φ′‖L∞‖φ‖Cα

∑
n∈N

n‖φ‖2n+1
L∞

≤ ‖φ′‖L∞‖φ‖Cα

∑
n∈N

n(b+ r)2n+1 <∞.

From the completeness of Cα(T), we obtain that F4(φ) belongs to this space. Again from the series
expansion, we can check that φ 7→ F4(φ) is not only C1 but also C∞. To end the proof, we need to check
that all the Fourier coefficients of F4(φ) are real, and this fact is equivalent to showing that

F4(φ(w))= F4(φ(w)) for all w ∈ T.
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As φ(w)= φ(w) and φ′(w)= φ′(w), we may write successively

F4(φ(w))=−

∫

\

T

|φ(τ)|2φ′(τ )

1−φ(w)φ(τ)
dτ

=

∫

\

T

|φ(τ)|2φ′(τ )

1−φ(w)φ(τ)
dτ

where in the last equality we have used the change of variable τ 7→ τ .

(ii) Following the arguments developed in [Hmidi et al. 2013; de la Hoz et al. 2016b], we get what is
expected formally, that is

∂λ∂ f F(λ, f )h =−∂ f F1( f )

= Im{φ(w)wh′(w)+ h(w)wφ′(w)},

from which we deduce that ∂λ∂ f F(λ, f ) ∈ L(X, Y ) and the mapping f 7→ ∂λ∂ f F(λ, f ) is in fact C∞,
which is clearly better than the statement of the proposition. �

3.2. Spectral study. This part is crucial for implementing the Crandall–Rabinowitz theorem. We shall in
particular compute the linearized operator ∂ f F(λ, 0) around the trivial solution and look for the values
of λ associated with the nontrivial kernel. For these values of λ, we shall see that the linearized operator
has a one-dimensional kernel and is in fact of Fredholm type with zero index. Before giving the main
result of this subsection, we recall the notation en = (w

n
−wn)/2i .

Proposition 12. Let h ∈ X take the form h(w)=
∑

n≥0 an/w
n . Then the following hold true:

(i) The structure of ∂ f F(λ, 0) is given by

∂ f F(λ, 0)h(w)= b
∑
n≥1

n
(
λ−

1− b2n

n

)
an−1en.

(ii) The kernel of ∂ f F(λ, 0) is nontrivial if and only if there exists m ∈ N? such that

λ= λm ,
1− b2m

m
, m ∈ N?,

and in this case, the kernel is one-dimensional and generated by vm(w)= w
m−1.

(iii) The range of ∂ f F(λm, 0) is of codimension 1.

(iv) The transversality condition holds: for m ∈ N?,

∂λ∂ f F(λm, 0)vm /∈ R∂ f F(λm, 0).
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Proof. (i) The computations of the terms ∂ f Fi (λ, 0)h were almost done in [de la Hoz et al. 2016b], and
we shall only give some details. By straightforward computations, we obtain

∂ f F1(0, 0)h(w)= Im{bh(w)w+ bh′(w)}

= b Im
{∑

n≥0

anw
n+1
−

∑
n≥1

nanw
n+1
}

=−
b
2i

∑
n≥0

(n+ 1)an(w
n+1
−wn+1)

=−b
∑
n≥0

(n+ 1)anen+1. (21)

Concerning ∂ f F2(0, 0), one may write

∂ f F2(0, 0)h(w)= Im
{

bw
∫

\

T

h(τ )− h(w)
τ −w

dτ + b
∫

\

T

h(τ )− h(w)
τ −w

τ dτ − b
∫

\

T

h′(τ )τ dτ − bh′(w)
}
.

Therefore, using the residue theorem at infinity,

∂ f F2(0, 0)h(w)= Im
{

bw
∫

\

T

h(τ )− h(w)
τ −w

dτ − bh′(w)
}

=− Im{bh′(w)},

where we have used in the last line the fact∫

\

T

h(τ )− h(w)
τ −w

dτ =
∑
n∈N

an

∫

\

T

wn
− τ n

τ −w
dτ

= 0.

Consequently, we obtain

∂ f F2(0, 0)h(w)= b
∑
n≥1

nanen+1. (22)

As for the third term ∂ f F3(0, 0)h, we get by plain computation

∂ f F3(0, 0)h(w)= Im
{

b3w

∫

\

T

dτ
1− b2wτ

h′(w)+ b3w

∫

\

T

h′(τ ) dτ
1− b2wτ

+ 2b3w

∫

\

T

Re{h(τ )τ }
1− b2wτ

dτ + b5w

∫

\

T

wh(τ )+ τh(w)
(1− b2wτ)2

dτ
}

, Im{I1(w)+ I2(w)+ I3(w)+ I4(w)}. (23)

By once again invoking the residue theorem,

I1(w)= 0. (24)
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To compute the second term I2(w), we use the Taylor series of 1/(1− ζ ), leading to

I2(w)= b3w

∫

\

T

h′(τ ) dτ
1− b2wτ

=

∑
n≥0

b2n+3wn+1
∫

\

T

τ nh′(τ ) dτ.

From the Fourier expansions of h, we infer that∫
\

T

τ nh′(τ ) dτ =−nan,

which implies that

I2(w)=−
∑
n≥1

nanb2n+3wn+1. (25)

In regard to the third term I3(w), it may be written in the form

I3(w)= b3w

∫

\

T

τh(τ )
1− b2wτ

dτ + b3w

∫
\

T

τh(τ )
1− b2wτ

dτ.

The first integral term is zero due to the fact that the integrand is analytic in the open unit disc and
continuous up to the boundary. Therefore, we get similarly to I2(w)

I3(w)= b3w

∫

\

T

τh(τ )
1− b2wτ

dτ

=

∑
n≥0

b2n+3wn+1
∫

\

T

τ n−1h(τ ) dτ.

Note that ∫

\

T

τ n−1h(τ ) dτ = an,

which implies in turn that

I3(w)=
∑
n≥0

anb2n+3wn+1. (26)

Now we come back to the last term I4(w), and one may write using again the residue theorem

I4(w)= b5w2
∫

\

T

h(τ ) dτ
(1− b2wτ)2

+ b5wh(w)
∫

\

T

τ dτ
(1− b2wτ)2

= b5w2
∫

\

T

h(τ ) dτ
(1− b2wτ)2

+ 0.

Using the Taylor expansion
1

(1− ζ )2
=

∑
n≥1

nζ n−1, |ζ |< 1, (27)
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we deduce that
I4(w)=

∑
n≥1

nb2n+3wn+1
∫

\

T

τ n−1h(τ ) dτ

=

∑
n≥1

nanb2n+3wn+1. (28)

Inserting the identities (24), (25), (26) and (28) into (23), we find

∂ f F3(0, 0)h(w)= Im
{∑

n≥0

anb2n+3wn+1
}

=−

∑
n≥0

anb2n+3en+1. (29)

Hence, by plugging (21), (22) and (29) into (19), we obtain

∂ f F(λ, 0)h(w)= b
∑
n≥0

(n+ 1)
(
λ−

1− b2n+2

n+ 1

)
anen+1

= b
∑
n≥1

n
(
λ−

1− b2n

n

)
an−1en. (30)

This finishes the proof of the first part (i).

(ii) From (30), we immediately deduce that the kernel of ∂ f F(λ, 0) is nontrivial if and only if there exists
m ≥ 1 such that

λ= λm ,
1− b2m

m
.

We shall prove that the sequence n 7→ λn is strictly decreasing, from which we conclude immediately
that the kernel is one-dimensional. Assume that for two integers n > m ≥ 1 one has

1− b2m

m
=

1− b2n

n
.

This implies that
1− b2n

1− b2m =
n
m
.

Set α = n/m and x = b2m ; then the preceding equality becomes

f (x),
1− xα

1− x
= α.

If we prove that this equation has no solution x ∈ ]0, 1[ for any α > 1, then the result follows without
difficulty. To do so, we get after differentiating f

f ′(x)=
(α− 1)xα −αxα−1

+ 1
(1− x)2

,
g(x)

(1− x)2
.

Now we note that
g′(x)= α(α− 1)xα−2(x − 1) < 0.
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As g(1)= 0, then we deduce

g(x) > 0 for all x ∈ ]0, 1[.

Thus, f is strictly increasing. Furthermore,

lim
x→1

f (x)= α.

This implies that,

for all x ∈ ]0, 1[, f (x) < α.

Therefore, we get the strict monotonicity of the “eigenvalues”, and consequently, the kernel of ∂ f F(λm, 0)
is a one-dimensional vector space generated by the function vm(w)= w

m−1.

(iii) We shall prove that the range of ∂ f F(λm, 0) is described by

R∂ f F(λm, 0)=
{

g ∈ Y : g(w)=
∑
n≥1
n 6=m

bnen

}
, Z.

Combining Propositions 11 and 12(i), we conclude that the range is contained in the right space. So what
is left is to prove the converse. Let g ∈ Z; we will solve in X the equation

∂ f F(λm, 0)h = g, h =
∑
n≥0

anw
n.

By virtue of (30), this equation is equivalent to

an−1 =
bn

bn(λm − λn)
, n ≥ 1, n 6= m.

Thus, the problem reduces to showing that

h : w 7→
∑
n≥1
n 6=m

bn

bn(λm − λn)
wn−1

∈ C1+α(T).

Observe that

inf
n 6=m
|λn − λm |, c0 > 0,

and thus, we deduce by Cauchy–Schwarz

‖h‖L∞ ≤
1
b

∑
n≥1
n 6=m

|bn|

n|λm − λn|

≤
1

c0b

∑
n≥1
n 6=m

|bn|

n

. ‖g‖L2 . ‖g‖Cα .
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To finish the proof, we shall check that h′ ∈ Cα(T) or equivalently (wh)′ ∈ Cα(T). It is obvious that

(wh(w))′ =−
∑
n≥1
n 6=m

bn

b(λm − λn)
wn+1

=−
1

bλm

∑
n≥1
n 6=m

bnw
n+1
+

1
bλm

∑
n≥1
n 6=m

λn

λn − λm
bnw

n+1.

We shall write the preceding expression with the Szegő projection

5 :
∑
n∈Z

anw
n
7→

∑
n∈−N

anw
n, (wh(w))′ =−

w

2ibλm
5g(w)+

w

2ibλm
(K ?5g)(w),

with

K (w),
∑
n≥1
n 6=m

λn

λn − λm
wn.

Notice that
λn

|λn − λm |
≤ c−1

0
1
n
,

and therefore, K ∈ L2(T) which implies in particular that K ∈ L1(T). Now to complete the proof
of (wh)′ ∈ Cα(T), it suffices to use the continuity of the Szegő projection on Cα(T) combined with
L1 ?Cα(T)⊂ Cα(T).

(iv) To check the transversality assumption, we differentiate (30) with respect to λ:

∂λ∂ f F(λm, 0)h = b
∑
n≥1

nan−1en.

Therefore,

∂λ∂ f F(λm, 0)vm = bmem /∈ R(∂ f F(λm, 0)).

This completes the proof of the proposition. �

3.3. Proof of Theorem 1. According to Propositions 14 and 11, all the assumptions of the Crandall–
Rabinowitz theorem are satisfied, and therefore, we conclude for each m ≥ 1 the existence of only one
nontrivial curve bifurcating from the trivial one at the angular velocity

�m =
1− λm

2
=

m− 1+ b2m

2m
.

To complete the proof, it remains to check the m-fold symmetry of the V -states. This can be done by
including the required symmetry in the function spaces. More precisely, instead of dealing with X and Y ,
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we should work with the spaces

Xm =

{
f ∈ C1+α(T) : f (w)=

∞∑
n=1

anw
nm−1, an ∈ R

}
,

Ym =

{
g ∈ Cα(T) : g(w)=

∑
n≥1

bnenm, bn ∈ R

}
, en =

1
2i
(wn
−wn).

The conformal mapping describing the V -state takes the form

φ(w)= bw+
∞∑

n=1

anw
nm−1,

and the m-fold symmetry of the V -state means that

φ(e2iπ/mw)= e2iπ/mφ(w) for all w ∈ T.

The ball Br is changed to Bm
r = { f ∈ Xm : ‖ f ‖C1+α < r}. Then Proposition 11 holds true according to

this adaptation, and the only point that one must check is the stability of the spaces; that is, for f ∈ Bm
r ,

we have F(λ, f ) ∈ Ym . This result was checked in [de la Hoz et al. 2016b] for the terms F1 and F2, and
it remains to check that F3( f ) belongs to Ym . Recall that

F3( f (w))= Im{F4(φ(w))wφ
′(w)}, φ(w)= bw+ f (w),

where F4 is defined in (20). By change of variables and using the symmetry of φ,

F4(φ(ei2π/mw)
)
=

∫

\

T

|φ(ξ)|2φ′(ξ)

1−φ(ei2π/mw)φ(ξ)
dξ

= e−i2π/m
∫

\

T

|φ(e−i2π/mζ )|2φ′(e−i2π/mζ )

1−φ(ei2π/mw)φ(e−i2π/mζ )
dζ

= e−i2π/m
∫

\

T

|φ(τ)|2φ′(τ )

1−φ(w)φ(τ)
dτ

= e−i2π/m F4(φ(w)).

Consequently, we obtain
F3( f (ei2π/mw))= F3( f (w)),

and this shows the stability result.

4. Doubly connected V -states

In this section, we shall establish all the ingredients required for the proofs of Theorems 6 and 9, and this
will be carried out in several steps. First we shall write the equations governing the doubly connected
V -states which are described by two coupled nonlinear equations. Second we briefly discuss the regularity
of the functionals and compute the linearized operator around the trivial solution. The delicate part to
which we will pay careful attention is the computation of the kernel dimension. This will be implemented
through the study of the monotonicity of the nonlinear eigenvalues. As we shall see, the fact that we have
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multiple parameters introduces many more complications to this study compared to the result of [de la
Hoz et al. 2016b]. Finally, we shall prove Theorem 6 in Section 4.5.2.

4.1. Boundary equations. Let D be a doubly connected domain of the form D = D1 \D2 with D2 ⊂ D1

two simply connected domains. Denote by 0 j the boundary of the domain D j . In this case, the V -states
equation (15) reduces to two coupled equations, one for each boundary component 0 j . More precisely,

Re{((1− λ)z+ I (z)− J (z))z′} = 0 for all z ∈ 01 ∪02, (31)

with

I (z)=
∫

\

01

z− ξ
z− ξ

dξ −
∫

\

02

z− ξ
z− ξ

dξ,

J (z)=
∫

\

01

|ξ |2

1− zξ
dξ −

∫
\

02

|ξ |2

1− zξ
dξ.

As for the simply connected case, we prefer using the conformal parametrization of the boundaries. Let
φ j : D

c
→ Dc

j satisfy

φ j (w)= b jw+
∑
n≥0

a j,n

wn

with 0 < b j < 1, j = 1, 2 and b2 < b1. We assume moreover that all the Fourier coefficients are real
because we shall look for V -states which are symmetric with respect to the real axis. Then by change of
variables, we obtain

I (z)=
∫

\

T

z−φ1(ξ)

z−φ1(ξ)
φ′1(ξ) dξ −

∫

\

T

z−φ2(ξ)

z−φ2(ξ)
φ′2(ξ) dξ,

J (z)=
∫

\

T

|φ1(ξ)|
2

1− zφ1(ξ)
φ′1(ξ) dξ −

∫

\

T

|φ2(ξ)|
2

1− zφ2(ξ)
φ′2(ξ) dξ.

Setting φ j = b j Id+ f j , (31) becomes,

for all w ∈ T, G j (λ, f1, f2)(w)= 0, j = 1, 2,

where

G j (λ, f1, f2)(w), Im
{(
(1− λ)φ j (w)+ I (φ j (w))− J (φ j (w))

)
wφ′j (w)

}
.

Note that one can easily check that

G(λ, 0, 0)= 0 for all λ ∈ R.

This is consistent with the fact that the annulus is a stationary solution and therefore rotates with any
angular velocity since the shape is rotational invariant.
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4.2. Regularity of the functional G. In this short subsection, we shall quickly state the regularity result
of the functional G , (G1,G2) needed in the Crandall–Rabinowitz theorem. Following the simply
connected case, the spaces X and Y involved in the bifurcation will be chosen in a similar way: set

X =
{

f ∈ (C1+α(T))2 : f (w)=
∑
n≥0

Anw
n, An ∈ R2, w ∈ T

}
,

Y =
{

g ∈ (Cα(T))2 : g(w)=
∑
n≥1

Bnen, Bn ∈ R2, w ∈ T

}
, en ,

1
2i
(wn
−wn),

with α ∈ ]0, 1[. For r ∈ (0, 1), we denote by Br the open ball of X with center 0 and radius r ,

Br = { f ∈ X : ‖ f ‖C1+α ≤ r}.

Similarly to Proposition 11, one can establish the regularity assumptions needed for the Crandall–
Rabinowitz theorem. Compared to the simply connected case, the only terms that one should care about
are those describing the interaction between the boundaries of the patches which are supposed to be
disjoint. Therefore, the involved kernels are sufficiently smooth and actually do not cause significant
difficulties in their treatment. For this reason, we prefer skip the details and restrict ourselves to the
following statement.

Proposition 13. Let b ∈ ]0, 1[ and 0< r <min(b, 1− b); then the following hold true:

(i) G : R× Br → Y is C1 (it is in fact C∞).

(ii) The partial derivative ∂λ∂ f G : R× Br → L(X, Y ) exists and is continuous (it is in fact C∞).

4.3. Structure of the linearized operator. In this subsection, we shall compute the linearized operator
∂ f G(λ, 0) around the annulus Ab1,b2 of radii b1 and b2. The study of the eigenvalues is postponed to the
next subsections. From the regularity assumptions of G, we assert that the Fréchet derivative and Gâteaux
derivatives coincide and

DG(λ, 0, 0)(h1, h2)=
d
dt

G(λ, th1, th2)|t=0.

Note that DG(λ, 0, 0) is nothing but the partial derivative ∂ f G(λ, 0, 0). Our main result reads as follows.

Proposition 14. Let h = (h1, h2) ∈ X take the form h j (w)=
∑

n≥0 a j,n/w
n . Then

DG(λ, 0, 0)(h1, h2)=
∑
n≥1

Mn(λ)

(
a1,n−1

a2,n−1

)
en,

where the matrix Mn is given by

Mn(λ)=

(
b1[nλ− 1+ b2n

1 − n(b2/b1)
2
] b2[(b2/b1)

n
− (b1b2)

n
]

−b1[(b2/b1)
n
− (b1b2)

n
] b2[nλ− n+ 1− b2n

2 ]

)
and en(w)=

1
2i
(wn
−wn).

Proof. Since G = (G1,G2), for a given couple of functions (h1, h2) ∈ X ,

DG(λ, 0, 0)(h1, h2)=

(
∂ f1 G1(λ, 0, 0)h1+ ∂ f2 G1(λ, 0, 0)h2

∂ f1 G2(λ, 0, 0)h1+ ∂ f2 G2(λ, 0, 0)h2

)
.
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We shall split G j into three terms

G j (λ, f1, f2)= G1
j (λ, f j )+G2

j ( f1, f2)+G3
j ( f1, f2),

where

G1
j (λ, f j )(w), Im

{[
(1− λ)φ j (w)+ (−1) j+1

∫

\

T

φ j (w)−φ j (τ )

φ j (w)−φ j (τ )
φ′j (τ ) dτ

+ (−1) j
∫

\

T

|φ j (τ )|
2φ′j (τ )

1−φ j (w)φ j (τ )
dτ
]
wφ′j (w)

}
,

G2
j ( f1, f2), (−1) j Im

{ ∫
\

T

φ j (w)−φi (τ )

φ j (w)−φi (τ )
φ′i (τ ) dτ wφ′j (w)

}
, i 6= j,

G3
j ( f1, f2), (−1) j+1 Im

{ ∫

\

T

|φi (τ )|
2φ′i (τ )

1−φ j (w)φi (τ )
dτ wφ′j (w)

}
, i 6= j,

with φ j = b j Id+ f j , j = 1, 2.

• Computation of ∂ f j G
1
j (λ, 0, 0)h j . First observe that

G1
1(λ, f1)(w)= Im

{[
(1− λ)φ1(w)+

∫

\

T

φ1(w)−φ1(τ )

φ1(w)−φ1(τ )
φ′1(τ ) dτ −

∫
\

T

|φ1(τ )|
2φ′1(τ )

1−φ1(w)φ1(τ )
dτ
]
wφ′1(w)

}
.

This functional is exactly the defining function in the simply connected case, and thus, using merely (30),

∂ f1 G1
1(λ, 0)h1 = b1

∑
n≥0

(λ(n+ 1)− 1+ b2n+2
1 )a1,nen+1. (32)

In regard to G1
2(λ, f2), we get from the definition

G1
2(λ, f2)(w)= Im

{[
(1− λ)φ2(w)−

∫

\

T

φ2(w)−φ2(τ )

φ2(w)−φ2(τ )
φ′2(τ ) dτ +

∫

\

T

|φ2(τ )|
2φ′2(τ )

1−φ2(w)φ2(τ )
dτ
]
wφ′2(w)

}
.

It is easy to check the algebraic relation G1
2(λ, f2)=−G1

1(2− λ, f2), and thus, by applying (32),

∂ f2 G1
2(λ, 0)h2 = b2

∑
n≥0

(λ(n+ 1)− 2n− 1− b2n+2
2 )a2,nen+1. (33)

• Computation of ∂ f j G
2
j (λ, 0, 0)h j . This quantity is given by

∂ f j G
2
j (0, 0)h j = (−1) j d

dt
Im
{

biw

∫

\

T

b jw− biτ + th j (w)

b jw− biτ + th j (w)
dτ (b j + th′j (w))

}∣∣∣∣
t=0
.

Straightforward computations yield

∂ f j G
2
j (0, 0)h j = (−1) j bi Im

{
h′j (w)w

∫

\

T

b jw− biτ

b jw− biτ
dτ + b jwh j (w)

∫

\

T

dτ
b jw− biτ

− b jwh j (w)

∫

\

T

b jw− biτ

(b jw− biτ)2
dτ
}
.
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According to the residue theorem,∫
T

dτ
b1w− b2τ

= 0,
∫

T

dτ
(b1w− b2τ)2

= 0 for all w ∈ T,

and therefore,

∂ f1 G2
1(0, 0)h1(w)=−b2

2 Im
{
−

∫

\

T

wh′1(w)
b1w− b2τ

dτ
τ
+ b1

∫

\

T

wh1(w)

(b1w− b2τ)2

dτ
τ

}
=−b2

2 Im
{
−

1
b1

h′1(w)+
1
b1
wh1(w)

}
=−

b2
2

b1

∑
n≥0

(n+ 1)a1,nen+1. (34)

Now using the vanishing integrals∫
T

τ dτ
b2w− b1τ

= 0,
∫

T

τ dτ
(b2w− b1τ)2

= 0,
∫

T

dτ
(b2w− b1τ)2

= 0,

we may obtain

∂ f2 G2
2(0, 0)h2(w)= b1 Im

{
b2h′2(w)

∫

\

T

dτ
b2w− b1τ

+ b2wh2(w)

∫
\

T

dτ
b2w− b1τ

}
= b1 Im

{
−

b2

b1
h′2(w)−

b2

b1
wh2(w)

}
= b2

∑
n≥0

(n+ 1)a2,nen+1. (35)

• Computation of ∂ fi G
2
j (λ, 0, 0)hi , i 6= j . By straightforward computations, we obtain

∂ fi G
2
j (0, 0)hi (w)= (−1) j b j Im

{
w

∫

\

T

(b jw− biτ)

b jw− biτ
h′i (τ )dτ − biw

∫

\

T

hi (τ )

b jw− biτ
dτ

+ biw

∫

\

T

(b jw− biτ)hi (τ ) dτ
(b jw− biτ)2

}
. (36)

As hi is holomorphic inside the open unit disc, by the residue theorem, we deduce that∫

\

T

hi (τ )

b1w− b2τ
dτ = 0, w ∈ T.

It follows that

∂ f2 G2
1(0, 0)h2(w)=−b1 Im

{
b1

∫

\

T

h′2(τ )
b1w− b2τ

dτ − b2w

∫

\

T

τh′2(τ )
b1w− b2τ

dτ

+ b1b2

∫

\

T

h2(τ ) dτ
(b1w− b2τ)2

− b2
2w

∫

\

T

τh2(τ ) dτ
(b1w− b2τ)2

}
,−b1 Im{J1+ J2+ J3+ J4}. (37)
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To compute the first term J1(w), we write after using the series expansion of 1/(1− (b2/b1)wτ)

J1 = w

∫

\

T

h′2(τ )
1− (b2/b1)wτ

dτ

=

∑
n≥0

(
b2

b1

)n

wn+1
∫

\

T

τ nh′2(τ ) dτ.

Note that ∫
\

T

τ nh′2(τ ) dτ =−na2,n,

which us enables to get

J1 =−
∑
n≥1

na2,n

(
b2

b1

)n

wn+1. (38)

As for the term J2(w), we write in a similar way

J2 =−
b2

b1

∫

\

T

τh′2(τ )
1− (b2/b1)wτ

dτ

=−

∑
n≥0

(
b2

b1

)n+1

wn
∫

\

T

τ n−1h′2(τ ) dτ.

Since
∫

\

T
τ−kh′2(τ ) dτ = 0 for k ∈ {0, 1}, the preceding sum starts at n = 2 and by shifting the summation

index

J2 =−
∑
n≥1

(
b2

b1

)n+2

wn+1
∫

\

T

τ nh′2(τ ) dτ

=

∑
n≥1

na2,n

(
b2

b1

)n+2

wn+1. (39)

Concerning the third term J3, we write by virtue of (27)

J3 =
b2

b1
w2
∫

\

T

h2(τ )

(1− (b2/b1)wτ)2
dτ

=

∑
n≥1

n
(

b2

b1

)n

wn+1
∫

\

T

τ n−1h2(τ ) dτ.

Therefore, we find

J3 =
∑
n≥1

na2,n

(
b2

b1

)n

wn+1. (40)
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Similarly, we get

J4 =−

(
b2

b1

)2

w

∫

\

T

τh2(τ )

(1− (b2/b1)wτ)2
dτ

=−

∑
n≥1

n
(

b2

b1

)n+1

wn
∫

T

τ n−2h2(τ ) dτ

=−

∑
n≥0

(n+ 1)a2,n

(
b2

b1

)n+2

wn+1. (41)

Inserting the identities (38), (39), (40) and (41) into (37), we find

∂ f2 G2
1(0, 0)h2(w)= b1 Im

{∑
n≥0

a2,n

(
b2

b1

)n+2

wn+1
}

= b1
∑
n≥0

a2,n

(
b2

b1

)n+2

en+1(w). (42)

Next, we shall move to the computation of ∂ f1 G2
2(0, 0)h1. In view of (36),

∂ f1 G2
2(0, 0)h1(w)= b2 Im

{
w

∫

\

T

(b2w− b1τ)

b2w− b1τ
h′1(τ ) dτ − b1w

∫
\

T

h1(τ )

b2w− b1τ
dτ

+ b1w

∫
\

T

(b2w− b1τ)h1(τ ) dτ
(b2w− b1τ)2

}
.

The residue theorem at infinity enables us to get rid of the first and third integrals in the right-hand side,
and thus,

∂ f1 G2
2(0, 0)h1(w)=−b1b2 Im

{
w

∫

\

T

h1(τ )

b2w− b1τ
dτ
}
.

A second application of the residue theorem in the disc yields

∂ f1 G2
2(0, 0)h1(w)= b2 Im

{
wh1

(
b2w

b1

)}
=−b2

∑
n≥0

a1,n

(
b2

b1

)n

en+1(w). (43)

• Computation of ∂ fi G
3
j (λ, 0, 0)hi . The diagonal terms i = j can be easily computed:

∂ fi G
3
i (0, 0)h j (w)= (−1)i+1b3

i Im
{
w

∫

\

T

h′i (w) dτ

1− b2
i wτ
+whi (w)

∫

\

T

τ dτ
(1− b2

i wτ)
2

}
= 0. (44)
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Let us now calculate ∂ fi G
3
j (λ, 0, 0)hi for i 6= j . One can check with difficulty that

∂ fi G
3
j (0, 0)hi (w)= (−1) j+1b j b2

i Im
{
w

∫

\

T

h′i (τ )
1− bi b jwτ

dτ + 2w
∫

\

T

Re{τhi (τ )}

1− bi b jwτ
dτ

+ bi b jw
2
∫

\

T

hi (τ ) dτ
(1− bi b jwτ)2

}
.

Invoking once again the residue theorem, we find

∂ fi G
3
j (0, 0)hi (w)= (−1) j+1b j b2

i Im
{
−

∑
n≥0

nai,n(b j bi )
nwn+1

+

∑
n≥0

ai,n(b j bi )
nwn+1

+

∑
n≥0

nai,n(b j bi )
nwn+1

}
= (−1) j bi

∑
n≥0

ai,n(b j bi )
n+1en+1. (45)

The details are left to the reader because most of them were done previously. Now putting together the
identities (32), (34) and (44),

∂ f1 G1(λ, 0, 0)h1 =
∑
n≥0

b1

[
(n+ 1)λ− 1+ b2n+2

1 − (n+ 1)
(

b2

b1

)2]
a1,nen+1. (46)

From (33), (35) and (44), one obtains

∂ f2 G2(λ, 0, 0)h2 =
∑
n≥0

b2((n+ 1)λ− n− b2n+2
2 )a2,nen+1. (47)

On the other hand, we observe that for i 6= j

∂ fi G
1
j (λ, 0)hi (w)= 0. (48)

Gathering the identities (48), (42) and (45) yields

∂ f2 G1(λ, 0, 0)h2 =
∑
n≥0

b2

[(
b2

b1

)n+1

− (b1b2)
n+1
]

a2,nen+1.

Furthermore, combining (48), (43) and (45), we can assert that

∂ f1 G2(λ, 0, 0)h1 =
∑
n≥0

b1

[
(b1b2)

n+1
−

(
b2

b1

)n+1]
a1,nen+1.

Consequently, we get in view of the last two expressions combined with (47) and (48)

DG(λ, 0, 0)(h1, h2)=
∑
n≥0

Mn+1

(
a1,n

a2,n

)
en+1, (49)

where the matrix Mn is given for each n ≥ 1 by

Mn ,

(
b1[nλ− 1+ b2n

1 − n(b2/b1)
2
] b2[(b2/b1)

n
− (b1b2)

n
]

−b1[(b2/b1)
n
− (b1b2)

n
] b2[nλ− n+ 1− b2n

2 ]

)
. (50)

This completes the proof of Proposition 14. �
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4.4. Eigenvalues study. The current subsection will be devoted to the study of the structure of the
nonlinear eigenvalues which are the values λ such that the linearized operator DG(λ, 0, 0) given by (49)
has a nontrivial kernel. Note that these eigenvalues correspond exactly to matrices Mn which are not
invertible for some integer n ≥ 1. In other words, λ is an eigenvalue if and only if there exists n ≥ 1 such
that det Mn = 0, that is,

det Mn(λ)= b1b2

[
n2λ2
− n

(
n+ b2n

2 − b2n
1 + n

(
b2

b1

)2)
λ+ (n− 1)

(
1− b2n

1 + n
(

b2

b1

)2)
+

(
b2

b1

)2n

+ nb2n
2

(
b2

b1

)2

− b2n
2

]
= 0.

This is equivalent to

Pn(λ), λ
2
−

[
1+

(
b2

b1

)2

−

(
b2n

1 − b2n
2

n

)]
λ

+

(
b2

b1

)2

−
1− (b2/b1)

2n

n2 +
1− (b2/b1)

2

n
−

b2n
1 − b2n

2 (b2/b1)
2

n
+

b2n
1 − b2n

2

n2

= 0. (51)

The reduced discriminant of this second-degree polynomial in λ is given by

1n =

(
1− (b2/b1)

2

2
−

2− b2n
2 − b2n

1

2n

)2

−

(
b2

b1

)2n(1− b2n
1

n

)2

. (52)

Thereby Pn admits two real roots if and only if 1n ≥ 0, and they are given by

λ±n =
1+ (b2/b1)

2

2
−

(
b2n

1 − b2n
2

2n

)
±

√
1n.

To understand the structure of the eigenvalues and their dependence on the involved parameters, it would
be better to fix the radius b1 and to vary n and b2 ∈ ]0, b1[. We shall distinguish the cases n≥ 2 from n= 1,
which is very special. For given n ≥ 2, we wish to draw the curves b2 7→ λ±n (b2). As we shall see in
Proposition 19, the maximal domains of existence of these curves are a common connected set of the
form [0, b?n] and b?n is defined as the unique b2 ∈ ]0, b1[ such that 1n = 0. We introduce the graphs C±n
of λ±n (b2):

C±n , {(b2, λ
±

n (b2)) : b2 ∈ [0, b?n]}, Cn = C−n ∪C+n , n ≥ 2. (53)

It is not hard to check that C+n intersects C−n at only one point whose abscissa is b?n , that is, when the
discriminant vanishes. Furthermore, and this is not trivial, we shall see that the domain enclosed by the
curve Cn and located in the first quadrant of the plane is a strictly increasing set on n. This will give in
particular the monotonicity of the eigenvalues with respect to n. Nevertheless, the dynamics of the first
eigenvalues corresponding to n = 1 is completely different from the preceding ones. Indeed, according to
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Figure 1. λ±m as a function of b2 ∈ [0, b?m], for m = 2, . . . , 20, together with the case
m = 1 (black), for b1 = 0.75.

Section 4.4.3, we find for n = 1 two eigenvalues given explicitly by

λ−1 = (b2/b1)
2 or λ+1 = 1+ b2

2− b2
1.

It turns out that for the first one the range of the linearized operator has an infinite codimension, and
therefore, there is no hope to bifurcate using only the classical results of bifurcation theory. However, for
the second eigenvalue, the range is “almost everywhere” of codimension 1 and the bifurcation is likely to
happen. As for the structure of this eigenvalue, it is strictly increasing with respect to b2, and by working
more, we prove that the curve C+1 of b2 ∈ ]0, b1[ 7→ λ+1 intersects Cn if and only if n ≥ b−2

1 . We can now
make precise statements of these results, and for the complete ones, we refer the reader to Lemma 18 and
Propositions 19 and 20.

Proposition 15. Let b1 ∈ ]0, 1[; then the following hold true:

(i) The sequence n ≥ 2 7→ b?n is strictly increasing.

(ii) Let 2≤ n < m and b2 ∈ [0, b?n[; then

λ−m < λ
−

n < λ
+

n < λ
+

m .

(iii) The curve C+1 intersects Cn if and only if n ≥ 1/b2
1. In this case, we have a single point (xn, λ

+

1 (xn)),
with xn ∈ ]0, b?n] being the only solution b2 of the equation

Pn(1+ b2
2− b2

1)= 0,

where Pn is defined in (51).
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The properties mentioned in the preceding proposition can be illustrated by Figure 1. Further illustrations
will be given in Figure 7.

For the proof of Proposition 15, it appears to be more convenient to work with a continuous variable
instead of the discrete one n. This is advantageous especially in the study of the variations of the
eigenvalues with respect to n and the radius b2 for b1 fixed. To do so, we extend in a natural way (1n)n≥1

to a smooth function defined on [1,+∞[ as

1x =

(
1− (b2/b1)

2

2
−

2− b2x
2 − b2x

1

2x

)2

−

(
b2

b1

)2x(1− b2x
1

x

)2

, x ∈ [1,+∞[.

It is easy to see that 1x is positive if and only if(
1−

(
b2

b1

)2)
x − (2− b2x

2 − b2x
1 )− 2

(
b2

b1

)x

(1− b2x
1 )≥ 0 (54)

or

Ex ,

(
1−

(
b2

b1

)2)
x − (2− b2x

2 − b2x
1 )+ 2

(
b2

b1

)x

(1− b2x
1 ) < 0.

We shall prove that the last possibility Ex < 0 is excluded for x ≥ 2. Indeed,

Ex = (1− (b2/b1)
2)x − 2(1− (b2/b1)

x)+ (bx
2 − bx

1)
2

= 2(1− (b2/b1)
2)

[
x
2
−

1− ((b2/b1)
2)x/2

1− (b2/b1)2

]
+ (bx

2 − bx
1)

2

≥ (bx
2 − bx

1)
2 > 0,

where we have used the classical inequality,

for all b ∈ (0, 1) and x ≥ 1,
1− bx

1− b
≤ x .

Thus, for x ≥ 2, the condition 1x ≥ 0 is equivalent to the first one of (54) or, in other words,

x ≥
2+ 2(b2/b1)

x
− (bx

1 + bx
2)

2

1− (b2/b1)2
, gx(b1, b2). (55)

In this case, the roots of the polynomial Pn can also be continuously extended as

λ+x =
1+ (b2/b1)

2

2
−

(
b2x

1 − b2x
2

2x

)
+

√
1x ,

λ−x =
1+ (b2/b1)

2

2
−

(
b2x

1 − b2x
2

2x

)
−

√
1x .

4.4.1. Monotonicity for n ≥ 2. To settle the proof of the second point (ii) of Proposition 15, we should
look for the variations of the eigenvalues with respect to x but with fixed radii b1 and b2. For this purpose,
we need to first understand the topological structure of the domain of definition of x 7→ λ±x

Ib1,b2 , {x ≥ 2 :1x > 0}

and see in particular whether this set is connected. We shall establish the following:
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Lemma 16. Let 0< b2 < b1 < 1 be two fixed numbers; then the following hold true:

(i) The set Ib1,b2 is connected and of the form ]µb1,b2,∞[.

(ii) The map x ∈ Ib1,b2 7→1x is strictly increasing.

Remark 17. If the discriminant 1x admits a zero, then it is unique and coincides with the value µb1,b2 .
Otherwise, µb1,b2 will be equal to 2.

Proof. To get this result, it suffices to check the following: for any a ∈ Ib1,b2 ,

[a,+∞[ ⊂ Ib1,b2 .

By the continuity of the discriminant, there exists η > a such that [a, η[ ⊂ Ib1,b2 , and let [a, η?[ be the
maximal interval contained in Ib1,b2 . If η? is finite, then necessarily 1η? = 0. If we could show that the
discriminant is strictly increasing in this interval, then this will contradict the preceding assumption. To
see this, observe that 1x can be rewritten in the form

1x =
1
4

(
f1

(
b2

b1

)
− fx(b1)− fx(b2)

)2

−

(
b2

b1

)2x

f 2
x (b1) (56)

with the notation

fx(t),
1− t2x

x
.

Differentiating 1x with respect to x ,

∂x1x =−
1
2(∂x fx(b1)+ ∂x fx(b2))

(
f1

(
b2

b1

)
− fx(b1)− fx(b2)

)
− 2 fx(b1)

(
b2

b1

)2x(
fx(b1) log

(
b2

b1

)
+ ∂x fx(b1)

)
. (57)

We shall prove that, for all t ∈ ]0, 1[, the mapping x ∈ [2,∞[ 7→ fx(t) is strictly decreasing. It is clear that

∂x fx(t)=
t2x(1− 2x log t)− 1

x2 ,
gx(t)

x2 . (58)

To study the variation of t 7→ gx(t), note that

g′x(t)=−4x2t2x−1 log t > 0 for all t ∈ ]0, 1[

and therefore gx is strictly increasing, which implies that

∂x fx(t) <
gx(1)

x2 = 0.

Using this fact, we deduce that the last term of (57) is positive and consequently

∂x1x ≥−
1
2(∂x fx(b1)+ ∂x fx(b2))

(
f1

(
b2

b1

)
− fx(b1)− fx(b2)

)
.

Hence, to get ∂x1x > 0 it suffices to establish that

f1

(
b2

b1

)
− fx(b1)− fx(b2) > 0, (59)
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which is equivalent to

x >
2− b2x

1 − b2x
2

1− b2 , b =
b2

b1
.

Note that we have already seen that the positivity of 1x for x ≥ 2 is equivalent to the condition (55)
which actually implies the preceding one owing to the strict inequality

bx
− (b1b2)

x > 0.

This shows that (59) is true and consequently,

for all x ∈ [a, η?[, ∂x1x > 0.

This shows that the discriminant, which is positive, is strictly increasing in [a, η?[, and this excludes the
fact that 1η? vanishes. Therefore, η? =∞, and thus, (i) and (ii) are simultaneously proved. �

The next goal is to establish the monotonicity of the eigenvalues.

Lemma 18. Let 0< b2 < b1 < 1. Then:

(i) The mapping x ∈ Ib1,b2 7→ λ+x is strictly increasing.

(ii) The mapping x ∈ Ib1,b2 7→ λ−x is strictly decreasing.

(iii) For any x < y ∈ Ib1,b2 ,

λ−y < λ
−

x < λ
+

x < λ
+

y .

Proof. (i) Note that

λ+x =
1+ b2

2
−

b2x
1

2
fx(b)+

√
1x , b =

b2

b1
.

We have already seen in the proof of Lemma 16 that for any t ∈ ]0, 1[ the mapping x ∈ [2,∞[ 7→ fx(t) is
strictly decreasing, and therefore, x 7→ b2x

1 fx(b2/b1) is also strictly decreasing. To get the strict increasing
of x 7→ λ+x , it suffices to combine this last fact with the increasing property of x 7→1x .

(ii) It is clear that

λ−x =
1+ b2

2
+

fx(b1)− fx(b2)

2
−

√
1x .

The derivative of λ−x with respect to x is given by

∂xλ
−

x =
1
2∂x fx(b1)−

1
2∂x fx(b2)−

∂x1x

2
√
1x
.

By virtue of (57), we can split the preceding function into three parts:

∂xλ
−

x = I+ II+ III,
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where

I, 1
2∂x fx(b1)

(
1+

f1(b)− fx(b1)− fx(b2)

2
√
1x

)
,

II, 1
2∂x fx(b2)

(
−1+

f1(b)− fx(b1)− fx(b2)

2
√
1x

)
,

III,
b2x fx(b1)( fx(b1) log(b)+ ∂x fx(b1))

√
1x

.

Keeping in mind the inequality (59) and ∂x fx(t) < 0 for any t ∈ ]0, 1[, we can see that I is negative. To
prove that the term II is also negative, it suffices to check that

f1(b)− fx(b1)− fx(b2)

2
√
1x

> 1.

From (59), we can deduce by squaring that the last expression is actually equivalent to

1
4

(
f1

(
b2

b1

)
− fx(b1)− fx(b2)

)2

>1x .

From (56), we immediately conclude that the last inequality is always verified.
In regard to the negativity of the third term III, we just use the fact that 0< b < 1 and the decreasing

of the function x 7→ fx(t).

(iii) This follows easily from (i), (ii) and the obvious fact,

for all x ∈ Ib1,b2, λ−x < λ
+

x . �

4.4.2. Lifespan of the eigenvalues with respect to b2. We shall study in this section some properties of
the eigenvalue functions b2 7→ λ±n for n ≥ 2 and b1 fixed. This will be crucial for studying the dynamics
of the first eigenvalue λ+1 and especially in counting the intersections between the curves C+1 and Cn

which has been the subject of the part (iii) of Proposition 15. Note that in this paragraph we shall give up
using the continuous version λ±x of the roots λ±n as it has been done in the preceding section. The results
that we shall state can actually be proved with the continuous parameter; however, this does not matter a
lot for our final purpose. We define the following set: for n ≥ 2 and b1 ∈ ]0, 1[,

Jn,b1 ,

{
b2 ∈ [0, b1[ : n ≥

2+ 2(b2/b1)
n
− (bn

1 + bn
2)

2

1− (b2/b1)2

}
.

We shall prove the following:

Proposition 19. Let b1 ∈ ]0, 1[ fixed and n ≥ 2; then the following hold true:

(i) The set Jn,b1 is an interval of the form [0, b?n], with b?n ∈ ]0, b1[.

(ii) The eigenvalues b2 7→ λ±n are defined together in [0, b?n].

(iii) The sequence n 7→ b?n is strictly increasing, and we have the asymptotics

b?n = b1(1−α/n)+ o(1/n), e−α + 1= α, α ≈ 1.27846.
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(iv) The function b2 ∈ [0, b?n] 7→ λ−n (b2)− b2
2 is strictly increasing.

(v) The function b2 ∈ [0, b?n] 7→ λ+n (b2)− b2
2 is strictly decreasing.

Proof. (i) This follows from studying the function h : [0, b1] → R, defined by

h(x)= n(1− (x/b1)
2)− 2− 2(x/b1)

n
+ (bn

1 + xn)2.

We claim that h is strictly decreasing. Indeed, by differentiating,

h′(x)=
2nx
b2

1
(−1+ b2

1x2n−2)+
2nxn−1

bn
1

(−1+ b2n
1 )

< 0.

As h(0)= n−2+b2n
1 > 0 and h(b1)= 4(−1+b2n

1 ) < 0, we deduce from the intermediate value theorem
that the set Jn,b1 is in fact an interval of the form [0, b?n]. The number b?n ∈ [0, b1[ is defined by the unique
solution of the equation

h(b?n)= 0. (60)

(ii) Observe that the domain of definition of the eigenvalues λ±n coincides with the domain of the
discriminant 1n , which is in turn given by Jn,b1 according to (55). Therefore, (60) implies the vanishing
of 1n at the point b?n , and consequently both eigenvalues coincide.

(iii) Recall from (53) the definitions of the curves C±n and Cn = C−n ∪C+n . Since the eigenvalues λ+n (b
?
n)

and λ−n (b
?
n) coincide, curves C+n and C−n end at the same point which is a turning point for Cn . Furthermore,

we can see that Cn lies on the left side of the vertical axis x = b?n . Now let m > n ≥ 2, and we intend
to check by some elementary geometric considerations that b?m > b?n . From the monotonicity of the
eigenvalues n 7→ λ±n ,

λ−m(0) < λ
−

n (0), λ+m(0) > λ
+

n (0).

If b?m ≤ b?n , then the curve Cm will intersect Cn at some point and this contradicts the strict monotonicity
of the eigenvalues with respect to n. Thus, we deduce that n 7→ b?n is strictly increasing and therefore
should converge to some value b? ≤ b1. Assume that b? < b1; then from (60) and the continuity of h, we
find by letting n→+∞ that

lim
n→+∞

h(b?n)= 0.

On the other hand,
lim

n→+∞
h(b?n)= lim

n→+∞
n(1− (b?n/b1)

2)− 2

=+∞,

which is clearly a contradiction, and thus, b? = b1. For the asymptotic behavior of b?n , which is a marginal
part here, we shall settle for a formal reasoning by taking a first-order Taylor expansion of 1/n. We shall
look for α such that

b?n = b1(1−α/n)+ o(1/n).
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At the first order of h,

h(b?n)= α(2−α/n)− 2− 2(1−α/n)n + o(1).

By taking the limit as n→∞, we find that α must satisfy

e−α + 1= α.

This equation admits a unique solution lying in the interval ]1, 2[ and can be given explicitly by the
Lambert W function:

α =W (e−1)+ 1≈ 1.27846.

(iv) Set x = (b2/b1)
2 and define the functions

f±(x)= λ±n (b2)=
1+ x

2
+

b2n
1

2n
(xn
− 1)±

√
1n(x), x ∈

[
0,

b?n
2

b2
1

]
,

with

1n(x)=
(

1− x
2
−

2− b2n
1 (1+ xn)

2n

)2

− xn
(

1− b2n
1

n

)2

.

Differentiating with respect to x yields

1′n(x)=−
(

1− x
2
−

2− b2n
1 (1+ xn)

2n

)
(1− b2n

1 xn−1)− nxn−1
(

1− b2n
1

n

)2

.

Note from the assumption (55), by switching the parameters n and x , that

1− x
2
−

2− b2n
1 (1+ xn)

2n
> 0,

and therefore,

1′n(x) < 0 for all x ∈
[

0,
b?n

2

b2
1

]
⊂ [0, 1[.

Coming back to the function f± and taking the derivative, we find

f ′
±
(x)=

1
2
+

b2n
1

2
xn−1
±

1′n(x)
2
√
1n(x)

.

Using the definition of 1n and (54), one has(
1− x

2
−

2− b2n
1 (1+ xn)

2n

)
>
√
1n(x)

and consequently

1′n(x)
√
1n(x)

≤−
(1− x)/2− (2− b2n

1 (1+ xn))/2n
√
1n(x)

(1− b2n
1 xn−1)

<−(1− b2n
1 xn−1).
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Therefore, we obtain that for all x ∈ [0, b?n
2/b2

1]

f ′
−
(x) > 1,

f ′
+
(x)≤ b2n

1 xn−1 < b2
1.

This shows that the function g− : x 7→ f−(x)−b2
1x is strictly increasing; however, g+ : x 7→ f+(x)−b2

1x
is strictly decreasing. This finishes the proof of the desired result. �

4.4.3. Dynamics of the first eigenvalue. We shall in this paragraph discuss the behavior of the first
eigenvalues corresponding to n = 1. Note from (51) that these eigenvalues are in fact the solutions of the
polynomial

P1(λ)= λ
2
− (1+ b2

2− b2
1+ (b2/b1)

2)λ+ (b2/b1)
2
+ b2

2(b2/b1)
2
− b2

2,

which vanishes exactly at the points

λ−1 = (b2/b1)
2 or λ+1 = 1+ b2

2− b2
1.

Recall from the preceding sections the definition

C±n , {(b2, λ
±

n (b2)) : b2 ∈ [0, b?n]}, Cn = C−n ∪C+n ,

and the graph of the first eigenvalue λ+1 is given by

C+1 , {(b2, 1+ b2
2− b2

1) : b2 ∈ [0, b1]}.

As we have already mentioned, it is not clear whether the bifurcation occurs with λ−1 because the range
of the linearized operator has an infinite codimension. The main result reads as follows.

Proposition 20. Let b1 ∈ ]0, 1[ and n ≥ 2. Then the following hold true:

(i) For any 0< b2 < b1, we have λ−1 < λ
±
n .

(ii) If n < b−2
1 , then

Cn ∩C+1 =∅.

(iii) If n ≥ b−2
1 , then Cn ∩C+1 is a single point, that is, there exists xn ∈ [0, b?n] such that

Cn ∩C+1 = {(xn, λ
+

1 (xn))}.

(iv) If b2 /∈ {xm : m ≥ b−2
1 }, then for all n ≥ 2, λ+1 6= λ

±
n .

(v) The sequence {xm}m≥b−2
1

is increasing and converges to b1.

Proof. (i) This follows easily from the monotonicity of the eigenvalue n 7→ λ−n and the fact that λ−n ≤ λ
+
n .

Indeed, for all n ≥ 2,

λ−1 = (b2/b1)
2
= lim

n→+∞
λ−n < λ

−

n ≤ λ
+

n .



AN ANALYTICAL AND NUMERICAL STUDY OF STEADY PATCHES IN THE DISC 1647

(ii) In view of (v) from Proposition 19, the mapping b2 ∈ [0, b?n] 7→ λ+n (b2)−λ
+

1 (b2) is strictly decreasing,
and therefore, for b2 ∈ ]0, b?n],

λ+n (b2)− λ
+

1 (b2) < λ
+

n (0)− λ
+

1 (0)= b2
1−

1
n
.

Therefore, for n < b−2
1 , the last term in the right-hand side is negative and consequently

λ−n (b2)≤ λ
+

n (b2) < λ
+

1 (b2) for all b2 ∈ ]0, b?n].

(iii) When n ≥ b−2
1 , then λ+n (0) − λ

+

1 (0) ≥ 0, and since b2 ∈ [0, b?n] 7→ λ+n (b2) − λ
+

1 (b2) is strictly
decreasing, the equation λ+n (b2)− λ

+

1 (b2)= 0 has at most one solution in [0, b?n]. We shall distinguish
three cases. The first one is when λ+n (b

?
n)− λ

+

1 (b
?
n) < 0, in which case the foregoing equation admits a

unique solution denoted by xn . This implies that C+n ∩C+1 is a single point whose abscissa is xn , and the
next step is to check that C−n ∩C+1 is empty. Thus,

λ+n (b
?
n)− λ

+

1 (b
?
n)≤ λ

+

n (xn)− λ
+

1 (xn)= 0.

Combining the last inequality with the fact that λ+n (b
?
n)= λ

−
n (b

?
n) and the monotonicity of the mapping

b2 ∈ [0, b?n] 7→ λ−n (b2)− λ
+

1 (b2), which follows from (iv) of Proposition 19, we conclude that for all
b2 ∈ ]0, b?n]

λ−n (b2)− λ
+

1 (b2)≤ λ
−

n (b
?
n)− λ

+

1 (b
?
n)

≤ λ+n (b
?
n)− λ

+

1 (b
?
n)

< 0.

Therefore, C−n ∩ C+1 = ∅ and the set Cn ∩ C+1 reduces to a single point. The second case is when
λ+n (b

?
n)−λ

+

1 (b
?
n) > 0; then C+n ∩C+1 is empty, and we shall prove that C−n ∩C+1 is a single point. Observe

first that

λ−n (b
?
n)− λ

+

1 (b
?
n)= λ

+

n (b
?
n)− λ

+

1 (b
?
n) > 0.

Moreover,

λ−n (0)− λ
+

1 (0)=
1− b2n

1

n
− (1− b2

1) < 0 for all n ≥ 2.

Since b2 7→ λ−n (b2)− λ
+

1 (b2) is strictly increasing, by the intermediate value theorem, there exists only
one solution xn ∈ ]0, b?n[ of the equation λ−n (b2)−λ

+

1 (b2)= 0. The third and last case to analyze is when
λ+n (b

?
n)− λ

+

1 (b
?
n)= 0. This means that all the curves C+n , C−n and C+1 meet each other at the single point

of abscissa b?n .

(iv) It follows immediately from (ii) and (iii).

(v) Let n ≥ b−1
1 , and define the set enclosed by Cn and located at the first quadrant of the plane:

Ĉn , {(x, y) ∈ R2
: x ∈ [0, b?n], λ

−

n (x)≤ y ≤ λ+n (x)}.
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From the monotonicity of the eigenvalues n 7→ λ±n seen in Lemma 18, we note that,

for all (x, y) ∈ Ĉn, λ−n+1(x) < λ
−

n (x)≤ y ≤ λ+n (x) < λ
+

n+1(x).

Hence,

Ĉn b Ĉn+1, Cn+1 ∩ Ĉn =∅. (61)

Now, from (iii) and the monotonicity of the mappings b2 7→ λ±n (b2)− λ
+

1 (b2) stated in Proposition 19,
we deduce that,

for all x ∈ [0, xn[, λ−n (x) < λ
+

1 (x) < λ
+

n (x).

Then we have the inclusion

C+1,n , {(x, λ
+

1 (x)) : x ∈ [0, xn]} ⊂ Ĉn.

It follows from (61) that Cn+1 ∩C+1,n =∅ and consequently the abscissa of the single point intersection
Cn+1 ∩C+1 must satisfy xn+1 > xn . This proves that {xn}n≥b−2

1
is strictly increasing, and thereby this

sequence converges to some value x? ≤ b1. Assume that x? < b1, and define the subsequences

{x±n }n≥b−2
1
, {xn : λ

±

n (xn)= λ
+

1 (xn)}.

Clearly one of the two sequences is infinite. Assume first that {x+n } is infinite and up to an extraction this
sequence converges also to x?, and for simplicity, we still denote this sequence by {xn}n≥b−2

1
. Then from

the definition of λ+n , we can easily check that

lim
n→+∞

λ+n (xn)=
1+ (x?/b1)

2

2
+

1− (x?/b1)
2

2
= 1.

On the other hand,

lim
n→+∞

λ+1 (xn)= 1+ x2
? − b2

1.

This is possible only if x? = b1, which is a contradiction, and thus, x? = b1. Now in the case where only
the sequence {x−n } is infinite, then we follow the same reasoning as before. We suppose that x? < b1, and
one can verify that

lim
n→+∞

λ−n (xn)= (x?/b1)
2,

lim
n→+∞

λ+1 (xn)= 1+ x2
? − b2

1.

By equating these numbers, we obtain

(1− b2
1)(x

2
? − b2

1)= 0,

which is impossible since b1 < 1 and consequently x? = b1. Hence, the proof of (v) is finished. �
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4.5. Bifurcation for m≥1. Now we shall see how to implement the preceding results to prove Theorems 6
and 9 by using the Crandall–Rabinowitz theorem. The proofs will be broken into several steps. First,
we introduce the spaces of bifurcation which capture the m-fold symmetry, and they are of Hölderian
type. Second, we rewrite Proposition 13 dealing with the regularity of the nonlinear functional defining
the V -states in the new setting. We end this section with the proofs of the properties of the linearized
operator around the annulus required by the Crandall–Rabinowitz theorem.

4.5.1. Function spaces. We shall make use of the same spaces as [de la Hoz et al. 2016b]. For m ≥ 1,
we introduce the spaces Xm and Ym as follows:

Xm = C1+α
m (T)×C1+α

m (T),

where C1+α
m (T) is the space of the 2π -periodic functions f ∈ C1+α(T) whose Fourier series is given by

f (w)=
∞∑

n=1

anw
nm−1, w ∈ T, an ∈ R.

This space is equipped with the usual strong topology of C1+α(T). We can easily see that Xm is identified
as

Xm =

{
f ∈ (C1+α(T))2 : f (w)=

∞∑
n=1

Anw
nm−1, An ∈ R2

}
. (62)

We define the ball of radius r ∈ (0, 1) by

Bm
r = { f ∈ (C1+α

m (T))2 : ‖ f ‖C1+α(T) < r}.

Take ( f1, f2) ∈ Bm
r ; then the expansions of the associated conformal mappings φ1 and φ2 in the exterior

unit disc {w ∈ C : |w|> 1} are given by

φ1(w)= b1w+ f1(w)= w

(
b1+

∞∑
n=1

a1,n

wnm

)
,

φ2(w)= b2w+ f2(w)= w

(
b2+

∞∑
n=1

a2,n

wnm

)
.

This captures the m-fold symmetry of the associated boundaries φ1(T) and φ2(T) via the relation

φ j (e2iπ/mw)= e2iπ/mφ j (w), j = 1, 2, w ∈ T. (63)

Set

Ym =

{
g ∈ (Cα(T))2 : g =

∑
n≥1

Cnenm, Cn ∈ R2
}
. (64)

With the help of Proposition 13, we deduce that the functional G = (G1,G2) is well defined and smooth
from R× Bm

r to Ym with r small enough. The only thing that one should care about, which has already
been discussed in the simply connected case, is the persistence of the symmetry which comes from the
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rotational invariance of the functional G. As the proofs are very close to the simply connected case
without any substantial difficulties, we prefer to skip them and only state the desired results.

Proposition 21. Let b ∈ ]0, 1[ and 0< r <min(b, 1− b); then the following hold true:

(i) G : R× Bm
r → Ym is C1 (it is in fact C∞).

(ii) The partial derivative ∂λDG : R× Bm
r → L(Xm, Ym) exists and is continuous (it is in fact C∞).

Now using (49) and (50), we deduce that the restriction of DG(λ, 0) to the space Xm leads to a well
defined continuous operator DG(λ, 0) : Xm→ Ym . It takes the form

DG(λ, 0)(h1, h2)=
∑
n≥1

Mnm(λ)

(
a1,n

a2,n

)
enm, (65)

with (h1, h2) ∈ Xm having the expansion

h j (w)=
∑
n≥1

a j,nw
nm−1

and the matrix Mn given for n ≥ 1 by

Mn(λ),

(
b1[nλ− 1+ b2n

1 − n(b2/b1)
2
] b2[(b2/b1)

n
− (b1b2)

n
]

−b1[(b2/b1)
n
− (b1b2)

n
] b2[nλ− n+ 1− b2n

2 ]

)
. (66)

4.5.2. Proof of Theorem 6. The main goal of this paragraph is to prove Theorem 6. This will be an
immediate consequence of the Crandall–Rabinowitz theorem as soon as we check its conditions, which
require a careful study. Concerning the regularity assumptions, they were discussed in Proposition 21. As
to the properties required for the linearized operator, they are the object of following proposition.

Proposition 22. Let 0< b2 < b1 < 1, and set b , b2/b1. Let m ≥ 2 satisfy

m ≥
2+ 2bm

− (bm
1 + bm

2 )
2

1− b2 .

Then the following results hold true:

(i) The kernel of DG(λ±m, 0) is one-dimensional and generated by the vector

vm(w)=

(
b2[mλ±m −m+ 1− b2m

2 ]

b1[bm
− (b1b2)

m
]

)
wm−1.

(ii) The range of DG(λ±m, 0) is closed and of codimension 1.

(iii) The transversality assumption holds: the condition

∂λDG(λ±m, 0)vm /∈ R(DG(λ±m, 0))

is satisfied if and only if

m >
2+ 2bm

− (bm
1 + bm

2 )
2

1− b2 .
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Proof. (i) According to (55), the positivity of the discriminant 1n that guarantees the existence of real
eigenvalues is equivalent for m ≥ 2 to

m ≥
2+ 2bm

− (bm
1 + bm

2 )
2

1− b2 .

To prove that the kernel of DG(λ±m, 0) is one-dimensional, it suffices to check that for n ≥ 2 the matrix
Mnm(λ

±
m) defined in (66) is invertible. This follows from Lemma 18, which asserts that λ±nm 6=λ

±
m for n≥ 2

and therefore

det Mnm(λ
±

m) 6= 0.

To get a generator for the kernel, it suffices to take a vector orthogonal to the second row of Mm(λ
±
m).

(ii) We are going to show that for any m ≥ 2 the range R(DG(λ±m, 0)) coincides with the subspace

Zm ,

{
g ∈ Ym : g(w)=

∑
n≥1

Cnenm, C1 ∈ R(Mm), Cn ∈ R2 for all n ≥ 2
}
. (67)

Assume for now this result; then it is easy to check that R(DG(λ±m, 0)) is closed in Ym and is of
codimension 1. Now to get the description of the range, we first observe that from (65) and (66) the range
is included in the space Zm . Therefore, what is left is to check is the inclusion Zm ⊂ R(DG(λ±m, 0)).
Take g = (g1, g2) ∈ Zm with the form

g j (w)=
∑
n≥1

c j,nenm,

and let us prove that the equation

DG(λ±m, 0)h = g

admits a solution h = (h1, h2) in the space Xm . Note that h j has the structure

h j (w)=
∑
n≥1

a j,nw
nm−1.

According to (65), the preceding equation is equivalent to

Mmn

(
a1,n

a2,n

)
=

(
c1,n

c2,n

)
for all n ≥ 1.

For n= 1, this equation is satisfied because from the definition of Zm we assume that the vector C1 ,
(c1,n

c2,n

)
belongs to the range of the matrix Mm . With regard to n ≥ 2, we use the fact that Mnm is invertible, and
therefore, the sequences (a j,n)n≥2 are uniquely determined by(

a1,n

a2,n

)
= M−1

nm

(
c1,n

c2,n

)
, n ≥ 2. (68)
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By computing the matrix M−1
mn (λ

±
m), we deduce that for all n ≥ 2

a1,n =
b2[nm(λ±m − 1)+ 1− b2nm

2 ]

det(Mnm(λ
±
m))

c1,n −
b2[(b2/b1)

nm
− (b1b2)

nm
]

det(Mnm(λ
±
m))

c2,n,

a2,n =
b1[(b2/b1)

nm
− (b1b2)

nm
]

det(Mnm(λ
±
m))

c1,n +
b1[nm(λ±m − (b2/b1)

2)− 1+ b2nm
1 ]

det(Mnm(λ
±
m))

c2,n.

(69)

Hence, the proof of (h1, h2) ∈ Xm amounts to showing that

w 7→

(
h1(w)− a1,1w

m−1

h2(w)− a2,1w
m−1

)
∈ C1+α(T)×C1+α(T).

We shall develop the computations only for the first component, and the second one can be done in a
similar way. Notice that det(Mnm(λ

±
m)) does not vanish for n ≥ 2 and behaves for large n like

det(Mnm(λ
±

m))= b1b2m2(λ±m − 1)[λ±m − (b2/b1)
2
]n2
+ b1b2m(1− (b2/b1)

2)n− 1+ o(1).

Since λ±m /∈ {1, (b2/b1)
2
}, by Taylor expansion,

a1,n =
1

b1m(λ±m − (b2/b1)2)

c1,n

n
+ γ1,nc1,n + γ2,nc2,n

with

|γ j,n| ≤
C
n2 .

Set h̃1(w)= h1(w)− a1,1w
m−1, and define the functions

K j (w)=
∑
n≥2

nγ j,nw
nm, g̃ j =

∑
n≥2

c j,n

n
enm .

Then one can check that

wh̃1(w)=
1

mb1(λ
±
m − (b2/b1)2)

∑
n≥2

c1,n

n
wnm
+{K1 ? (5g̃1)}(w)+{K2 ? (5g̃2)}(w). (70)

The convolution is understood to be the usual one: for two continuous functions f, g : T→ C, we define,

for all w ∈ T, f ? g(w)=
∫

\

T

f (τ )g(τw)
dτ
τ
.

The notation 5 is used for the Szegő projection defined by

5

(∑
n∈Z

cnw
n
)
=

∑
n∈−N

cnw
n,

which acts continuously on C1+α(T). One can easily see that the first term in the right-hand side of (70)
belongs to C1+α(T). With regard to the last two terms, note that K j ∈ L2(T)⊂ L1(T) and g̃ j ∈C1+α(T);
then using the classical convolution law L1(T)?C1+α(T)→C1+α(T) combined with the continuity of 5,
we deduce that those terms belong to C1+α(T) and the function w 7→ wh̃1(w) belongs to this space too.
This finishes the proof of the range of DG(λ±m, 0).
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(iii) Recall from part (i) that the kernel of DG(λ±m, 0) is one-dimensional and generated by the vector vm

defined by

w ∈ T 7→ vm(w)=

(
b2[mλ±m −m+ 1− b2m

2 ]

b1[(b2/b1)
m
− (b1b2)

m
]

)
wm−1.

We shall prove that
∂λDG(λ±m, 0)vm /∈ R(DG(λ±m, 0))

if and only if λ+m 6= λ
−
m , which is equivalent to

m >
2+ 2bm

− (bm
1 + bm

2 )
2

1− b2 .

Let (h1, h2) ∈ Xm with the expansion

h j (w)=
∑
n≥1

a j,nw
nm−1.

Then differentiating (65) with respect to λ,

∂λDG(λ, 0)(h1, h2)= m
∑
n≥1

n
(

b1a1,n

b2a2,n

)
enm . (71)

Hence,

∂λDG(λ±m, 0)vm = mb1b2

(
mλ±m −m+ 1− b2m

2
(b2/b1)

m
− (b1b2)

m

)
em

, mb1b2Wmem .

This pair of functions is in the range of DG(λ±m, 0) if and only if the vector Wm is a scalar multiple of
the second column of the matrix Mm(λ

±
m) defined by (66). This happens if and only if

(mλ±m −m+ 1− b2m
2 )2−

((
b2

b1

)m

− (b1b2)
m
)2

= 0. (72)

Combining this equation with det Mm = 0, we find

(mλ±m −m+ 1− b2m
2 )2+ (mλ±m −m+ 1− b2m

2 )

(
mλ±m − 1+ b2m

1 −m
(

b2

b1

)2)
= 0,

which is equivalent to

(mλ−m+ 1− b2m
2 )

(
2mλ−m

(
1+

(
b2

b1

)2)
− b2m

2 + b2m
1

)
= 0.

Thus, we find that

mλ±m −m+ 1− b2m
2 = 0 or 2mλ±m −m

(
1+

(
b2

b1

)2)
− b2m

2 + b2m
1 = 0.

The first possibility is excluded by (72), and the second one corresponds to a multiple eigenvalue condition:
λ+m = λ

−
m , that is, 1m = 0. This completes the proof of Proposition 22. �
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4.5.3. Proof of Theorem 9. Our next task is to study the bifurcation of 1-fold rotating patches. Recall
from Section 4.4.3 that for m = 1 there are two different eigenvalues given by

λ−1 = (b2/b1)
2, λ+1 = 1+ b2

2− b2
1.

In that paragraph, we observed significant differences in their behaviors, and we shall see next how this
fact does affect the bifurcation problem. It appears that the bifurcation with λ−1 is very complicate due to
the range of the linearized operator which is of infinite codimension. Nevertheless, with λ+1 , the situation
is actually more tractable and the bifurcation occurs frequently. Before stating the basic results of this
section, we need to define some notation. Let b1 ∈ ]0, 1[ be a fixed real number, and define the set

Eb1 , {b2 ∈ ]0, b1[ : there exists m ≥ 2 such that Pm(λ
+

1 )= 0}.

The polynomial Pm was defined in (51), which is up to a factor the characteristic polynomial of the matrix
Mm(λ). The set Eb1 corresponds to the abscissa of the points of intersection between the collection of
the curves {Cm : m ≥ 2} and C+1 , which were defined in (53). Recall from Proposition 20(ii–iii) that for
each m ≥ 2 there is at most one value xm of b2 such that Pm(λ

+

1 )= 0. Moreover, the sequence (xm)m≥b−2
1

is strictly increasing and converges to b1. Now we will prove the following result.

Proposition 23. The following assertions hold true.

(i) The range of DG(λ−1 , 0) has an infinite codimension.

(ii) If b2 ∈ Eb1 , then the kernel of DG(λ+1 , 0) is two-dimensional and generated by the vectors v1 =
(1

1

)
and vm of Proposition 22, with m ≥ 2 being the only integer such that Pm(λ

+

1 )= 0. In addition, the
range of DG(λ+1 , 0) is closed and has codimension 2.

(iii) If b2 /∈ Eb1 , then the kernel of DG(λ+1 , 0) is one-dimensional and is generated by the vector v1 seen
before. Furthermore, the range of DG(λ+1 , 0) has codimension 1 and the transversality assumption
is satisfied:

∂λDG(λ+1 , 0)v1 /∈ R(DG(λ+1 , 0)).

Proof. (i) According to (66), we obtain

Mn(λ
−

1 ),

(
b1[−1+ b2n

1 ] b2[(b2/b1)
n
− (b1b2)

n
]

−b1[(b2/b1)
n
− (b1b2)

n
] b2[n((b2/b1)

n
− 1)+ 1− b2n

2 ]

)
.

In this case, we get that the determinant of Mn(λ
−

1 ) behaves for large n like b1b2n. Consequently, we
deduce from (69) the existence of α 6= 0 such that

a1,n = αc1,n + o(1),

which means that the preimage of an element of Ym by DG(λ−1 , 0) is not in general better than Cα(T).
This implies that the range of the linearized operator is of infinite codimension. It follows that one
important condition of the Crandall–Rabinowitz theorem is violated, and therefore, the bifurcation in this
special case still unsolved.
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(ii) Let b2 ∈ Eb1 . Then by definition, there exists m ≥ 2 such that Pm(λ
+

1 ) = 0. This means that
λ+1 coincides with one of the two numbers λ±m . Therefore, the kernel of DG(λ+1 , 0) is given by the
two-dimensional vector space

Ker DG(λ+1 , 0)= Ker M1(λ
+

1 )⊕Ker Mm(λ
+

1 )w
m−1.

Easy computations give the expression

M1(λ
+

1 )= b2(1− b2
1)

(
−b2/b1 b2/b1

−1 1

)
.

Obviously the kernel of M1(λ
+

1 ) is spanned by the vector v1 =
(1

1

)
. However, we know that Ker Mm(λ

+

1 )

is spanned by the vector vm already seen in Proposition 22. To prove that the range is of codimension 2,
we follow the same arguments of Proposition 22 bearing in mind that the determinant of Mn(λ

+

1 ) behaves
for large n like cn2 with c 6= 0. We skip the details which are left to the reader.

(iii) Let b2 /∈ Eb1 ; then Pm(λ
+

1 ) does not vanish for any m ≥ 2. This means that the matrix Mm(λ
+

1 ) is
invertible, and therefore, the kernel of DG(λ+1 , 0) is one-dimensional and given by

Ker DG(λ+1 , 0)= Ker M1(λ
+

1 )= 〈v1〉.

Similarly to Proposition 22, we get that the range is of codimension 1. In addition, the transversality
condition is satisfied since the eigenvalue λ+1 is simple (λ+1 6= λ

−

1 ) as has been discussed in the proof of
Proposition 22(iii). The proof of Proposition 23 is now finished, and the result of Theorem 9 follows. �

5. Numerical experiments

In order to obtain the V -states, we follow a similar procedure to that in [de la Hoz et al. 2016a; 2016b];
therefore, we shall omit some details, which can be consulted in those references.

5.1. Simply connected V-states.

5.1.1. Numerical derivation. Given a simply connected domain D with boundary z(θ), where θ ∈ [0, 2π [
is the Lagrangian parameter and z is counterclockwise parametrized, the condition of D being a V -state
rotating with angular velocity � is given by (15), i.e.,

Re
{(

2�z(θ)+
1

2π i

∫ 2π

0

z(θ)− z(φ)
z(θ)− z(φ)

zφ(φ) dφ−
1

2π i

∫ 2π

0

|z(φ)|2

1− z(θ)z(φ)
zφ(φ) dφ

)
zθ (θ)

}
= 0. (73)

As in [de la Hoz et al. 2016a; 2016b], we use a pseudospectral method to find m-fold V -states from (73).
We discretize θ ∈ [0, 2π [ in N equally spaced nodes θi = 2π i/N , i = 0, 1, . . . , N − 1. Observe that the
integrand in the first integral in (73) satisfies

lim
φ→θ

z(θ)− z(φ)
z(θ)− z(φ)

∣∣∣∣
θ=φ

=
zθ (θ)
zθ (θ)

. (74)



1656 FRANCISCO DE LA HOZ, ZINEB HASSAINIA, TAOUFIK HMIDI AND JOAN MATEU

Therefore, bearing in mind (74), we can evaluate numerically with spectral accuracy the integrals in (73)
at a node θ = θi by means of the trapezoidal rule, provided that N is large enough:

1
2π

∫ 2π

0

z(θi )− z(φ j )

z(θi )− z(φ j )
zφ(φ j ) dφ ≈

1
N

(
zθ (θi )+

N−1∑
j=0
j 6=i

z(θi )− z(φ j )

z(θi )− z(φ j )
zφ(φ j )

)
,

1
2π

∫ 2π

0

|z(φ)|2

1− z(θi )z(φ)
zφ(φ) dφ ≈

1
N

N−1∑
j=0

|z(φ j )|
2

1− z(θi )z(φ j )
zφ(φ j ).

(75)

In order to obtain m-fold V -states, we approximate the boundary z as

z(θ)= eiθ
[

b+
M∑

k=1

ak cos(mkθ)
]
, (76)

where the mean radius is b, and we are imposing that z(−θ) = z(θ); i.e., we are looking for V -states
symmetric with respect to the x-axis. For sampling purposes, N has to be chosen such that N ≥ 2mM+1;
additionally, it is convenient to take N a multiple of m, in order to be able to reduce the N -element
discrete Fourier transforms to N/m-element discrete Fourier transforms. If we write N = m2r , then
M = b(m2r

− 1)/(2m)c = 2r−1
− 1.

We introduce (76) into (73) and approximate the error in (73) by an M-term sine expansion:

Re
{(

2�z(θ)+
1

2π i

∫ 2π

0

z(θ)− z(φ)
z(θ)− z(φ)

zφ(φ) dφ−
1

2π i

∫ 2π

0

|z(φ)|2

1− z(θ)z(φ)
zφ(φ) dφ

)
zθ (θ)

}
≈

M∑
k=1

bk sin(mkθ). (77)

This last expression can be represented in a very compact way as

Fb,�(a1, . . . , aM)= (b1, . . . , bM) (78)

for a certain Fb,� : R
M
→ RM . Remark that, for any � and any b ∈ ]0, 1[, we trivially have Fb,�(0)= 0,

i.e., the circumference of radius b is a solution of the problem. Therefore, obtaining a simply connected
V -state is reduced to numerically finding a nontrivial root (a1, . . . , aM) of (78). To do so, we discretize
the (M ×M)-dimensional Jacobian matrix J of Fb,� using first-order approximations. Fixing |h| � 1
(we have chosen h = 10−10), we have that

∂Fb,�(a1, . . . , aM)

∂a1
≈

Fb,�(a1+ h, . . . , aM)−Fb,�(a1, . . . , aM)

h
. (79)

Hence, the first M coefficients of the sine expansion of (79) form the first row of J, and so on. Therefore,
if the n-th iteration is denoted by (a1, . . . , aM)

(n), then the (n+ 1)-th iteration is given by

(a1, . . . , aM)
(n+1)
= (a1, . . . , aM)

(n)
−Fb,�((a1, . . . , aM)

(n)) · [J(n)]−1,
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Figure 2. λm as a function of b, for m = 1, . . . , 20.

where [J(n)]−1 denotes the inverse of the Jacobian matrix at (a1, . . . , aM)
(n). This iteration converges in

a small number of steps to a nontrivial root for a large variety of initial data (a1, . . . , aM)
(0). In particular,

it is usually enough to perturb the unit circumference by assigning a small value to a(0)1 and leave the
other coefficients equal to zero. Our stopping criterion is

max
∣∣∣∣ M∑

k=1

bk sin(mkθ)
∣∣∣∣< tol,

where tol= 10−13. For the sake of coherence, we eventually change the sign of all the coefficients {ak},
in order for, without loss of generality, a1 > 0.

5.1.2. Numerical discussion. Given m and b, Proposition 14 defines the value λm at which we bifurcate
from the circumference of radius b. Let us recall that λm = 1− 2�m . Although working with λ is more
convenient from an analytical point of view, we use �= (1−λ)/2 in the graphical representations of the
V -states that follow because � is a more natural parameter from a physical point of view. Therefore, we
bifurcate at �m = (m− 1+ b2m)/(2m).

In Figure 2, we have plotted λm as a function of b, for m = 1, . . . , 20. Figure 2 suggests that there
are two different situations: b close to 1 and b not so close to 1. Note that, in the latter case, the curves
can be approximated by λm ≈ 1/m, i.e., �m ≈ (m − 1)/(2m), which is in agreement with [Deem and
Zabusky 1978].

In order to illustrate how the shape of the simply connected V -states depends on b, we consider the
cases 1≤m ≤ 4; observe that everything said for m = 3 and m = 4 is valid for all m ≥ 3. In general, fixing
m and b, we bifurcate from the circumference with radius b at �m . During the bifurcation process, there
may be saddle-node bifurcation points [Kielhöfer 2012] appearing; in that case, we use the techniques
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Figure 3. Bifurcation diagrams corresponding to m = 3 and b = 0.8 (left) and to m = 3
and b = 0.9 (right) with N = 384.

described in [de la Hoz et al. 2016a]. For instance, in Figure 3, we have plotted the bifurcation diagrams
of the coefficient a1 in (76) against �, for m = 3 and b = 0.8 (left) and for m = 3 and b = 0.9 (right).
Note that, in the bifurcation diagrams, when starting to bifurcate at �m , we sometimes take �<�m (left)
and other times �>�m (right) although the latter case may appear only when b is large enough. Note
also that we may have several saddle-node bifurcation points in the same bifurcation diagram, and hence
more than two V -states corresponding to the same �, and in the same bifurcation branch. For instance,
the left-hand side of Figure 3 tells us that there are three V -states corresponding to m = 3, b = 0.8 and
�= 0.3765, which we have plotted in Figure 4.
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Figure 4. V -states from the same bifurcation branch (left side of Figure 3) corresponding
to m = 3, b = 0.8 and �= 0.3765 with N = 768.
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Figure 5. Approximations to the limiting V -states corresponding to 1 ≤ m ≤ 4, for
different b with N = 256×m. The values of � corresponding to the plots are given in
Table 1.

We have approximated the limiting V -states occurring for 1≤ m ≤ 4, which are depicted in Figure 5.
Figure 5 confirms the observation on the size of b made from Figure 2. Loosely speaking, when b is
far enough from 1, the rigid boundary does not have any remarkable effect on the shape of the V -states.
Take for instance the cases m = 1 with b = 0.4, m = 2 with b = 0.4, m = 3 with b = 0.6 and m = 4
with b = 0.7: the approximations to the respective limiting V -states are clearly far away from the unit
circumference whereas, in all the other cases, the distance to the unit circumference is smaller than 10−2.
In fact, Figure 5 suggests that, from a certain b on, we can obtain V -states arbitrarily close to the unit
circumference and that the limiting V -state is precisely the one whose distance to the unit circumference
is zero in the limit. Moreover, as b grows towards 1, the limiting V -states tend to cover an increasingly
larger part of the unit circumference.
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b ↓ m→ 1 2 3 4
0.9 0.3749 0.4057 0.4199 0.4283
0.8 0.3251 0.3589 0.3755 0.3859
0.7 0.2900 0.3163 0.3321 0.3650
0.6 0.2640 0.2731 0.3144 0.3572
0.5 0.2459 0.2363
0.4 0.1964 0.2018

Table 1. Values of � for the V -states plotted in Figure 5.

Continuing with Figure 5, the cases m = 1 and m = 2 are pretty different from the other cases. Indeed,
when m ≥ 3 and b is small enough, the limiting V -states very closely resemble those in [Deem and
Zabusky 1978] and corner-shaped singularities seem to develop. It is remarkable that the rigid boundary
only affects the shape of the V -states for b pretty close to 1; furthermore, the larger m is, the larger b has
to be, in order for the influence of the rigid boundary to become noticeable. On the other hand, when
m = 2 and b is small enough, the limiting V -states are lemniscate-shaped; whether some self-intersection
actually occurs deserves further study. Finally, when m = 1 and b is small enough, the limiting V -states
seem to resemble an asymmetrical oval.

5.2. Doubly connected V-states.

5.2.1. Numerical derivation. Given a doubly connected domain D with outer boundary z1(θ) and inner
boundary z2(θ), where θ ∈ [0, 2π [ is the Lagrangian parameter and z1 and z2 are parametrized, D is a
V -state if and only if its boundaries satisfy

Re
{(

2�z1(θ)+
1

2π i

∫ 2π

0

z1(θ)− z1(φ)

z1(θ)− z1(φ)
z1,φ(φ) dφ−

1
2π i

∫ 2π

0

z1(θ)− z2(φ)

z1(θ)− z2(φ)
z2,φ(φ) dφ

−
1

2π i

∫ 2π

0

|z1(φ)|
2

1− z1(θ)z1(φ)
z1,φ(φ) dφ

+
1

2π i

∫ 2π

0

|z2(φ)|
2

1− z1(θ)z2(φ)
z2,φ(φ) dφ

)
z1,θ (θ)

}
= 0, (80)

Re
{(

2�z2(θ)+
1

2π i

∫ 2π

0

z2(θ)− z1(φ)

z2(θ)− z1(φ)
z1,φ(φ) dφ−

1
2π i

∫ 2π

0

z2(θ)− z2(φ)

z2(θ)− z2(φ)
z2,φ(φ) dφ

−
1

2π i

∫ 2π

0

|z1(φ)|
2

1− z2(θ)z1(φ)
z1,φ(φ) dφ

+
1

2π i

∫ 2π

0

|z2(φ)|
2

1− z2(θ)z2(φ)
z2,φ(φ) dφ

)
z2,θ (θ)

}
= 0. (81)

As in the simply connected case, we use a pseudospectral method to find V -states. We discretize θ ∈[0, 2π [
in N equally spaced nodes θi = 2π i/N , i = 0, 1, . . . , N −1, where N has to be large enough. Then since
z1 and z2 never intersect, all the integrals in (80) and (81) can be evaluated numerically with spectral
accuracy at a node θ = θi by means of the trapezoidal rule, exactly as in (75).
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In order to obtain doubly connected m-fold V -states, we approximate z1 and z2 as in (76):

z1(θ)= eiθ
[

b1+

M∑
k=1

a1,k cos(mkθ)
]
, z2(θ)= eiθ

[
b2+

M∑
k=1

a2,k cos(mkθ)
]
, (82)

where the mean outer and inner radii are b1 and b2, respectively, and we are imposing that z1(−θ)= z1(θ)

and z2(−θ)= z2(θ), i.e., looking for V -states symmetric with respect to the x-axis. Again, if we choose N
of the form N = m2r , then M = b(m2r

− 1)/(2m)c = 2r−1
− 1.

We introduce (82) into (80) and (81), and as in (77), we approximate the errors in (80) and (81) by
their M-term sine expansions, which are respectively

∑M
k=1 b1,k sin(mkθ) and

∑M
k=1 b2,k sin(mkθ). Then

as in (78), the resulting systems of equations can be represented in a very compact way as

Fb1,b2,�(a1,1, . . . , a1,M , a2,1, . . . , a2,M)= (b1,1, . . . , b1,M , b2,1, . . . , b2,M) (83)

for a certain Fb1,b2,� :R
2M
→R2M . Remark that, for any� and any 0<b2<b1<1, we have Fb1b2,�(0)=0

trivially; i.e., any circular annulus is a solution of the problem. Therefore, obtaining a doubly connected
V -state is reduced to numerically finding {a1,k} and {a2,k} such that (a1,1, . . . , a1,M , a2,1, . . . , a2,M) is a
nontrivial root of (83). To do so, we discretize the (2M×2M)-dimensional Jacobian matrix J of Fb1,b2,�

as in (79), taking h = 10−9:

∂Fb1,b2,�(a1,1, . . . , a1,M , a2,1, . . . , a2,M)

∂a1,1

≈
Fb1,b2,�(a1,1+ h, a1,2, . . . , a1,M , a2,1, . . . , a2,M)−Fb1,b2,�(a1,1, . . . , a1,M , a2,1, . . . , a2,M)

h
. (84)

Then the sine expansion of (84) gives us the first row of J, and so on. Hence, if the n-th iteration is
denoted by (a1,1, . . . , a1,M , a2,1, . . . , a2,M)

(n), then the (n+ 1)-th iteration is given by

(a1,1, . . . , a1,M , a2,1, . . . , a2,M)
(n+1)

= (a1,1, . . . , a1,M , a2,1, . . . , a2,M)
(n)
−Fb1,b2,�((a1,1, . . . , a1,M , a2,1, . . . , a2,M)

(n)) · [J(n)]−1,

where [J(n)]−1 denotes the inverse of the Jacobian matrix at (a1,1, . . . , a1,M , a2,1, . . . , a2,M)
(n). To make

this iteration converge, it is usually enough to perturb the annulus by assigning a small value to a(0)1,1
or a(0)2,1 and leave the other coefficients equal to zero. Our stopping criterion is

(
max

∣∣∣∣ M∑
k=1

b1,k sin(mkθ)
∣∣∣∣< tol

)
∧

(
max

∣∣∣∣ M∑
k=1

b2,k sin(mkθ)
∣∣∣∣< tol

)
,

where tol= 10−13. As in [de la Hoz et al. 2016a; 2016b], a1,1 · a2,1 < 0, so for the sake of coherence, we
eventually change the sign of all the coefficients {a1,k} and {a2,k}, in order for, without loss of generality,
a1,1 > 0 and a2,1 < 0.
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Figure 6. b?m as a function of b1, for m = 2, . . . , 20.

5.2.2. Numerical discussion. Proposition 19 states that, given b1 ∈ ]0, 1[ and m ≥ 2, there is a certain b?m
such that b2 ∈ [0, b?m]. Let us recall that b?m is the only solution of

m =
2+ 2(x/b1)

m
− (bm

1 + xm)2

1− (x/b1)2
.

In Figure 6, we have plotted b?m as a function of b1, for m = 2, . . . , 20.
If we make b2 = b?m , then the discriminant 1m defined in Theorem 6 is equal to zero, and in that case,

�+m =�
−
m or, equivalently, λ+m = λ

−
m . Note that the relation between �± and λ±m is given by

�±m =
1
2(1− λ

∓

m).

In Figure 7, we plotted λ±m as a function of b2 ∈ [0, b?m], for m = 2, . . . , 20 and b1 ∈ {0.25, 0.5, 0.75, 0.99}.
We have also plotted in black the special case m=1, where b2∈[0, b1], λ+1 =1+b2

2−b2
1 and λ−1 = (b2/b1)

2.
Observe that, whereas the curves λ+m and λ−m are disjoint for m ≥ 2, λ+1 may intersect λ+m or λ−m . It is
particularly interesting to see what happens when b1 is close to 1; indeed, when b1 = 0.99, the curves λ−m
become practically indistinguishable.

Although Figure 7 gives a fairly good idea of the structure of λ±m , it may be clarifying to show globally
how the curves in Figure 7 behave as b1 changes, for a fixed m. In Figure 8, we have plotted λ±m as a
function of b2 ∈ [0, b?m], for m = 2, 3, 4 and for all b1 ∈ ]0, 1[, in such a way that, for a given b1, the
intersection between z = b1 and the resulting surfaces yields curves equivalent to those in Figure 8. In
general, the surfaces corresponding to m≥3 are very similar. On the other hand, Figure 8 shows that, when
m = 2 and b1 is not too large, the size of the curves (b2, λ

±

2 ) is very small; indeed, in Figure 7, (b2, λ
±

2 )

is hardly visible when b1 = 0.25. A similar observation can be made with respect to the case m = 2 in
Figure 6, which is markedly different from the others.
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Figure 7. λ±m as a function of b2 ∈ [0, b?m], for m = 2, . . . , 20, together with the case
m = 1 (black), for b1 ∈ {0.25, 0.5, 0.75, 0.99}. We have marked with a small black dots
the intersections happening between the case m = 1 and the other cases.

As in the simply connected case, we use �= (1− λ)/2 as our bifurcation parameter. In order to treat
the saddle-node bifurcation points [Kielhöfer 2012] that may appear during the bifurcation process, we
again use the techniques described in [de la Hoz et al. 2016a].

Before illustrating the shape of the doubly connected V -states, let us mention that the situation is much
more involved than in the simply connected case, where there were roughly two situations for all m:
b close to 1 and b not so close to 1. Indeed, we have to play now with both the proximity of b1 to 1 and
that of b2 to b?m . Furthermore, we can start the bifurcation from the annulus of radii b1 and b2 at two
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Figure 8. λ±m as a function of b2 ∈ [0, b?m], for m = 2, 3, 4 and for all b1 ∈ ]0, 1[.

different values of �, i.e., �+m and �−m . Finally, the case m = 1 needs to be studied individually. All in
all, we have detected the following scenarios.

When m ≥ 3, there are roughly three cases when starting to bifurcate at �+m and two cases when
starting to bifurcate at �−m . More precisely, if we start to bifurcate at �+m , we have to distinguish between
the following:

• b2 is very close to b?m . In that case, it seems possible to obtain V -states for all � ∈ ]�−m, �
+
m[, very

much like in [de la Hoz et al. 2016b], irrespective of the size of b1. For example, in Figure 9, we have
calculated the V -states corresponding to m= 4, b1= 0.8 and b2= 0.53. Observe that b?4= 0.5407. . . ,
i.e., we have chosen b2 close enough to b?4. On the right-hand side, we have plotted the bifurcation
diagram of the coefficients a1,1 and a2,1 in (82) against �, which shows that there is indeed a
continuous bifurcation branch that joins �−m and �+m , where �−4 = 0.1335. . . and �+4 = 0.1671. . . .
On the left-hand side, we have plotted V -states for four different values of � ∈ ]�−m, �

+
m[.
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Figure 9. Left: V -states corresponding to m = 4, b1 = 0.8, b2 = 0.53 and several values
of �. Right: bifurcation diagram. Here N = 256.
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Figure 10. Approximation to the limiting V -states corresponding to m = 4, b1 = 0.8
and b2 = 0.3. Left: we have started to bifurcate at �+4 = 0.3256. . . , taking � < �+4 .
Right: we have started to bifurcate at �−4 = 0.1250. . . , taking �>�−4 . Here N = 1024.

• b1 is close to 1, and b2 is small enough. There are limiting V -states, for which the distance between
the outer boundary z1 and the unit circumference tends to zero, but the inner boundary z2 does not
deviate greatly from the circumference of radius b2. On the left-hand side of Figure 10, we have
approximated the limiting V -state corresponding to m = 4, b1 = 0.8 and b2 = 0.3. The shape of z1

is not very far from the case m = 4 and b = 0.8 of Figure 5.
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Figure 11. Left: approximation to the limiting V -state corresponding to m = 4, b1 = 0.8
and b2= 0.4, starting to bifurcate at �+4 = 0.2706, taking �<�+4 . Right: approximation
to the limiting V -state corresponding to m= 4, b1= 0.6 and b2= 0.3, starting to bifurcate
at �+4 = 0.2516, taking �<�+4 . Here N = 1024.
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Figure 12. Approximation to the limiting V -state corresponding to m = 4, b1 = 0.72
and b2 = 0.32, starting to bifurcate at �+4 = 0.2851, taking � < �+4 . Here N = 2048.
The zoom shows that the boundaries are very close from each other, but there is no
intersection.

• b1 and b2 do not fit in the previous two cases. In that case, there are also limiting V -states,
characterized by the appearance of corner-shaped singularities in z1 or z2. In Figure 11, we have
approximated the limiting V -states corresponding to m = 4, b1 = 0.8 and b2 = 0.4 (left) and to
m = 4, b1 = 0.6 and b2 = 0.3 (right). Observe that the influence of the rigid boundary seems less
perceptible in the second example, which accordingly does not differ too much from those in [de la
Hoz et al. 2016b].

Although the distance between z1 and the unit circumference is always strictly positive, the
distance between z1 and z2 is sometimes very small, and we cannot exclude in advance the existence
of limiting V -states where z1 and z2 actually touch each other. For instance, after playing with the
values of b1 and b2, we have found that the choice of b1 = 0.72 and b2 = 0.32 enables us to find
a V -state such that the distance between z1 and z2 is of about 7× 10−3. This V -state is plotted in
Figure 12, together with a zoom of one apparent intersection of the boundaries that shows that there
is really no intersection and that the nodal resolution is adequate.

On the other hand, if we start to bifurcate at �−m , we have to distinguish between the following:

• b2 is very close to b?m . This case has been explained above. In fact, it is irrelevant whether we start
to bifurcate at �−m or at �+m .

• b2 is not close enough to b?m . In that case, there are limiting V -states, characterized by the appearance
of corner-shaped singularities in z2 whereas the outer boundary z1 does not deviate greatly from the
circumference of radius b1. On the right-hand side of Figure 10, we have approximated the limiting
V -state corresponding to m = 4, b1 = 0.8 and b2 = 0.3. We have not bothered to plot the V -states
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Figure 13. Left: approximation to the limiting V -states corresponding to m= 2, b1= 0.9
and b2 = 0.2, starting to bifurcate at �+2 = 0.3892. . . , taking �<�+2 . Right: we have
started to bifurcate at �−2 = 0.2497. . . , taking �>�−2 . Here N = 512.

corresponding to those in Figures 11 and 12 but starting to bifurcate at �−m because they are virtually
identical, up to a scaling of z2. This case closely matches that in [de la Hoz et al. 2016b], and the
inner boundary resembles the simply connected V -states in [Deem and Zabusky 1978].

Summarizing, if we compare the doubly connected V -states just described with those in [de la Hoz et al.
2016b], we conclude that the truly unique case here is when b1 is close to 1 and b2 is small enough.
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Figure 14. Approximation to the limiting V -states corresponding to m = 1, b1 = 0.9
and b2 = 0.3. Left: we have started to bifurcate at �+1 =

4
9 , taking �<�+1 . Right: we

have started to bifurcate at �−1 = 0.36, taking �>�−1 . Here N = 256.
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Regarding the case m = 2, everything said above is applicable. For example, in Figure 13, we have taken
b1 = 0.9 and b1 = 0.2, i.e., a value of b1 close to 1 and a value of b2 small enough. On the left-hand side,
we show an approximation to the limiting V -state appearing when starting to bifurcate at �+2 ; note the
clear parallelism with the case m = 2 and b = 0.9 of Figure 5 and with the left-hand side of Figure 10.
On the right-hand side, we show an approximation to the limiting V -state appearing when starting to
bifurcate at �−2 ; as in the right-hand side of Figure 10, corner-shaped singularities seem to develop in z2

whereas z1 has barely deviated from a circumference.
The case m = 1 also deserves a comment. In Figure 14, we have approximated the limiting V -states

corresponding to m = 1, taking again a value of b1 close to 1 and a value of b2 small enough, more
precisely, b1 = 0.9 and b2 = 0.3. On the left-hand side, we have started to bifurcate at �+1 , and on the
right-hand side, we have started to bifurcate at �−1 . It is remarkable that, in both cases, the distance of z1

to the unit circumference is smaller than 10−2. Moreover, even if the V -state on the left-hand side is
roughly in agreement with Figure 5 and with the left-hand sides of Figures 10 and 13, the V -state on the
right-hand side exhibits a completely different, unexpected behavior.
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ISOLATED SINGULARITIES OF POSITIVE SOLUTIONS
OF ELLIPTIC EQUATIONS WITH WEIGHTED GRADIENT TERM

PHUOC-TAI NGUYEN

Let �� RN (N > 2) be a C 2 bounded domain containing the origin 0. We study the behavior near 0 of
positive solutions of equation (E) ��uCjxj˛upCjxjˇjrujq D 0 in � n f0g, where ˛ > �2, ˇ > �1,
p > 1, and q > 1. When 1 < p < .N C ˛/=.N � 2/ and 1 < q < .N Cˇ/=.N � 1/, we provide a full
classification of positive solutions of (E) vanishing on @�. On the contrary, when p � .N C˛/=.N � 2/

or .N Cˇ/=.N � 1/� q � 2Cˇ, we show that any isolated singularity at 0 is removable.
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1. Introduction

Let �� RN (N > 2) be a C 2 bounded domain containing the origin 0. In this paper, we study isolated
singularities at 0 of nonnegative solutions of the quasilinear equation

��uCjxj˛up
Cjxjˇjrujq D 0 (1-1)

in � n f0g where ˛ > �2, ˇ > �1, p > 1, and q > 1. By a nonnegative solution of (1-1) we mean a
nonnegative function u 2 C 2.� n f0g/ which satisfies (1-1) in the classical sense.

Equation (1-1) consists of two mechanisms: the semilinear equation

��uCjxj˛up
D 0 (1-2)

in � n f0g and the quasilinear equation

��uCjxjˇ jrujq D 0 (1-3)

in � n f0g. For the sake of simplicity, in the sequel, we use the notation

.F ıu/.x/D jxj˛u.x/pCjxjˇ jru.x/jq: (1-4)
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In the literature, many results concerning isolated singularities for (1-2) with ˛ D 0 have been published,
among which we refer to [Brézis and Véron 1980/81; Vázquez and Véron 1985; Véron 1981; 1996;
Baras and Pierre 1984, Marcus 2013] and references therein. Marcus and Véron [2014] provided a full
description of isolated singularities of positive solutions of (1-2) (with ˛ > �2) when 1< p < pc;˛ with

pc;˛ WD
N C˛

N � 2
: (1-5)

More precisely, in this range, if v is a positive solution of (1-2) vanishing on @�, then:

� either v D v�
k

(k > 0), the solution of

��vCjxj˛vp
D kı0 in �; with v D 0 on @� (1-6)

(here ı0 is the Dirac measure concentrated at the origin) and v.x/DkcN .1Co.1//jxj2�N as jxj! 0

where cN D 1=.N.N � 2/!N / with !N being the volume of the unit ball in RN ;

� or v D v�1 WD limk!1 v
�
k

and v.x/D #.1C o.1//jxj�
2C˛
p�1 as jxj ! 0 with

# WD

��
2C˛

p� 1

��
2pC˛

p� 1
�N

�� 1
p�1

: (1-7)

When p � pc;˛, they showed that there is no positive solution of (1-2) vanishing on @�.
Classification of interior isolated singularities in the general framework (where the nonlinearity does not

depend on gradient term) was established in [Friedman and Véron 1986], in [Cîrstea and Du 2010] (for the
p-laplacian), and in [Cîrstea 2014] (for elliptic equations with inverse square potentials). A deep existence
and uniqueness result for a more general class of semilinear equations was given in [Marcus 2013].

Much less work concerning the behavior near the origin of positive solutions of equations with the
nonlinearity depending mostly on the gradient term has been investigated. See Serrin [1965] and, more
recently, Bidaut-Véron, García-Huidobro, and Véron [Bidaut-Véron et al. 2014].

Recently, boundary trace problem for semilinear equation with gradient terms were studied by
P. T. Nguyen and L. Véron [2012] and by M. Marcus and Nguyen [2015].

When the nonlinearity is of the form (1-4), i.e., it depends on both u and ru, as well as weights, one
encounters the following difficulties:

(i) The first one stems from the competition of two terms jxj˛up and jxjˇjrujq . When 2C˛
p�1
¤

2Cˇ�q
q�1

,
(1-1) admits no similarity transformation (see Section 2). Moreover, in this framework, the Keller–
Osserman estimate is no longer a sharp upper bound for solutions of (1-1).

(ii) The second one comes from the lack of monotonicity property of the nonlinearity. Furthermore, it is
noteworthy that in general the sum of two solution of (1-1) is not a supersolution.

(iii) The presence of the weights jxj˛ and jxjˇ, which may vanish or be singular at 0 according to the
value of ˛ and ˇ, make the asymptotic behavior near 0 of solutions of (1-1) more intricate.
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Fix d1 2 .0; 1/ such that B3d1
.0/b� and put d2 D diam.�/. Set

� Dmin
�

2C˛

p� 1
;
2Cˇ� q

q� 1

�
with q < 2Cˇ: (1-8)

We first give sharp estimates on solutions of (1-1) and their gradient. These estimates are obtained due
to a combination of Bernstein’s method, Keller–Osserman estimates, and a transformation argument.

Proposition 1.1. Let ˛ > �2, ˇ > �1, p > 1, and 1 < q < 2C ˇ. There exists a positive constant
ci D ci.˛; ˇ;N;p; q; d1; d2/ (i D 1; 2) such that if u is a positive solution of (1-1) in � n f0g vanishing
on @�, then

u.x/� c1jxj
�� for all x 2� n f0g; (1-9)

and
jru.x/j � c2jxj

���1 for all x 2 Bd1
.0/ n f0g: (1-10)

Estimates (1-9) and (1-10) give an upper bound of F ıu but do not ensure that F ıu 2L1.�/. While
investigating the integrability of F ıu we are led to the following definition.

Definition 1.2. A nonnegative solution u of (1-1) is called a weakly singular solution if F ıu 2L1.B"/

for some " > 0. Otherwise, u is called a strongly singular solution.

We next introduce the definition of solutions to�
��uCF ıuD kı0 in �;

uD 0 on @�:
(1-11)

Definition 1.3. Let k � 0. A nonnegative function u is a solution of (1-11) if u 2L1.�/, F ıu 2L1.�/,
and Z

�

�
�u��C .F ıu/�

�
dx D k�.0/ for all � 2 C 2

0 .�/: (1-12)

Remark. Clearly, if u is a solution of (1-11) then u is a weakly singular solution of (1-1).

Let �N (N > 2) be the Newtonian kernel in RN defined by

�N .x/ WD cN jxj
2�N
D

1

N.N � 2/!N

jxj2�N; x ¤ 0 (1-13)

with !N the volume of the unit ball in RN. Denote by G� the Green kernel of .��/ in � and by G�

the corresponding operator.
The study of (1-1) is strongly linked to that of (1-3). As we will see in the sequel there exists an

exponent
qc;ˇ D

N Cˇ

N � 1
(1-14)

such that if 1 < q < qc;ˇ, the problem (1-3) admits weakly and strongly singular solutions; while if
qc;ˇ < q < 2Cˇ, then such solutions don’t exist. When both equations (1-2) and (1-3) are combined
in (1-1), the existence result for (1-1) is valid in the range .p; q/ 2 .1;pc;˛/� .1; qc;ˇ/. This is reflected
in the following theorems.
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Theorem A. Assume ˛ > �2, ˇ > �1, 1 < p < pc;˛, and 1 < q < qc;ˇ . For any k > 0, there exists a
unique solution u�

k
2 C 2.� n f0g/\C.� n f0g/ of (1-11). Moreover,

u�k .x/D kG�.x; 0/�G�ŒF ıu�k �.x/ for all x 2� n f0g; (1-15)

u�k .x/D k.1C o.1//�N .x/ as x! 0; (1-16)

lim
jxj!0

�
jxjN�1

ru�k .x/C
k

N!N

x

jxj

�
D 0: (1-17)

Due to (1-16) and the comparison principle [Gilbarg and Trudinger 2001, Theorem 9.2], the sequence
fu�

k
g is increasing. Denote u�1 WD limk!1 u�

k
. The asymptotic behaviors of u�1 and its gradient are

given in the following theorem.

Theorem B. Assume ˛ > �2, ˇ > �1, 1< p < pc;˛ , and 1< q < qc;ˇ . Then u�1 is a strongly singular
solution of (1-1) vanishing on @�. Moreover,

lim
jxj!0

jxj� u�1.x/D‚; (1-18)

lim
jxj!0

�
jxj�C1

ru�1.x/C‚�
x

jxj

�
D 0; (1-19)

where � is defined in (1-8) and ‚ is a positive constant depending on N, ˛, ˇ, p, q.

Remark. The value of ‚ varies according to the relationship between the parameters ˛, ˇ, p, and q. For
simplicity, set

D WD
2C˛

p� 1
�

q� 1

2Cˇ� q
with q < 2Cˇ: (1-20)

In Theorem B, ‚ is the unique solution of

� tp�1
C j �qtq�1

� � .� C 2�N /D 0; (1-21)

where j and � are given by8̂̂̂<̂
ˆ̂:

j D 0 and �D 1 if D < 1 .hence ‚D # defined in (1-7)/I
j D 1 and �D 0 if D > 1 .hence ‚D �0 defined in (4-3)/I
j D �D 1 if D D 1 .hence ‚D �1, the solution of g1.t/D 0;

where g� is defined defined in (4-2)/:

(1-22)

Theorem B shows the competition between two terms jxj˛up and jxjˇ jrujq: if D < 1 then jxj˛up

plays a dominant role, otherwise jxjˇ jrujq plays a dominant role.
As a consequence of Theorems A and B, we obtain a description of nonnegative singular solutions

of (1-1) vanishing on @�.

Theorem C. Assume ˛ >�2, ˇ >�1, 1<p<pc;˛ , and 1< q< qc;ˇ . Let u2C 2.�nf0g/\C.�nf0g/

be a nonnegative solution of (1-1) in � n f0g vanishing on @�. Then either u� 0, or u� u�
k

for some
k > 0, or u� u�1.
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On the contrary, the next theorem states that when p�pc;˛ or qc;ˇ � q < 2Cˇ there exists no positive
singular solution.

Theorem D. Assume ˛ > �2, ˇ > �1, p > 1, and 1 < q � 2C ˇ. If p � pc;˛ or q � qc;ˇ then any
nonnegative solution u 2 C 2.� n f0g/\C.� n f0g/ of (1-1) in � n f0g vanishing on @� must be zero.

The paper is organized as follows. In Section 2, we prove Proposition 1.1 by treating successively
the equations (1-3) and (1-1). Section 3 is devoted to the proof of Theorem A. Construction of weakly
singular solutions u�

k
is based on an approximation method and delicate estimates on approximating

solutions and on their gradient. In Section 4, the existence of a strongly singular solution u�1 (Theorem B)
is obtained due to the monotonicity of the sequence fu�

k
g and a priori estimates established in Section 2.

In Section 5, by combining Harnack’s inequality, a scaling argument, and the asymptotic behavior of
weakly singular solutions and a strongly singular solution, we obtain a complete description of isolated
singularities (Theorem C). Finally, Theorem D is proved thanks to a nonexistence result for suitable
equations on the unit sphere SN�1.

Notation and terminology. Denote by Br .x0/ the ball of center x0 2 RN and radius r. Henceforth, we
simply write Br for Br .0/. Unless otherwise stated, � is a C 2 bounded domain containing the origin 0.
Fix d1 2 .0; 1/ such that B3d1

b� and put d2 D diam.�/.
Define, for ` > 0 and x 2�` WD `

�1�,

R`Œu�.x/D `
N�2u.`x/; S`Œu�.x/D `

2C˛
p�1 u.`x/; T`Œu�.x/D `

2Cˇ�q
q�1 u.`x/: (1-23)

If u is a solution of (1-2) (resp., (1-3)) in�nf0g then S`Œu� (resp., T`Œu�) is a solution of (1-2) (resp., (1-3))
in �` n f0g. If �D�` and uD S`Œu� (resp., uD T`Œu�) for every ` > 0, we say that S` (resp., T`) is a
similarity transformation and u is a self-similar solution of (1-2) (resp., (1-3)).

2. A priori estimates

2.1. A priori estimates on solutions of (1-3). Let us start this section by recalling the comparison
principle [Gilbarg and Trudinger 2001, Theorem 10.1].

Proposition 2.1. Let O be a bounded domain in RN. Assume H WO�RC �RN ! RC is nondecreasing
with respect to u for any .x; �/2O�RN, continuously differentiable with respect to � , and H.x; 0; 0/D 0.
Let u1, u2 2 C 2.O/\C.O/ be two nonnegative functions satisfying

��u1CH.x;u1;ru1/� ��u2CH.x;u2;ru2/ in O

and u1 � u2 on @O. Then u1 � u2 in O.

We shall establish a priori estimates on solutions of (1-3) and on their gradients. By using Bernstein’s
method (see [Lasry and Lions 1989; Lions 1985]), we derive estimates on the gradients of solutions of (1-3).

Lemma 2.2. Assume ˇ > �1 and q > 1. There exists c3 D c3.N; q; ˇ/ such that if u 2 C 2.� n f0g/ is a
solution of (1-3) in � n f0g then

jru.x/j � c3jxj
�

1Cˇ
q�1 for all x 2 Bd1

n f0g: (2-1)
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Proof. Pick an arbitrary point x0 2Bd1
nf0g and denote �0Djx0j. Take �2C1.RN / such that 0� �� 1,

supp ��B1=2 and �� 1 in B1=3. Put �.x/D �.��1
0
.x�x0//; then jD2�j � c0

3
��2

0
and jr�j � c0

3
��1

0
�

1
2

with c0
3
D c0

3
.N /. Set w D �2mjruj2 with mD 1

2.q�1/
and define the operator

LŒw� WD ��wC qjxjˇ jrujq�2
ru � rw:

Due to (1-3) we get

LŒw�D�2m.2m� 1/�2.m�1/
jr�j2 jruj2� 2m�2m�1��jruj2� 8m�2m�1

X
i;j

@i�@j u@ij u

� 2�2m
jD2uj2� 2ˇjxjˇ�2�2m

jrujqxruC 2mqjxjˇ�2m�1
jrujqr�ru:

By virtue of the inequality N jD2uj2 � .�u/2 and the inequality 2ab � a2C b2 for any a; b 2 R, we
obtain, in B�0=2.x0/,

LŒw�� c4

�
��2

0 �2m�1
jruj2C �ˇ�1

0 �2m
jrujqC1

C �ˇ�1
0 �2m� 1

2 jrujqC1
�
�
�2mjxj2ˇ jruj2q

N
(2-2)

where c4 D c4.ˇ; q;N /. Denote by x� a maximizer of w then LŒw�.x�/ � 0. In light of the relation
jruj D ��mw

1
2 , the fact that 1

2
�0 � jxj �

3
2
�0 with x 2 B�0=2.x0/ and (2-2), we deduce

w.x�/q�1
� c5

�
�
�2.ˇC1/
0

C �
�.ˇC1/
0

w.x�/
q�1

2

�
;

where c5 D c5.ˇ; q;N /. Consequently,

max
x2B�0=2.x0/

.�2m
jruj2/� w.x�/� c05�

�
2.1Cˇ/

q�1
0 :

Therefore, jru.x0/j � c6jx0j
�

1Cˇ
q�1, where c6 depends on N, q, and ˇ. �

Remark. From Lemma 2.2, one can verify that if u 2 C 2.� n f0g/ is a positive solution of (1-3) then,
for every x 2 Bd1

n f0g,

u.x/�max
˚
u.x/ W x 2 @Bd1

	
C c3

q�1

2Cˇ�q

�
jxj�

2Cˇ�q
q�1 � d�

2Cˇ�q
q�1

1

�
if q ¤ 2Cˇ, and

u.x/�maxfu.x/ W x 2 @Bd1
gC c3.ln d1� lnjxj/ (2-3)

if q D 2Cˇ. Consequently, when q > 2Cˇ, we can conclude that u remains bounded. Therefore, in the
sequel, we consider the case q � 2Cˇ.

We next derive an upper bound for subsolutions of (1-3) with ˇ � 0.

Lemma 2.3. Assume K > 0, ˇ � 0, and 1 < q < 2Cˇ. If u 2 C 2.� n f0g/\C.� n f0g/ is a positive
function such that

��uCKjxjˇ jrujq � 0 (2-4)
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in � n f0g and vanishing on @�, then

u.x/� c7jxj
�

2Cˇ�q
q�1 (2-5)

for every x 2� n f0g, where c7 DK�
1

q�1 .1Cˇ/
1

q�1 .q� 1/
q�2
q�1 .2Cˇ� q/�1.

Proof. Let � > 0 be small, and put ˆ�.x/D c7.jxj��/
�

2Cˇ�q
q�1 C� with x 2Bc

� . By a simple computation,
we get ��ˆ� CKjxjˇ jrˆ�j

q � 0 in � nB�. Since ˆ� dominates u on @�[ @B�, it follows from
Proposition 2.1 that ˆ� � u in � nB�. Letting �! 0 leads to (2-5). �

Combining Lemmas 2.2 and 2.3 we get:

Lemma 2.4. Let ˇ >�1 and 1< q < 2Cˇ. There exists a constant c8 D c8.N; q; ˇ; d1; d2/ such that if
u 2 C 2.� n f0g/\C.� n f0g/ is a solution of (1-3) vanishing on @� then

u.x/� c8jxj
�

2Cˇ�q
q�1 for all x 2� n f0g: (2-6)

Proof. If ˇ � 0 then (2-6) follows from (2-5). Next we consider ˇ 2 .�1; 0/. Fix x 2 Bd1
n f0g and

pick z 2 @Bd1
such that jz�xj D d1� jxj. By Lemmas 2.2 and 2.3,

u.x/� c7d�
2Cˇ�q

q�1
1 C c3

q�1
2Cˇ�q

jxj�
2Cˇ�q

q�1 � c9jxj
�

2Cˇ�q
q�1 for all x 2 Bd1

n f0g; (2-7)

where c9 D c9.N; q; ˇ; d1; d2/. Next put c0
9
> maxfc9; c7g so that the function x 7! c0

9
jxj�

2Cˇ�q
q�1

is a supersolution of (1-3) in � n Bd1=2 which dominates u on @� [ @Bd1=2. By Proposition 2.1,
u.x/� c0

9
jxj�

2Cˇ�q
q�1 for every x 2� nBd1=2. This, together with (2-7), implies (2-6). �

By a similar argument, we obtain the following result.

Lemma 2.5. Let ˇ > �1 and 1 < q < 2C ˇ. There exist ci D ci.N; q; ˇ/ with i D 10; 11 such that if
u 2 C 2.RN n f0g/ is a solution of (1-3) in RN n f0g satisfying limjxj!1 u.x/D 0 then

u.x/� c10jxj
�

2Cˇ�q
q�1 and jru.x/j � c11jxj

�
1Cˇ
q�1 for all x 2 RN

n f0g: (2-8)

2.2. A priori estimates on solutions of (1-1). We recall that � is defined in (1-8). Due to the Keller–
Osserman estimate and the above result, we obtain a sharp upper bound for solutions of (1-1).

Lemma 2.6. Let ˛ >�2, ˇ>�1, p> 1, and 1< q< 2Cˇ. There exists c12D c12.˛; ˇ;N;p; q; d1; d2/

such that if u is a positive solution of (1-1) in � n f0g vanishing on @� then

u.x/� c12jxj
�� for all x 2� n f0g: (2-9)

Proof. Since u is a positive subsolution of (1-2), due to Keller–Osserman estimate, there exists a constant
c13 D c13.N;p; ˛/ such that

u.x/� c13jxj
�

2C˛
p�1 for all x 2� n f0g:

We consider two cases: D � 1 and D > 1 where D is defined in (1-20).

Case 1: D � 1. In this case, � D 2C˛
p�1

and hence we obtain (2-9).
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Case 2: D > 1. Notice that in this case � D 2Cˇ�q
q�1

. For � 2 .0; d1/, let w� be the solution of

��wCjxjˇ jrwjq D 0 in � nB�; such that w D
�

u on @B�;
0 on @�:

(2-10)

By Proposition 2.1, u � w� in � n B�. Therefore, u � w�0 � w� in � n B�0 for 0 < � < �0. It can
be checked that the function x 7! c14jxj

�
2C˛
p�1 (with c14 > c13 large, depending on N, p, q, ˛, ˇ,

and d2) is a supersolution of (1-3) which dominates w� on @�[ @B�. By the comparison principle,
w�.x/� c14jxj

�
2C˛
p�1 for x 2� nB�. Consequently, the sequence fw�g is locally uniformly bounded in

� n f0g. In light of local regularity results for elliptic equations [DiBenedetto 1983], for every compact
subset O b � n f0g, there exist constants M > 0 and � 2 .0; 1/ depending on N, p, q, ˛, ˇ, d2, and
dist.0;O/ such that kw�kC 1;�.O/ �M. Therefore, fw�g converges to a function Qw in C 1

loc.�nf0g/ which
is a solution of (1-3) in�nf0g, vanishing on @�, and satisfying Qw�u in�nf0g. By virtue of Lemma 2.4,
Qw � c8jxj

�
2Cˇ�q

q�1 for every x 2 � n f0g. Consequently, u � c8jxj
�

2Cˇ�q
q�1 for every x 2 � n f0g. This

completes the proof. �

We next establish a sharp estimate from above for the gradient of solutions of (1-1).

Proposition 2.7. Let ˛>�2, ˇ>�1, p>1, and 1<q<2Cˇ. There exists c15Dc15.˛; ˇ;N;p; q; d1; d2/

such that if u is a nonnegative solution of (1-1) in � n f0g vanishing on @� then

jru.x/j � c15jxj
�.�C1/ for all x 2 Bd1

n f0g: (2-11)

Proof. Let x0, �0, �, �, w, m, LŒw�, and x� as in the proof of Lemma 2.2. Then we get

LŒw�D�2m.2m� 1/�2.m�1/
jr�j2 jruj2� 2m�2m�1��jruj2� 8m�2m�1

X
i;j

@i�@j u@ij u

� 2�2m
jD2uj2� 2˛jxj˛�2�2mup xru� 2pjxj˛�2mup�1

jruj2

� 2ˇjxjˇ�2�2m
jrujq xruC 2mqjxjˇ�2m�1

jrujqr�ru:

Case 1: D � 1. In this case, we have

.ˇC 1/.1� 2q/

q� 1
� ˛� 2ˇ� 1� �p; (2-12)

where � is defined in (1-8). By Lemma 2.6 and Young’s inequality, proceeding as in the proof of
Lemma 2.2, we obtain in B�0=2.x0/

w.x�/q�
1
2 � c16

�
�
�2.ˇC1/
0

w.x�/
1
2 C �

˛�2ˇ�1��p
0

C �
�.ˇC1/
0

w.x�/
q
2

�
; (2-13)

where c16 D c16.˛; ˇ;p; q;N; d1; d2/. By Young’s inequality, we get

�
�2.ˇC1/
0

w.x�/
1
2 �

1

q
�
�.ˇC1/
0

w.x�/
q
2 C

q�1

q
�
.ˇC1/.1�2q/

q�1
0 : (2-14)

From (2-12), (2-13), and (2-14), we deduce

w.x�/q�
1
2 � c17

�
�
�.ˇC1/
0

w.x�/
q
2 C �

.ˇC1/.1�2q/
q�1

0

�
; (2-15)
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which implies
�
ˇC1
0

w.x�/
q�1

2 � c17

�
��

.ˇC1/q
q�1

0 w.x�/�
q
2 C 1

�
; (2-16)

where c17 D c17.˛; ˇ;p; q;N; d1; d2/. Consequently, w.x�/� c18�
�

2.1Cˇ/
q�1

0
, and therefore

jru.x/j � c19jxj
�

1Cˇ
q�1 for all x 2 Bd1

n f0g; (2-17)

where ci D ci.˛; ˇ;N;p; q; d1; d2/ with i D 18; 19. Notice that 1Cˇ

q�1
D � C 1; hence we obtain (2-11).

Case 2: D < 1. Take x0 2 Bd1
n f0g. Put `D jx0j 2 .0; d1/ then S`Œu� is a solution of

��vCjxj˛vp
C `

p.2Cˇ�q/�˛.q�1/�q�ˇ
p�1 jxjˇ jrvjq D 0 in �` n f0g: (2-18)

By the regularity result in [DiBenedetto 1983], there exists c20 D c20.˛; ˇ;p; q/ such that

sup
˚
jrS`Œu�.x/j W x 2 B3=2 nB3=4

	
� c20:

Consequently,

`
1CpC˛

p�1 jru.`x/j � c21 for all x 2 B3=2 nB3=4:

By choosing x D `�1x0, we derive jru.x0/j � c22jx0j
�

1CpC˛
p�1 . This completes the proof since

1CpC˛

p� 1
D � C 1: �

Proof of Proposition 1.1. Estimates (1-9) and (1-10) follow directly from Lemmas 2.2, 2.4, and 2.6, as
well as Proposition 2.7. �

3. Weakly singular solutions

We start with the existence of weakly singular solutions of (1-1). The construction is based on approxi-
mation method.

Proof of Theorem A. We prove the theorem in five steps.

Step 1: Construction of solutions. Let k > 0. For every � > 0, let u�
k;�

be the unique solution of8<:
��uCjxj˛upCjxjˇ jrujq D 0 in � nB�;

uD 0 on @�;
uD k�N .�/ on @B�:

(3-1)

The existence of u�
k;�

can be obtained by using an argument similar to the proof of [Gilbarg and Trudinger
2001, Theorem 11.4] and the uniqueness follows from the comparison principle Proposition 2.1. Moreover,
by the comparison principle, 0� u�

k;�
� k�N in � nB� and u�

k;�
� u�

k;�0
in � nB�0 for every 0< � < �0.

Therefore, u�
k
WD lim�!0 u�

k;�
satisfies

u�k .x/� k�N .x/ for all x 2� n f0g: (3-2)

By regularity results for elliptic equations, u�
k

is a solution of (1-1) in � n f0g vanishing on @�.
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Fix an arbitrary point x0 2 Bd1
nB� and put `D jx0j 2 .�; d1�. Note that R`Œu

�
k;�
� solves8<:

��vC `NC˛�p.N�2/jxj˛vpC `NCˇ�q.N�1/jxjˇ jrvjq D 0 in �` nB�=`;

v D 0 on @�`;
v D k�N

�
�
`

�
on @B�=`:

(3-3)

Since 1< p < pc;˛ and 1< q < qc;ˇ, it follows that

`NC˛�p.N�2/
jxj˛ <maxf1; 3˛g and `NCˇ�q.N�1/

jxjˇ <maxf1; 3ˇg for all x 2 B3 nB1:

By the maximum principle, R`Œu
�
k;�
�� k�N in �` nB�=`, which implies R`Œu

�
k;�
�� k�N .1/ in B3 nB1.

Due to local regularity for elliptic equations (see, e.g., [DiBenedetto 1983]), there exist constants
c23 D c23.N; ˛; ˇ;p; q; k/ and �D �.N; ˛; ˇ;p; q; k/ 2 .0; 1/ such thatR`Œu

�
k;� �


C 1;�.B5=2nB3=2/
� c23:

Again by the regularity results (see [Lieberman 1988, Theorem 1] and [DiBenedetto 1983]), there exists
c24 D c24.˛; ˇ;N;p; q; k/ such that

`N�1 sup
˚
jru�k;�.`x/j W jxj D 1

	
� c24:

By choosing x D `�1x0, we deduce jru�
k;�
.x0/j � c24jx0j

1�N . Thus

jru�k;�.x/j � c25jxj
1�N for all x 2� nB� (3-4)

with c25 D c25.˛; ˇ;N;p; q; k; d1; d2/.

Step 2: Proof of (1-16). The solution u�
k;�

can be written in the form

u�k;�.x/D k�N .�/�G�nB� ŒF ıu�k;� �.x/;

where G�nB� is the Green operator in �nB� [Marcus and Véron 2014, Theorem 1.2.2]. Hence, by (3-4),

k�N .x/� u�k;�.x/� k�N .x/� c26G�Œj � j˛Cp.2�N /
Cj � j

ˇCq.1�N /�.x/ for all x 2� nB�:

By letting �! 0, we get

k�N .x/� u�k .x/� k�N .x/� cG�Œj � j˛Cp.2�N /
Cj � j

ˇCq.1�N /�.x/ for all x 2� n f0g: (3-5)

It is classical (see [op. cit.]) that

G�.x;y/�min
˚
jx�yj2�N; �.x/�.y/jx�yj�N

	
for every x;y 2�;x ¤ y, where �.x/D dist.x; @�/. Therefore there exists c27 D c27.N; �/ such that,
for x near 0,

G�Œj � j˛Cp.2�N /Cj � jˇCq.1�N /�.x/

�N .x/

� c27jxj
N�2

Z
�

jx�yj2�N
�
jyj˛�p.N�2/

Cjyjˇ�q.N�1/
�

dy: (3-6)
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Choose ˛0 and ˇ0 such that p.N � 2/�N < ˛0 < minf˛;p.N � 2/� 2g and q.N � 1/�N < ˇ0 <

minfˇ; q.N � 1/� 2g. Then by [Lieb and Loss 1997, Corollary 5.10],Z
�

jx�yj2�N
jyj˛�p.N�2/ dy � c28 d˛�˛

0

2 jxj2C˛
0�p.N�2/;Z

�

jx�yj2�N
jyjˇ�q.N�1/ dy � c28 d

ˇ�ˇ0

2
jxj2Cˇ

0�q.N�1/:

(3-7)

Combining (3-6) and (3-7) yields

lim
jxj!0

G�Œj � j˛Cp.2�N /Cj � jˇCq.1�N /�.x/

�N .x/
D 0: (3-8)

From (3-5) and (3-8), we obtain (1-16).

Step 3: Proof of (1-17). For ` 2 .0; 1/, put v` DR`Œu
�
k
� then v` is the solution of�

��vC `NC˛�p.N�2/jxj˛vpC `NCˇ�q.N�1/jxjˇ jrvjq D 0; in �` n f0g
v D 0 on @�`:

(3-9)

Since 0< u�
k
< k�N in � n f0g, it follows that 0< v` < k�N in �` n f0g.

Since 1 < p < pc;˛ and 1 < q < qc;ˇ, by local regularity for elliptic equations [DiBenedetto 1983],
the Arzelà–Ascoli theorem, and a standard diagonalization argument, there exists a subsequence fv`n

g

converging to a positive harmonic function in C 1
loc.R

N n f0g/ as `n! 0. On the other hand, from (1-16),
we deduce that fv`g converges to k�N uniformly in B2 nB1=2 as `! 0. Therefore, the whole sequence
fv`g converges to k�N in C 1

loc.R
N n f0g/ as `! 0. In particular, rv` ! kr�N in B2 nB1=2, which

implies (1-17).

Step 4: u�
k

is a weak solution of (1-11). By a similar argument as in Step 1, we derive

jru�k .x/j � c29 kjxj1�N for all x 2� n f0g (3-10)

where c29D c29.˛; ˇ;N;p; q; d1; d2/. This, together with (3-2), implies u�
k
2L1.�/ and Fıu�

k
2L1.�/.

For every � > 0, by Green’s formula, one getsZ
�nB�

�
�u�k ��C .F ıu�k /�

�
dx D�

Z
@B�

@u�
k

@n
� dS C

Z
@B�

u�k
@�

@n
dS; (3-11)

where n is the outward normal unit vector on @B� . Due to (1-17), the right-hand side of (3-11) converges
to k�.0/. Therefore, thanks to dominated convergence theorem, by letting � ! 0, we obtain (1-12).
Finally, by [Marcus and Véron 2014, Theorem 1.2.2], we get (1-15).

Step 5: Uniqueness. Assume u0 is a positive solutions of (1-1) satisfying (1-16); then

lim
jxj!0

u�
k
.x/

u0.x/
D 1:

Hence, for every ı > 0, there exists r.ı/ > 0 such that .1C ı/u�
k
C ı � u0 on @Br.ı/. The function

.1Cı/u�
k
Cı is a supersolution of (1-1) which dominates u0 on @�[@Br.ı/; therefore, by the comparison
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principle, .1C ı/u�
k
C ı � u0 in � nBr.ı/. Letting ı! 0 yields u�

k
� u0 in � n f0g. By permuting u�

k

and u0, we derive u0 D u�
k

. �

If � is replaced by RN, we have the following variant of Theorem A.

Proposition 3.1. Assume ˛ > �2, ˇ > �1, 1< p < pc;˛, and 1< q < qc;ˇ. Then for any k > 0, there
exists a unique solution uRN

k
2 C 2.RN n f0g/ of (1-1) in RN n f0g satisfying

lim
jxj!1

uRN

k .x/D 0 and uRN

k .x/D k .1C o.1//�N .x/ as jxj ! 0: (3-12)

Moreover, uRN

k
2L1

loc.R
N /, F ıuRN

k
2L1

loc.R
N /, and there holdsZ

RN

�
�uRN

k ��C .F ıuRN

k /�
�

dx D k�.0/ for all � 2 C 2
c .R

N /: (3-13)

Proof. For each R > 0, let uBR

k
be the unique solution of (1-1) in BR n f0g, vanishing on @BR and

satisfying

lim
jxj!0

uBR

k
.x/

�N .x/
D k: (3-14)

By the comparison principle, uBR

k
� uBR0

k
� k�N in BR nf0g for every R<R0. In light of local regularity

[DiBenedetto 1983] and a standard argument,

uRN

k WD lim
R!1

uBR

k 2 C 2.RN
n f0g/

is a solution of (1-1) in RN n f0g. By combining (3-14) and the fact that uBR

k
� uRN

k
� k�N in BR n f0g

for every R> 0, we derive (3-12). Uniqueness follows from the comparison principle. By proceeding as
in the proof of Theorem A, one can verify (3-13). �

By a similar, and more simpler, argument as in the proof of Theorem A, one can easily obtain the
existence of weakly singular solutions of (1-3).

Proposition 3.2. Assume ˇ > �1 and 1 < q < qc;ˇ with qc;ˇ defined in (1-14). For any k > 0, there
exists a unique solution w�

k
2 C 2.� n f0g/\C.� n f0g/ of

��wCjxjˇ jrwjq D kı0 in �; with w D 0 on @�: (3-15)

Moreover,

w�k D kG�. � ; 0/�G�Œj � jˇ jrw�k j
q �I (3-16)

w�k .x/D k.1C o.1//�N .x/ as jxj ! 0I (3-17)

lim
jxj!0

�
jxjN�1

rw�k .x/C
k

N!N

x

jxj

�
D 0: (3-18)

Remark. In addition, by proceeding as in the proof of Proposition 3.1, we obtain the existence of the
weak singular solutions wRN

k
of (1-3) in RN n f0g.
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4. Strongly singular solutions

Denote by SN�1 the unit sphere in RN and let .r; �/ 2 .0;1/ � SN�1 be the spherical coordinates
in RN n f0g. Let r 0 and �0 denote respectively the covariant gradient and the Laplace–Beltrami operator
on SN�1. In order to characterize strongly singular solutions of (1-1), we study the following quasilinear
equation on SN�1:

��0!C�!
˛.q�1/CqCˇ

2Cˇ�q C

��
2Cˇ� q

q� 1

�2

!2
Cjr

0!j2
�q

2

�ƒ! D 0; (4-1)

where

�� 0; and ƒDƒ.N; q; ˇ/ WD
2Cˇ� q

q� 1

�
qCˇ

q� 1
�N

�
:

We introduce an auxiliary function

g�.t/D �t
.2C˛/.q�1/

2Cˇ�q C

�
2Cˇ� q

q� 1

�q

tq�1
�ƒ; t 2 .0;1/; �� 0: (4-2)

It is easy to see that if 1 < q < qc;ˇ then ƒ > 0; therefore, the algebraic equation g�.t/ D 0 admits a
unique positive solution ��. Obviously, �� is a positive solution of (4-1), and �0 is explicitly given by

�0 D
q� 1

2Cˇ� q

�
qCˇ

q� 1
�N

� 1
q�1

: (4-3)

Proposition 4.1. Let ˛ > �2, ˇ > �1, 1 < q < 2Cˇ, and � � 0. Denote by E� the set of C 2 positive
solutions of (4-1) in SN�1.

(i) If q � qc;ˇ, then E� D∅.

(ii) If 1< q < qc;ˇ, then E� D f��g.

Proof. (i) Suppose by contradiction that ! is a positive solution of (4-1) and !.�max/Dmax
SN�1 ! > 0

with �max 2 SN�1. From (4-1), we get

�!.�max/
˛.q�1/CqCˇ

2Cˇ�q C

�
2Cˇ� q

q� 1

�q

!.�max/
q
�ƒ!.�max/� 0: (4-4)

Since q � qc;ˇ, we know ƒ� 0. Therefore, the left hand side is positive, which is a contradiction.

(ii) If ! is a positive solution of (4-1), let �max; �min 2 SN�1 such that

!.�max/Dmax
SN�1 ! �minSN�1 ! D !.�min/ > 0:

Clearly, �max satisfies (4-4) and �min satisfies

�!.�min/
˛.q�1/CqCˇ

2Cˇ�q C

�
2Cˇ� q

q� 1

�q

!.�min/
q
�ƒ!.�min/� 0: (4-5)

Consequently, g�.!.�max//� 0� g�.!.�min//. Since g� is strictly increasing in .0;1/, it follows that
!.�max/� �� � !.�min/. Thus, ! � ��. This completes the proof. �

The next lemma states existence result for both equations (1-3) and (1-1).
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Lemma 4.2. Let � be either a smooth bounded domain containing the origin 0 or RN.

(i) Assume ˇ > �1 and 1< q < qc;ˇ. Then w�1 WD limk!1w
�
k

is a nonnegative solution of (1-3) in
� n f0g satisfying either w�1 D 0 on @� if � is bounded or limjxj!1w�1.x/D 0 if �D RN.

(ii) Assume ˛ >�2, ˇ >�1, 1<p<pc;˛ , and 1< q< qc;ˇ . Then u�1 WD limk!1 u�
k

is a nonnegative
solution of (1-1) in�nf0g satisfying either u�1D 0 on @� if � is bounded or limjxj!1 u�1.x/D 0

if �D RN.

Proof. We only demonstrate (ii) since the proof of (i) is similar and simpler. It follows from Theorem A
and Proposition 3.1 that fu�

k
g is increasing and bounded from above by the function U .x/D c30 jxj

�
2C˛
p�1

where c30 is a large positive constant depending on N, p, and ˛. Therefore, u�1 WD limk!1 u�
k

is a
solution of (1-1) in � n f0g and u�1 � U in � n f0g. �

The asymptotic behavior of w�1 near the origin 0 is analyzed in the following result.

Proposition 4.3. Assume ˇ > �1, 1< q < qc;ˇ, and � is either a smooth bounded domain containing
the origin 0 or RN. Let w�1 be the solution in Lemma 4.2(i). Then w�1 is a strongly singular solution
of (1-3). Moreover, with �0 as in (4-3),

lim
jxj!0

jxj
2Cˇ�q

q�1 w�1.x/D �0 (4-6)

lim
jxj!0

�
jxj

1Cˇ
q�1 rw�1.x/C

�
qCˇ

q� 1
�N

� 1
q�1 x

jxj

�
D 0: (4-7)

Proof. The proof is based upon the similarity argument.

Case 1: �DRN. For k > 0, recall that w�
k

is the weakly singular solution of (1-3) in RN. For every `> 0,
T`Œw

RN

k
� is a solution of (1-3) in RN n f0g which satisfies

lim
jxj!0

T`Œw
RN

k
�.x/

�N .x/
D `

2Cˇ�q
q�1

C2�N k:

Due to the uniqueness,

T`Œw
RN

k �D wRN

`.2Cˇ�q/=.q�1/C2�N k
:

By letting k!1, we deduce that T`Œw
RN

1 �DwRN

1 , i.e., wRN

1 is self-similar. Consequently, wRN

1 can be
written in the form

wRN

1 .x/D jxj�
2Cˇ�q

q�1 !.x=jxj/ for all x ¤ 0; (4-8)

where ! is a positive solution of (4-1) with � D 0. Since 1 < q < qc;ˇ, by Proposition 4.1, ! � �0.
Therefore,

wRN

1 .x/D �0 jxj
�

2Cˇ�q
q�1 DWW0.x/ for all x ¤ 0;

the unique self-similar solution of (1-3) in RN n f0g.
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Case 2: � is a bounded smooth domain. Since T`Œw
�
k
�Dw

�`
`.2Cˇ�q/=.q�1/C2�N k

by uniqueness, it follows
that

T`Œw
�
1�D w

�`
1 : (4-9)

Since w�1.x/� c8jxj
�

2Cˇ�q
q�1 in � n f0g, w�`1 satisfies the same estimate in �` n f0g for every ` 2 .0; 1/.

By local regularity for elliptic equations and Arzelà–Ascoli theorem, there exists a subsequence fw�`n
1 g

converging in C 1
loc.R

N n f0g/ to a function w0 which is a solution of (1-3) in RN n f0g.
If� is star-shaped with respect to the origin 0 then we getw�`

k
�w

�`0

k
for every k>0 and 0<`0<`<1,

which implies that w�`1 �w
�`0
1 for every 0<`0<`< 1. Therefore, the whole sequence fw�`1 g converges

to w0 in C 1
loc.R

N n f0g/ as `! 0. By (4-9), for any `; `0 > 0,

T`ŒT`0 Œw
�
1��D T`Œw

�`0
1 �D w

�`0`
1 :

By letting `0! 0, we obtain T`Œw0�D w0 for every ` > 0, namely w0 is a self-similar solution of (1-3)
in RN n f0g. Therefore, w0 D w

RN

1 DW0 and consequently,

lim
`!0

`
2Cˇ�q

q�1 w�1.`x/D �0jxj
�

2Cˇ�q
q�1 :

By putting y D `x with jxj D 1, we get (4-6).
In general, if � is not necessarily star-shaped with respect to the origin 0, since B3d1

��� Bd2
, it

follows that wB3d1
1 �w�1 �w

Bd2
1 . As (4-6) holds for wB3d1

1 (i.e., � is replaced by B3d1
) and wBd2

1 , we
derive (4-6). Consequently, for every x ¤ 0,

w0.x/D lim
n!1

w
�`n
1 .x/D lim

n!1
`

2Cˇ�q
q�1

n w�1.`nx/D �0 jxj
�

2Cˇ�q
q�1 DW0.x/:

Hence the whole sequence fw�`1 g` converges to W0 in C 1
loc.R

N n f0g/ as `! 0. By using a similar
argument as in Step 3 of the proof of Theorem A, we obtain (4-7). This implies jxjˇjrw�1j

q 62L1.B�/

for every � > 0. Thus w�1 is a strongly singular solution of (1-3). �

Note that (1-1) does not admit any similarity transformation, except when D D 1. However, due to the
asymptotic behavior of v�1 (the strongly singular solution of (1-2)) and of w�1 near 0, we can establish
the asymptotic behavior of u�1. Put

‚D

8<:
# if D < 1;

�1 if D D 1;

�0 if D > 1;

(4-10)

where # is as in (1-7) and �� (�D 0; 1) is given in (4-2).
Now we are ready to deal with strongly singular solution of (1-1).

Proposition 4.4. Assume ˛ > �2, ˇ > �1, 1 < p < pc;˛, and 1 < q < qc;ˇ. Let � be either a smooth
bounded domain containing the origin 0 or RN and u�1 be the solution of (1-1) defined in Lemma 4.2.
Then u�1 is a strongly singular solution of (1-1). Moreover (1-18) and (1-19) hold.

Proof. We consider three cases.
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Case 1: D D 1. In this case, S` is a similarity transformation for (1-1). Therefore, (1-18) and (1-19) can
be obtained by proceeding as in the proof of Proposition 4.3 and consequently u�1 is a strongly singular
solution of (1-1). Notice that if �D RN then �` D RN and uD 0 on @�` is understood as u.x/! 0

as jxj !1.

Case 2: D > 1. For every ` 2 .0; 1/, put W` D T`Œu
�
1�. Then W` is a solution of

��uC `
˛.q�1/CqCˇ�p.2Cˇ�q/

q�1 jxj˛up
Cjxjˇ jrujq D 0 in �` n f0g; with uD 0 on @�`: (4-11)

By the regularity result [DiBenedetto 1983], for every R>1 there exist M DM.˛; ˇ;p; q;N;R; d1; d2/

and �D �.˛; ˇ;p; q;N; d1; d2/ 2 .0; 1/ such that

kW`kC 1;�.BRnBR�1 / <M:

Consequently, there exists a subsequence fW`n
g which converges to a function zW in C 1

loc.R
N n f0g/

as `n ! 0. The function zW is a solution of (1-3) in RN n f0g satisfying limjxj!1 zW .x/ D 0. By
Proposition 2.1, wRN

1 �
zW � uRN

k
for every k > 0. Therefore, thanks to (3-12), we get

lim inf
x!0

zW .x/

wRN

k
.x/
D lim inf

x!0

zW .x/

k�N .x/
D lim inf

x!0

zW .x/

uRN

k
.x/
� 1:

By using a similar argument as in the proof Proposition 3.1, together with the comparison principle, we
deduce that zW � wRN

k
in RN n f0g for every k > 0. It follows that zW � wRN

1 in RN n f0g and hence
QW D wRN

1 in RN n f0g. Thus the whole sequence fW`g converges to wRN

1 in C 1
loc.R

N n f0g/ as `! 0.
This leads to (1-18) and (1-19). Consequently u�1 is a strongly singular solution.

Case 3: D < 1. For every ` 2 .0; 1/, put V` D S`Œu
�
1�. Similarly, we can show that the sequence fV`g

converges to vRN

1 (the strongly singular solution of (1-2)) in C 1
loc.R

N n f0g/ as `! 0. This yields the
desired result. �

Proof of Theorem B. The theorem follows from Lemma 4.2 and Proposition 4.4. �

5. Classification and removability of isolated singularities

5.1. Classification of isolated singularities. The following lemma plays an important role in proving
the classification result.

Lemma 5.1. Assume � is a bounded domain containing the origin 0, ˛ > �2, ˇ > �1, 1< p < pc;˛,
and 1< q< qc;ˇ . Let u2C 2.�nf0g/\C.�nf0g/ be a nonnegative solution of (1-1) in�nf0g vanishing
on @�. Then there exists c31 D c31.N; ˛; ˇ;p; q; d1; d2/ such that for any ı 2

�
0; 1

4
d1

�
, there holds

supfu.x/ W x 2 @Bıg � c31 inffu.x/ W x 2 @Bıg: (5-1)

Proof. Fix ı 2
�
0; 1

4
d1

�
and take x0 2 @Bı n f0g. Put r0 D jx0j, y

0
D r�1

0
x

0
2 @B1,

'r0
D

�
Sr0

Œu� if D � 1;

Tr0
Œu� if D > 1:
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It is easy to see that 'r0
is a nonnegative solution of one of the following equations8̂̂<̂

:̂
��'Cjxj˛'pC r

p.2Cˇ�q/�˛.q�1/�q�ˇ
p�1

0
jxjˇ jr'jq D 0 if D < 1;

��'C r
˛.q�1/CqCˇ�p.2Cˇ�q/

q�1
0

jxj˛'pCjxjˇ jr'jq D 0 if D > 1;

��'Cjxj˛'pCjxjˇ jr'jq D 0 if D D 1:

in �r0
D r�1

0
�. By Lemma 2.6, for every y 2 B1=4.y0/,

'r0
.y/D r �0 u.r0y/� c12jyj

�� < c122� :

By Harnack’s inequality (see, e.g., [Trudinger 1980; 1967]) there exists c32 D c32.˛; ˇ;p; q;N; d1; d2/

such that
supf'r0

.y/ W y 2 B1=8.y0/g � c32 inff'r0
.y/ W y 2 B1=8.y0/g:

As @Bı can be covered by a finite number (depending only on N ) of balls of center on @Bı and of
radius 1

4
ı, we obtain (5-1). �

Proof of Theorem C. The proof is based on Lemma 5.1, scaling argument and asymptotic behavior of
weakly singular solutions and strongly singular solutions. Put

L WD lim sup
jxj!0

u.x/

�N .x/
� 0: (5-2)

Case 1: LD 0. Then for every � > 0, there exists ı D ı.�/ > 0 such that ı! 0 as �! 0 and u� ��N

on @Bı. Thanks to Proposition 2.1, u� ��N in � nBı. Letting �! 0 yields u� 0.

Case 2: LD1. By (5-1),
lim inf
jxj!0

u.x/

�N .x/
D1;

which along with (1-16) implies

lim inf
jxj!0

u.x/

u�
k
.x/
D1 for all k > 0:

By the comparison principle, u� u�
k

in �nf0g for every k > 0. Hence u� u�1 in �nf0g. Consequently,
by Theorem B, we derive

lim inf
jxj!0

jxj�u.x/� lim
jxj!0

jxj�u�1.x/D‚: (5-3)

We next prove that1

lim sup
jxj!0

jxj�u.x/�‚: (5-4)

For any � > 0, it can be checked that there exists ‚� > 0 with ‚�!‚ as �! 0 such that ‚�jxj���� is
a supersolution of (1-1) in Bd1

n f0g when D D 1 (respectively, of (1-2) in Bd1
n f0g when D < 1 and of

1The proof of (5-4) was proposed by a referee.
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(1-3) in Bd1
n f0g when D > 1). Then by (2-9) and the comparison principle, we find that

u.x/�‚�jxj
����Cmax

@Bd1

u

in Bd1
n f0g for every � > 0. Letting �! 0 for fixed x 2 Bd1

n f0g, then jxj ! 0, we obtain (5-4).

Case 3: 0<L<1. In light of (5-1), there is a positive number k such that

lim inf
jxj!0

u.x/

�N .x/
D k > c�1

34 L; (5-5)

here c34 D c34.N; ˛; ˇ;p; q; d1; d2/ > 1, which implies

lim inf
jxj!0

u.x/

u�
k
.x/
D 1: (5-6)

By Proposition 2.1, u� u�
k

in �nf0g. From (5-6), there exists a sequence fxng converging to 0 such that

lim
n!1

u.xn/

u�
k
.xn/

D 1:

Put rn D jxnj, vk;n DRrn
Œu�

k
� and vn DRrn

Œu� in �rn
D r�1

n �. Then both vk;n and vn are solutions of

��vC rNC˛�p.N�2/
n jxj˛vp

C rNCˇ�q.N�1/
n jxjˇ jrvjq D 0 in �rn

n f0g:

By the Arzelà–Ascoli theorem, regularity theory of elliptic equations and a standard diagonalization
argument, up to subsequences, fvk;ng and fvng converge respectively in C 1

loc.R
N n f0g/ to nonnegative

harmonic functions V �
k

and V � in RN n f0g. Since u� u�
k

, it follows that V � � V �
k

. Put

�n D sup
˚ u.x/

u�
k
.x/
W x 2 @Brn

	
2 Œ1; c34�

and yn D r�1
n xn 2 @B1. Therefore, up to subsequences, �n ! � 2 Œ1; c34� and yn ! y� 2 @B1.

Consequently, V �.y�/ D V �
k
.y�/. By the strong maximum principle, we deduce that V � D V �

k
in

RN n f0g, which implies � D 1. Thus, for every � > 0, there exists n� > 0 such that

n� n� H) u�k � u� .1C �/u�k in @Brn
:

The comparison principle implies u � .1C �/u�
k

in � nBrn
. Letting �! 0 yields u � u�

k
in � n f0g.

Thus u� u�
k

. �

5.2. Removability. We shall treat successively two cases: qc;ˇ � q < 2Cˇ and q D 2Cˇ.

Proof of Theorem D with qc;ˇ � q < 2Cˇ. The proof is divided into three cases and strongly based upon
Proposition 4.1 and self-similarity arguments.
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Case 1: If D D 1 then p � pc;˛ and q � qc;ˇ . For 0< ı < 1
2
d1 and R> d2 D diam.�/, let uı;R be the

solution of 8<:
��uCF ıuD 0 in BR nBı;

uD c33ı
�� on @Bı;

uD 0 on @BR;

(5-7)

where c33 D maxfc8; c12; ‚g. By the comparison principle, u � uı;R � uı0;R0 in � n Bı0 for every
0 < ı � ı0 and 0 < R � R0. Put Qu WD limR!1 limı!0 uı;R; then Qu is a solution of (1-1) in RN n f0g

and u� Qu in � n f0g. By uniqueness, T`Œuı;R �D uı=`;R=` for every ` > 0. Letting ı! 0 and R!1

successively implies T`Œ Qu�D Qu for every ` > 0. Hence Qu is a self-similar solution of (1-1) in RN n f0g

and can be represented in the form

Qu.x/D jxj�
2Cˇ�q

q�1 !.x=jxj/ for all x 2 RN
n f0g;

where ! is a solution of (4-1). Since qc;ˇ � q < 2Cˇ, from Proposition 4.1 we deduce that ! � 0. It
follows that Qu� 0 and thus u� 0.

Case 2: If D > 1 then we must have q � qc;ˇ. For any 0< ı <R, let wı;R be the solution of8̂<̂
:
��wCjxjˇ jrwjq D 0 in BR nBı;

w D c33ı
�

2Cˇ�q
q�1 on @Bı;

w D on @BR:

(5-8)

By the comparison principle, u � wı;R � wı0;R0 in � nBı0 for every 0 < ı � ı0 and 0 < R � R0. Put
Qw WD limR!1 limı!0wı;R then Qw is a solution of (1-3) in RN nf0g and u� Qw in�nf0g. By uniqueness,

T`Œwı;R �D wı=`;R=` for every ` > 0. Letting ı! 0 and R!1 successively implies T`Œ Qw�D Qw for
every ` > 0. Hence Qw is a self-similar solution of (1-3) in RN n f0g and can be represented in the form

Qw.x/D jxj�
2Cˇ�q

q�1 !.x=jxj/ for all x 2 RN
n f0g;

where ! is a solution of (4-1) with � D 0. Since qc;ˇ � q < 2C ˇ, from Proposition 4.1 we deduce
that ! � 0. It follows that Qw � 0 and thus u� 0.

Case 3: If D < 1 then we must have p � pc;˛ . One can use an argument similar to the proof in Case 2
to obtain u� 0. �
Remark. Theorem D with q < 2C ˇ can be obtained by a different way which is suggested by the
referee. The proof, that we present below, is more direct, independent of Proposition 4.1 and does not
require any self-similarity arguments.

Assume that either p � pc;˛ or q � qc;ˇ. We distinguish two cases:
Case 1: If D � 1 then we must have q � qc;ˇ.
Case 2: If D < 1 then we must have p � pc;˛.

If q > qc;ˇ in Case 1 or p > pc;˛ in Case 2, then by (1-13) and (2-9), we deduce that

lim
jxj!0

u.x/

�N .x/
D 0:



1690 PHUOC-TAI NGUYEN

Since uD 0 on @�, the comparison principle gives that u� 0 in � n f0g.
If q D qc;ˇ in Case 1 or p D pc;˛ in Case 2 then by (1-13) and (2-9), we deduce that

lim
jxj!0

u.x/

�N .x/
<1:

For every � > 0 small, it can be easily checked that there exists C� > 0 with C�! 0 as �! 0 such that
S�.x/ WD C�jxj

2�N�� is a supersolution of (1-3) in B1 n f0g when q D qc;ˇ in Case 1 (respectively, a
supersolution of (1-2) in B1 n f0g when p D pc;˛ in Case 2). Since

lim
jxj!0

u.x/

S�.x/
D 0;

by the comparison principle, u.x/�S�.x/Cmax@Bd1
u in Bd1

nf0g. Letting �! 0, we get u�max@Bd1
u.

Since uD 0 on @� n f0g, we find that u� 0 in � n f0g.

In order to prove Theorem D in the case q D 2Cˇ we need the following lemma.

Lemma 5.2. Let ˇ > �1. If w 2 C 2.� n f0g/\C.� n f0g/ is a nonnegative solution of

��wCjxjˇ jrwj2Cˇ D 0 in � n f0g; (5-9)

which vanishes on @� then w � 0.

Proof. By (2-3), there exists a positive constant c35 D c35.N; q; ˇ; d1; d2; kwkL1.@Bd1
// such that

w.x/� c35� c3 lnjxj in Bd1
n f0g. The constant c35 can be chosen such that ˆ.x/ WD c35� c3 lnjxj is a

positive superharmonic function in � n f0g.
For � 2 .0; d1/, let h� be the harmonic function in � n B� such that h� D w on @B� and h� D 0

on @�. By the comparison principle, w � h� in � nB� for every � 2 .0; d1/. Consequently, h� � h�0 for
0< �0 < �. On the other hand, since ˆ is a positive superharmonic function in �nB� which dominates h�

on @�[ @B� , by the comparison principle, h� �ˆ in � nB� . Therefore, fh�g converges, as �! 0, to a
harmonic function Oh in � n f0g which vanishes on @� and satisfies w � Oh�ˆ in � n f0g. Since N > 2,
we deduce that Oh.x/D o.�N .x// as jxj ! 0. Therefore Oh� 0. Thus w � 0. �

Proof of Theorem D with q D 2Cˇ.
For � 2 .0; d1/, let w� be the solution of (2-10) with qD 2Cˇ. The sequence fw�g converges, as �! 0,

to a solution Ow of (5-9) in � n f0g which vanishes on @�. Since u� w� for every � 2 .0; d1/, it follows
that u� Ow. By Lemma 5.2, Ow � 0 and thus u� 0. �
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A SECOND ORDER ESTIMATE
FOR GENERAL COMPLEX HESSIAN EQUATIONS

DUONG H. PHONG, SEBASTIEN PICARD AND XIANGWEN ZHANG

We consider the general complex Hessian equations with right-hand sides depending on gradients, which
are motivated by the Fu–Yau equations arising from the study of Strominger systems. The second order
estimate for the solution is crucial to solving the equation by the method of continuity. We obtain such an
estimate for the χ -plurisubharmonic solutions.

1. Introduction

Let (X, ω) be a compact Kähler manifold of dimension n ≥ 2. Let u ∈C∞(X) and consider a (1, 1)-form
χ(z, u) possibly depending on u and satisfying the positivity condition χ ≥ εω for some ε > 0. We define

g = χ(z, u)+ i∂∂̄u, (1-1)

and u is called χ-plurisubharmonic if g > 0 as a (1, 1) form. In this paper, we are concerned with the
complex Hessian equation

(χ(z, u)+ i∂∂̄u)k ∧ωn−k
= ψ(z, Du, u) ωn (1-2)

for 1≤ k ≤ n, where ψ(z, v, u) ∈ C∞(T 1,0(X)∗×R) is a given strictly positive function.
The complex Hessian equation can be viewed as an intermediate equation between the Laplace equation

and the complex Monge–Ampère equation. It encompasses the most natural invariants of the complex
Hessian matrix of a real valued function, namely the elementary symmetric polynomials of its eigenvalues.
When k = 1, the equation (1-2) is quasilinear, and the estimates follow from the classical theory of
quasilinear PDEs. The real counterparts of (1-2) for 1< k ≤ n, with ψ not depending on the gradient
of u, have been studied extensively in the literature (see the survey paper [Wang 2009] and more recent
related work [Guan 2014]), as these equations appear naturally and play very important roles in both
classical and conformal geometry. When the right-hand side ψ depends on the gradient of the solution,
even the real case has been a long-standing problem due to substantial difficulties in obtaining a priori C2

estimates. This problem has recently been solved by Guan, Ren and Wang [Guan et al. 2015] for convex
solutions of real Hessian equations.

In the complex case, equation (1-2) with ψ = ψ(z, u) has been extensively studied in recent years,
due to its appearance in many geometric problems, including the J -flow [Song and Weinkove 2008] and

Work supported in part by the National Science Foundation under Grant DMS-1266033, DMS-1605968 and DMS-1308136.
MSC2010: 35J15, 35J60, 58J05, 35J96.
Keywords: complex Hessian equation, second order estimate.
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quaternionic geometry [Alesker and Verbitsky 2010]. The related Dirichlet problem for (1-2) on domains
in Cn has been studied by Li [2004] and Błocki [2005]. The corresponding problem on compact Kähler
or Hermitian manifolds has also been studied extensively; see, for example, [Dinew and Kołodziej 2014;
Hou 2009; Kołodziej and Nguyen 2016; Lu and Nguyen 2015; Zhang 2010]. In particular, as a crucial
step in the continuity method, C2 estimates for complex Hessian type equations have been studied in
various settings; see [Hou et al. 2010; Sun 2014; Székelyhidi 2015; Székelyhidi et al. 2015; Zhang 2015].

However, (1-2) with ψ = ψ(z, Du, u) has been much less studied. An important case corresponding
to k = n = 2, so that it is actually a Monge–Ampère equation in two dimensions, is central to the solution
by Fu and Yau [2008; 2007] of a Strominger system on a toric fibration over a K3 surface. A natural
generalization of this case to general dimension n was suggested by Fu and Yau [2008] and can be
expressed as

((eu
+ f e−u)ω+ n i∂∂̄u)2∧ ωn−2

= ψ(z, Du, u) ωn, (1-3)

where ψ(z, v, u) is a function on T 1,0(X)∗×R with a particular structure, and (X, ω) is a compact Kähler
manifold. A priori estimates for this equation were obtained by the authors in [Phong et al. 2015].

In this paper, motivated by our previous work [Phong et al. 2015], we study a priori C2 estimates
for the equation (1-2) with general χ(z, u) and general right-hand side ψ(z, Du, u). Building on the
techniques developed in [Guan et al. 2015] (see also [Li et al. 2016] for real Hessian equations), we can
prove the following theorem.

Theorem 1. Let (X, ω) be a compact Kähler manifold of complex dimension n. Suppose u ∈ C4(X) is
a solution of (1-2) with g = χ + i∂∂̄u > 0 and χ(z, u) ≥ εω. Let 0 < ψ(z, v, u) ∈ C∞(T 1,0(X)∗×R).
Then we have the uniform second order derivative estimate

|DDu|ω ≤ C, (1-4)

where C is a positive constant depending only on ε, n, k, supX |u|, supX |Du|, and the C2 norm of χ as a
function of (u, z), the infimum of ψ , and the C2 norm of ψ as a function of (z, Du, u), all restricted to the
ranges in Du and u defined by the uniform upper bounds on |u| and |Du|.

We remark that the above estimate is stated for χ -plurisubharmonic solutions, that is, g=χ+ i∂∂̄u> 0.
Actually, we only need to assume that g is in the 0k+1 cone (see (3-11) below for the definition of the
Garding cone 0k and also the discussion in Remark 2 at the end of the paper). However, a better condition
would be g ∈ 0k , which is the natural cone for ellipticity. In fact, this is still an open problem even for
real Hessian equations when 2< k < n. If k = 2, [Guan et al. 2015] removed the convexity assumption
by investigating the structure of the operator. A simpler argument was given recently by Spruck and Xiao
[2015]. However, the arguments are not applicable to the complex case due to the difference between the
terms |DDu|2 and |DDu|2 in the complex setting. When k = 2 in the complex setting, C2 estimates for
(1-3) were obtained in [Phong et al. 2015] without the plurisubharmonicity assumption, but the techniques
rely on the specific right-hand side ψ(z, Du, u) studied there.

We also note that if k = n, the condition g = χ + i∂∂̄u > 0 is the natural assumption for the ellipticity
of equation (1-2). Thus, our result implies the a priori C2 estimate for complex Monge–Ampère equations
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with right-hand side depending on gradients:

(χ(z, u)+ i∂∂̄u)n = ψ(z, Du, u) ωn.

This generalizes the C2 estimate for the equation studied by Fu and Yau [2008; 2007] mentioned above,
which corresponds to n = 2 and a specific form χ(z, u) as well as a specific right-hand side ψ(z, Du, u).
For dimension n ≥ 2 and k = n, the estimate was obtained by Guan and Ma, in unpublished notes, using
a different method where the structure of the Monge–Ampère operator plays an important role.

Compared to the estimates when ψ = ψ(z, u), the dependence on the gradient of u in (1-2) creates
substantial new difficulties. The main obstacle is the appearance of terms such as |DDu|2 and |DDu|2

when one differentiates the equation twice. We adapt the techniques used in [Guan et al. 2015] and [Li
et al. 2016] for real Hessian equations to overcome these difficulties. Furthermore, we also need to handle
properly some subtle issues when dealing with the third-order terms due to complex conjugacy.

2. Preliminaries

Let σk be the k-th elementary symmetric function; that is, for 1≤ k ≤ n and λ= (λ1, . . . , λn) ∈ Rn ,

σk(λ) =
∑

1<i1<···<ik<n

λi1λi2 · · · λin .

Let λ(ā i ) denote the eigenvalues of a Hermitian symmetric matrix (ā i ) with respect to the background
Kähler metric ω. We define σk(ā i )= σk(λ(ā i )). This definition can be naturally extended to complex
manifolds. Denoting by A1,1(X) the space of smooth real (1, 1)-forms on a compact Kähler manifold
(X, ω), we define, for any g ∈ A1,1(X),

σk(g)=
(

n
k

)
gk
∧ωn−k

ωn .

Using the above notation, we can rewrite (1-2) as follows:

σk(g)= σk(χ̄ i + u ̄ i )= ψ(z, Du, u). (2-1)

We use the notation
σ

pq̄
k =

∂σk(g)
∂gq̄ p

, σ
pq̄,r s̄

k =
∂2σk(g)
∂gq̄ p∂̄gs̄r

.

The symbol D indicates the covariant derivative with respect to the given metric ω. All norms and inner
products are with respect to ω unless denoted otherwise. We denote by λ1, λ2, . . . , λn the eigenvalues of
ḡ i =χ̄ i+u ̄ i with respect to ω, and use the ordering λ1≥ λ2≥ · · · ≥ λn > 0. Our calculations are carried
out at a point z on the manifold X , and we use coordinates such that at this point ω = i

∑
δ`k dzk

∧ dz̄`

and ḡ i is diagonal. We also use the notation

F =
∑

p

σ
pp̄

k .

Differentiating (2-1) yields
σ

pq̄
k D̄gq̄ p = D̄ψ. (2-2)
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Differentiating the equation a second time gives

σ
pq̄

k Di D̄gq̄ p + σ
pq̄,r s̄

k Di gq̄ p D̄gs̄r = Di D̄ψ

≥−C(1+ |DDu|2+ |DDu|2)+
∑
`

ψv`u`̄ i +
∑
`

ψv̄`u ¯̀̄ i . (2-3)

We denote by C a uniform constant which depends only on (X, ω), n, k, ‖χ‖C2 , infψ , ‖u‖C1 and ‖ψ‖C2 .
We now compute the operator σ pq̄

k Dp Dq̄ acting on ḡ i = χ̄ i + u ̄ i . Recalling that χ̄ i depends on u, we
estimate

σ
pq̄

k Dp Dq̄ ḡ i = σ
pq̄

k Dp Dq̄ Di D̄u+ σ
pq̄

k Dp Dq̄χ̄ i

≥ σ
pq̄

k Dp Dq̄ Di D̄u−C(1+ λ1)F . (2-4)

Commuting derivatives

Dp Dq̄ Di D̄u = Di D̄ Dp Dq̄u− Rq̄i ̄
āuā p + Rq̄ p̄

āuāi

= Di D̄gq̄ p − Di D̄χq̄ p − Rq̄i ̄
āuā p + Rq̄ p̄

āuāi . (2-5)

Therefore, by (2-3),

σ
pq̄

k Dp Dq̄ ḡ i ≥−σ
pq̄,r s̄

k D j gq̄ p D̄gs̄r +
∑

ψv`ḡ i`+
∑

ψv̄`ḡ i ¯̀

−C(1+ |DDu|2+ |DDu|2+ (1+ λ1)F). (2-6)

We next compute the operator σ pq̄
k Dp Dq̄ acting on |Du|2, introducing the notation

|DDu|2σω = σ
pq̄

k ωm ¯̀Dp Dmu Dq̄ D ¯̀u, |DDu|2σω = σ
pq̄

k ωm ¯̀Dp D ¯̀u Dm Dq̄u. (2-7)

Then

σ
pq̄

k |Du|2q̄ p = σ
pq̄

k (Dp Dq̄ Dmu Dmu+ Dmu Dp Dq̄ Dmu)+ |DDu|2σω+ |DDu|2σω

= σ
pq̄

k

(
Dm(gq̄ p −χq̄ p)Dmu+ Dmu Dm(gq̄ p −χq̄ p)

)
+ σ

pq̄
k Rq̄ p

m ¯̀u ¯̀um

+ |DDu|2σω+ |DDu|2σω. (2-8)

Using the differentiated equation, we obtain

σ
pq̄

k |Du|2q̄ p ≥ 2 Re〈Du, Dψ〉−C(1+F)+ |DDu|2σω+ |DDu|2σω

≥ 2 Re
(∑

p,m

(Dp Dmu D p̄u+ Dpu D p̄ Dmu)ψvm

)
−C(1+F)+ |DDu|2σω+ |DDu|2σω.

To simplify the expression, we introduce the notation

〈D|Du|2, Dv̄ψ〉 =
∑

m

(Dm Dpu D pu ψvm + Dpu Dm D pu ψvm ). (2-9)

We obtain
σ

pq̄
k |Du|2q̄ p ≥ 2 Re〈D|Du|2, Dv̄ψ〉−C(1+F)+ |DDu|2σω+ |DDu|2σω. (2-10)

We also compute
−σ

pq̄
k uq̄ p = σ

pq̄
k (χq̄ p − gq̄ p)≥ εF − kψ. (2-11)
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3. The C2 estimate

In this section, we give the proof of the estimate stated in the theorem. When k = 1, (1-2) becomes

1ωu+Trω χ(z, u)= nψ(z, Du, u), (3-1)

where 1ω and Trω are the Laplacian and trace with respect to the background metric ω. It follows that
1ωu is bounded, and the desired estimate follows in turn from the positivity of the metric g. Henceforth,
we assume that k ≥ 2. Motivated by the idea from [Guan et al. 2015] for real Hessian equations, we apply
the maximum principle to the test function

G = log Pm +m N |Du|2−mMu, (3-2)

where Pm =
∑

j λ
m
j . Here, m, M and N are large positive constants to be determined later. We may

assume that the maximum of G is achieved at some point z ∈ X . After rotating the coordinates, we may
assume that the matrix ḡ i = χ̄ i + u ̄ i is diagonal.

Recall that if F(A)= f (λ1, . . . , λn) is a symmetric function of the eigenvalues of a Hermitian matrix
A = (ā i ), then at a diagonal matrix A with distinct eigenvalues, we have

F ī
= δi j fi , (3-3)

F ī ,r s̄wīkwr s̄k̄ =
∑

fi jwi ı̄kw j ̄ k̄ +
∑
p 6=q

f p − fq

λp − λq
|wpq̄k |

2, (3-4)

where

F ī
=
∂F
∂ā i

, F ī ,r s̄
=

∂2 F
∂ā i∂as̄r

,

and wīk is an arbitrary tensor; see [Ball 1984]. Using these identities to differentiate G, we first obtain
the critical equation

D Pm

Pm
+m N D|Du|2−mMDu = 0. (3-5)

Differentiating G a second time and contracting with σ pq̄
k yields

0≥
m
Pm

(∑
j

λm−1
j σ

pp̄
k Dp D p̄ḡ j

)
−
|D Pm |

2
σ

P2
m
+m Nσ pp̄

k |Du|2p̄p −mMσ pp̄
k u p̄p

+
m
Pm

(
(m− 1)

∑
j

λm−2
j σ

pp̄
k |Dpḡ j |

2
+ σ

pp̄
k

∑
i 6= j

λm−1
i − λm−1

j

λi − λ j
|Dpḡ i |

2
)
. (3-6)

Here, we use the notation |η|2σ = σ
pq̄

k ηpηq̄ . Substituting (2-6), (2-10) and (2-11), we obtain
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0≥
1

Pm

(
−C

∑
j

λm−1
j (1+ |DDu|2+ |DDu|2+ (1+ λ1)F )

)

+
1

Pm

(∑
j

λm−1
j (−σ

pq̄,r s̄
k D j gq̄ p D̄gs̄r +

∑
`

ψv`ḡ j`+
∑
`

ψv̄`ḡ j ¯̀)

)

+
1

Pm

(
(m− 1)

∑
j

λm−2
j σ

pp̄
k |Dpḡ j |

2
+ σ

pp̄
k

∑
i 6= j

λm−1
i − λm−1

j

λi − λ j
|Dpḡ i |

2
)

−
|D Pm |

2
σ

m P2
m
+ N (|DDu|2σω+ |DDu|2σω)

+ N 〈D|Du|2, Dv̄ψ〉+ N 〈Dv̄ψ, D|Du|2〉+ (Mε−C N )F − k Mψ. (3-7)

From the critical equation (3-5), we have

1
Pm

∑
j,`

λm−1
j ḡ j`ψv` =

1
m

〈
D Pm

Pm
, Dv̄ψ

〉
=−N 〈D|Du|2, Dv̄ψ〉+M〈Du, Dv̄ψ〉.

It follows that

1
Pm

∑
j,`

(ψv`ḡ j`+ψv̄`ḡ j ¯̀)+ N 〈D|Du|2, Dv̄ψ〉+ N 〈Dv̄ψ, D|Du|2〉

= M(〈Du, Dv̄ψ〉+ 〈Dv̄ψ, Du〉)≥−C M.

Using (3-4), one can obtain the well-known identity

−σ
pq̄,r s̄

k D j gq̄ p D̄gs̄r =−σ
pp̄,qq̄

k D j g p̄p D̄gq̄q + σ
pp̄,qq̄

k |D j g p̄q |
2, (3-8)

where

σ
pp̄,qq̄

k =
∂

∂λp

∂

∂λq
σk(λ).

We assume that λ1� 1, otherwise the C2 estimate is complete. The main inequality (3-7) becomes

0≥
−C
λ1
(1+ |DDu|2+ |DDu|2)+

1
Pm

(∑
j

λm−1
j

(
−σ

pp̄,qq̄
k D j g p̄p D̄gq̄q + σ

pp̄,qq̄
k |D j g p̄q |

2))

+
1

Pm

(
(m− 1)

∑
j

λm−2
j σ

pp̄
k |Dpḡ j |

2
+ σ

pp̄
k

∑
i 6= j

λm−1
i − λm−1

j

λi − λ j
|Dpḡ i |

2
)

−
|D Pm |

2
σ

m P2
m
+ N (|DDu|2σω+ |DDu|2σω)+ (Mε−C N −C)F −C M. (3-9)

The main objective is to show that the third-order terms on the right-hand side of (3-9) are nonnegative.
To deal with this issue, we need a lemma from [Guan et al. 2015]; see also [Guan et al. 2012; Li et al.
2016].
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Lemma 1 [Guan et al. 2015]. Suppose 1 ≤ ` < k ≤ n, and let α = 1/(k − `). Let W = (wq̄ p) be a
Hermitian tensor in the 0k cone. Then for any θ > 0,

−σ
pp̄,qq̄

k (W )w p̄piwq̄qı̄ +

(
1−α+

α

θ

)
|Diσk(W )|2

σk(W )

≥ σk(W )(α+ 1−αθ)
∣∣∣∣Diσ`(W )

σ`(W )

∣∣∣∣2− σk

σ`
(W )σ

pp̄,qq̄
` (W )w p̄piwq̄qı̄ . (3-10)

Here the 0k cone is defined as

0k = {λ ∈ Rn
| σm(λ) > 0, m = 1, . . . , k}. (3-11)

We say a Hermitian matrix W ∈ 0k if λ(W ) ∈ 0k .
It follows from the above lemma that, by taking `= 1, we have

−σ
pp̄,qq̄

k Di g p̄p Dı̄ gq̄q + K |Diσk |
2
≥ 0, (3-12)

for K > (1−α+α/θ)(infψ)−1 if 2≤ k ≤ n.
We denote

Ai =
λm−1

i

Pm

(
K |Diσk |

2
− σ

pp̄,qq̄
k Di g p̄p Dı̄ gq̄q

)
,

Bi =
1

Pm

(∑
p

σ
pp̄,i ı̄

k λm−1
p |Di g p̄p|

2
)
, Ci =

(m− 1)σ i ı̄
k

Pm

(∑
p

λm−2
p |Di g p̄p|

2
)
,

Di =
1

Pm

(∑
p 6=i

σ
pp̄

k

λm−1
p − λm−1

i

λp − λi
|Di g p̄p|

2
)
, Ei =

mσ i ı̄
k

P2
m

∣∣∣∣∑
p

λm−1
p Di g p̄p

∣∣∣∣2.
Define T j p̄q = D jχ p̄q − Dqχ p̄ j . For any 0< τ < 1, we can estimate

1
Pm

(∑
p

λm−1
p σ

j ̄ ,i ı̄
k |Dpḡ i |

2
)
≥

1
Pm

(∑
p

λm−1
p σ

pp̄,i ı̄
k |Di g p̄p + Tpp̄i |

2
)

≥
1

Pm

(∑
p

λm−1
p σ

pp̄,i ı̄
k

(
(1− τ)|Di g p̄p|

2
−Cτ |Tpp̄i |

2))
= (1− τ)

∑
i

Bi −
Cτ
Pm

∑
p

λm−2
p

(
λpσ

pp̄,i ı̄
k

)
|Tpp̄i |

2.

Now we use σl(λ|i) and σl(λ|i j) to denote the l-th elementary functions of

(λ|i)= (λ1, . . . , λ̂i , . . . , λn) ∈ Rn−1 and (λ|i j)= (λ1, . . . , λ̂i , . . . , λ̂ j , . . . , λn) ∈ Rn−2,

respectively. The following simple identities are used frequently:

σ i ı̄
k = σk−1(λ|i) and σ

pp̄,i ı̄
k = σk−2(λ|pi).
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Using the identity σl(λ)= σl(λ|p)+ λpσl−1(λ|p) for any 1≤ p ≤ n, we obtain

1
Pm

(∑
p

λm−1
p σ

j ̄ ,i ı̄
k |Dpḡ i |

2
)
≥ (1− τ)

∑
i

Bi −
Cτ
Pm

∑
p

λm−2
p (σ i ı̄

k − σk−1(λ|pi))|Tpp̄i |
2

≥ (1− τ)
∑

i

Bi −
Cτ
λ2

1
F ≥ (1− τ)

∑
i

Bi −F . (3-13)

We use the notation Cτ for a constant depending on τ . To get the last inequality above, we assume that
λ2

1 ≥ Cτ ; otherwise, we already have the desired estimate λ1 ≤ C . Similarly, we may estimate

1
Pm
σ

j ̄
k

∑
i 6=p

λm−1
i − λm−1

p

λi − λp
|D j g p̄i |

2
≥

1
Pm
σ

pp̄
k

∑
p 6=i

λm−1
i − λm−1

p

λi − λp
|Di g p̄p + Tpp̄i |

2

≥
1

Pm
σ

pp̄
k

∑
p 6=i

λm−1
i − λm−1

p

λi − λp

(
(1− τ)|Di g p̄p|

2
−Cτ |Tpp̄i |

2
)

≥

∑
i

(1− τ)Di −
Cτ
λ2

1
F ≥

∑
i

(1− τ)Di −F . (3-14)

With the introduced notation in place, the main inequality becomes

0≥
−C(K )
λ1

(
1+ |DDu|2+ |DDu|2

)
− τ
|D Pm |

2
σ

m P2
m

+

∑
i

(
Ai + (1− τ)Bi +Ci + (1− τ)Di − (1− τ)Ei

)
+ N

(
|DDu|2σω+ |DDu|2σω

)
+ (Mε−C N −C)F −C M. (3-15)

Using the critical equation (3-5), we have

τ
|D Pm |

2
σ

m P2
m
= τm

∣∣N D|Du|2−MDu
∣∣2
σ
≤ 2τm

(
N 2∣∣D|Du|2

∣∣2
σ
+M2

|Du|2σ
)

≤ Cτm N 2(
|DDu|2σω+ |DDu|2σω

)
+CτmM2F . (3-16)

We thus have

0≥
−C(K )
λ1

(
1+ |DDu|2+ |DDu|2

)
+ (N −Cτm N 2)

(
|DDu|2σω+ |DDu|2σω

)
+

∑
i

(
Ai + (1− τ)Bi +Ci + (1− τ)Di − (1− τ)Ei

)
+ (Mε−CτmM2

−CN −C)F −CM. (3-17)

3.1. Estimating the third-order terms. In this subsection, we will adapt the argument in [Li et al. 2016]
to estimate the third-order terms.



A SECOND ORDER ESTIMATE FOR GENERAL COMPLEX HESSIAN EQUATIONS 1701

Lemma 2. For sufficiently large m, the following estimates hold:

P2
m(B1+C1+ D1− E1)≥ Pmλ

m−2
1

∑
p 6=1

σ
pp̄

k |D1g p̄p|
2
− λm

1 σ
11̄
k λ

m−2
1 |D1g1̄1|

2, (3-18)

and for any fixed i 6= 1,

P2
m(Bi +Ci + Di − Ei )≥ 0. (3-19)

Proof. Fix i ∈ {1, 2, . . . , n}. First, we compute

Pm(Bi + Di )=
∑
p 6=i

σ
pp̄,i ı̄

k λm−1
p |Di g p̄p|

2
+

∑
p 6=i

σ
pp̄

k

λm−1
p − λm−1

i

λp − λi
|Di g p̄p|

2

=

∑
p 6=i

λm−2
p

(
(λpσ

pp̄,i ı̄
k + σ

pp̄
k )|Di g p̄p|

2)
+

(∑
p 6=i

σ
pp̄

k

m−3∑
q=0

λp
qλ

m−2−q
i |Di g p̄p|

2
)
.

Note that

λpσ
pp̄,i ı̄

k + σ
pp̄

k ≥ σ
i ı̄
k .

To see this, we write

λpσ
pp̄,i ı̄

k + σ
pp̄

k = λpσk−2(λ|pi)+ σk−1(λ|p)

= σk−1(λ|i)− σk−1(λ|i p)+ σk−1(λ|p)

= σk−1(λ|i)+ λiσk−2(λ|i p)≥ σk−1(λ|i)= σ i ı̄
k ,

where we used the standard identity σl(λ) = σl(λ|p)+ λpσl−1(λ|p) twice, to get the second and third
equalities. Therefore

Pm(Bi + Di )≥ σ
i ı̄
k

(∑
p 6=i

λm−2
p |Di g p̄p|

2
)
+

(∑
p 6=i

σ
pp̄

k

m−3∑
q=0

λp
qλ

m−2−q
i |Di g p̄p|

2
)
. (3-20)

It follows that

Pm(Bi +Ci + Di )≥ mσ i ı̄
k

∑
p 6=i

λm−2
p |Di g p̄p|

2
+ (m− 1)σ i ı̄

k λ
m−2
i |Di gı̄ i |

2

+

∑
p 6=i

σ
pp̄

k

m−3∑
q=0

λp
qλ

m−2−q
i |Di g p̄p|

2. (3-21)

Expanding out the definition of Ei ,

P2
m Ei =mσ i ı̄

k

∑
p 6=i

λ2m−2
p |Di g p̄p|

2
+mσ i ı̄

k λ
2m−2
i |Di gı̄ i |

2
+mσ i ı̄

k

∑
p

∑
q 6=p

λm−1
p λm−1

q Di g p̄p Dı̄ gq̄q . (3-22)
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Therefore,

P2
m(Bi +Ci + Di − Ei )

≥

(
mσ i ı̄

k

∑
p 6=i

(Pm − λ
m
p )λ

m−2
p |Di g p̄p|

2
−mσ i ı̄

k

∑
p 6=i

∑
q 6=p,i

λm−1
p λm−1

q Di g p̄p Dı̄ gq̄q

)

+ Pm

∑
p 6=i

σ
pp̄

k

m−3∑
q=0

λp
qλ

m−2−q
i |Di g p̄ p|

2
− 2mσ i ı̄

k Re
∑
q 6=i

λm−1
i λm−1

q Di gı̄ i Dı̄ gq̄q

+ ((m− 1)Pm −mλm
i )σ

i ı̄
k λ

m−2
i |Di gı̄ i |

2. (3-23)

We now estimate the expression on the second line above. First,

mσ i ı̄
k

∑
p 6=i

(Pm − λ
m
p )λ

m−2
p |Di g p̄p|

2
= mσ i ı̄

k

∑
p 6=i

∑
q 6=p,i

λm
q λ

m−2
p |Di g p̄p|

2
+mσ i ı̄

k

∑
p 6=i

λm
i λ

m−2
p |Di g p̄p|

2.

Next, we can estimate

−mσ i ı̄
k

∑
p 6=i

∑
q 6=p,i

λm−1
p λm−1

q Di g p̄p Dı̄ gq̄q ≥−mσ i ı̄
k

∑
p 6=i

∑
q 6=p,i

1
2
(
λm−2

p λm
q |Di g p̄p|

2
+ λm

p λ
m−2
q |Di gq̄q |

2
)

=−mσ i ı̄
k

∑
p 6=i

∑
q 6=p,i

λm−2
p λm

q |Di g p̄p|
2. (3-24)

We arrive at

P2
m(Bi +Ci + Di − Ei )

≥ mσ i ı̄
k

∑
p 6=i

λm
i λ

m−2
p |Di g p̄p|

2
+ Pm

∑
p 6=i

σ
pp̄

k

m−3∑
q=0

λp
qλ

m−2−q
i |Di g p̄p|

2

− 2mσ i ı̄
k Re

(
λm−1

i Di gı̄ i

∑
q 6=i

λm−1
q Dı̄ gq̄q

)
+ ((m− 1)Pm −mλm

i )σ
i ı̄
k λ

m−2
i |Di gı̄ i |

2. (3-25)

The next step is to extract good terms from the second summation on the first line. We fix p 6= i .

Case 1: λi ≥ λp. Then σ pp̄
k ≥ σ

i ı̄
k . Hence

Pmσ
pp̄

k

m−3∑
q=1

λp
qλ

m−2−q
i ≥ λm

i σ
i ı̄
k

m−3∑
q=1

λp
qλm−2−q

p = (m− 3)σ i ı̄
k λ

m
i λ

m−2
p . (3-26)

Case 2: λi ≤ λp. Then λpσ
pp̄

k = λiσ
i ı̄
k + (σk(λ|i)− σk(λ|p))≥ λiσ

i ı̄
k , and we obtain

Pmσ
pp̄

k

m−3∑
q=1

λp
qλ

m−2−q
i ≥ λm

p σ
i ı̄
k

m−3∑
q=1

λp
q−1λ

m−1−q
i ≥ (m− 3)σ i ı̄

k λ
m
i λ

m−2
p . (3-27)
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Combining both cases, we have

Pmσ
pp̄

k

m−3∑
q=0

λp
qλ

m−2−q
i |Di g p̄p|

2
= Pmσ

pp̄
k

m−3∑
q=1

λp
qλ

m−2−q
i |Di g p̄p|

2
+ Pmσ

pp̄
k λm−2

i |Di g p̄p|
2

≥ (m− 3)σ i ı̄
k λ

m
i λ

m−2
p |Di g p̄p|

2
+ Pmσ

pp̄
k λm−2

i |Di g p̄p|
2.

Substituting this estimate into inequality (3-25), we obtain

P2
m(Bi +Ci + Di − Ei )

≥ (2m− 3)σ i ı̄
k

∑
p 6=i

λm
i λ

m−2
p |Di g p̄p|

2
− 2mσ i ı̄

k Re
(
λm−1

i Di gı̄ i

∑
p 6=i

λm−1
p Dı̄ g p̄p

)
+ Pmλ

m−2
i

∑
p 6=i

σ
pp̄

k |Di g p̄p|
2
+ ((m− 1)Pm −mλm

i )σ
i ı̄
k λ

m−2
i |Di gı̄ i |

2. (3-28)

Choose m� 1 such that
m2
≤ (2m− 3)(m− 2). (3-29)

We can therefore estimate

2mσ i ı̄
k Re

(
λm−1

i Di gı̄ i

∑
p 6=i

λm−1
p Dı̄ g p̄p

)
≤ 2σ i ı̄

k

∑
p 6=i

(
(2m− 3)1/2λm/2

i λ(m−2)/2
p |Di g p̄p|

)(
(m− 2)1/2λ(m−2)/2

i λm/2
p |Dı̄ gı̄ i |

)
≤ (2m− 3)σ i ı̄

k

∑
p 6=i

λm
i λ

m−2
p |Di g p̄p|

2
+ (m− 2)σ i ı̄

k

∑
p 6=i

λm−2
i λm

p |Dı̄ gı̄ i |
2. (3-30)

We finally arrive at

P2
m(Bi +Ci + Di − Ei )≥ Pmλ

m−2
i

∑
p 6=i

σ
pp̄

k |Di g p̄p|
2
+ ((m− 1)Pm −mλm

i )σ
i ı̄
k λ

m−2
i |Di gı̄ i |

2

− (m− 2)σ i ı̄
k

∑
p 6=i

λm−2
i λm

p |Dı̄ gı̄ i |
2. (3-31)

If we let i = 1, we obtain inequality (3-18). For any fixed i 6= 1, this inequality yields

P2
m(Bi +Ci + Di − Ei )≥ Pmλ

m−2
i

∑
p 6=i

σ
pp̄

k |Di g p̄p|
2
+ ((m− 1)λm

1 − λ
m
i )σ

i ı̄
k λ

m−2
i |Di gı̄ i |

2

+ (m− 1)
∑
p 6=1,i

λm
p σ

i ı̄
k λ

m−2
i |Di gı̄ i |

2
− (m− 2)σ i ı̄

k

∑
p 6=i

λm−2
i λm

p |Dı̄ gı̄ i |
2

≥ Pmλ
m−2
i

∑
p 6=i

σ
pp̄

k |Di g p̄p|
2
≥ 0.

This completes the proof of Lemma 2. �
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We observed in (3-12) that Ai ≥ 0. Lemma 2 implies that for any i 6= 1,

Ai + Bi +Ci + Di − Ei ≥ 0.

Thus we have shown that for i 6= 1, the third-order terms in the main inequality (3-17) are indeed
nonnegative. The only remaining case is when i = 1. By adapting once again the techniques from [Guan
et al. 2015], we obtain the following lemma.

Lemma 3. Let 1< k≤ n. Suppose there exists 0<δ≤ 1 such that λµ≥ δλ1 for some µ∈ {1, 2, . . . , k−1}.
There exists a small δ′ > 0 such that if λµ+1 ≤ δ

′λ1, then

A1+ B1+C1+ D1− E1 ≥ 0.

Proof. By Lemma 2, we have

P2
m(A1+ B1+C1+ D1− E1)≥ P2

m A1+ Pmλ
m−2
1

∑
p 6=1

σ
pp̄

k |D1g p̄p|
2
− λm

1 σ
11̄
k λ

m−2
1 |D1g1̄1|

2. (3-32)

The key insight in [Guan et al. 2015], used also in [Li et al. 2016], is to extract a good term involving
|D1g1̄1|

2 from A1. By the inequality in Lemma 1 (with θ = 1/2), we have for µ < k

P2
m A1 ≥

Pmλ
m−1
1 σk

σ 2
µ

((
1+

α

2

)∣∣∣∣∑
p

σ pp̄
µ D1g p̄p

∣∣∣∣2− σµσ pp̄,qq̄
µ D1g p̄p D1̄gq̄q

)

=
Pmλ

m−1
1 σk

σ 2
µ

(∑
p

(
1+

α

2

)
|σ pp̄
µ D1g p̄p|

2
+

∑
p 6=q

α

2
σ pp̄
µ D1g p̄pσ

qq̄
µ D1̄gq̄q

+

∑
p 6=q

(σ pp̄
µ σ qq̄

µ − σµσ
pp̄,qq̄
µ )D1g p̄p D1̄gq̄q

)

≥
Pmλ

m−1
1 σk

σ 2
µ

(∑
p

|σ pp̄
µ D1g p̄p|

2
−

∑
p 6=q

|F pq D1g p̄p D1̄gq̄q |

)
, (3-33)

where we defined F pq
= σ

pp̄
µ σ

qq̄
µ − σµσ

pp̄,qq̄
µ . Notice that if µ = 1, then F pq

= 1. If µ ≥ 2, then the
Newton–Maclaurin inequality implies

F pq
= σ 2

µ−1(λ|pq)− σµ(λ|pq)σµ−2(λ|pq)≥ 0. (3-34)

We split the sum involving F pq in the following way:∑
p 6=q

|F pq D1g p̄p D1̄gq̄q | =
∑
p 6=q

p,q≤µ

F pq
|D1g p̄p||D1̄gq̄q | +

∑
(p,q)∈J

F pq
|D1g p̄p||D1̄gq̄q |, (3-35)



A SECOND ORDER ESTIMATE FOR GENERAL COMPLEX HESSIAN EQUATIONS 1705

where J is the set of indices where at least one of p 6= q is strictly greater than µ. The summation of
terms in J can be estimated by

−

∑
(p,q)∈J

F pq
|D1g p̄p||D1̄gq̄q | ≥ −

∑
(p,q)∈J

σ pp̄
µ σ qq̄

µ |D1g p̄p||D1̄gq̄q |

≥ −ε
∑
p≤µ

|σ pp̄
µ D1g p̄p|

2
−C

∑
p>µ

|σ pp̄
µ D1g p̄p|

2. (3-36)

If µ= 1, the first term on the right-hand side of (3-35) vanishes and this estimate applies to all terms
on the right hand side of (3-35).

If µ≥ 2, we have for p, q ≤ µ,

σµ−1(λ|pq)≤ C
λ1 · · · λµ+1

λpλq
≤ C

σ
pp̄
µ λµ+1

λq
. (3-37)

Using (3-34) and (3-37), for δ′ small enough we can control

−

∑
p 6=q

p,q≤µ

F pq
|D1g p̄p||D1̄gq̄q | ≥ −

∑
p 6=q

p,q≤µ

σ 2
µ−1(λ|pq)|D1g p̄p||D1̄gq̄q |

≥ −Cλ2
µ+1

∑
p 6=q

p,q≤µ

σ
pp̄
µ

λp
|D1g p̄p|

σ
qq̄
µ

λq
|D1̄gq̄q |

≥ −C
∑
p≤µ

λ2
µ+1

λ2
p
|σ pp̄
µ D1g p̄p|

2

≥−C
∑
p≤µ

δ′2

δ2 |σ
pp̄
µ D1g p̄p|

2
≥−ε

∑
p≤µ

|σ pp̄
µ D1g p̄p|

2. (3-38)

Combining all cases, we have

−

∑
p 6=q

|F pq D1g p̄p D1̄gq̄q | ≥ −2ε
∑
p≤µ

|σ pp̄
µ D1g p̄p|

2
−C

∑
p>µ

|σ pp̄
µ D1g p̄p|

2. (3-39)

Using this inequality in (3-33) yields

P2
m A1 ≥

Pmλ
m−1
1 σk

σ 2
µ

(
(1− 2ε)

∑
p≤µ

|σ pp̄
µ D1g p̄p|

2
−C

∑
p>µ

|σ pp̄
µ D1g p̄p|

2
)

≥ (1− 2ε)
Pmλ

m−1
1 σk

σ 2
µ

|σ 11̄
µ D1g1̄1|

2
−C

Pmλ
m−1
1 σk

σ 2
µ

∑
p>µ

|σ pp̄
µ D1g p̄p|

2. (3-40)
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We estimate

(1− 2ε)
Pmλ

m−1
1 σk

σ 2
µ

|σ 11̄
µ D1g1̄1|

2
= (1− 2ε)

Pmλ
m−2
1 σk

λ1

(
λ1σ

11̄
µ

σµ

)2

|D1g1̄1|
2

≥ (1− 2ε)Pmλ
m−2
1

σk

λ1

(
1−C

λµ+1

λ1

)2

|D1g1̄1|
2

≥ (1− 2ε)(1−Cδ′)2 Pmλ
m−2
1 σ 11̄

k |D1g1̄1|
2

≥ (1− 2ε)(1−Cδ′)2(1+ δm)λ2m−2
1 σ 11̄

k |D1g1̄1|
2. (3-41)

For δ′ and ε small enough, we obtain

P2
m A1 ≥ λ

m
1 σ

11̄
k λ

m−2
1 |D1g1̄1|

2
−C

Pmλ
m−1
1 σk

σ 2
µ

∑
p>µ

|σ pp̄
µ D1g p̄p|

2. (3-42)

We see that the |D1g1̄1|
2 term cancels from the inequality (3-32) and we are left with

P2
m(A1+ B1+C1+ D1− E1)≥ Pmλ

m−2
1

∑
p>µ

(
σ

pp̄
k −C

λ1σk(σ
pp̄
µ )2

σ 2
µ

)
|D1g p̄p|

2. (3-43)

For δ′ small enough, the above expression is nonnegative. Indeed, for any p > µ, we have

(λ1σ
pp̄
µ )2 ≤

1
δ2 (λµσ

pp̄
µ )2 ≤ C

(σµ)
2

δ2 . (3-44)

Therefore,

C
λ1σk(σ

pp̄
µ )2

σ 2
µ

≤
C
δ2

σk

λ1
. (3-45)

On the other hand, we notice that if p > k, then

σ
pp̄

k ≥ λ1 · · · λk−1 ≥ cn
σk

λk
≥

cn

δ′

σk

λ1
.

If µ < p ≤ k, then

σ
pp̄

k ≥
λ1 · · · λk

λp
≥ cn

σk

λp
≥

cn

δ′

σk

λ1
.

It follows that for δ′ small enough we have

σ
pp̄

k ≥ C
λ1σk(σ

pp̄
µ )2

σ 2
µ

. (3-46)

This completes the proof of Lemma 3. �



A SECOND ORDER ESTIMATE FOR GENERAL COMPLEX HESSIAN EQUATIONS 1707

3.2. Completing the proof. With Lemma 2 and Lemma 3 at our disposal, we claim that we may assume
in inequality (3-17) that

Ai + Bi +Ci + Di − Ei ≥ 0, ∀i = 1, . . . , n. (3-47)

Indeed, first set δ1 = 1. If λ2 ≤ δ2λ1 for δ2 > 0 small enough, then by Lemma 3 we see that (3-47)
holds. Otherwise, λ2 ≥ δ2λ1. If λ3 ≤ δ3λ1 for δ3 > 0 small enough, then by Lemma 3 we see that (3-47)
holds. Otherwise, λ3 ≥ δ3λ1. Proceeding iteratively, we may arrive at λk ≥ δkλ1. But in this case, the C2

estimate follows directly from the equation as

C ≥ σk ≥ λ1 · · · λk ≥ (δk)
k−1λ1. (3-48)

Therefore we may assume (3-47), and inequality (3-17) becomes

0≥
−C(K )
λ1

(
1+ |DDu|2+ |DDu|2

)
+ (N −Cτm N 2)(|DDu|2σω+ |DDu|2σω)

+ (Mε−CτmM2
−C N −C)F −C M. (3-49)

Since σ i ı̄
k ≥ σ

11̄
k ≥

k
n
σk
λ1
≥

1
Cλ1

for fixed i , we can estimate

|DDu|2σω+ |DDu|2σω ≥
1

Cλ1
(|DDu|2+ |DDu|2)≥ 1

Cλ1
|DDu|2+

λ1

C
. (3-50)

This leads to

0≥
(N

C
−Cτm N 2

−C(K )
)
λ1+

1
λ1

(N
C
−Cτm N 2

−C(K )
)
(1+ |DDu|2)

+ (Mε−CτmM2
−CN −C)F −CM.

By choosing τ small, for example τ = 1/(NM), we have

0≥
(N

C
−

Cm
M

N −C(K )
)
λ1+

1
λ1

(N
C
−

Cm
M

N −C(K )
)
(1+ |DDu|2)

+

(
Mε− Cm

N
M −CN −C

)
F −CM.

Taking N and M large enough, we can ensure that the coefficients of the first three terms are positive.
For example, if we let M = N 2 for N large, then

N
C
−

Cm
M

N −C(K )= N
C
−

Cm
N
−C(K ) > 0,

Mε− Cm
N

M −CN −C = N 2ε−Cm N −CN −C > 0.

Thus, an upper bound of λ1 follows. �

Remark 2. In the above estimate, we assume that λ= (λ1, . . . , λn)∈0n . Indeed, our estimate still works
with λ ∈ 0k+1. It was observed in [Li et al. 2016, Lemma 7] that if λ ∈ 0k+1, then λ1 ≥ · · · ≥ λn >−K0

for some positive constant K0. Thus, we can replace λ by λ̃= λ+ K0 I in our test function G in (3-2).
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PARABOLIC WEIGHTED NORM INEQUALITIES
AND PARTIAL DIFFERENTIAL EQUATIONS

JUHA KINNUNEN AND OLLI SAARI

We introduce a class of weights related to the regularity theory of nonlinear parabolic partial differential
equations. In particular, we investigate connections of the parabolic Muckenhoupt weights to the parabolic
BMO. The parabolic Muckenhoupt weights need not be doubling and they may grow arbitrarily fast in
the time variable. Our main result characterizes them through weak- and strong-type weighted norm
inequalities for forward-in-time maximal operators. In addition, we prove a Jones-type factorization result
for the parabolic Muckenhoupt weights and a Coifman–Rochberg-type characterization of the parabolic
BMO through maximal functions. Connections and applications to the doubly nonlinear parabolic PDE
are also discussed.

1. Introduction

Muckenhoupt’s seminal result characterizes weighted norm inequalities for the Hardy–Littlewood maximal
operator through the so-called Ap condition

sup
Q
−

∫
Q
w

(
−

∫
Q
w1−p′

)p−1

<∞, 1< p <∞.

Here the supremum is taken over all cubes Q ⊂ Rn , and w ∈ L1
loc(R

n) is a nonnegative weight. These
weights exhibit many properties that are powerful in applications, such as reverse Hölder inequalities, a
factorization property, and characterizability through BMO, where BMO refers to the set of functions of
bounded mean oscillation. Moreover, the Muckenhoupt weights play a significant role in the theory of
Calderón–Zygmund singular integral operators; see [García-Cuerva and Rubio de Francia 1985].

Another important aspect of the Muckenhoupt weights and BMO is that they also arise in the regularity
theory of nonlinear PDEs. More precisely, the logarithm of a nonnegative solution to any PDE of the type

div(|∇u|p−2
∇u)= 0, 1< p <∞,

belongs to BMO and the solution itself is a Muckenhoupt weight. This was the crucial observation in
[Moser 1961], where he proved the celebrated Harnack inequality for nonnegative solutions of such
equations.

The research is supported by the Academy of Finland and the Väisälä Foundation.
MSC2010: 42B25, 42B37, 35K55.
Keywords: parabolic BMO, weighted norm inequalities, parabolic PDE, doubly nonlinear equations, one-sided weight.
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Even though the theory of the Muckenhoupt weights is well established by now, many questions related
to higher-dimensional versions of the one-sided Muckenhoupt condition

sup
x∈R,h>0

1
h

∫ x

x−h
w

(
1
h

∫ x+h

x
w1−p′

)p−1

<∞

remain open. This condition was introduced by Sawyer [1986] in connection with ergodic theory. Since
then these weights and the one-sided maximal functions have been a subject of intense research; see
[Aimar and Crescimbeni 1998; Aimar et al. 1997; Cruz-Uribe et al. 1995; Martín-Reyes 1993; Martín-
Reyes et al. 1990; 1993; Martín-Reyes and de la Torre 1993; 1994; Sawyer 1986]. In comparison with
the classical Ap weights, the one-sided A+p weights can be quite general. For example, they may grow
exponentially, since any increasing function belongs to A+p . It is remarkable that this class of weights still
allows for weighted norm inequalities for some special classes of singular integral operators (see [Aimar
et al. 1997]), but the methods are limited to the dimension one.

The first extensions to the higher dimensions of the one-sided weights are by Ombrosi [2005]. The
subsequent research in [Berkovits 2011; Forzani et al. 2011; Lerner and Ombrosi 2010] contains many
significant advances, but even in the plane many of the most important questions, such as getting the full
characterization of the strong-type weighted norm inequalities for the corresponding maximal functions,
have not received satisfactory answers yet.

In this paper, we propose a new approach which enables us to solve many of the previously unreachable
problems. In contrast with the earlier attempts, our point of view is related to Moser’s work [1964; 1967]
on the parabolic Harnack inequality. More precisely, in the regularity theory for the doubly nonlinear
parabolic PDEs of the type

∂(|u|p−2u)
∂t

− div(|∇u|p−2
∇u)= 0, 1< p <∞ (1-1)

(see [Gianazza and Vespri 2006; Kinnunen and Kuusi 2007; Kuusi et al. 2012; Trudinger 1968; Vespri
1992]), there is a condition (Definition 3.2) that plays a role identical to that of the classical Muckenhoupt
condition in the corresponding elliptic theory. Starting from the parabolic Muckenhoupt condition

sup
R
−

∫
R−
w

(
−

∫
R+
w1−q ′

)q−1

<∞, 1< q <∞, (1-2)

where R± are space-time rectangles with a time lag, we create a theory of parabolic weights. Here we
use q to distinguish from p in the doubly nonlinear equation. Indeed, they are not related to each other.

The time variable scales as the modulus of the space variable raised to the power p in the geometry
natural for (1-1). Consequently, the Euclidean balls and cubes have to be replaced by parabolic rectangles
respecting this scaling in all estimates. In order to generalize the one-sided theory of weighted norm
inequalities, it would be sufficient to work with the case p = 2. However, in view of the connections
to nonlinear PDEs (see [Saari 2016; Kinnunen and Saari 2016]), we have decided to develop a general
theory for 1< p<∞. As far as we know, the results in this work are new even for the heat equation with
p = 2. There are no previous studies about weighted norm inequalities with the same optimal relation to
solutions of parabolic partial differential equations.
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Observe that the theory of parabolic weights contains the classical Ap theory as a special case. However,
the difference between elliptic and parabolic weights is not only a question of switching from cubes to
parabolic rectangles. There is an extra challenge in the regularity theory of (1-1) because of the time lag
appearing in the estimates. A similar phenomenon also occurs in the harmonic analysis with one-sided
weights, and it has been the main obstacle in the previous approaches [Berkovits 2011; Forzani et al.
2011; Lerner and Ombrosi 2010; Ombrosi 2005]. Except for the one-dimensional case, an extra time
lag appears in the arguments. Roughly speaking, a parabolic Muckenhoupt condition without a time lag
implies boundedness of maximal operators with a time lag. In our approach, both the maximal operator
and the Muckenhoupt condition have a time lag. This allows us to prove the necessity and sufficiency of
the parabolic Muckenhoupt condition for both weak- and strong-type weighted norm inequalities of the
corresponding maximal function. Our main technical tools are covering arguments related to the work
of Ombrosi [2005] and Forzani et al. [2011]; parabolic chaining arguments from [Saari 2016], and a
Calderón–Zygmund argument based on a slicing technique.

Starting from the parabolic Muckenhoupt condition (1-2), we build a complete parabolic theory of
one-sided weighted norm inequalities and BMO in the multidimensional case. Our main results are a
reverse Hölder inequality (Theorem 5.2), strong-type characterizations for weighted norm inequalities for a
parabolic forward-in-time maximal function (Theorem 5.4), a Jones-type factorization result for parabolic
Muckenhoupt weights (Theorem 6.3) and a Coifman–Rochberg-type characterization of parabolic BMO
through maximal functions (Theorem 7.5). In Section 8, we explain in detail the connection between
parabolic Muckenhoupt weights and the doubly nonlinear equation. We refer to [Aimar 1988; Fabes and
Garofalo 1985; Kinnunen and Kuusi 2007; Moser 1964; 1967; Saari 2016; Trudinger 1968] for more on
parabolic BMO and its applications to PDEs.

2. Notation

Throughout the paper, the n first coordinates of Rn+1 will be called spatial and the last one temporal.
The temporal translations will be important in what follows. Given a set E ⊂ Rn+1 and t ∈ R, we define

E + t := {e+ (0, . . . , 0, t) : e ∈ E}.

The exponent p, with 1< p <∞, related to the doubly nonlinear equation (1-1) will be fixed throughout
the paper.

Constants C without subscript will be generic and the dependencies will be clear from the context.
We also write K . 1 for K ≤ C with C as above. The dependencies can occasionally be indicated by
subscripts or parentheses, such as K = K (n, p).n,p 1.

A weight will always mean a real-valued positive locally integrable function on Rn+1. Any such
function w defines a measure absolutely continuous with respect to Lebesgue measure, and for any
measurable E ⊂ Rn+1, we define

w(E) :=
∫

E
w.
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We often omit mentioning that a set is assumed to be measurable. They are always assumed to be. For a
locally integrable function f , the integral average is denoted as

1
|E |

∫
E

f =−
∫

E
f = fE .

The positive part of a function f is ( f )+= ( f )+=1{ f>0} f and the negative part ( f )−= ( f )−=−1{ f<0} f .

3. Parabolic Muckenhoupt weights

Before the definition of the parabolic Muckenhoupt weights, we introduce the parabolic space-time
rectangles in the natural geometry for the doubly nonlinear equation.

Definition 3.1. Let Q(x, l) ⊂ Rn be a cube with center x and side length l and sides parallel to the
coordinate axes. Let p > 1 and γ ∈ [0, 1). We define

R(x, t, l)= Q(x, l)× (t − l p, t + l p)

and
R+(γ )= Q(x, l)× (t + γ l p, t + l p).

The set R(x, t, l) is called a (x, t)-centered parabolic rectangle with side l. We define R−(γ ) as the
reflection of R+(γ ) with respect to Rn

×{t}. The shorthand R± will be used for R±(0).

Now we are ready for the definition of the parabolic Muckenhoupt classes. Observe that there is a time
lag in the definition for γ > 0.

Definition 3.2. Let q > 1 and γ ∈ [0, 1). A weight w > 0 belongs to the parabolic Muckenhoupt class
A+q (γ ), if

sup
R

(
−

∫
R−(γ )

w

)(
−

∫
R+(γ )

w1−q ′
)q−1

=: [w]A+q (γ ) <∞. (3-1)

If the condition above is satisfied with the direction of the time axis reversed, we say w ∈ A−q (γ ). If γ is
clear from the context or unimportant, it will be omitted in the notation.

The case A+2 (γ ) occurs in the regularity theory of parabolic equations; see [Moser 1964; Trudinger
1968]. Before investigating the properties of parabolic weights, we briefly discuss how they differ from
the ones already present in the literature. The weights of [Forzani et al. 2011; Lerner and Ombrosi
2010] were defined on the plane, and the sets R±(γ ) in Definition 3.2 were replaced by two squares
that share exactly one corner point. The definition used in [Berkovits 2011] is precisely the same as our
Definition 3.2 with p = 1 and γ = 0.

An elementary but useful property of the parabolic Muckenhoupt weights is that they can effectively
be approximated by bounded weights.

Proposition 3.3. Assume u, v ∈ A+q (γ ). Then f =min{u, v} ∈ A+q (γ ) and

[ f ]A+q . [u]A+q + [v]A+q .

The corresponding result holds for max{u, v} as well.
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Proof. A direct computation gives(
−

∫
R−(γ )

f
)(
−

∫
R+(γ )

f 1−q ′
)q−1

.

(
−

∫
R−(γ )

f
)(

1
|R+(γ )|

∫
R+(γ )∩{u>v}

f 1−q ′
)q−1

+

(
−

∫
R−(γ )

f
)(

1
|R+(γ )|

∫
R+(γ )∩{u≤v}

f 1−q ′
)q−1

≤

(
−

∫
R−(γ )

v

)(
1

|R+(γ )|

∫
R+(γ )∩{u>v}

v1−q ′
)q−1

+

(
−

∫
R−(γ )

u
)(

1
|R+(γ )|

∫
R+(γ )∩{u≤v}

u1−q ′
)q−1

≤ [u]A+q +[v]A+q .

The result for max{u, v} is proved in a similar manner. �

Properties of parabolic Muckenhoupt weights. The special role of the time variable makes the parabolic
Muckenhoupt weights quite different from the classical ones. For example, the doubling property does
not hold, but it can be replaced by a weaker forward-in-time comparison condition. The next proposition
is a collection of useful facts about the parabolic Muckenhoupt condition, the most important of which is
the property that the value of γ ∈ [0, 1) does not play as big a role as one might guess. This is crucial in
our arguments. The same phenomenon occurs later in connection with the parabolic BMO.

Proposition 3.4. Let γ ∈ [0, 1). Then the following properties hold true:

(i) If 1< q < r <∞, then A+q (γ )⊂ A+r (γ ).

(ii) Let σ = w1−q ′. Then σ is in A−q ′(γ ) if and only if w ∈ A+q (γ ).

(iii) Let w ∈ A+q (γ ), σ = w
1−q ′ and t > 0. Then

−

∫
R−(γ )

w ≤ Ct−

∫
t+R−(γ )

w and −

∫
R+(γ )

σ ≤ Ct−

∫
−t+R+(γ )

σ.

(iv) If w ∈ A+q (γ ), then we may replace R−(γ ) by R−(γ )−a and R+(γ ) by R+(γ )+b for any a, b≥ 0
in the definition of the parabolic Muckenhoupt class. The new condition is satisfied with a different
constant [w]A+q .

(v) If 1> γ ′ > γ , then A+q (γ )⊂ A+q (γ
′).

(vi) Let w ∈ A+q (γ ). Then

w(R−(γ ))≤ C
(
|R−(γ )|
|S|

)q

w(S)

for every S ⊂ R+(γ ).

(vii) If w ∈ A+q (γ ) with some γ ∈ [0, 1), then w ∈ A+q (γ
′) for all γ ′ ∈ (0, 1).

Proof. First we observe that (i) follows from Hölder’s inequality and (ii) is obvious. For the case
t + R−(γ )= R+(γ ) the claim (iii) follows from Jensen’s inequality. For a general t , the result follows
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from subdividing the rectangles R±(γ ) into smaller and possibly overlapping subrectangles and applying
the result to them. The property (iv) follows directly from (iii), as does (v) from (iv).

For (vi), take S ⊂ R+(γ ) and let f = 1S . Apply the A+q (γ ) condition to see that(
|S|
|R+(γ )|

)q

w(R−(γ ))= ( fR+(γ ))
qw(R−(γ ))

≤

(
−

∫
R+(γ )

f qw

)(
−

∫
R+(γ )

w1−q ′
)q/q ′

w(R−(γ ))

≤ Cw(S).

For the last property (vii), take R = Q(x, l)× (t − l p, t + l p). Let γ ∈ (0, 1) and suppose w ∈ A+q (γ ).
We will prove that the condition A+q (2

−1γ ) is satisfied. We subdivide Q into 2nk dyadic subcubes
{Qi }

2nk

i=1. This gives dimensions for the lower halves of parabolic rectangles R−i (γ ). For a given Qi ,
we stack a minimal amount of the rectangles R−i (γ ) so that they almost pairwise disjointly cover
Qi × (t− l p, t−2−1γ l p). The number of R−i (γ ) needed to cover Q× (t− l p, t−2−1γ l p) is bounded by

2nk
·
(1− 2−1γ )l p

2−nkp(1− γ )l p = 2nk(p+1) 2− γ
2(1− γ )

.

Corresponding to each Qi , there is a sequence of at most 2k
−1 vectors d j = 2−k−1le j with e j ∈ {0, 1}n

such that
Qi +

∑
j

d j = 2−k Q.

Next we show how every rectangle Ri (γ ) can be transported to the same spatially central position 2−k Q
without losing too much information about their measures. By (vi) we have

w(R−i (γ ))≤ C
(
|R−i (γ )|
|S|

)q

w(S)

for any S ⊂ R+i (γ ). We choose S such that its projection onto space variables is (Qi + d1)∩ Qi , and its
projection onto time variables has full length (1− γ )(2−kl)p. Then

w(R−i (γ ))≤ C0w(S)≤ C0w(R1−
i (γ )),

where R1−
i (γ )⊃ S is Qi + d1 spatially and coincides with S as a temporal projection. The constant C0

depends on n and q .
Next we repeat the argument to obtain a similar estimate for R1−

i (γ ) in the place of R−i (γ ). We obtain
a new rectangle on the right-hand side, on which we repeat the argument again. With k iterations, we
reach the inequality

w(R−i (γ ))≤ C2k
−1

0 w(R∗−i (γ )),

where R∗−i (γ ) is the parabolic box whose projection onto the coordinates corresponding to the space
variables is 2−k Q. The infimum of time coordinates of points in R∗−i (γ ) equals

inf{t : (x, t) ∈ R−i }+ (2
k
− 1)(1+ γ )(2−kl)p.
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As p > 1, the second term in this sum can be made arbitrarily small. In particular, for a large enough k,
we have

(2k
− 1)(1+ γ )(2−kl)p

≤ 2 · 2−k(p−1)l p
≤

1
100γ l p.

In this fashion, we may choose a suitable finite k and divide the sets R±(2−1γ ) into N .n,γ 2nkp parts
R±i (γ ). They satisfy

w(R−i (γ ))≤ C2k
−1

0 w(R∗−i (γ ))

and
σ(R+i (γ ))≤ C2k

−1
0 σ(R∗+i (γ )),

where all starred rectangles have their projections onto space variables centered at 2−k Q; they have equal
side length 2−kpl p, and

1
2γ l p

≤ d(R∗−i (γ ), R∗+j (γ )) < 2l p

for all i, j . All this can be done by a choice of k which is uniform for all rectangles.
It follows that(

−

∫
R−(2−1γ )

w

)(
−

∫
R+(2−1γ )

w1−q ′
)q−1

.
N∑

i, j=1

(
−

∫
R−i (γ )

w

)(
−

∫
R+j (γ )

w1−q ′
)q−1

.
N∑

i, j=1

(
−

∫
R∗−i (γ )

w

)(
−

∫
R∗+j (γ )

w1−q ′
)q−1

.
N∑

i, j=1

C = C(n, p, k, γ, q, [w]A+q (γ )),

where in the last inequality we used (iv). Since the estimate is uniform in R, the claim follows. �

4. Parabolic maximal operators

In this section, we will study parabolic forward-in-time maximal operators, which are closely related to the
one-sided maximal operators studied in [Berkovits 2011; Forzani et al. 2011; Lerner and Ombrosi 2010].
The class of weights in [Forzani et al. 2011], originally introduced by Ombrosi [2005], characterizes
the weak-type inequality for the corresponding maximal operator, but the question about the strong-type
inequality remains open. On the other hand, Lerner and Ombrosi [2010] managed to show that the
same class of weights supports strong-type boundedness for another class of operators with a time lag.
For the boundedness of these operators, however, the condition on weights is not necessary. Later the
techniques developed by Berkovits [2011] showed that a weight condition without a time lag implies
boundedness of maximal operators with a time lag. That approach applied to all dimensions. In our case
both the maximal operator and the Muckenhoupt condition have a time lag. This approach, together with
scaling of parabolic rectangles, allows us to prove both the necessity and sufficiency of the parabolic
Muckenhoupt condition for weak- and strong-type weighted norm inequalities for the maximal function
to be defined next.
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Definition 4.1. Let γ ∈ [0, 1). For f ∈ L1
loc(R

n+1) define the parabolic maximal function

Mγ+ f (x, t)= sup
R(x,t)
−

∫
R+(γ )
| f |,

where the supremum is taken over all parabolic rectangles centered at (x, t). If γ = 0, it will be omitted
in the notation. The operator Mγ− is defined analogously.

The necessity of the A+q condition can be proved in a similar manner to its analogue in the classical
Muckenhoupt theory, but already here the geometric flexibility of Definition 3.2 simplifies the statement.

Lemma 4.2. Let w be a weight such that the operator Mγ+
: Lq(w)→ Lq,∞(w) is bounded. Then

w ∈ A+q (γ ).

Proof. Take f > 0 and choose R such that fS+ > 0, where S+ = R+ if γ = 0. If γ > 0,

S+ = R−(γ )+ (1− γ )l p
+ 2pγ l p

will do. Redefine f = χS+ f . Take a positive λ < Cγ fS+ . With a suitably chosen Cγ , we have

w(R−)≤ w
(
{x ∈ Rn+1

: Mγ+ f > λ}
)
≤

C
λq

∫
R+

f qw.

The claim follows letting λ→ Cγ f = Cγ (w + ε)1−q ′ and ε → 0, and concluding by argumentation
similar to Proposition 3.4. �

Covering lemmas. The converse claim requires a couple of special covering lemmas. It is not clear
whether the main covering lemma in [Forzani et al. 2011] extends to dimensions higher than two. However,
in our geometry the halves of parabolic rectangles are indexed along their spatial centers instead of corner
points, which was the case in [Forzani et al. 2011]. This fact will be crucial in the proof of Lemma 4.4,
and this enables us to obtain results in the multidimensional case as well.

Lemma 4.3. Let R0 be a parabolic rectangle, and let F be a countable collection of parabolic rectangles
with dyadic side lengths such that for each i ∈ Z we have∑

P∈F
l(P)=2i

1P− . 1.

Moreover, assume P− * R− for all distinct P, R ∈ F . Then∑
P∈G

|P|. |R0|,

where G = {P ∈ F : P+ ∩ R+0 6=∅, |P|< |R0|}.

Proof. Recall that R± = R±(0). We may write G ⊂ G0(R0)∪G1, where

G0(R)= {P ∈ F : P ∩ ∂R+, |P|< |R|}

and
G1 = {P ∈ F : P ⊂ R+0 , |P|< |R0|}.
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That is, the rectangles having their upper halves in R+0 are either contained in it or they meet its boundary.
An estimate for G0(R) with an arbitrary parabolic rectangle R instead of R0 will be needed, so we start
with it. Let P be a parabolic rectangle with the spatial side length l(P) = 2−i. If P ∩ ∂R+ 6= ∅, then
P ⊂ Ai , where Ai can be realized as a collection of 2(n+ 1) rectangles corresponding to each face of R
such that

|Ai |. 2l(R)n · 2−i p
+ 2nl(R)p+n−1

· 2−i.

Now choosing k0 ∈ Z such that 2−k0 < l(R) < 2−k0+1, we get, by the bounded overlap,

∑
P∈G0(R)

|P| =
∞∑

i=k0

∑
P∈G0(R)
l(P)=2−i

|P|.
∞∑

i=k0

|Ai |. |R|.

Once the rectangles meeting the boundary are clear, we proceed to G1. The side lengths of rectangles
in G1 are bounded from above. Hence there is at least one rectangle with the maximal side length. Let 61

be the collection of R ∈ G1 with the maximal side length. We continue recursively. Once 6 j with
j = 1, . . . , k have been chosen, take the rectangles R with the maximal side length among the rectangles
in G1 satisfying

R− ∩
⋃

P∈
⋃k

j=1 6 j

P− =∅.

Let them form the collection 6k+1. Define the limit collection to be

6 =
⋃

j

6 j .

Each P ∈ G1 is either in 6 or P− meets R− with R ∈6 and l(P) < l(R). Otherwise P would have
been chosen to be an element of 6. This implies∑

R∈G1

|R| ≤
∑

R∈G1∩6

(
|R| +

∑
P∈G1:P−∩R− 6=∅
|P|<|R|

|P|
)
.

In the second sum, both P and R are in F , so P− * R− by assumption. Thus P ∩∂R− 6=∅, and the sum
in the parentheses is controlled by a constant multiple of |R| (by applying the estimate we have for G0(R̃),
where R̃ is a parabolic rectangle with upper half R−). The rectangles in each 6 j have equal side length
so that ∑

R∈G1

|R|.
∑

R∈G1∩6

|R| =
∑

j

∑
R∈G1∩6 j

|R|.
∑

j

∣∣∣∣ ⋃
R∈6 j

R
∣∣∣∣≤ ∣∣∣∣ ⋃

R∈G1

R
∣∣∣∣≤ |R0|. �

The hypotheses of the next lemma correspond to a covering obtained using the parabolic maximal
function, and the conclusion provides us with a covering that has bounded overlap. This fact is analogous
to the two-dimensional Lemma 3.1 in [Forzani et al. 2011].
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Lemma 4.4. Let λ > 0, f ∈ L1
loc(R

n+1) be nonnegative, and A ⊂ Rn+1 be a set of finitely many points
such that for each x ∈ A there is a parabolic rectangle Rx with dyadic side length satisfying

−

∫
R+x (γ )

f h λ. (4-1)

Then there is 0 ⊂ A such that for each x ∈ 0 there is Fx ⊂ R+x (γ ) with

(i) A ⊂
⋃

x∈0 R−x ,

(ii) (1/|Rx |)
∫

Fx
f & λ and

∑
x∈0 1Fx . 1.

Proof. To simplify the notation, we identify the sets R−x with their closures. Their side lengths are denoted
by lx . Let x1 ∈ A be a point with maximal temporal coordinate. Recursively, choose xk+1 ∈ A \

⋃k
j=1 R−x .

Define1={xi }i . This is a finite set. Take x ∈1with maximal lx and define 01={x}. Let 0k+1=0k∪{y},
where R−y * R−x for all x ∈ 0k and ly is maximal among the ly satisfying the criterion. By finiteness, the
process will stop and let 0 be the final collection.

Given x, y ∈ 0 with lx = ly =: r and x 6= y, their Euclidean distance satisfies

|x − y| ≥min
{ 1

2r, r p}.
There is a dimensional constant α ∈ (0, 1) such that αRx ∩ αRy = ∅, and, given z ∈ Rn+1, there is a
dimensional constant β > 0 such that ⋃

x∈0:z∈Rx

Rx ⊂ R(z, βr).

Thus

(βr)n(2βr)p
= |R(z, βr)| ≥

∑
x∈0: lx=r,

z∈Rx

|αRx | = (αr)n(2αr)p
∑

x∈0: lx=r

1Rx (z),

and consequently ∑
x∈0: lx=r

1Rx . 1. (4-2)

Define

Gx =
{

y ∈ 0 : R+x (γ )∩ R+y (γ ) 6=∅, |Ry|< |Rx |
}
.

By inequality (4-2), the assumptions of Lemma 4.3 are fulfilled. Hence∑
y∈Gx

|R+y (γ )|. |R
+

x (γ )|.

By (4-1), we have ∑
y∈Gx

∫
R+y (γ )

f . λ
∑
y∈Gx

|R+y (γ )|. λ|R
+

x (γ )|.
∫

R+x (γ )
f.

Let the constant in this inequality be N.
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Define s := #Gx . When s ≤ 2N, we choose Fx = R+x (γ ). If s > 2N, we define

E x
i =

{
z ∈ R+x :

∑
y∈0: ly<lx

1R+y (γ )(z)≥ i
}
.

Thus
∑

i 1E x
i
(z) counts the points y ∈ Gx whose rectangles contain z. Hence

2N
∫

E x
2N

f ≤
s∑

i=1

∫
E x

i

f =
∫

R+x (γ )
f

s∑
i=1

1E x
i
≤

∫
R+x (γ )

f
∑
y∈Gx

1R+y (γ ) =
∑
y∈Gx

∫
R+y (γ )

f ≤ N
∫

R+x (γ )
f.

For the set Fx = R+x (γ ) \ E x
2N , we have∫

Fx

f =
∫

R+x (γ )
f −

∫
E x

2N

f ≥ 1
2

∫
R+x (γ )

f & λ|R+x (γ )|.

It remains to prove the bounded overlap of Fx . Take z ∈
⋂k

i=1 Fxi . Take x j so that lx j is maximal
among lxi , i = 1, . . . , k. By (4-2) there are at most Cn rectangles with this maximal side length that
contain z. Moreover, their subsets Fx meet at most 2N upper halves of smaller rectangles so that
k ≤ 2NCn . �

Weak-type inequalities. Now we can proceed to the proof of the weak-type inequality. The proof makes
use of a covering argument as in [Forzani et al. 2011] adjusted to the present setting.

Lemma 4.5. Let q ≥ 1, w ∈ A+q (γ ) and f ∈ Lq(w). There is a constant C = C(n, γ, p, w, q) such that

w
(
{x ∈ Rn+1

: Mγ+ f > λ}
)
≤

C
λp

∫
| f |pw

for every λ > 0.

Proof. We first assume f > 0 is bounded and compactly supported. Since

Mγ+ f (x)= sup
h>0

1
R(x, h, γ )+

∫
R(x,h,γ )+

f

. sup
i∈Z

1
R(x, 2i , 2−2γ )+

∫
R(x,2i ,2−2γ )+

f

= lim
j→−∞

sup
i∈Z,i> j

1
R(x, 2i , γ ′)+

∫
R(x,2i ,γ ′)+

f,

it suffices to consider rectangles with dyadic side lengths bounded from below provided that we use
smaller γ , and the claim will follow from monotone convergence. The actual value of γ is not important
because of Proposition 3.4. We may assumew is bounded from above and from below (see Proposition 3.3).

Moreover, it suffices to estimate w(E), where

E = {x ∈ Rn+1
: λ < Mγ+ f ≤ 2λ}.
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Once this has been done, we may sum up the estimates to get

w
(
Rn+1

∩ {Mγ+ f > λ}
)
=

∞∑
i=0

w
(
Rn+1

∩ {2iλ < Mγ+ f ≤ 2i+1λ}
)

≤

∞∑
i=0

1
2i

C
λp

∫
| f |pw ≤

C
λp

∫
| f |pw.

Let K ⊂ E be an arbitrary compact subset. Denote the lower bound for the side lengths of the parabolic
rectangles in the basis of the maximal operator by ξ < 1. For each x ∈ K , there is dyadic lx > ξ such that

−

∫
R+(x,lx ,γ )

f h λ.

Define Rx := R(x, lx). Since f ∈ L1, we have

|R+x (γ )|<
1
λ

∫
f = C(λ, ‖ f ‖L1) <∞.

Thus supx∈K lx <∞. Let a =minw. There is ε > 0, uniform in x , such that

w((1+ ε)R−x \ R−x )≤ aξ n+p
≤ w(R−x )

and w((1 + ε)R−x ) ≤ 2w(R−x ) hold for all x ∈ K . By compactness, there is a finite collection of
balls B(x, ξ pε/2) to cover K . Denote the set of centers by A, and apply Lemma 4.4 to extract the
subcollection 0. Each y ∈ K is in B(x, ξ pε/2) with x ∈ A. Each x ∈ A is in R−z with z ∈ 0, so each
y ∈ K is in B(x, ξ pε/2)⊂ (1+ ε)R−z . Thus

w(K )≤
∑
z∈0

w((1+ ε)R−z )≤ 2
∑
z∈0

w(R−z )

≤
C
λq

∑
z∈0

w(R−z )
(

1
|R+z (γ )|

∫
Fz

f
)q

≤
C
λq

∑
z∈0

w(R−z )

|R−z |

(
−

∫
R+z (γ )

w1−q ′
)q−1 ∫

Fz

f qw

≤
C
λq

∫
f qw.

In the last inequality we used the A+q condition together with a modified configuration justified in
Proposition 3.4, and the bounded overlap of the sets Fz . �

Now we are in a position to summarize the first results about the parabolic Muckenhoupt weights. We
begin with the weak-type characterization for the operator studied in [Berkovits 2011]. Along with this
result, the definition in [Berkovits 2011] leads to all same results in Rn+1 as the other definition from
[Forzani et al. 2011] does in R2. The next theorem holds even in the case p = 1, which is otherwise
excluded in this paper.
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Theorem 4.6. Let w be a weight and q > 1. Then w ∈ A+q (γ ) with γ = 0 if and only if M+ is of
w-weighted weak type (q, q).

Proof. Combine Lemma 4.2 and Lemma 4.5. �

The next theorem is the first main result of this paper. Observe that all the parabolic operators Mγ+

with γ ∈ (0, 1) have the same class of good weights. This interesting phenomenon seems to be related to
the fact that p > 1.

Theorem 4.7. Let w be a weight and q > 1. Then the following conditions are equivalent:

(i) w ∈ A+q for some γ ∈ (0, 1).

(ii) w ∈ A+q for all γ ∈ (0, 1).

(iii) There is γ ∈ (0, 1) such that the operator Mγ+ is of weighted weak type (q, q) with the weight w.

(iv) The operator Mγ+ is of weighted weak type (q, q) with the weight w for all γ ∈ (0, 1).

Proof. This follows from Lemma 4.2, Lemma 4.5 and Proposition 3.4(vii). �

5. Reverse Hölder inequalities

Parabolic reverse Hölder inequalities have already been studied in [Berkovits 2011], and they were used
to prove sufficiency of the nonlagged Muckenhoupt condition for the lagged strong-type inequality. The
proof included the classical argument with self-improving properties and interpolation. Our reverse Hölder
inequality will lead to an even stronger self-improving property, and this will give us a characterization of
the strong-type inequality. We will encounter several challenges. For example, our ambient space does
not have the usual dyadic structure. In the classical Muckenhoupt theory this would not be a problem, but
here the forwarding in time gives new complications. We will first prove an estimate for the level sets,
and then we will use it to conclude the reverse Hölder inequality.

Lemma 5.1. Let w ∈ A+q (γ ), R̃0 = Q0 ×
(
τ, τ + 3

2 l p
0

)
and R̂0 = Q0 × (τ, τ + l p

0 ). Then there exist
C = C([w]A+q (γ ), n, p) and β ∈ (0, 1) such that for every λ≥ wR−0

, we have

w(R̂0 ∩ {w > λ})≤ Cλ
∣∣R̃0 ∩ {w > βλ}

∣∣.
Proof. We introduce some notation first. For a parabolic rectangle R = Q× (t0, t0+ 2l(Q)p), we define

R̂ = Q× (t0, t0+ l(Q)p) (5-1)

and
qR = Q×

(
t0+ (1+ γ )l(Q)p, 3

2 l(Q)p
)
. (5-2)

Here γ ∈
(
0, 1

2

)
, and by Proposition 3.4, we may replace the sets R±(γ ) everywhere by the sets R̂ and qR.

Note that R̂ = R−. The hats are used to emphasize that R̂ and qR are admissible in the A+q condition,
whereas R− is used as the set should be interpreted as a part of a parabolic rectangle. For β ∈ (0, 1), the



1724 JUHA KINNUNEN AND OLLI SAARI

condition A+q (γ ) gives ∣∣ qR ∩ {w ≤ βwR̂}
∣∣≤ β p′−1

∫
qR

w1−p′

w
1−p′

R̂

≤ (βC)p′−1
| qR|.

Taking α ∈ (0, 1), we may choose β such that∣∣ qR ∩ {w > βwR̂}
∣∣> α| qR|. (5-3)

Let
B =

{
Q×

(
t − 1

2 l(Q)p, t + 1
2 l(Q)p

)
: Q ⊂ Q0 dyadic, t ∈ (0, l p)

}
.

Here dyadic means dyadic with respect to Q0, and hence the collection B consists of the lower parts R̂ of
spatially dyadic short parabolic rectangles interpreted as metric balls with respect to

d((x, t), (x ′, t ′))=max
{
|x − x ′|∞,C p|t − t ′|1/p}.

Notice that the (n+1)-dimensional Lebesgue measure is doubling with respect to d .
We define a noncentered maximal function with respect to B as

MB f (x)= sup
{x}⊂B∈B

−

∫
B

f,

where the supremum is taken over all sets in B that contain x . By the Lebesgue differentiation theorem,
we have

R̂0 ∩ {w > λ} ⊂ {MB(1R̂0
w) > λ} =: E

up to a null set. Next we will construct a Calderón–Zygmund-type cover. The idea is to use dyadic structure
to deal with spatial coordinates, then separate the scales, and finally conclude, with one-dimensional
arguments, with the assumptions of Lemma 4.3.

Define the slice Et = E ∩ (Rn
×{t}) for fixed t . Since λ≥ wR̂0

, we may find a collection of maximal
dyadic cubes Qt

i ×{t} ⊂ Et such that for each Qi there is B t
i ∈ B with

B t
i ∩ (Q0×{t})= Qt

i and −

∫
B t

i

w > λ.

Clearly {B t
i }i is pairwise disjoint and covers Et . Moreover, since Qt

i is maximal, the dyadic parent Q̂t
i of

Qt
i satisfies

−

∫
Q̂t

i×I
w ≤ λ

for all intervals I 3 t with |I | = l(Q̂t
i )

p and especially for the ones with Q̂t
i × I ⊃ B t

i . Hence

λ <−

∫
B t

i

w .−
∫

Q̂t
i×I
w ≤ λ. (5-4)

We gather the collections corresponding to t ∈ (τ, τ + l p
0 ) together, and separate the resulting collection

into subcollections as
Q= {B t

i : i ∈ Z, t ∈ (0, l p)} =
⋃
j∈Z

Q j ,
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where Q j = {Q× I ∈Q : |Q| = 2− jn
|Q0|}. Each Q j can be partitioned into subcollections corresponding

to different spatial dyadic cubes Q j =
⋃

i Q j i . Here

Q j i = {Q× I ∈Q j : Q = Qt
i , t ∈ (τ, τ + l p)}.

If needed, we may reindex the Calderón–Zygmund cubes canonically with j and i such that j tells the
dyadic generation and i specifies the cube such that Qt

j i = Qt ′
j i . Then⋃

B∈Qi j

B ∩
⋃

B ′∈Qi ′ j

B ′ =∅

whenever i 6= i ′. Thus we may identify Q j i with a collection of intervals and extract a covering
subcollection with an overlap bounded by 2. Hence we get a covering subcollection of Q j with an overlap
bounded by 2, and hence a countable covering subcollection of Q such that its restriction to any dyadic
scale has an overlap bounded by 2. Denote the final collection by F . Its elements are interpreted as lower
halves of parabolic rectangles; that is, there are parabolic rectangles P with P− ∈ F .

Collect the parabolic halves P− ∈ F with maximal side length in the collection 61. Recursively, if 6k

is chosen, collect P− ∈ F with equal maximal size such that

P+ ∩
⋃

Q−∈
⋃k

i=1 6i

Q+ =∅

in the collection 6k+1. The collections 6k share no elements, and their internal overlap is bounded by 2.
Since each A ∈6k has equal size, the bounded overlap is inherited by the collection

6+k := {A
+
: A− ∈6k}.

Moreover, by construction, if A+ ∈6+i and B+ ∈6+j with i 6= j then A+ ∩ B+ =∅. Hence

F ′ :=
⋃

i

6i

is a collection such that ∑
P−∈F ′

1P+ ≤ 2.

According to (5-4) and Lemma 4.3, we get

w(E)≤
∑
B∈F

w(B).
∑
B∈F

λ|B| ≤
∑

P−∈F ′

(
λ|P−| +

∑
B∈F

B+∩P+ 6=∅
|B|<|P|

λ|B|
)
. λ

∑
P−∈F ′

|P+|.

Then

w(E).γ λ
∑

P−∈F ′
| qP|.

∑
P−∈F ′

λ
∣∣ qP ∩ {w > βλ}

∣∣≤ ∫⋃
S−∈F ′ Š∩{w>βλ}

∑
P−∈F ′

1P+ . λ
∣∣R̃0 ∩ {w > βλ}

∣∣. �
The fact that the sets in the estimate given by the above lemma are not equal is reflected in the reverse

Hölder inequality as a time lag. This phenomenon is unavoidable, and it was noticed already in the
one-dimensional case; see, for instance, [Martín-Reyes 1993].
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Theorem 5.2. Let w ∈ A+q (γ ) with γ ∈ (0, 1). Then there exist δ > 0 and a constant C independent of R
such that (

−

∫
R−(0)

wδ+1
)1/(1+δ)

≤ C−
∫

R+(0)
w.

Furthermore, there exists ε > 0 such that w ∈ A+q−ε(γ ).

Proof. We will consider a truncated weight w := min{w,m} in order to make quantities bounded. At
the end, the claim for general weights will follow by passing to the limit as m→∞. Without loss of
generality, we may take R−= Q× (0, l p). Define R̂ and qR as in the previous lemma (see (5-1) and (5-2)).
In addition, let R̃ be the convex hull of R̂ ∪ qR.

Let E = {w >wR−}. By Lemma 5.1,∫
R−∩E

wδ+1
= |R− ∩ E |wδ+1

R− + δ

∫
∞

wR−

λδ−1w({R− ∩ {w > λ}}) dλ

≤ |R− ∩ E |wδ+1
R− +Cδ

∫
∞

wR−

λδ−1
|{R ∩ {w > βλ}}| dλ

≤ |R− ∩ E |wδ+1
R− +Cδ

∫
R̃∩E

wδ+1,

which implies ∫
R−∩E

wδ+1
≤

1
1− δC

(
|R− ∩ E |wδ+1

R− +Cδ
∫

R̃\(R−∩E)
wδ+1

)
.

Consequently ∫
R−
wδ+1

≤
2− δC
1− δC

|R−|wδ+1
R− +

Cδ
1− δC

∫
R̃\R−

wδ+1

= C0|R−|wδ+1
R− +C1δ

∫
R̃\R−

wδ+1. (5-5)

Then we choose l p
1 = 2−1l p. We can cover Q by Mnp subcubes {Q1

i }
Mnp
i=1 with l(Q1

i )= l1. Their overlap
is bounded by Mnp, and so is the overlap of the rectangles

{R1−
i } = Qi ×

(
l p, 3

2 l p)
that cover R̃ \ R− and share the dimensions of the original R−. Hence we are in position to iterate. The
rectangles R(k+1)−

i j are obtained from Rk−
i as R1−

i were obtained from R− =: R0−
i , i = 1, . . . ,Mnp. Thus

∫
R−
wδ+1

≤ C0|R−|wδ+1
R− +C1δ

Mnp∑
i=1

∫
R1

i

wδ+1

≤

N∑
j=0

(
C j+1

0 (C1δ)
j

Mnp∑
i=1

|R j−
i |w

δ+1
R j−

i

)
+ (C1δMnp)

N
∫
⋃Mnp

i=1 R̃N
i \R

N−
i

wδ+1

= I+ II.
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For the inner sum in the first term we have
Mnp∑
i=1

|R j−
i |w

δ+1
R j−

i
≤

Mnp∑
i=1

2− jδnl−δ(n+p)
(∫

R j−
i

w

)δ+1

≤ 2− jδnln+p Mδ+1
np wδ+1

R .

Thus

I≤
(
−

∫
R
w

)1+δ

C0 Mδ+1
np ln+p

N∑
j=0

(C1C0δ)
j 2− jδn,

where the series converges as N→∞ if δ is small enough. On the other hand, if w is bounded, it is clear
that II→ 0 as N →∞. This proves the claim for bounded w, hence for truncations min{w,m}, and the
general case follows from the monotone convergence theorem as m→∞. The self-improving property of
A+q (γ ) follows from applying the reverse Hölder inequality coming from the A−q ′(γ ) condition satisfied
by w1−q ′ and using Proposition 3.4. �

Remark 5.3. An easy subdivision argument shows that the reverse Hölder inequality can be obtained
for any pair R, t + R where t > 0. Namely, we can divide R into arbitrarily small, possibly overlapping,
subrectangles. Then we may apply the estimate to them and sum up. This kind of procedure has been
carried out explicitly in [Berkovits 2011].

Now we are ready to state the analogue of Muckenhoupt’s theorem in its complete form. Once it is
established, many results familiar from classical Muckenhoupt theory follow immediately.

Theorem 5.4. Let γi ∈ (0, 1), i = 1, 2, 3. Then the following conditions are equivalent:

(i) w ∈ A+q (γ1).

(ii) The operator Mγ2+ is of weighted weak type (q, q) with the weight w.

(iii) The operator Mγ3+ is of weighted strong type (q, q) with the weight w.

Proof. Equivalence of A+q and weak type follows from Theorem 4.7. Theorem 5.2 gives A+q−ε , so (iii)
follows from Marcinkiewicz interpolation and the final implication (iii)⇒ (ii) is clear. �

6. Factorization and A+

1 weights

In contrast with the classical case, it is not clear what is the correct definition of the parabolic Muckenhoupt
class A+1 . One option is to derive an A+1 condition from the inequality of weak type (1, 1) for Mγ+, and
get a condition that coincides with the formal limit of A+q conditions. We propose a slightly different
approach and consider the class arising from factorization of the parabolic Muckenhoupt weights and
characterization of the parabolic BMO.

Definition 6.1. Let γ ∈ [0, 1). A weight w > 0 is in A+1 (γ ) if for almost every z ∈ Rn+1, we have

Mγ−w(z)≤ [w]A+1 (γ )w(z). (6-1)

The class A−1 (γ ) is defined by reversing the direction of time.
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The following proposition shows that, in some cases, the A+1 condition implies the A1-type condition
equivalent to the inequality of weak type (1, 1). Moreover, if γ = 0, then the two conditions are equivalent.

Proposition 6.2. Let w ∈ A+1 (γ ) with γ < 21−p.

(i) For every parabolic rectangle R, it holds that

−

∫
R−(2p−1γ )

w .γ,[w]A+1
inf

z∈R+(2p−1γ )
w(z). (6-2)

(ii) For all q > 1, we have w ∈ A+q .

Proof. Define δ = 2p−1γ . Take a parabolic rectangle R0. We see that every z ∈ R+0 (δ) is a center of a
parabolic rectangle with R−(z, γ )⊃ R−0 (δ) such that

−

∫
R−(δ)

w .−
∫

R−(z,γ )
w ≤ Mγ−w(z). w(z),

where the last inequality used (6-1). This proves (i). The statement (ii) follows from the fact that (6-2) is
an increasing limit of A+q (γ ) conditions; see Definition 3.2. �

Now we will state the main result of this section, that is, the factorization theorem for the parabolic
Muckenhoupt weights corresponding to the classical results, for example, in [Jones 1980; Coifman et al.
1983].

Theorem 6.3. Let δ ∈ (0, 1) and γ ∈ (0, δ21−p). A weight w ∈ A+q (δ) if and only if w = uv1−p, where
u ∈ A+1 (γ ) and v ∈ A−1 (γ ).

Proof. Let u ∈ A+1 (γ ), v ∈ A−1 (γ ) and fix a parabolic rectangle R. By Proposition 6.2, for all x ∈ R+(δ),
we have

u(x)−1
≤ sup

x∈R+(δ)
u(x)−1

=

(
inf

x∈R+(δ)
u(x)

)−1

.

(
−

∫
R−(δ)

u
)−1

,

and, for all y ∈ R−(δ), we have the corresponding inequality for v, that is,

v(y)−1
≤ sup

y∈R−(δ)
v(y)−1

=

(
inf

y∈R−(δ)
v(y)

)−1

.

(
−

∫
R+(δ)

v

)−1

.

Hence(
−

∫
R−(δ)

uv1−q
)(
−

∫
R+(δ)

u1−q ′v

)p−1

.

(
−

∫
R−(δ)

u
)(
−

∫
R+(δ)

v

)1−q(
−

∫
R+(δ)

v

)q−1(
−

∫
R−(δ)

u
)−1

= C,

which proves that uv1−q
∈ A+q (δ). The finite constant C depends only on γ, δ, [u]A+1 (γ ) and [v]A−1 (γ ).

For the other direction, fix q ≥ 2 and w ∈ A+q . Define an operator T as

T f =
(
w−1/q Mγ−( f q−1w1/q)

)1/(q−1)
+w1/q Mγ+( fw−1/q).

By boundedness of the operators

Mγ+
: Lq(w)→ Lq(w) and Mγ−

: Lq ′(w1−p′)→ Lq ′(w1−p′),
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we conclude that T : Lq
→ Lq is bounded. Let

B(w) := ‖T ‖Lq→Lq h[w]A+q 1.

Take f0 ∈ Lq with ‖ f0‖Lq = 1. Let

φ =

∞∑
i=1

(2B(w))−i T i f0,

where T i simply means the i-th iterate of T. We define

u = w1/qφq−1 and v = w−1/qφ.

Clearly w = uv1−q. We claim that u ∈ A+1 and v ∈ A−1 . Since q ≥ 2, the operator T is sublinear, and we
obtain

T (φ)≤ 2B(w)
∞∑

i=1

(2B(w))−(i+1)T i+1( f0)

= 2B(w)
(
φ−

T ( f0)

2B(w)

)
≤ 2B(w)φ.

Noting that φ = (w−1/qu)1/(q−1)
= w1/qv and inserting the above inequality into the definition of T, we

obtain
Mγ−u ≤ (2B(w))q−1u and Mγ+v ≤ 2B(w)v.

This implies u ∈ A+1 and v ∈ A−1 , so the proof is complete for q ≥ 2. Once the claim is known for q ≥ 2,
the complementary case 1< q < 2 follows from Proposition 3.4(ii). �

Next we will characterize A+1 weights as small powers of maximal functions up to a multiplication
by bounded functions. The following result looks very much like the classical characterization of
Muckenhoupt A1 weights. However, we emphasize that even if the maximal operator Mγ+ is dominated
by the Hardy–Littlewood maximal operator, the assumptions of the following lemma are not restrictive at
all when it comes to the measure µ. Indeed, the condition Mγ−µ <∞ almost everywhere still includes
rather rough measures. For instance, their growth towards the positive time direction can be almost
arbitrary, and the same property is carried over to the A+1 weights.

Lemma 6.4. (i) Let µ be a locally finite nonnegative Borel measure on Rn+1 such that M−µ <∞
almost everywhere. If δ ∈ [0, 1), then

w := (M−µ)δ ∈ A+1 (0)

with [w]A+1 (0) independent of µ.

(ii) Let w ∈ A+1 (γ
′). Then there exists a µ as above, δ ∈ [0, 1) and K with K , K−1

∈ L∞ such that

w = K (Mγ−µ)δ,

where γ ′ < γ .
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Proof. Let x ∈ Rn+1 and fix a parabolic rectangle R0 centered at x . Define B̃ = (2R0)
−. Decompose µ as

µ= µ1+µ2, where µ1 = µ|B̃ and µ2 = µ|B̃c . Kolmogorov’s inequality gives

−

∫
R−0

(M−µ1)
δ
≤ C |R−0 |

−δµ1(B̃)δ ≤ C
(
µ(B̃)

|B̃|

)δ
≤ C M−µ(x)δ.

On the other hand, for any y ∈ R−0 and a rectangle R(y, L)∩ (B̃)c 6=∅, we have L & l(R0). Moreover,
R(y, L)⊂ R(x,C L) so that

M−µ2(y). M−µ(x)

and

−

∫
R−0

(M−µ)δ ≤−
∫

R−0

(M−µ2)
δ
+−

∫
R−0

(M−µ1)
δ . M−µ(x)δ.

To prove (ii), take w ∈ A+1 (γ
′) and a parabolic rectangle R centered at x . By the reverse Hölder

property (Theorem 5.2), Remark 5.3, and inequality (6-1), we have(
−

∫
R−(γ )

w1+ε
)1/(1+ε)

. w(x).

Define µ= w1+ε and δ = 1/(1+ ε). By the Lebesgue differentiation theorem

w(x)≤ Mγ−µ(x)δ . w(x).

Hence

K =
w

(Mγ−µ)δ

is bounded from above and from below, which proves the claim. �

7. A characterization of the parabolic BMO

In this section we discuss the connection between parabolic Muckenhoupt weights and the parabolic BMO.
The parabolic BMO was explicitly defined by Fabes and Garofalo [1985], who gave a simplified proof of
the parabolic John–Nirenberg lemma in [Moser 1964]. We consider a slightly modified definition in order
to make the parabolic BMO a larger space and a more robust class; see [Saari 2016]. Our definition has
essentially the same connections to PDEs as the one in [Fabes and Garofalo 1985]. Moreover, this extends
the theory beyond the quadratic growth case and applies to the doubly nonlinear parabolic equations.

Definition 7.1. A function u ∈ L1
loc(R

n+1) belongs to PBMO+ if there are constants aR , that may depend
on the parabolic rectangles R, such that

sup
R

(
−

∫
R+(γ )

(u− aR)
+
+−

∫
R−(γ )

(aR − u)+
)
<∞ (7-1)

for some γ ∈ (0, 1). If (7-1) holds with the time axis reversed, then u ∈ PBMO−.
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If (7-1) holds for some γ ∈ (0, 1), then it holds for all of them. Moreover, we can consider prolonged
parabolic rectangles Q × (t − T l p, t + T l p) with T > 0 and still recover the same class of functions.
These facts follow from the main result in [Saari 2016], and they can be deduced from results in [Aimar
1988] and in a special case from results in [Fabes and Garofalo 1985].

The fact that γ > 0 is crucial. For example, the John–Nirenberg inequality (Lemma 7.2) for the
parabolic BMO cannot hold without a time lag. Hence a space with γ = 0 cannot be characterized through
the John–Nirenberg inequality. The following lemma can be found in [Saari 2016]. See also [Fabes and
Garofalo 1985; Aimar 1988].

Lemma 7.2. Let u ∈ PBMO+ and γ ∈ (0, 1). Then there are A, B > 0 depending only on n, γ and u
such that

|R+(γ )∩ {(u− aR)
+ > λ}| ≤ Ae−Bλ

|R| (7-2)

and

|R−(γ )∩ {(aR − u)+ > λ}| ≤ Ae−Bλ
|R|. (7-3)

There are also more elementary properties that can be seen from Definition 7.1. Since we will need
them later, they will be stated in the next proposition.

Proposition 7.3. (i) If u, v ∈ PBMO+ and α, β ∈ (0,∞), then αu+βv ∈ PBMO+.

(ii) u ∈ PBMO+ if and only if −u ∈ PBMO−.

Proof. For (i), note that (
u+ v− (au

R + avR)
)+
≤ (u− au

R)
+
+ (u− avR)

+,

and an analogous estimate holds for the negative part. Hence αu+βv ∈ PBMO+ with

aR =
au

R

α
+

avR
β
.

Since
(u− aR)

+
=
(
(−u)− (−aR)

)− and (u− aR)
−
=
(
(−u)− (−aR)

)+
,

the second assertion is clear. �

The goal of this section is to characterize the parabolic BMO in the sense of Coifman and Rochberg
[1980]. The Muckenhoupt theory developed so far gives a characterization for the parabolic Muckenhoupt
weights, so what remains to do is to prove the equivalence of the parabolic BMO and the A+q condition.

Lemma 7.4. Let q ∈ (1,∞) and γ ∈ (0, 1). Then

PBMO+ = {−λ logw : w ∈ A+q (γ ), λ ∈ (0,∞)}. (7-4)

Proof. We abbreviate R±(γ )= R± even if γ 6= 0. For u ∈ PBMO+, Lemma 7.2 gives ε > 0 such that

−

∫
R−

e−εu
= e−aRε−

∫
R−

eε(aR−u)
≤ e−aRε−

∫
R−

eε(aR−u)+
≤ C−e−aRε



1732 JUHA KINNUNEN AND OLLI SAARI

and, for some q <∞,

−

∫
R+

eεu/(q−1)
= eaRε/(q−1)

−

∫
R+

e(u−aR)ε/(q−1)

≤ eaRε/(q−1)
−

∫
R+

e(u−aR)
+ε/(q−1)

≤ C+eaRε/(q−1),

so w := e−uε
∈ A+q and u =−ε−1

· logw as it was claimed.
To prove the other direction, take w ∈ A+q with q ≤ 2. Choose

aR = logwR− .

Then by Jensen’s inequality and the parabolic Muckenhoupt condition, we have

exp−
∫

R+
(aR − logw)+ ≤−

∫
R+

exp(aR − logw)+

≤ 1+−
∫

R+
exp

(
aR −

1
1− q ′

logw1−q ′
)

≤ 1+ exp(aR)

(
−

∫
R+
w1−q ′

)q−1

= 1+wR−

(
−

∫
R+
w1−q ′

)q−1

≤ 1+CA+q .

On the other hand, again by Jensen’s inequality,

exp−
∫

R−
(logw− aR)

+
≤−

∫
R−

exp(logw− aR)
+

≤ 1+−
∫

R−
exp(logw− aR)

≤ 1+ exp(−aR)−

∫
R−
w

≤ 1+w−1
R−wR− ≤ 2.

This implies

log(2(1+CA+q ))≥−

∫
R+
(− logw− (−aR))

+
+−

∫
R−
(−aR − (− logw))+,

and u =− logw ∈ PBMO+. Applying the same argument for A−q ′ with q > 2 shows that − logw1−q ′
∈

PBMO− and consequently Proposition 7.3 implies −(q ′− 1) logw ∈ PBMO+. �

The following Coifman–Rochberg-type characterization [1980] for the parabolic BMO is the main
result of this section. Observe, that it gives us a method to construct functions of parabolic bounded mean
oscillation with prescribed singularities.



PARABOLIC WEIGHTED NORM INEQUALITIES AND PARTIAL DIFFERENTIAL EQUATIONS 1733

Theorem 7.5. If f ∈ PBMO+ then there exist γ ∈ (0, 1), constants α, β > 0, a bounded function b ∈ L∞

and nonnegative Borel measures µ and ν such that

f =−α log Mγ−µ+β log Mγ+ν+ b.

Conversely, any f of the form above with γ = 0 and M−µ,M+ν <∞ belongs to PBMO+.

Proof. Take first f ∈ PBMO+. By Lemma 7.4,

f =−C logw

with C > 0 and w ∈ A+2 . By Theorem 6.3, there are u ∈ A+1 and v ∈ A−1 satisfying the corresponding
maximal function estimates (6-1) such that

w = uv−1.

By Lemma 6.4, there exist functions Ku, Kv, K−1
u , K−1

v ∈ L∞ and nonnegative Borel measures µ and ν
such that

u = Ku(Mγ−µ)α and v = Kv(Mγ+ν)β.

Hence f is of the desired form. The other direction follows from Lemma 6.4. �

8. Doubly nonlinear equation

We begin with pointing out that the theory discussed here applies not only to (1-1) but also to the PDEs

∂(|u|p−2u)
∂t

− div A(x, t, u, Du)= 0, 1< p <∞,

where A satisfies the growth conditions

A(x, t, u, Du) · Du ≥ C0|Du|p

and
|A(x, t, u, Du)| ≤ C1|Du|p−1.

See [Kinnunen and Kuusi 2007; Saari 2016] for more. For simplicity, we have chosen to focus on the
prototype equation (1-1) here.

Supersolutions are weights. We say that

v ∈ L p
loc

(
(−∞,∞);W 1,p

loc (R
n+1)

)
is a supersolution to (1-1) provided∫ (

|∇v|p−2
∇v · ∇φ− |v|p−2v

∂φ

∂t

)
≥ 0

for all nonnegative φ ∈ C∞0 (R
n+1). If the reversed inequality is satisfied, we call u a subsolution. If a

function is both sub- and supersolution, it is a weak solution.
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The definition above allows us to use the following a priori estimate, which is Lemma 6.1 in [Kinnunen
and Kuusi 2007]. Similar results can also be found in [Moser 1964; Trudinger 1968], but we emphasize
that the following lemma applies to the full range 1< p <∞ instead of just p = 2.

Lemma 8.1 [Kinnunen and Kuusi 2007]. Suppose v > 0 is a supersolution of the doubly nonlinear
equation in σ R, where σ > 1 and R is a parabolic rectangle. Then there are constants C = C(p, σ, n),
C ′ = C ′(p, σ, n) and β = β(R) such that∣∣R− ∩ {log v > λ+β +C ′}

∣∣≤ C
λp−1 |R

−
|

and ∣∣R+ ∩ {log v <−λ+β −C ′}
∣∣≤ C

λp−1 |R
+
|

for all λ > 0.

Remark 8.2. There is a technical assumption v > ρ > 0 in [Kinnunen and Kuusi 2007]. However, this
assumption can be removed; see [Ivert et al. 2014]. Indeed, Lemma 2.3 of [Ivert et al. 2014] improves
the inequality (3.1) of [Kinnunen and Kuusi 2007] as to make the proof of the above lemma work with
general v > 0 in the case of (1-1) or more general parabolic quasiminimizers.

Let v be a positive supersolution and set u =− log v. We apply Lemma 8.1 together with Cavalieri’s
principle to obtain

−

∫
R+
(u− aR)

b
+
+−

∫
R−
(aR − u)b

+
< C(p, σ, γ, n)

with b=min{(p−1)/2, 1}. A general form of the John–Nirenberg inequality from [Aimar 1988] together
with its local-to-global properties from [Saari 2016] can be used to obtain

−

∫
R+(γ )

(u− aR)++−

∫
R−(γ )

(aR − u)+ < C(p, σ, γ, n).

Hence u =− log v belongs to PBMO+ in the sense of Definition 7.1. The computations required in this
passage are carried out in detail in Lemma 6.3 of [Saari 2016]. We collect the results into the following
proposition, whose content, up to notation, is folklore by now.

Proposition 8.3. Let v > 0 be a supersolution to (1-1) in Rn+1. Then

u =− log v ∈ PBMO+.

In addition, v ∈
⋂

q>1 A+q .

Remark 8.4. This gives a way to construct nontrivial examples of the parabolic Muckenhoupt weights
and parabolic BMO functions.

Since log v ∈ PBMO−, we have that some power of the positive supersolution w satisfies a local A+2 (γ )
condition. This follows from Lemma 7.4. However, working a bit more with the PDE, it is possible
to prove a weak Harnack estimate which implies the improved weight condition stated in the above
proposition. This has been done in [Kinnunen and Kuusi 2007], but the refinement provided in [Ivert
et al. 2014] is again needed in order to cover all positive supersolutions.
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Applications. The previous proposition asserts that the definitions of parabolic weights and parabolic
BMO are correct from the point of view of doubly nonlinear equations. These properties can be used to
deduce two interesting results, the second one of which is new. The first one is a global integrability result
for supersolutions; see Theorem 6.5 from [Saari 2016]. The second application of the parabolic theory of
weights is related to singularities of supersolutions. It follows from Proposition 8.3 and Theorem 7.5. In
qualitative terms, the following theorem tells quite explicitly what kind of functions the generic positive
supersolutions are.

Theorem 8.5. Let v > 0 be a supersolution to (1-1) in Rn+1. Then there are positive Borel measures ν
and µ with

Mγ−ν <∞ and Mγ+µ <∞,

numbers α, β > 0, and a positive function b with b, b−1
∈ L∞(Rn+1) so that

v = b
(Mγ−ν)α

(Mγ+µ)β
.
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A DOUBLE WELL POTENTIAL SYSTEM

JAEYOUNG BYEON, PIERO MONTECCHIARI AND PAUL H. RABINOWITZ

A semilinear elliptic system of PDEs with a nonlinear term of double well potential type is studied
in a cylindrical domain. The existence of solutions heteroclinic to the bottom of the wells as minima
of the associated functional is established. Further applications are given, including the existence of
multitransition solutions as local minima of the functional.

1. Introduction

In this paper, the system of partial differential equations

��uCVu.x; u/D 0; x 2�; (PDE)

where � � Rn and u W �! Rm, will be studied. The set � is a cylindrical domain in Rn given by
�D R�D, where D is a bounded open set in Rn�1 with @D 2 C 1. On @�, we require

@u

@�
D 0 on @�D R� @D; (BC)

where � is the outward-pointing unit normal to @D. Later, � will be allowed to be a more general
cylindrical domain which depends 1-periodically on x1.

As to the function V , to begin assume:

(V1) V 2 C 1.��Rm;R/ and V.x1C 1; x2; : : : ; xn; u/D V.x; u/, i.e., V is 1-periodic in x1.

(V2) There are points a�¤ aC such that V.x; a˙/D 0 for all x 2� and V.x; u/ > 0 otherwise.

(V3) There is a constant V > 0 such that lim infjuj!1 V.x; u/� V uniformly in x 2�.

(V4) For n� 2, there exist constants c1; C1 > 0 such that

jVu.x; u/j � c1CC1juj
p;

where 1 < p < .nC 2/=.n� 2/ for n� 3 and there is no upper growth restriction on p if nD 2.

An example of V satisfying (V1)–(V4) is V.x; u/ D ju� a�jq ju� aCjq for q 2 .1; n=.n� 2// and
aC¤ a� 2 Rn. By (V2), V is a double well potential and we are interested in the existence of classical
solutions of (PDE) that are heteroclinic in x1 from a� to aC. If nD 1 and m is arbitrary, (PDE) reduces to
a second-order Hamiltonian system of ordinary differential equations and conditions (V1)–(V3) suffice for
such an existence result. For arbitrary n and m, conditions (V1)–(V4) enable us to show (PDE) possesses

MSC2010: primary 35J47; secondary 35J57, 58E30.
Keywords: elliptic system, double well potential, heteroclinic, minimization.
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a weak solution. As is usual, we say that U 2W 1;2
loc .�;R

m/ is a weak solution of (PDE) and (BC) when
for any ' 2W 1;2

loc .�/ having compact support in �,Z
�

�
rU � r'CVu.x; U /'

�
dx D 0: (1.1)

The weak solution is a classical solution when nD 1. However, when n > 1, more regularity of V and
@� is required to get a classical solution.

In Section 2, the functional

J.u/D

Z
�

�
1
2
jruj2CV.x; u/

�
dx �

Z
�

L.u/ dx; (1.2)

whose formal Euler–Lagrange equation is (PDE), will be studied. Minimization arguments will be used
to show that J has a critical point. In particular when nD 1, our first existence result for (PDE) is:

Theorem. If V satisfies (V1)–(V3), then (PDE) possesses a solution heteroclinic from a� to aC.

For n > 1, existence of solutions requires more work. In Section 3, a regularity theorem will be stated
as a consequence of which we have:

Theorem. If (V1)–(V4) hold, V 2 C 2, and @� 2 C 3, there is a classical solution U of (PDE) and (BC)
such that limx1!˙1 U.x1; : : : ; xn/D a

˙ uniformly for .x2; : : : ; xn/ 2 D.

In Section 2, we find the solution by a minimization argument in an appropriate class of functions, � ,
and a detailed proof of the regularity will be given in Section 6.

Four generalizations of our existence results will be given in Section 4. The first, Theorem 4.1,
essentially replaces conditions (V2)–(V4) by the requirement that V possesses a convex basin containing
a˙— see hypothesis (V5) — to get an L1.�;Rm/ bound for the minimizer of Section 2 and this bound
leads in turn to the existence of a solution of (PDE) and (BC), which is heteroclinic in x1 from a�

to aC. This result gives the existence of the heteroclinic solution of (PDE) and (BC) for the example of
V.x; u/D ju� a�jq ju� aCjq mentioned earlier, but now for any q > 1.

The second replaces � by a more general domain varying periodically in x1. The third considers a
PDE perturbation of the case of nD 1. Finally for the fourth, the case of multiwell potentials will be
discussed briefly.

In Section 5, it will be shown that variational gluing arguments in the spirit of [Montecchiari and
Rabinowitz 2016] together with the basic heteroclinic minimizers of (1.2) as well as their counterparts when
the roles of a� and aC are reversed can be used to construct infinitely many multitransition homoclinic
and heteroclinic solutions of (PDE). These solutions are local minima of (1.2) that as a function of x1
transit back and forth between the two global minima, a˙, of V . Obtaining these solutions requires a
mild nondegeneracy condition — see Proposition 5.10(ii) — on the set of heteroclinic minimizers of (1.2).
Stated very informally, we will show:

Theorem. If (V1)–(V4) are satisfied and a mild nondegeneracy condition on the heteroclinics in x1 from
a˙ to a� holds, then for each k2N[f1g, k � 2, there exist infinitely many k-transition solutions of
(PDE) and (BC).
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As has been noted above, our existence results rely on minimization arguments from the calculus
of variations. These arguments are elementary, but often delicately exploit (V1)–(V3). The regularity
arguments where (V4) and further smoothness of V and @D play their roles are of necessity rather
technical.

To conclude this section, some of the literature on (PDE) and (BC) will be discussed. The earliest
work we know of is for the case of nD 1, where of course D D ∅ and (BC) is vacuous. Thus (PDE)
becomes a second-order Hamiltonian system. Using geometrical arguments, the existence of heteroclinic
solutions for V D V.u/ was studied for a more general class of potentials by Bolotin [1978]. See also
the survey article by Kozlov [1985]. Subsequently other work was done, also for the autonomous case
where V 2 C 3 has nondegenerate minima and mD 2, by Sternberg [1991]. Rabinowitz [1993] treated
V D V.t; u/ where V 2 C 2 is periodic in t . He used minimization arguments from [Rabinowitz 1989],
where V D V.u/ and is periodic in the components of u. Alikakos and Fusco [2008] also treated the
autonomous case for a C 2 potential under a milder condition than the nondegeneracy of the minima.

For m D 1 and n > 1, where (BC) plays a role, minimization arguments similar to the ones used
in [Rabinowitz 1994] were used in [Rabinowitz 2002] and generalized in [Rabinowitz 2004] to obtain
heteroclinics in x1. The case of m; n > 1 for (PDE) has been studied extensively in several papers by
Alikakos and his collaborators, especially Fusco, mainly in the autonomous setting when V possesses
symmetries and one seeks solutions possessing these symmetries [Alikakos 2012; 2013; Alikakos and
Fusco 2008; 2009; 2011; 2015; Alikakos and Smyrnelis 2012]. In fact it was their recent paper, [Alikakos
and Fusco 2015], together with our work [Montecchiari and Rabinowitz 2016] on systems like (PDE)
but with potentials V.x; u/ that are periodic in the components of u that led to this paper. Alikakos and
Fusco [2015] studied (PDE) and (BC), with � periodic in x1, essentially under the C 2 version of (V1),
and stronger forms of (V2) and (V5). See the survey paper [Alikakos 2013] for many more references
to and related questions for (PDE). For some other related results on entire solutions of systems of
Allen–Cahn-type, see [Alessio 2013; Alessio and Montecchiari 2014; Bronsard and Reitich 1993; Gui
and Schatzman 2008; Schatzman 2002].

2. The existence of a minimizer of J

In this section, as a first step towards finding heteroclinic solutions of (PDE), a minimizer will be obtained
for the functional J, defined in (1.2). The functional will be studied on the Hilbert space

E �

�
u 2W

1;2
loc .�;R

m/

ˇ̌̌̌
kuk2 �

Z
�

jruj2 dxC

Z
T0

juj2 dx <1

�
;

where for i 2 Z, we set Ti D .i; i C 1/�D. As the class of admissible functions, take

� D
˚
u 2E

ˇ̌
ku� a˙kL2.Ti ;Rm/! 0; i !˙1

	
:

Define
c D inf

u2�
J.u/: (2.1)

It is readily seen that � ¤∅ and 0� c <1. Then we have:
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Theorem 2.2. Suppose � D R � D with D � Rn�1 a bounded domain and @D 2 C 1. If V satisfies
(V1)–(V3), then there exists a U 2 � such that J.U /D c > 0. Moreover, there is a constant M > 0 such
that for any minimizer U of (2.1),

sup
i2Z

kU kW 1;2.Ti ;Rm/
�M:

Before proving Theorem 2.2, the following result is useful.

Proposition 2.3. Let V satisfy (V1)–(V3), @D 2 C 1, and v 2 E with J.v/ <1. Then there are '˙ 2
fa�; aCg such that kv�'˙kL2.Ti ;Rm/! 0 as i !˙1.

Proof. Their proofs being the same, we will prove the result for 'C. For x 2 �, set x D .x1; Ox/ with
x1 2 R and Ox 2 D. For x 2 T0 and k 2 Z, set vk.x/D v.x1C k; Ox/ so vk 2W 1;2.T0;R

m/. Then (V2)
and J.v/ <1 imply

lim
k!1

krvkkL2.T0;Rm/ D lim
k!1

Z
T0

V.x; vk/ dx D 0: (2.4)

Consequently fkrvkkL2.T0;Rm/g is bounded independently of k 2 Z. By the Poincaré inequality and the
fact that D 2 C 1, there is a constant b so that

kvk � Œvk�kL2.T0;Rm/ � bkrvkkL2.T0;Rm/; (2.5)

where Œvk� denotes the mean value of vk on T0. We claim that fvkg is bounded in L2.T0;Rm/. If not,
(2.5) shows fŒvk�g is unbounded in R. For a set S � Rn, let jS j denote the measure of S . By (2.5) again,
the sequence fvk � Œvk�g converges to 0 in measure. Therefore for any ı > 0, the measure of the set in T0
where jvk � Œvk�j � ı is at least 1

2
jT0j for large k. Thus by (V3), for large k > 0,Z

T0

V.x; vk/ dx �
1
4
jT0jV : (2.6)

But (2.6) is contrary to (2.4), so fvkg is bounded in W 1;2.T0;R
m/. Hence there is a v� 2W 1;2.T0;R

m/

such that along a subsequence, vk converges to v� weakly in W 1;2.T0;R
m/ and strongly in L2.T0;Rm/.

By (2.5), v� D Œv��; i.e., v� is a constant vector. Again vk! v� in measure along the subsequence as
k!1, so for any small ı, we have jvk � v�j � ı on a subset of T0 of measure � 1

2
jT0j. ThereforeZ

T0

V.x; vk/ dx �
1
2
jT0j min

z2Bı.v�/
V.x; z/; (2.7)

where Bı.v/ denotes an open ball of center v and radius ı in Rm. If v� 62 fa�; aCg, and ı is small enough,
the right-hand side of (2.7) is positive. But as k!1, the left-hand side of (2.7) goes to 0. Therefore
v� 2 fa�; aCg. For notational convenience, suppose v� D a�.

It remains to show that the entire sequence fvkg, rather than a subsequence, converges to a�, i.e.,

lim
k!1

vk D a
�: (2.8)
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Otherwise, there exist subsequences fipg; fkqg � N, with ip !1 as p !1, kq !1 as q !1,
ip < kp < ipC1 for all p and such that

lim
p!1

vip D a
�; lim

q!1
vkq D a

C:

Set "D 1
3
jaC� a�j

p
jT0j. Therefore there is a p such that for p � p,

kvip � a
�
kL2.T0;Rm/ < "; kvkp � a

C
kL2.T0;Rm/ < ":

We claim that for p possibly still larger and all p � p, there is an sp 2 N such that ip < sp < kp and

kvsp � a
�
kL2.T0;Rm/ � "; kvsp � a

C
kL2.T0;Rm/ � ":

If not, for every t between ip and kp,

kvt � a
�
kL2.T0;Rm/ < " or kvt � aCkL2.T0;Rm/ < ":

Replace ip and kp by the smallest adjacent pair j; j C 1 2 N\ Œip; kp� such that

kvj � a
�
kL2.T0;Rm/ < "; kvjC1� a

C
kL2.T0;Rm/ < ": (2.9)

Next observe that

jvjC1.x/� vj .x/j D

ˇ̌̌̌Z 1

0

vx1.x1C j C s; Ox/ ds

ˇ̌̌̌
�

ˇ̌̌̌Z 2

0

vx1.j C s; Ox/ ds

ˇ̌̌̌
�
p
2

�Z 2

0

vx1.j C s; Ox/
2 ds

�1=2
:

Therefore

kvjC1� vj kL2.T0;Rm/ �
p
2kvx1kL2.T0[T1;Rm/: (2.10)

By (2.4), for p still larger, we can assume the right-hand side of (2.10) is � ". On the other hand, by (2.9),

kvjC1� vj kL2.T0;Rm/ > ka
C
� a�kL2.T0;Rm/� 2"

D jaC� a�j
p
jT0j � 2": (2.11)

Since 3"D jaC� a�j
p
jT0j, (2.11) is not possible and therefore there exists a sequence fspg as claimed.

But then

J.v/�

1X
p

Z
Tsp

L.v/ dx D1

and we have a contradiction, establishing Proposition 2.3. �

To prove Theorem 2.2, let fukg be a minimizing sequence for (2.1). Thus there is a constant M1 such
that for all k 2 N,

J.uk/�M1: (2.12)
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Let �2
�
0; 1
4
jaC�a�j

p
jT0j

�
. Noting that � and J are invariant under a unit phase shift in the x1-direction,

it can be assumed that

kuk � a
�
kL2.Ti ;Rm/

� � for all i � 0 and kuk � a
�
kL2.T1;Rm/ > � (2.13)

for all k 2 N. Now a few observations about any u 2 � are required. Set

�1 �
˚
u 2 �

ˇ̌
minfku� a�kL2.T0;Rm/; ku� a

C
kL2.T0;Rm/g � �

	
;

�2 �
˚
u 2 �

ˇ̌
maxfku� a�kL2.T0;Rm/; ku� a

C
kL2.T1;Rm/g � �

	
;

�3 �
˚
u 2 �

ˇ̌
maxfku� aCkL2.T0;Rm/; ku� a

�
kL2.T1;Rm/g � �

	
:

Proposition 2.14. (1) There is a constant �1 > 0 such that

d1 � inf
u2�1

Z
T0

L.u/ dx � �1:

(2) There is a constant � > 0 such that

d � inf
u2�2[�3

Z
T0[T1

L.u/ dx � �:

Proof. If �1 D 0, there is a sequence fvkg in �1 such thatZ
T0

L.vk/ dx! 0 as k!1: (2.15)

Arguing as in the proof of Proposition 2.3, we again conclude (2.4)–(2.5) hold and either (i) both fvkg is
bounded inL2.T0;Rm/ and fŒvk�g is bounded in Rm or (ii) both sequences are unbounded. If (i) occurs, as
in the proof of Proposition 2.3, fvkg converges along a subsequence in L2.T0;Rm/ to a constant function
v� D Œv�� and for any small ı, for large k, we have jvk � v�j � ı on a subset of T0 of measure � 1

2
jT0j.

Thus (2.7) again holds. Noting that

jv� a˙jjT0j
1=2
D kv� a˙kL2.T0;Rm/ � �

for ı small compared to �, (V2) and (V3) show the right-hand side of (2.7) is positive independently of v.
This contradicts (2.4) and this case is proved.

Next suppose that (ii) occurs. Then the argument centered around (2.6) again applies and this case is
impossible. Thus (1) of the proposition is proved.

For the proof of (2), we use a similar argument. Assume to the contrary that � D 0. Then there is a
sequence fvkg in �2[�3 such thatZ

T0[T1

L.vk/ dx! 0 as k!1: (2.16)

Taking a subsequence if necessary, it can be assumed that fvkg � �2 or fvkg � �3. Suppose fvkg � �2.
Arguing as in the proof of (1), by (2.16),

lim
k!1

krvkkL2.T0[T1;Rm/ D lim
k!1

Z
T0[T1

V.x; vk/ dx D 0: (2.17)
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Again by the Poincaré inequality, there is a constant b1 so that

kvk � Œvk�1kL2.T0[T1;Rm/ � b1krvkkL2.T0[T1;Rm/! 0 as k!1; (2.18)

where Œvk�1 denotes the mean value of vk on T0 [ T1. It follows as in case (ii) of (1) that fŒvk�1g is
bounded. Taking a subsequence again if necessary, it can be assumed that limk!1Œvk�1 D a 2 Rm. Then
we see that

2� � lim
k!1

kvk � a
�
kL2.T0;Rm/C lim

k!1
kvk � a

C
kL2.T1;Rm/

D ka�� akL2.T0;Rm/Cka
C
� akL2.T1;Rm/

D ja�� aj
p
jT0jC ja

C
� aj

p
jT1j

� ja�� aCj
p
jT0j;

which contradicts that � < 1
4
jaC� a�j

p
jT0j. In the remaining case where fvkg � �3, a contradiction

follows by the same argument. This proves (2). �

Remark 2.19. Observe that for any u 2 � satisfying (2.12) and any i 2 N, either

min
˚
ku� a�kL2.Ti ;Rm/; ku� a

C
kL2.Ti ;Rm/

	
> � (2.20)

or

min
˚
ku� a�kL2.Ti ;Rm/; ku� a

C
kL2.Ti ;Rm/

	
� �: (2.21)

Let l.u/ be the number of values of i for which (2.20) holds. By (2.12) and Proposition 2.14(1),

l.u/�1 �M1: (2.22)

Thus (2.22) shows l.u/ is bounded from above independently of u; i.e., (2.20) holds for at most M1=�1

values of i . Next let l�.u/ denote the number of values of i for which

max
˚
ku� a�kL2.Ti ;Rm/; ku� a

C
kL2.TiC1;Rm/

	
� �

or

max
˚
ku� aCkL2.Ti ;Rm/; ku� a

�
kL2.TiC1;Rm/

	
� �:

Hence l�.u/ represents the number of transitions of u from being “near” a˙ on Ti to being “near” a�

on TiC1. By Proposition 2.14(2),

l�.u/� �M1: (2.23)

This means that the number of pairs of consecutive intervals on which u shifts from being near one of a�

or aC to the other is uniformly bounded for u 2 � satisfying (2.12).

Bounds for the functions uk in the minimizing sequence are provided by the next result.

Proposition 2.24. If V satisfies (V1)–(V3), then there is a constant M such that kukkW 1;2.Ti ;Rm/
�M

for all k 2 N and i 2 Z.
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Proof. We argue as in an analogous situation in [Montecchiari and Rabinowitz 2016]. It can be assumed
that uk satisfies the normalization (2.13). By (2.12),

J.uk/D
X
i2Z

Z
Ti

L.uk/ dx �M1: (2.25)

Therefore (2.25) and (2.13) immediately yield the desired bound for some value of M, say M2, for i � 0.
For any i 2 Z for which kuk � a˙kL2.Ti ;Rm/ � �, we get the kukkW 1;2.Ti /

bound exactly as was done
for i � 0 and obtain the same upper bound, M2. By Remark 2.19, there are at most l values of i that
remain. They lie in

Ak D
˚
i 2 N

ˇ̌
kuk � a

�
kL2.Ti ;Rm/

� �; kuk � a
C
kL2.Ti ;Rm/

� �
	
:

Note that Ak � N. Let i … Ak and i C 1 2 Ak . Let Ox D .x2; : : : ; xn/. For .s; Ox/ 2 Ti and .�; Ox/ 2 TiC1,

uk.�; Ox/D uk.s; Ox/C

Z �

s

@uk.t; Ox/

@t
dt;

so

juk.�; Ox/j
2
� 2juk.s; Ox/j

2
C 4

Z iC2

i

jruk.t; Ox/j
2 dt: (2.26)

Integrating (2.26) over s; �; Ox gives

kukk
2
L2.TiC1;Rm/

� 2kukk
2
L2.Ti ;Rm/

C 4krukk
2
L2.Ti[TiC1;Rm/

: (2.27)

Therefore by (2.25) and the above remarks,

kukk
2
W 1;2.TiC1;Rm/

� 2M 2
2 C 8M1 �M3: (2.28)

Then, if i C 2 2 Ak , the argument of (2.27)–(2.28) can be repeated. Since the number of elements of Ak
is bounded by l 2 N, the process stops in at most l steps, giving the desired bound with M DM.l/. �

Completion of the proof of Theorem 2.2. It is convenient to introduce some notions. A set I � Z will be
called connected if for any i; j 2 I with i � j , any integer between i and j is also an element in I . For
two connected sets I1; I2 2 Z with I1\ I2 D∅, we write I1 < I2 if i1 < i2 for any i1 2 I1 and i2 2 I2.
For a connected set I � Z, the length jI j of I is defined by jI j D supfji � j j j i; j 2 I g. Now consider
the minimizing sequence fukg normalized by (2.13). By Remark 2.19, for each k, there are finitely many
disjoint connected sets I k1 < � � �< I

k
l.k/

in Z satisfying

˚
i 2 Z

ˇ̌
kuk � a

�
kL2.Ti ;Rm/

� �
	
D

l.k/[
jD1

I kj :

The normalization (2.13) shows that for any integer i �0, we have i 2I k1 and jI kj j<1 for j D2; : : : ; l.k/.
Remark 2.19 also implies that the sequence fl.k/g is bounded. Taking a subsequence of k 2N if necessary,
it can be assumed that l.k/ is a positive integer l independent of k 2 N. Define

p0 �max
˚
i 2 f1; : : : ; lg

ˇ̌
lim sup
k!1

jI ki j D1
	
:



A DOUBLE WELL POTENTIAL SYSTEM 1745

It is well-defined since jI k1 j D1. Note that if p0 < l ,

lim sup
k!1

lX
jDp0C1

jI kj j<1: (2.29)

Now define p.k/ to be the largest i 2 I kp0 . Set vk.x/D uk.x1Cp.k/; x2; : : : ; xn/ for k 2 N, so fvkg is
a new minimizing sequence. By Proposition 2.24, the set of norms fkvkkW 1;2.Ti ;Rm/

j i 2 Z; k 2 Ng is
bounded. Since @� 2 C 1, taking a subsequence if necessary, we see that for some U 2E and any i 2 Z,
vk converges weakly to U in W 1;2.Ti /, strongly to U in L2.Ti ;Rm/ and pointwise a.e. to U on Ti as
k!1. Therefore V.x; vk/! V.x; U / pointwise a.e. The weak lower semicontinuity of the jruj2 term
in J on bounded sets implies that for any p < q 2 Z,

qX
iDp

�Z
Ti

jrU j2 dx

�
� lim inf

k!1

qX
iDp

�Z
Ti

jrvkj
2 dx

�
:

By Fatou’s lemma,
qX
iDp

�Z
Ti

V.x; U / dx

�
� lim inf

k!1

qX
iDp

�Z
Ti

V.x; vk/ dx

�
:

Combining these inequalities yields
qX
iDp

�Z
Ti

L.U / dx

�
� lim inf

k!1

qX
iDp

�Z
Ti

L.vk/ dx

�
� lim inf

k!1
J.vk/� c:

Letting p!�1 and q!1 gives
J.U /� c: (2.30)

Since limk!1 jI kp0 j D1, we see that

kU � a�kL2.Ti ;Rm/ � � for i � 0: (2.31)

By (2.30), krU kL2.Ti ;Rm/! 0 as i!1. By the Poincaré inequality, there is a constant b, independent
of i 2 Z, so that

kU � ŒU �ikL2.Ti ;Rm/ � bkrU kL2.Ti ;Rm/! 0 as i !1; (2.32)

where ŒU �i is the mean value of U on Ti . Since
R
�V.x;U /dx <1, as in the proof of Proposition 2.14,

it follows that limi!1ŒU �i D a� or aC. Thus,

lim
i!1

kU � a�kL2.Ti ;Rm/ D 0 or lim
i!1

kU � aCkL2.Ti ;Rm/ D 0:

If limi!1 kU � a�kL2.Ti ;Rm/ D 0, this contradicts (2.29) since limk!1 kU � vkkL2.Ti ;Rm/ D 0 for
each i 2 Z. Consequently,

lim
i!1

kU � aCkL2.Ti ;Rm/ D 0 (2.33)

and U 2 �. This with (2.30) shows U is a minimizer of J in (2.1). It is clear that J.U /D c > 0 and
Theorem 2.2 is proved. �
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If n D 1, then D D ∅ and � D R in the problem (PDE). Thus, in this case, (PDE) reduces to a
second-order Hamiltonian system of ordinary differential equations. Moreover, we get a much stronger
conclusion than Theorem 2.2:

Theorem 2.34. Assume nD 1. If V satisfies (V1)–(V3) with DD∅ and �D R, then any minimizer U
of (2.1) is a classical solution of (PDE).

Proof. Since nD 1, the above W 1;2
loc bounds imply U is continuous. Its asymptotic behavior then shows

U 2L1.R;Rm/. Consider ' 2W 1;2
loc .R/ having compact support in R and t 2 R. Then for 0 < jt j small,

U C t' 2 �. Consequently, J.U C t'/� J.U / orZ
supp'

L.U C t'/�L.U / dx � 0 (2.35)

for all such t and '. Hence Z
�

rU � r'CVu.x; U / �' dx D 0 (2.36)

for all such ', so U is a weak solution of (PDE). But for nD 1, the weak form of (PDE) implies U is a
classical solution of (PDE). �

Remark 2.37. If the minimizer U of Theorem 2.2 lies in L1.�;Rm/, the argument just given in
(2.35)–(2.36) shows U is a weak solution of (PDE) even for n > 1.

Remark 2.38. This existence result for nD 1 under (V1)–(V3) seems to be new. It generalizes earlier
such results, [Bolotin 1978; Kozlov 1985; Sternberg 1991; Rabinowitz 1989; 1993; 2012; Alikakos
and Fusco 2015], which get the existence results under slightly stronger hypotheses on V in terms of
smoothness and nondegenerate behavior of V at the equilibrium solutions a˙.

To conclude this section, as a corollary of Theorem 2.34, an explicit L1 bound for any minimizer U
will be given. The bound will be useful in Section 4. First some notational preliminaries are needed.
Since U D U.x1/, writing t for x1, by (2.1),

J.U /D c D

Z
R

�
1
2
jUt j

2
CV.t; U /

�
dt; (2.39)

so Z
R

jUt j
2 dt � 2c: (2.40)

With � � 1
2
jaC� a�j, let

T .�/�
˚
t 2 R

ˇ̌
minfjU.t/� a�j; jU.t/� aCjg � �

	
:

By (V1)–(V3),
ˇ.�/� inf

˚
V.t; u/

ˇ̌
t 2 R; minfju� a�j; ju� aCjg � �

	
> 0:

Therefore by (2.39),

jT .�/jˇ.�/�

Z
R

V.t; U / dt � c: (2.41)
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Corollary 2.42. If U is a minimizer of (2.1) as in Theorem 2.34, then

kU kL1.R;Rm/ � �Cmaxfja�j; jaCjgC
�

2

ˇ.�/

�1
2

c �K: (2.43)

Proof. If kU kL1.R;Rm/�maxfja�j; jaCg, the estimate holds. Thus we may assume that kU kL1.R;Rm/>
maxfja�j; jaCjg. Then, the maximum of jU j is achieved at some z 2 R. If z … T .�/, it follows that

jU.z/j � �CmaxfjaCj; ja�jg:

If z 2 T .�/, we take � to be the closest boundary point of T .�/ to z. Then, we see from (2.40)–(2.41) that

kU kL1.R;Rm/ D jU.z/j � jU.�/jC

ˇ̌̌̌Z z

�

Ut .s/ ds

ˇ̌̌̌

� jU.�/jC

�
jz� �j

Z z

�

jUt .s/j
2 ds

�1
2

� jU.�/jC jT .�/j
1
2 .2c/

1
2 � jU.�/jC

�
2

ˇ.�/

�1
2

c:

Since jU.�/j � �Cmaxfja�j; jaCjg, (2.43) now follows. �

Remark 2.44. Suppose that V in Theorem 2.34 is modified for juj>K so that the resulting function, V �,
still satisfies (V1)–(V3) (for nD 1) and

inf
˚
V �.t; u/

ˇ̌
t 2 R; minfju� a�j; ju� aCjg � �

	
� ˇ.�/:

Then the corresponding functional J � has a minimizer U � 2 � and since V �.t; u/D V.t; u/ for juj �K,
minimizing sequences fukg for J � can be assumed to satisfy J �.uk/� J.U /. Consequently

J �.U �/� J.U / (2.45)

and (2.45) and the derivation of (2.43) show any minimizer U � of the modified problem is also bounded
in L1 by K. Thus such a modification produces no new minimizers.

3. The regularity of the weak solution

The regularity of any weak solution U of (PDE) that minimizes J on � will be discussed in this section.
The special case of nD 1 has already been shown in Theorem 2.34. Therefore it will be assumed that
n � 2 in what follows. Using standard terminology, a solution u of (PDE) and (BC) is called a strong
solution if u 2W 2;2

loc .�/. Our main result is:

Theorem 3.1. Suppose V satisfies (V1)–(V4).

(1) If @� D R � @D 2 C 2, then any minimizer U of (2.1) is a weak solution of (PDE) and (BC).
Moreover, any weak solution U 2E of (PDE) and (BC) is a strong solution of (PDE) and (BC), and
U 2 L1.�/.
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(2) If Vu 2 C 1.��Rm/ and @� 2 C 3, then U 2 C 2;˛.�;Rm/ for any ˛ 2 .0; 1/ and U is a classical
solution of (PDE) and (BC) with limx1!˙1 U.x1; Ox/D a

˙ uniformly for Ox 2 D.

Regularity results for weak solutions of a single second-order quasilinear elliptic partial differential
equation satisfying Dirichlet boundary conditions can be found in the literature; see, e.g., Chapters 8–9 of
[Gilbarg and Trudinger 1983]. However, we do not know of a reference for such a result for the system
(PDE) with (BC). Therefore for completeness we will provide a proof of Theorem 3.1 but postpone it
until Section 6.

4. Some generalizations

In this section, Theorem 2.2 will be generalized in various ways. First we will show that the growth
condition, (V4), can be bypassed when a geometrical condition that leads to an L1 bound for minimizers
of (2.1) is satisfied. Next the case of a more general domain � that is periodic in the x1-direction will
be treated. Then a perturbation result will be given. Lastly, the case when the potential V has multiple
minima will be discussed briefly.

To begin the first result, for any set A 2 Rm and a > 0, let Aa � fy 2 Rm j dist.y; A/ < ag.

Theorem 4.1. Suppose that V satisfies (V1) and (V5), where:

(V5) There is a convex bounded open set O � Rm with @O 2 C 2 such that

(1) there are two different points a� and aC in O such that V.x; a˙/ D 0 for all x 2 � and
V.x; u/ > 0 for any u 2O n fa�; aCg, x 2�;

(2) there is a constant ı > 0 such that for the outward unit normal vector �D �.u/ to @O ,

V.x; u/� V.x; uC t�.u// when x 2�; u 2 @O; t 2 Œ0; ı�:

Then there is a weak solution, U 2W 1;2
loc .�;O/\� of (PDE) and (BC). If further, Vu 2C 1.��Rm/ and

@� 2 C 3, the solution U is a classical solution of (PDE) and (BC) with U 2 C 2;˛.�/ for any ˛ 2 .0; 1/
with limx1!˙1 U.x1; Ox/D a

˙ uniformly for Ox 2 D.

As a first step towards proving Theorem 4.1, a projection map P WOı !O DO [@O will be defined.
Taking a smaller ı > 0 if necessary shows that for each u 2 .@O/ı, there exists a unique s.u/ 2 @O with
ju� s.u/j Dminw2@O ju�wj. This implies s 2 C 1..@O/ı; @O/. Define a projection map P WOı !O

by P.u/D u for u 2O and P.u/D s.u/ 2 @O for u 2Oı nO . Note that if u 2Oı nO , then

u� s.u/D ju� s.u/j�.s.u//: (4.2)

Making ı smaller if necessary, the implicit function theorem shows P WOı nO! @O is C 1.
Next to prove Theorem 4.1, a property of the function s.u/ is needed.

Lemma 4.3. If u 2 C 1.�;Rm/ and u.x/ 2Oı for some x 2�, then, for each i D 1; : : : ; n,ˇ̌̌̌
@u.x/

@xi

ˇ̌̌̌
�

ˇ̌̌̌
@.s ıu/.x/

@xi

ˇ̌̌̌
:
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Proof. It is a well-known result that the function s is a contraction; that is, js.z1/� s.z2/j � jz1� z2j for
any z1; z2 2Oı. Thus, for y 2� close to x,

ju.y/�u.x/j

jy � xj
�
js.u.y//� s.u.x//j

jy � xj
:

For y D xC hei , h 2 R, letting jhj ! 0, we get the inequality. �

Proposition 4.4. For any u 2 C 1.�;Oı/\W 1;2
loc .�;O

ı/, it follows that

P ıu 2W
1;2

loc .�;O/ and J.P.u//� J.u/:

Proof. For each z 2 .@O/ı, there exists a unique s.z/ 2 @O with jz� s.z/j Dminw2@O jz�wj. For each
z 2 @O, we have �.z/ is the outward unit normal vector to @O at z 2 @O. For each z 2 .@O/ı, we define

�.z/D

�
jz� s.z/j for z 2 .@O/ı nO;
�jz� s.z/j for z 2 .@O/ı \O;

and
��.z/�minf�.z/; 0g:

Observe that
s 2 C 1..@O/ı ; @O/; � 2 C 1..@O/ı ;R/; � 2 C 1.@O;Rm/;

and
z D s.z/C�.z/�.s.z//:

For z D u.x/ 2 .@O/ı , we see that

P.u.x//D s.u.x//C��.u.x//�.s.u.x///:

Define

f".�/�

�
0 for �� 0;
�.�2C "2/

1
2 C " for � < 0:

Approximating P.u/.x/ by s.u.x//C f".�.u.x///�.s.u.x/// and letting " ! 0 shows that P.u/ 2
W
1;2

loc .�;O/, and for u.x/ 2 Oı nO , we have rP.u/.x/ D rs ı u.x/, while for u.x/ 2 O , we have
rP.u/.x/Dru.x/. Now Lemma 4.3 implies that jrP.u/j � jruj. ThusZ

�

jrP.u.x//j2 dx �

Z
�

jru.x/j2 dx: (4.5)

Moreover, hypothesis (V5) implies thatZ
�

V.x; P.u.x// dx �

Z
�

V.x; u.x// dx: (4.6)

Then (4.5) and (4.6) show J.P.u//� J.u/. �

Proof of Theorem 4.1. As a class of admissible functions, take

�.Oı/D
˚
u 2E

ˇ̌
u.x/ 2Oı for x 2�; ku� a˙kL2.Ti ;Rm/! 0; i !˙1

	
:
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Define
c.Oı/D inf

u2�.Oı/
J.u/: (4.7)

Since O is convex, it is readily seen that �.Oı/ ¤ ∅ and 0 � c.Oı/ <1. Let fukg � �.Oı/ be a
minimizing sequence for (4.7). By the density of C 1.�;Rm/\�.Oı/ in �.Oı/, we may assume that
fukg � C

1.�;Rm/\ �.Oı/. Since P is a contraction on Oı and is the identity map on O, for any
z 2Oı and w 2O, we have jP.z/�wj � jz�wj. Thus

kP.u/� a˙kL2.Ti ;Rm/ � ku� a
˙
kL2.Ti ;Rm/

! 0; i !˙1:

Hence Proposition 4.4 implies that fP.uk/g is also a minimizing sequence for (4.7) which is contained in
W
1;2

loc .�;O/\�.O
ı/. The proof of Theorem 2.2 shows that there exists a p.k/ 2 Z such that a subse-

quence of fP.uk. � C .p.k/; 0; : : : ; 0///g converges weakly in W 1;2
loc .�;R

m/, strongly in L2loc.�;R
m/

and pointwise a.e. to a minimizer U 2W 1;2
loc .�;O/\�.O

ı/ of (2.1). Since U.x/ 2 O for any x 2�
and O is bounded, by Remark 2.37, U is a weak solution of (PDE) and (BC).

Following the argument in the Completion of the Proof of Theorem 3.1, we get that if Vu 2 C 1 and
@�2C 3, then U 2C 2;˛.�;O/\� and U is a classical (PDE) and (BC) with limx1!˙1 U.x1; Ox/D a

˙

uniformly for Ox 2 D. �
For our second result, as earlier, let ei be a unit vector in the positive xi -direction, 1� i � n. Assume:

(�1) � � R�D for some bounded set D � Rn�1, @� is a C 3 manifold, and for all x 2 �, we have
x˙ e1 2�.

(�2) � is a connected set.

Define the functional J as earlier with this new choice of � and for i; j 2 Z with i < j , set Ti D
fx 2� j i < x1 < i C 1g and T ji D fx 2� j i < x1 < j g.

Then we have:

Theorem 4.8. Suppose that V satisfies (V1)–(V3) and � satisfies (�1), (�2). Let

�1 D
˚
u 2E

ˇ̌
ku� a˙kL2.Ti ;Rm/! 0; i !˙1

	
:

Then there is a U 2 �1 such that
J.U /D inf

u2�1
J.u/: (4.9)

Proof. The proof of Theorem 2.2 uses Proposition 2.14 and Remark 2.19 to show that a minimizing
sequence fukg satisfying the normalization (2.13) and the bounds given by Proposition 2.24 has a
subsequence which converges to a minimizer U of the functional J on �. Since Proposition 2.14 and
Remark 2.19 can be proved in the same manner for a domain � satisfying (�1) and (�2), the proof
carries over to the present setting provided that the bounds of Proposition 2.24 are also valid here; i.e., if
fukg is a minimizing sequence for (4.9), there is a constant M > 0 such that

kukkW 1;2.Ti ;Rm/
�M (4.10)

for all k 2 N and i 2 Z. We will show that this is the case. The proof uses the following result.
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Lemma 4.11. Assume that (�1) and (�2) hold. Then for any fixed k � 3, there exists a constant C > 0,
independent of i 2 Z, such that for any u 2W 1;2

loc .�;R
m/ and j 2 fi C 1; : : : ; i C k� 2g,

kukL2.Tj ;Rm/ � C
�
kruk

L2.T
iCk
i

;Rm/
CkukW 1;2.Ti ;Rm/

CkukL2.TiCk�1;Rm/
�
:

Proof. By a translation in Ze1, it suffices to show that there exists a constant C > 0 such that for any
u 2W

1;2
loc .�;R

m/ and j 2 f1; : : : ; k� 2g,

kukL2.Tj ;Rm/ � C
�
krukL2.T k0 ;Rm/

CkukL2.T0;Rm/CkukL2.Tk�1;Rm/
�
:

To the contrary, suppose that the inequality above does not hold. Then there is a sequence fwlg �
W
1;2

loc .�;R
m/ and j 2 f1; : : : ; k� 2g such that

kwlkL2.Tj ;Rm/ D 1 (4.12)

and
krwlkL2.T k0 ;Rm/

CkwlkL2.T0;Rm/CkukL2.Tk�1;Rm/! 0 as l!1: (4.13)

Let �j0 be a connected component of Tj and �j a connected component of T k0 containing �j0 . If
�j \ .T0[Tk�1/D∅, then �j is an isolated connected component of �. But k � 3, so this contradicts
the connectedness of �. Thus �j \ .T0[Tk�1/¤∅. Assume that �j \T0 ¤∅. Then by the Poincaré
inequality, there exists c > 0, independent of l , such that

kwl � Œwl �j kL2.�j ;Rm/ � ckrwlkL2.�j ;Rm/; (4.14)

where Œwl �j D .1=j�j j/
R
�j
wl dx. Since liml!1 kwlkL2.T0;Rm/ D 0 and

kwl � Œwl �j kL2.�j\T0;Rm/ � kwl � Œwl �j kL2.�j ;Rm/ � ckrwlkL2.�j ;Rm/

� ckrwlkL2.T k0 ;Rm/
;

(4.13) implies that liml!1Œwl �j D 0. Then (4.14) shows that

kwlkL2.�j0 ;Rm/
� kwlkL2.�j ;Rm/! 0 as l!1:

If �j \ Tk ¤ ∅, we obtain the same conclusion. Thus, for each connected component �j0 , we have
liml!1 kwlkL2.�j0 ;Rm/

D 0. This implies liml!1 kwlkL2.Tj ;Rm/ D 0, contradicting (4.12) and com-
pleting the proof. �

Now, we argue as in the proof of Proposition 2.14. Since Proposition 2.14 and Remark 2.19 hold for
a domain � satisfying (�1) and (�2), there exists L 2 N, independent of k, such that the number of
elements of

Ak D
˚
i 2 N

ˇ̌
kuk � a

�
kL2.Ti ;Rm/

� �; kuk � a
C
kL2.Ti ;Rm/

� �
	

is bounded by L for each k 2 N. Note that if i … Ak ,

kukkL2.Ti ;Rm/ � �Cmaxfja�1j; jaCjgjT0j
1
2:
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Then, applying Lemma 4.11, we get the boundedness (4.10). For the completion of the proof of
Theorem 4.8, we follow exactly the same argument as in the Completion of the Proof of Theorem 2.2.
Then, we get a minimizer U 2 �1 of J. �

As a consequence of Theorem 4.8 and Theorem 3.1, we have:

Corollary 4.15. If in addition to the hypotheses of Theorem 4.8, (V4) is satisfied, Vu 2 C 1.��Rm/ and
@� 2 C 3, then U 2 C 2;˛.�;Rm/ for any ˛ 2 .0; 1/ and U is a classical solution of (PDE) and (BC)
with limx1!˙1 U.x1; Ox/D a

˙ uniformly for Ox 2 D. If V satisfies (V5), then (PDE) and (BC) possess a
solution U 2 C 2;˛.�;O/\�1.

Theorem 3.1 and Corollary 4.15 require condition (V4), which allows us to get an L1 bound for the
solution. When n D 1, condition (V4) is not required; conditions (V1)–(V3) suffice. Next an example
will be given showing that a PDE perturbation of that case without any further conditions other than
V 2 C 2 gives classical solutions of (PDE) and (BC). Thus consider (PDE) and (BC) for nD 1. To better
distinguish between the cases of nD 1 and the general case, set

�0 D
˚
u 2W

1;2
loc .R;R

m/
ˇ̌
ku� a˙kL2.Œi;iC1�;Rm/! 0; ˙i !1

	
and

J0.u/D

Z
R

�
1
2
jux1 j

2
CV.x1; u/

�
dx1:

Then in Section 2, it was shown that

c0 D inf
u2�0

J0.u/

has a minimizer, U0 D U0.x1/, which is a classical solution of (PDE). With the same choice of V , take
any bounded domain D � Rn�1 with �D R�D and � as in Section 2, J as in (1.2) and c as in (2.1).
Note that U0 2 � so J.U0/D jDjJ0.U0/� c.

Proposition 4.16. J.U0/D c and any minimizer U 2 C 2;˛.�/\L1.�/ of (2.1) depends only on x1.

Proof. Let fukg be a minimizing sequence for (2.1). Write x D .x1; Ox/ for x 2 Rn and fix k 2 N. Then
by Fubini’s theorem, there exists a set Ak � D with jAkj D jDj such that for any Ox 2 Ak ,Z

�

�
1
2
jruk.x1; Ox/j

2
CV.x1; uk.x1; Ox//

�
dx1 <1: (4.17)

Therefore by Proposition 2.3, there exist e˙
k
. Ox/ 2 fa�; aCg such that

lim
i!˙1

kuk. � ; Ox/� e
˙
k . Ox/kL2.Œi;iC1�;Rm/ D 0: (4.18)

We claim that e˙
k
. Ox/D a˙ for all Ox 2 Ak . Indeed for each i 2 Z, set

f ˙i . Ox/D

Z
Œi;iC1�

juk.x1; Ox/� a
˙
j
2 dx1:
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Then each function f ˙i is measurable on D and by Fubini’s theorem again,

lim
i!˙1

Z
D
f ˙i . Ox/ d Ox D lim

i!˙1

Z
D

Z
Œi;iC1�

juk.x1; Ox/� a
˙
j
2 dx1 d Ox

D lim
i!˙1

kuk � a
˙
kL2.Ti /

D 0

since uk 2 �. But f ˙i . Ox/ � 0, so f ˙i ! 0 in L1.D/ as i ! ˙1. Hence there exist subsequences
i˙j !˙1 such that

f ˙
i˙
j

. Ox/! 0 for a.e. x 2 D: (4.19)

Comparing (4.19) to (4.18) shows the existence of a set Bk �Ak with jBkjD jAkjD jDj and e˙
k
. Ox/D a˙

for all Ox 2 Bk . Defining B D
T
k Bk , we have jBj D jDj, and for any Ox 2 B and k 2 N, we have

uk. � ; Ox/ 2W
1;2

loc .R;R
m/ and lim

i!˙1
kuk. � ; Ox/� a

˙
kL2.Œi;iC1�;Rm/! 0:

This implies that for each Ox 2 B , we have uk.x1; Ox/ 2 �0. Therefore, for each Ox 2 B ,

J0.uk. � ; Ox//� J0.U0/: (4.20)

Integrating (4.20) over D then shows J.uk/� J.U0/, which implies J.U0/D c, yielding the first part of
the proposition.

For the second part, suppose that c is attained by U 2 C 2;˛.�/\L1.�/. As in (4.20), for a.e. Ox 2D,

J0.U. � ; Ox//� J0.U0/:

Since J.U /D c, this implies that for a.e. Ox 2 D,

J0.U. � ; Ox//D J0.U0/:

Then, for a.e. Ox 2 D,
@2U.x1; Ox/

@x21
�Vu.x1; U.x1; Ox//D 0:

This implies that

� OxU ��U �
@2U.x1; Ox/

@x21
D 0 for any x1 2 RI

i.e., U.x1; Ox/ as a function of Ox is harmonic. Thus using the boundary condition (BC) shows that U.x1; Ox/
does not depend on Ox 2 D. This completes the proof. �

Now the perturbation result can be formulated. Suppose:

(V0) For some "0 >0, there exists a function W 2C 1..�"; "/���Rm/ such that for each "2 .�"0; "0/,
W."; � / satisfies (V1)–(V3) and W.0; x; u/D V.x1; u/.
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For j"j< "0, consider the family of equations

��uCWu."; x; u/D 0; x 2�; (4.21)

with boundary conditions
@u

@�
D 0 on @�: (4.22)

Then we have:

Theorem 4.23. Suppose (V0) is satisfied and @�2C 3. Then there is an "1 2 .0; "0/ such that the problem
(4.21)–(4.22) has a classical solution U" for each j"j � "1.

Proof. Let u0 be any minimizer of J0 on �0. Then (2.43) provides an upper bound K for ku0kL1.R;Rm/
and any such u0. To obtain the solutions U", the family of functions W."; � / will be truncated. Let
WK 2 C..�"; "/���Rm/ satisfy (V0) with

(1) WK.0; x; u/ independent of Ox,

(2) WK."; x; u/DW."; x; u/ for juj � 2K,

(3) j.WK/u."; x; u/j �K1 for some constant K1,

(4) lim infjuj!1WK."; x; u/� V > 0 uniformly for x 2� and j"j � "0,

(5) inf
˚
WK.0; x; u/

ˇ̌
t 2 R; minfju� a�j; ju� aCjg � �

	
� ˇ.�/,

where ˇ.�/ D inf
˚
V.x1; u/

ˇ̌
x1 2 R; minfju� a�j; ju� aCjg � �

	
. It is straightforward to construct

such a family of functions. By (V0) and Theorem 2.2, the functional

J";K.u/�

Z
�

�
1
2
jruj2CWK."; x; u/

�
dx �

Z
�

L";K.u/ dx;

corresponding to (4.21) with W replaced by WK has a minimizer U";K 2 � for each j"j � "0. By (3) of
the properties of WK and Theorem 3.1(1), there is a constant M 1 that is independent of " but depends
on K such that

kU";KkL1.�;Rm/ �M 1:

Thus by Theorem 3.1(2), each component of U";K can be viewed as a C 2;˛.�;R/ solution of a linear
elliptic equation of the form

��v D f; x 2�;

with @v=@� D 0, x 2 @� and f 2 L1.�;R/. Applying the W 2;q
loc estimates for such equations gives a

constant M 2 > 0 that is independent of " but depends on K such that

kU";KkW 2;q.�;R/ �M 2:

Taking q > n and applying the Schauder estimates for each component yields a constant M > 0 that is
independent of " but depends on K such that

kU";KkC2;˛.�;Rm/ �M: (4.24)
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Thus,U";K is a classical solution of (4.21)–(4.22). It can be assumed that the functionsU";K are normalized
as in (2.13). We claim there is an "1 2 .0; "0� such that for j"j � "1, we have kU";KkL1.�;Rm/ < 2K. If
so, WK."; x; U";K.x//DW."; x; U";K.x// and U";K is the desired solution of (4.21)–(4.22) for j"j � "1.
To show that such an "1 exists, suppose that there exists "l 2 .�"0; "0/ with liml!1 "l D 0 such that

lim sup
l!1

kU"l ;KkL1.�;Rm/ � 2K: (4.25)

By (4.24), it can be assumed that U"l ;K converges in C 2loc.�;R
m/ to a solution U � of (4.21)–(4.22) for

"D 0. Due to equations (4.21)–(4.22) again, the convergence is in C 2;˛loc .�;R
m/ so by (4.24),

kU �kC2;˛.�;Rm/ �M: (4.26)

Suppose for the moment that U � minimizes J0;K on �. Then by Remark 2.44, kU �kL1.�;Rm/ �K and
(4.26) is in contradiction to (4.25). Hence "1 exists and the theorem is proved.

It remains to verify that U � minimizes J0;K on �. As a first step, let w 2 C 1.R;Rm/ with w.t/D a�

for t � �1 and w.t/ D aC for t � 1. We define Qw.x1; Ox/ D w.x1/. Then there is a constant M1

independent of " but depending on K such that

J";K. Ow/�M1: (4.27)

Thus J";K.U";K/�M1 for j"j � "0. Now for any R > 0, due to the C 1loc convergence of U";K ,Z
Œ�R;R��D

L0;K.U
�/ dx D lim

"!0

Z
Œ�R;R��D

L";K.U";K/ dx �M1:

Thus letting R!1 shows
J0;K.U

�/�M1: (4.28)

By (4.28), as ji j !1, Z
Ti

L0;K.U
�/ dx! 0: (4.29)

Due to the bounds (4.26) and the Poincaré inequality,

kU �� a˙kW 1;2.Ti ;Rm/
! 0; ji j !1: (4.30)

Employing the bounds, (4.26) again with (4.30) and an interpolation inequality shows

kU �� a˙kC1.Ti ;Rm/! 0; i !˙1: (4.31)

The estimate (4.31) also holds for any u0 minimizing J0;K on �. Let � > 0. By (4.31), there is a
q D q.�/ 2 N such that for uD U � or uD u0,

ku� a˙kC1.Ti ;Rm/ � �; ˙i � q: (4.32)

By (4.28) again, by taking q larger if need be, it can be assumed thatZ
fjx1j�qC1g�D

L0;K.U
�/ dx � � and

Z
fjx1j�qC1g�D

L0;K.u0/ dx � �: (4.33)
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Next observe that U �, being a limit of minimizers, possesses a minimality property. Indeed since U";K
minimizes J";K over �, for any ' 2W 1;2.�;Rm/ having compact support,Z

�

�
L";K.U";K C'/�L";K.U";K/

�
dx D

Z
supp'

�
L";K.U";K C'/�L";K.U";K/

�
dx � 0: (4.34)

Thus taking "! 0 in (4.34) yieldsZ
supp'

�
L0;K.U

�
C'/�L0;K.U

�/
�
dx � 0: (4.35)

Taking q D q.�/, choose ' D fq , where

fq.x/D

8̂̂̂<̂
ˆ̂:
u0�U

� for jx1j � q;
.x1� q� 1/.U

��u0/ for q � x1 � qC 1;
.�q� 1� x1/.U

��u0/ for � q� 1� x1 � �q;
0 for jx1j � qC 1:

With this choice of ', (4.35) becomesZ
Œ�q;q��D

L0;K.u0/ dxC

Z
T�q�1[Tq

L0;K.U
�
Cfq/ dx �

Z
Œ�q�1;qC1��D

L0;K.U
�/ dx: (4.36)

The choice of fq and (4.32) showZ
T�q�1[Tq

L0;K.U
�
Cfq/ dx � .�/;

where .�/! 0 as � ! 0. Recall that by Remark 2.44 and Proposition 4.16,

c0;K � inf
u2�

J0;K.u/D inf
u2�

J.u/� c:

Consequently, letting � ! 0, q!1 and (4.36) implies

c D J.u0/� J0;K.U
�/� c0;K

and Theorem 4.23 is proved. �

Remark 4.37. One can also allow for perturbations of the domain in the setting of Theorem 4.23. For
example, with a condition like:

(�0) For some "0 > 0 and each j"j � "0, there is a domain �" � Rn, where �" satisfies (�1)–(�2), the
map "!�" is continuous, and �0 D R�D.

To conclude this section, we will briefly mention the case of (V2) replaced by:

(V 02) There are points ai 2Rm such that V.x; ai /D 0, 1� i � s, for all x 2�, and V.x; u/> 0 otherwise,

i.e., V is a multiwell potential. Existence and multiplicity results for such multiwell potentials and even
infinite well potentials have been studied, e.g., in [Montecchiari and Rabinowitz 2016]. Using the methods
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of this paper, such treatments can readily be extended to the current setting. For example, suppose that V
is an s-well potential and set

AD fa1; : : : ; asg:

Then it is straightforward to show:

Theorem 4.38. Suppose that V satisfies (V1), (V 02), (V3), (V4), Vu 2 C 1, �D R�D with D � Rn�1 a
bounded open set and @D a C 3 manifold. Then:

(1) For any ai 2A, there exists an aj 2A with i ¤ j and corresponding classical solution Ui;j of (PDE)
and (BC) such that Uij is heteroclinic in x1 from ai to aj and Ui;j minimizes J over the set˚

u2E
ˇ̌

lim
k!�1

ku� aikL2.Tk ;Rm/D lim
k!1

ku� aj kL2.Tk ;Rm/D0 for some j¤i
	
:

(2) For any ai; aj 2 A, with i ¤ j, there exists a (minimal) heteroclinic chain of solutions Ui;p1 ;
Up1;p2 ; : : : ; Upt ;j of (PDE) and (BC), where Uk;l are as in (1) and the integers i; p1; : : : ; pt ; j are
distinct. Moreover, if

ci;j D inf
u2�i;j

J.u/;

where

�i;j D
˚
u 2E

ˇ̌
ku� aikL2.Tk ;Rm/! 0; k!�1Iku� aj kL2.Tk ;Rm/! 0; k!1

	
;

then
ci;j D J.Ui;p1/C � � �CJ.Upt ;j /:

5. Multitransition solutions

In this section, it will be shown how the approach of [Montecchiari and Rabinowitz 2016] can be mirrored
to construct multitransition homoclinic and heteroclinic solutions of (PDE). More precisely, we seek
solutions of (PDE) that as a function of x1 make multiple transitions between small neighborhoods of a�

and aC. In order to find such solutions, we need a mild nondegeneracy condition on the set of minimizing
heteroclinics given by Theorem 2.2. To make this precise, we replace � by �.a�; aC/ and c by c.a�; aC/.
Thus interchanging the roles of a� and aC gives us �.aC; a�/ and c.aC; a�/. For � 2 faC; a�g, and
� 2 faC; a�g n f�g, set

M.�; �/� fu 2 �.�; �/ j J.u/D c.�; �/g:

Define
S.�; �/� fujT0 j u 2M.�; �/g

and put the W 1;2.T0;R
m/ topology on this set. Then we have:

Proposition 5.1. Suppose V satisfies (V1)–(V4), Vu 2 C 1.��Rm/ and @� 2 C 3. Then

(1) S.�; �/D S.�; �/[f�g[ f�g,

(2) S.�; �/ is compact.
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Proof. Due to the asymptotic behavior of the members u of M.�; �/, we know u.x1C j; x2; : : : ; xn/

converges in L2.T0;Rm/ to � as j !1 and to � as j !�1. Then, by the L1 uniform boundedness
of minimizers U 2 S.�; �/ in Proposition 6.2 and elliptic estimates, we see that f�g[ f�g 2 S.�; �/.

Let fwj g be a sequence in S.�; �/. Then the proof of (1)–(2) is complete if a subsequence of fwj g
converges to a member of S.�; �/[f�g[f�g. If a subsequence ofwj converges to � or �, we are done. Thus
suppose this is not the case. For any j, we have wj DWj jT0 , where Wj 2M.�; �/, so J.Wj /D c.�; �/.
By Proposition 6.2 and elliptic estimates, there exists K > 0 such that kWj kC2;˛.�;Rm/ � K. Then, a
subsequence of Wj converges in C 2loc.�;R

m/ to a function W 2 E \C 2.�;Rm/ and W is a classical
solution of (PDE). In particular wj ! w DW jT0 ¤ �; �. Since for each p < q 2 Z,

qX
iDp

Z
Ti

L.W / dx D lim
j!1

qX
iDp

Z
Ti

L.Wj / dx � J.Wj /D c.�; �/;

letting q;�p!1 shows X
i2Z

Z
Ti

L.W / dx D J.W /� c.�; �/: (5.2)

Equation (5.2) and (V2) imply there are points �˙ 2 f�; �g such that kW ��˙kL2.Ti ;Rm/! 0 as i!˙1,
respectively. We must show �� D � and �C D �. Arguing indirectly, suppose that �� ¤ �, so �� D �.
Let " > 0. Then there is a negative integer i0 D i0."/ 2 Z such that kW � �kW 1;2.Ti ;Rm/

� " for all
i � i0C 2. For large k D k.i0/ and i 2 fi0� 1; : : : ; i0C 2g, we have kWk � �kW 1;2.Ti ;Rm/

� 2". Define
fk 2 �.�; �/ by

fk D

8̂̂̂̂
<̂̂
ˆ̂̂̂:

Wk for x1 � i0� 1;
.x1� i0C 1/�C .i0� x1/Wk for i0� 1� x1 � i0;
� for i0 � x1 � i0C 1;
.x1� i0� 1/WkC .2C i0� x1/� for i0C 1� x1 � i0C 2;
Wk for i0C 2� x1:

(5.3)

Note that

jJ.Wk/�J.fk/j D

ˇ̌̌̌Z
Si0C2
iDi0�1

Ti

.L.Wk/�L.fk// dx

ˇ̌̌̌
� �."/; (5.4)

where �."/! 0 as "! 0. Therefore by (5.4),

c.�; �/D J.Wk/� J.fk/� �."/: (5.5)

Further define functions gk 2 �.�; �/ and hk via

gk D

�
fk for x1 � i0;
� for x1 � i0;

(5.6)

hk D

�
� for x1 � i0C 1;
fk for x1 � i0C 1;

(5.7)

so by construction,
J.fk/D J.gk/CJ.hk/: (5.8)
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By (5.5) and (5.8),

c.�; �/� J.gk/CJ.hk/� �."/� c.�; �/CJ.hk/� �."/:

Thus, we get

�."/� J.hk/�

1X
iDi0C1

Z
Ti

L.fk/ dx �

1X
iD0

Z
Ti

L.fk/ dx; (5.9)

where the last inequality follows since i0 is negative. But on T0, we have fk Dwk!w in W 1;2.T0;R
m/

as k!1 and w¤ a˙. Therefore
R
T0
L.fk/ dx � ! > 0 for all large k. Since the left-hand side of (5.9)

goes to 0 as "! 0, we have a contradiction. Thus �� D �. Similarly, �C D � and the proposition is
proved. �

Next define C�.�; �/ to be the connected component of S.�; �/ to which � belongs and define C�.�; �/
similarly. Then the following alternative holds.

Proposition 5.10. One of the following items holds:

(i) C�.�; �/D C�.�; �/;

(ii) C�.�; �/D f�g and C�.�; �/D f�g.

If (ii) holds, there exist nonempty disjoint compact sets K�.�; �/; K�.�; �/� S.�; �/ such that

(a) � 2K�.�; �/; � 2K�.�; �/,

(b) S.�; �/DK�.�; �/[K�.�; �/,

(c) dist.K�.�; �/;K�.�; �//� 5r.�; �/ > 0.

Proof. The proofs of these statements are exactly the same as their counterparts in Proposition 2.43 of
[Montecchiari and Rabinowitz 2016]. �

Remark 5.11. Note that Proposition 5.10(i) occurs if V is independent of x1.

To continue, we assume that the nondegeneracy condition, alternative (ii) of Proposition 5.10, holds for
both C�.�; �/ and C�.�; �/. Since the arguments are very close to those of [Montecchiari and Rabinowitz
2016], we will give the proof for the simplest case of two transition solutions and merely set up the
variational problem that finds the multitransition solutions as local minima of J, referring to [Montecchiari
and Rabinowitz 2016] for further results and details.

Recalling the definition of � given after (2.12), by Proposition 5.10,

Nr Dmin
�
�; r.a�; aC/; r.aC; a�/

�
> 0:

Define the set

ƒ.�; �/D
˚
u 2 �.�; �/

ˇ̌
ku�K�.�; �/kW 1;2.T0;Rm/

D Nr or ku�K�.�; �/kW 1;2.T0;Rm/
D Nr

	
and

d.�; �/D inf
u2ƒ.�;�/

J.u/: (5.12)
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Arguing as in the proof of Proposition 2.47 of [Montecchiari and Rabinowitz 2016] shows

d.�; �/ > c.�; �/: (5.13)

To set up the variational framework to find the simplest two transition solutions of (PDE) and (BC),
following [Montecchiari and Rabinowitz 2016], let mD .m1; : : : ; m4/ 2 Z4 and l 2 N be such that

m1C 2l < m2� 2l < m2C 2l < m3� 2l < m3C 2l < m4� 2l:

Finally define
A2 DA2.m; l/D fu 2E j u satisfies (5.14)g;

where

u. � C je1/jT0 2

8̂̂̂<̂
ˆ̂:
Nr.Ka�.a�; aC//; j < m1C l;

Nr.KaC.a�; aC//; m2� l � j < m2C l;

Nr.KaC.aC; a�//; m3� l � j < m3C l;

Nr.Ka�.aC; a�//; m4� l � j:

(5.14)

Here Nr.A/� fu 2W 1;2.T0;R
m/ j distW 1;2.T0;Rm/

.u; A/� rg for any A�W 1;2.T0Rm/.
We seek 2-transition solutions as minima of J on A2. Define

b2 D b2.m; l/D inf
u2A2

J.u/: (5.15)

Theorem 5.16. Suppose (V1)–(V4) are satisfied and that Proposition 5.10(ii) holds for C�.�; �/ whenever
� 6D � 2 fa�; aCg. There exists an m0 2 N such that if l �m0 and miC1�mi � 6l �m0 for i D 1; 2; 3,
then

M.b2/� fu 2A2 j J.u/D b2g ¤∅:

Moreover, any U 2M.b2/ is a classical solution of (PDE) satisfying (BC) and kU �a�kW 1;2.Tp;Rm/
! 0

as p!˙1.

Proof. Let fukg � A2 be such that J.uk/ ! b2. Arguments similar to the ones used to prove
Propositions 2.14 and 2.24 show that fkukkW 1;2.Ti ;Rm/

gi2Z;k2N is bounded. Then, along a subsequence
(denoted again by fukg), uk! U weakly in E. Since A2 is weakly closed, we have U 2A2 and J is
weakly lower semicontinuous, so J.U /D b2. Since J.U / <C1,

distW 1;2.Tp;Rm/
.U; fa�; aCg/! 0 as p!˙1;

and by the definition of A2, it follows that lim˙!1 kU � a�kW 1;2.Tp;Rm/
D 0. To show that U is a

classical solution of (PDE) satisfying (BC), the arguments of Section 3 can be applied here once we have
verified that U is a weak solution of (PDE), i.e.,Z

�

rU � r'CVu.x; U / �' dx D 0 for any ' 2 C10 .R
n;Rm/: (5.17)

To verify (5.17), it suffices to show that ifm0 is large enough, U satisfies the inequalities defining A2 with
strict inequalities. Towards this end, defineK1DKa�.a�; aC/, K2DKaC.a�; aC/, K3DKaC.aC; a�/,
K4DKa�.aC; a�/, and a1Da4Da�, a2Da3DaC. IfU does not satisfy one of the inequalities defining
A2 with strict inequality, then
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(�) there exist integers j 2 f1; : : : ; 4g and

pj 2

8<:
.�1; m1C l �\Z if j D 1;
Œmj � l; mj C l/\Z if 1 < j < 4;
Œm4� l;C1/\Z if j D 4;

for which

Nr D distW 1;2.T0;Rm/
.U. � Cpj e1/jT0 ; Kj /:

We show here below how (�) is not possible if m0 is large enough. The arguments are slightly different
depending on whether j D 1; 4 (the “boundary” case) or j D 2; 3 (the “interior” case). We will show
here how to get a contradiction only for the interior case, the other being very similar (and simpler).

Assume that for some Nj 2 f2; 3g there exists a p 2 Œm Nj � l; m Nj C l/ such that

Nr D distW 1;2.T0;Rm/
.U. � Cpe1/jT0 ; K Nj /: (5.18)

Let " 2 .0; Nr/. First note that if m0 is sufficiently large then

b2 < c.a�; aC/C c.aC; a�/C 2 (5.19)

independently of the choice on m — see the simple argument at the beginning of the proof of Proposi-
tion 3.29 in [Montecchiari and Rabinowitz 2016]. Moreover, taking m0 larger if need be, observe that for
any j 2 f1; : : : ; 4g there exists �j 2 Œmj � l C 2;mj C l � 2/\Z such that

kU � aj kW 1;2.Ti ;Rm/
< " for i 2 Œ�j � 2; �j C 2�\Z: (5.20)

Indeed, suppose for every Xi �
SiC2
kDi�2 Tk � Œmj � l; mj C l � � D, there exists Tj � Xi such that

kU � aj kW 1;2.Tj ;Rm/
� ". Since U 2 A2, it follows that distW 1;2.Tj ;Rm/

.U; fa�; aCg/ � ". Then, the
argument in Proposition 2.14 shows

R
Tj
L.U / dx � ˇ."/ > 0. Therefore

b2 D J1.U /�
1
5
.2l C 1/ˇ."/� 2

5
m0ˇ."/;

which is in contradiction with (5.19) for large values of m0.
By (5.20), there are integers i� 2 .m Nj�1� lC2;m Nj�1C l�2/ and iC 2 .m NjC1� lC2;m NjC1C l�2/

and corresponding regions Xi� and XiC such that if Tl �Xi� and Tk �XiC , then

kU � a Nj�1kW 1;2.Tl ;Rm/
< " and kU � a NjC1kW 1;2.Tk ;Rm/

< ": (5.21)

Define

f D

8<:
a Nj�1 for x1 � i�;
U for i�C 1� x1 � iC� 1;
a NjC1 for iC � x1;

(5.22)

with interpolations as in (5.3) in the other regions.
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By construction, f 2 �.a Nj�1; a NjC1/ and since f D U on Tp , by (5.18) we have f 2ƒ.a Nj�1; a NjC1/.
Then, by (5.13) and (5.22),

d.a Nj�1; a NjC1/� J.f /

�

Z
SiC�2
i�C1

Ti

L.U / dxC

Z
Ti�

L.f / dxC

Z
TiC�1

L.f / dx

�

Z
SiC�2
i�C1

Ti

L.U / dxC 2�."/: (5.23)

If m0 is large enough, there exists u 2M.a Nj�1; a NjC1/ such that

ku� a Nj�1kW 1;2.Tq ;Rm/
� " for any q �m Nj�1C l;

ku� a NjC1kW 1;2.Tq ;Rm/
� " for any q �m NjC1� l:

Define

ˆD

8̂̂̂̂
<̂̂
ˆ̂̂̂:

U for x1 � i�� 2;
a Nj�1 for i�� 1� x1 � i�;
u for i�C 1� x1 � iC� 1;
a NjC1 for iC � x1 � iCC 1;
U for x1 � iCC 2;

(5.24)

making the usual interpolations in the remaining regions. Observe that ˆ 2A2. Consequently, with the
aid of (5.23), we obtain

0� J.ˆ/�J.U /D

Z
SiCC1
iDi��2

Ti

L.ˆ/�L.U / dx

�

Z
SiC�1
iDi�C1

Ti

L.u/ dxC 2�."/�

Z
SiCC1
iDi��2

Ti

L.U / dx

� c.a Nj�1; a NjC1/� d.a Nj�1; a NjC1/C 4�."/;

a contradiction to (5.13) if 4�."/ < d.a Nj�1; a NjC1/� c.a Nj�1; a NjC1/. An analogous argument leads to a
contradiction in the boundary case. Thus (�) cannot occur and the theorem is proved. �

Remark 5.25. Varying the values of m, Theorem 5.16 provides the existence of infinitely many 2-transition
solutions of (PDE) homoclinic to a�. Reversing the roles of a� and aC, an analogous result is obtained
giving infinitely many solutions homoclinic to aC.

As in [Montecchiari and Rabinowitz 2016], Theorem 5.16 can be generalized also to the case of
k-transition and infinite transition solutions. We state here the case of k-transition solutions referring to
[Montecchiari and Rabinowitz 2016] for more details.

For k 2 N, let fa1; : : : ; a2kg 2 fa�; aCg2k be such that

a1 6D a2 D a3 6D � � � 6D a2k�2 D a2k�1 6D a2k :

Consider also the family of sets fK1; : : : ; K2kg defined as

K2j�1 DKa2j�1.a2j�1; a2j / and K2j DKa2j .a2j�1; a2j /; j D 1; : : : ; k:
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Given l 2 N and mD .m1; : : : ; m2k/ 2 Z2k with mj �mj�1 > 2l for j D 2; : : : ; 2k, consider the set

A.k;m; l/D fu 2E j u satisfies (5.26)g;

where

u. � Cpe1/jT0 2

8<:
N Nr.K1/; p 2 .�1; m1C l/\Z;

N Nr.Kj /; p 2 Œmj � l; mj C l/\Z; 2� j � 2k� 1;

N Nr.K2k/; p 2 Œm2k � l;C1/\Z;

(5.26)

and let

bk D b.k;m; l/D inf
u2A.k;m;l/

J.u/: (5.27)

Theorem 5.28. Under the hypotheses of Theorem 5.16, there is an m0 2 N for which if k 2 N, l �m0
and miC1�mi � 6l �m0 for i D 1; : : : ; 2k� 1, then

M.bk/�
˚
u 2A.k;m; l/

ˇ̌
J.u/D b.k;m; l/

	
¤∅:

Moreover, any U 2M.bk/ is a classical solution of (PDE) satisfying (BC).

6. Proof of Theorem 3.1

In this section the proof of Theorem 3.1 will be carried out. It is similar to the proof of the corresponding
scalar case. The proof consists of several steps. First note that since (V1)–(V3) are satisfied and @�D
R� @D 2 C 1, by Theorem 2.2, there exists a minimizer U 2 � of (2.1). For any ' 2 W 1;2

loc .�/ with
compact support in � and t 2 R, we see that U C t' 2 �. Since V.x; � / 2 C 1.Rm/ for each x 2� and
(V4) holds, limt!0.J.U C t'/�J.U //=t exists. Since J.U /� J.U C t'/ for any t 2 R, we see that

lim
t!0

J.U C t'/�J.U /

t
D

Z
�

rU � r'CVu.x; U /' dx D 0:

This implies that U is a weak solution of (PDE) and (BC).
Now two rather technical steps are required and will be stated as separate propositions. The first

provides an L1 bound for any weak solution U of (PDE) and (BC). When mD 1, such results are well
known; see, e.g., [Gilbarg and Trudinger 1983]. In general, they are not true for systems, but we will show
that due to the semilinear structure of (PDE) and (V4), variants of arguments in [Gilbarg and Trudinger
1983], that in turn go back to work of Moser, can be modified to treat the current setting.

Note that for any U 2E, there is a constant M4 > 0 depending on U such thatZ
�

jrU j2 dxC sup
i2Z

Z
Ti

jU j2 dx �M4: (6.1)

Proposition 6.2. Suppose V satisfies (V1)–(V4), and that @�DR�@D 2C 1. Then for any weak solution
U 2E of (PDE) and (BC), there exists a constant M5 > 0 depending on U such that

kU kL1.�;Rm/ �M5:

If U is a minimizer of (2.1), M4 and M5 are independent of U .
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Proof. First observe that by Proposition 2.24, M4 can be chosen independently of U if U is a minimizer
of (2.1). Let � 2 C 1.R; Œ0; 1�/ have compact support. Then � extends to a C 1-function on � by defining
�.x1; : : : ; xn/ D �.x1/. For each � > 0 and i D 1; : : : ; m, define a function U �i by U �i .x/DUi .x/ if
jUi .x/j<� , by U �i .x/D� if Ui .x/�� and by U �i .x/D�� if Ui .x/��� . If U D .U1; : : : ; Um/, set
U � D .U �1 ; : : : ; U

�
m/. Let ˇ > 0 and take 'j D �2Uj jU �j j

2ˇ, 1� j �m. Then, taking ' D 'j ej , with ej
the j -th unit vector in Rm, we see that ' 2W 1;2

loc .�/ and the support of ' is compact. Thus, (1.1) implies
that for 1� j �m, Z

�

rUj � r.�
2Uj jU

�
j j
2ˇ /CVuj .x; U /�

2Uj jU
�
j j
2ˇ dx D 0: (6.3)

Note that

rUj � r.�
2Uj jU

�
j j
2ˇ /

D �2jU �j j
2ˇ
jrUj j

2
C 2ˇ�2Uj jU

�
j j
2ˇ�1
rUj � rjU

�
j jC 2�Uj jU

�
j j
2ˇ
rUj � r�: (6.4)

Observing that the middle term on the right in (6.4) satisfies

2ˇ�2Uj jU
�
j j
2ˇ�1
rUj � rjU

�
j j � 0; (6.5)

substituting (6.4)–(6.5) in (6.3) and using (V4) shows for some constant C2 > 0, independent of �; j; ˇ,Z
�

�2jU �j j
2ˇ
jrUj j

2dx� 2

Z
�

�jUj jjU
�
j j
2ˇ
jrUj jjr�jdxCC2

Z
�

�2jUj jjU
�
j j
2ˇ .1CjU jp/dx: (6.6)

Simplifying the right-hand side of (6.6) givesZ
�

�2jU �j j
2ˇ
jrUj j

2 dx

�
1

2

Z
�

�2jU �j j
2ˇ
jrUj j

2 dxC 8

Z
�

jUj j
2
jU �j j

2ˇ
jr�j2 dxCC2

Z
�

�2jU �j j
2ˇ .jUj jC jU j

pC1/ dx:

Hence there is a constant C3 > 0, independent of �; j; ˇ, such thatZ
�

�2jU �j j
2ˇ
jrUj j

2 dx

� C3

Z
�\supp.�/

�
.1Cjr�jL1/

2.jUj jC jUj j
2/jU �j j

2ˇ
C �2jU �j j

2ˇ
jU jpC1

�
dx: (6.7)

Since ˇ̌
r.�Uj jU

�
j j
ˇ /
ˇ̌2
� 2.ˇC 1/2�2jU �j j

2ˇ
jrUj j

2
C 2.Uj /

2
jU �j j

2ˇ
jr�j2;

using this estimate in (6.7) shows there is a constant C4 > 0, independent of �; j; ˇ, such thatZ
�

jr.�Uj jU
�
j j
ˇ /j2C �2.Uj /

2
jU �j j

2ˇ dx

� C4.ˇC 1/
2

Z
�\supp.�/

�
.1Cjr�jL1/

2.jUj jC jUj j
2/jU �j j

2ˇ
C �2jU �j j

2ˇ
jU jpC1

�
dx: (6.8)
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Due to the Sobolev inequality and (6.8), there exists a constant C5 > 0, independent of �; j; ˇ, such that�Z
�

.�jU �j j
ˇC1/

2n
n�2 dx

�n�2
n

� C5.ˇC 1/
2

Z
�\supp.�/

�
.1Cjr�jL1/

2
jUj j

2
jU �j j

2ˇ
C �2jU �j j

2ˇ
jU jpC1

�
dx

�M.j; �; ˇ/: (6.9)

Suppose for the moment that n� 3. Define ˇ1 by

2.ˇ1C 1/Cp� 1D
2n

n� 2
:

The restriction on p in (V4) implies ˇ1 > 0. By this choice of ˇ1, (6.1) and the Sobolev inequality,
M.j; �; ˇ1/ is bounded independently of � . Consequently letting �!1 and choosing � so that �.x1/D1
for jx1� i j � l , (6.9) shows there is a constant K DK.ˇ1; l/ such that for each l � 1,Z

�\fjx1�i j�lg

.jU jˇ1C1/
2n
n�2 dx �K.ˇ1; l/ (6.10)

independently of i . For t 2 N with t � 2, define ˇt via

2.ˇt C 1/Cp� 1D 2.ˇt�1C 1/
n

n� 2

and repeat the above argument, obtainingZ
�\fjx1�i j�lg

.jU jˇtC1/
2n
n�2 dx �K.ˇt�1; l C t � 1/ (6.11)

independently of i . Since ˇtC1�ˇt D n=.n� 2/.ˇt �ˇt�1/ and ˇ2�ˇ1 > 0, it follows that ˇt !1
as t !1. Thus for each fixed q > 0 and l � 1,Z

�\fjx1�i j�lg

jU jq dx

is bounded independently of i , the bound depending on q; n;M4 and the constants in (V4).
Now the Moser iteration argument will be used to get the L1 bound of the proposition. Returning to

(6.9), our above observations show there is a constant C6 > 0, independent of � and ˇ > 0, such that�Z
�

.�2jU j.2ˇC2//
n
n�2 dx

�n�2
n

� C6.ˇC 1/
2

Z
�\supp.�/

�
.1Cjr�jL1/

2.1CjU j/jU j2ˇC1C �2jU j2ˇC2Cp�1
�
dx: (6.12)

Consider the last term in (6.12). Let h > 0. Note thatZ
�\supp.�/

�2jU j2ˇC2Cp�1 dxD

Z
R1

�2jU j2ˇC2Cp�1 dxC

Z
R2

�2jU j2ˇC2Cp�1 dx�I1CI2; (6.13)
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where R1 D fx 2�\ supp.�/ j jU j � hg and R2 D fx 2�\ supp.�/ j jU j> hg. Then

I1 � h
p�1

Z
�

�2jU j2ˇC2 dx: (6.14)

By Hölder’s inequality,

I2 �

�Z
R2

jU jn.p�1/=2 dx

�2
n
�Z

�

.�2jU j2ˇC2/
n
n�2 dx

�n�2
n

� I3I4: (6.15)

Noting that 1
2
n.p� 1/ < 2n=.n� 2/ and setting d D 1

4
.p� 1/.n� 2/, another application of Hölder’s

inequality implies

I
n
2

3 � jR2j
1�d

�Z
R2

jU j2n=.n�2/ dx

�d
: (6.16)

Since

jR2j D
ˇ̌˚
x 2�\ supp.�/

ˇ̌
jU j> h

	ˇ̌
� h�2n=.n�2/

Z
�\supp.�/

jU j2n=.n�2/ dx;

(6.16) can be rewritten as

I3 � h
�
4.1�d/
n�2

�Z
�\supp.�/

jU j
2n
n�2 dx

�2
n

: (6.17)

Combining (6.13)–(6.17), (6.12) becomes

�Z
�

.�2jU j2ˇC2/
n
n�2 dx

�n�2
n

� C6.ˇC 1/
2

Z
�\supp.�/

.1Cjr�jL1/
2.jU j2ˇC1CjU j2ˇC2/ dx

CC6.ˇC 1/
2

�
hp�1

Z
�

�2jU j2ˇC2 dx

C h�
4.1�d/
n�2

�Z
�\supp.�/

jU j
2n
n�2 dx

�2
n
�Z

�

.�2jU j2ˇC2/
n
n�2 dx

�n�2
n
�
: (6.18)

Using the freedom in the choice of h, we require that

C6.ˇC 1/
2h�

4.1�d/
n�2

�Z
�\supp.�/

jU j
2n
n�2 dx

�2
n

D
1
2

or equivalently

hD

�
2C6.ˇC 1/

2

�Z
�\supp.�/

jU j
2n
n�2 dx

�2
n
� n�2
4.1�d/

:
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This makes the coefficient of the last integral term in (6.18) equal to 1
2

so it can be absorbed on the
left-hand side of the inequality (6.18). Thus (6.18) becomes�Z

�

.�2jU j.2ˇC2//
n
n�2 dx

�n�2
n

� 2C6.ˇC 1/
2

Z
�\supp.�/

.1Ckr�kL1/
2.jU j2ˇC1CjU j2ˇC2/ dx

C .2C6.ˇC 1/
2/1C

.p�1/.n�2/
4.1�d/

�Z
�\supp.�/

jU j
2n
n�2 dx

�2.n�2/.p�1/
4n.1�d/

Z
�

�2jU j2ˇC2 dx: (6.19)

Now for each i 2 Z and j 2 N, choose �j 2 C1.R/ such that �j .x1/D 1 for jx1 � i j � 1C 2�j�1,
�j .x1/ D 0 for jx1 � i j � 1C 2�j and kr�j kL1 � 2jC2. By (6.1) and the Sobolev inequality, there
exists a constant M 0 > 0, independent of i 2 Z and j 2 N, such thatZ

�\supp.�j /
jU j

2n
n�2 dx �M 0:

Set � D n=.n� 2/ and for each j 2 N, define j by j D 2�j. Then, taking �D �j and 2ˇC 2D j in
(6.19), simple estimates show there is a constant C7 � 1, independent of j 2 N and i 2 Z, so that�Z

fx2�jjx1�i j�1C2�j�1g

jU j2�
jC1

dx

�n�2
n

� C7
�
.2�/2j C �2j.1C

.p�1/.n�2/
4.1�d/

/� Z
fx2�jjx1�i j�1C2�j g

.jU j2�
j�1
CjU j2�

j

/ dx

� C7
�
.2�/C �1C

.p�1/.n�2/
4.1�d/

�2j Z
fx2�jjx1�i j�1C2�j g

.jU j2�
j�1
CjU j2�

j

/ dx: (6.20)

Thus setting

Aj �

�Z
fx2�jjx1�i j�1C2�j g

jU j2�
j

dx

� 1

2�j

;

by the Hölder inequality,Z
fx2�jjx1�i j�1C2�j g

jU j2�
j�1 dx �

ˇ̌
fx 2� j jx1� i j � 2g

ˇ̌ 1

2�j .Aj /
2�j�1: (6.21)

With the aid of (6.21), there is a constant C8 � 1, independent of j 2N and i 2 Z, such that (6.20) yields
the simpler inequality

AjC1 � .C8/
j

2�j

�
1C

1

Aj

� 1

2�j Aj : (6.22)

Since
�
1C

1

Aj

� 1

2�j
� 1C

1

2�j
1

Aj
, (6.22) implies

AjC1 � .C8/
j

2�j

�
Aj C

1

2�j

�
: (6.23)
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This inequality can be further rewritten as

AjC1 � .C8/
j

2�j Aj C
C9

2�j
; (6.24)

where the constant C9 � 1 is independent of j 2N and i 2 Z. Since D�
P
j2N j=.2�

j / <1, by (6.24),

AjC1 � .C8/
j

2�j Aj C
C9

2�j
� .C8/

j

2�j
C

j�1

2�j�1Aj�1C .C8/
j

2�j
C9

2�j�1
C
C9

2�j

� � � � � .C8/
D

�
A1CC9

1X
jD1

��j
�
<1: (6.25)

Consequently there exists a constant M5 > 0, independent of i 2 Z, such that for any weak solution U
of (1.1),

kU kL1.fx2�jjx1�i j�1g/ D lim
j!1

Aj �M5

as claimed. Note that M5 depends on n;M4, and the constants in (V4).
When nD 2, by the Sobolev inequality, for any q > 2, there exists a constant, C10, depending on q

but independent of i , such that

kU kLq.fx2�jjx1�i j�2g/ � C10kU kW 1;2.fx2�jjx1�i j�2g/
: (6.26)

Therefore the case of n � 3 can be simplified and modified by, e.g., replacing our earlier 'j by
�2Uj jUj j

2.ˇC1/. This leads to a simpler version of (6.8). Then employing (6.26) in going from (6.8) to
(6.9) leads to the following variant of (6.12)with q replacing n=.n� 2/:�Z

�

.�jUj j
2.ˇC1//q dx

�1
q

�C11.ˇC1/
2

Z
�\supp.�/

�
.1Cjr�jL1/

2
jUj j

2
jUj j

2ˇ
C�2jUj j

2ˇ
jU jpC1

�
dx

for any q > 2, where C11 depends on q. Then continuing as earlier completes the proof for this case. �

As the next step in the proof of Theorem 3.1, we have:

Proposition 6.27. Suppose that V satisfies (V1)–(V4) and @� 2 C 1. If U 2 E is a weak solution of
(PDE) and (BC), then:

(1) For any �0 ���, we have U 2W 2;2.�0/.

(2) If Vu 2 C 1.��Rm;Rm/, then U 2 C 2;˛loc .�;R
m/ for any ˛ 2 .0; 1/ and satisfies (PDE) in �.

(3) If @� 2 C 2, then U 2W 2;2
loc .�/ and U is a strong solution of (PDE) and (BC).

Proof. First since U is a weak solution of (PDE) and by Theorem 3.1, V.x; U /2L2.�
0

;Rm/, (1) follows
from Theorem 8.8 of [Gilbarg and Trudinger 1983]. Moreover, this additional differentiability shows U
is a strong solution of (PDE). Next by Theorem 3.1 again, Vu. � ; U / 2 Lq.�

0

;Rm/ for any q > 1 so by
Theorem 9.11 of [Gilbarg and Trudinger 1983], U 2W 2;q.�0;Rm/. The Sobolev inequality then implies
U 2 C 1;˛.�0;Rm/ for any ˛ 2 .0; 1/. Then, since Vu.x; U / 2 C 1.�0/, invoking the linear Schauder
theory then gives U 2 C 2;˛.�0;Rm/ and (2) holds. Lastly the proof of Theorem 4 in §6.3.2 of [Evans
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1998] with the modification that U 2 W 1;2 rather than U 2 W 1;2
0 yields the first part of (3). For the

second, taking any ' 2W 1;2
loc .�/ with compact support in �, by (2.36) and integration by parts due to

the fact U 2W 2;2
loc .�/ ,!W

1;2
loc .@�/, we getZ
�

.��U CVu.x; U // �' dx�

Z
@�

@U

@�
�' dS D 0:

Thus since U satisfies (PDE), Z
@�

@U

@�
�' dS D 0 (6.28)

for all ' 2W 1;2
loc .�/ ,! L2loc.@�/ having compact support and (6.28) implies (BC). Thus, U is a strong

solution of (PDE) and (BC). �

Completion of proof of Theorem 3.1. It remains to show the regularity of U in a neighborhood of @�
when @�2C 3. Since in Section 4 we consider a more general domain than �DR�D, the special nature
of � will be suppressed here so that our argument also adapts easily to the case treated elsewhere. Let
Rn
C
� fx 2Rn j xn > 0g and z 2 @�DR�@D. Slightly modifying the proof of Theorem 8.12 of [Gilbarg

and Trudinger 1983], there exists aC 3 diffeomorphism‰ defined onBR.z/ such that‰.BR.z/\�/�Rn
C

,
‰.BR.z/\@�/� @Rn

C
. Choose � <R and set BCDB� .z/\�; D0D‰.B� .z//, and DCD‰.BC/.

Then setting ˆD‰�1 and w � U ıˆ, (PDE) in BC is transformed into the equation

�

X
1�i;j�n

aij .y/
@2w

@yi@yj
C

nX
jD1

bi .y/
@w

@yi
CVu.ˆ.y/; w/D 0 in D0; (6.29)

where

aij .y/D

nX
lD1

@‰i

@xl
.ˆ.y//

@‰j

@xl
.ˆ.y//; 1� i; j � n;

bi .y/D .�‰i /.ˆ.y//; i D 1; : : : ; n:

Moreover, since U 2W 1;2
loc .�;R

m/, we know w 2W 1;2.DC;Rm/.
Next we will show that an appropriate choice of ‰, or equivalently of ˆ, allows us to get the regularity

of U near z and satisfy (BC). Translate and rotate variables for convenience so that z becomes 0 and @Rn
C

is the tangent space to @� at zD 0. Since @� is a C 3 manifold, for r small, there is a C 3 R-valued map �
defined on Br.0/\ @Rn

C
with �.0/D 0D jr�.0/j and such that near 0, the boundary @� is given by

f.y0; �.y0// j y0 2 Br.0/\ @RnCg:

Then, for yD.y0;yn/D.y1; : : : ;yn/, extend � toˆD.ˆ1; : : : ;ˆn/WBr.0/!Rn withˆ WBr.0/\Rn
C
!�

via

ĵ .y/D

8<:yj �yn
@�

@yj
.y0/ for j D 1; : : : ; n� 1;

ynC�.y
0/ for j D n:
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This extension of � makes ˆ a C 2 function with ˆ.0/D 0 and ˆ0.0/D I, the identity matrix. Thus ˆ is
a diffeomorphism in Br.0/ for r small and

@ˆ

@yn
.y0; 0/D

�
�
@ 

@y1
.y0/; : : : ;�

@ 

@yn�1
.y0/; 1

�
is the inward normal to @�. Hence for small r > 0 and an open neighborhood N of 0 in Rn, the map
ˆ W Rn

C
\Br.0/! N \� is a diffeomorphism. Let ‰ W N \�! Rn

C
\Br.0/ be the inverse of the

map ˆ. Note that r‰n.ˆ.y0; 0// is orthogonal to the surface f.y0;  .y0// j y0 2 Br.0/\ @Rn
C
g � @�

since ‰n vanishes on the surface f.y0;  .y0// j y0 2 Br.0/\ @Rn
C
g. For i 2 f1; : : : ; n� 1g, we know

r‰i .ˆ.y
0; 0// is orthogonal to the surface˚

.y0�ynr�.y
0/; ynC�.y

0//
ˇ̌
y0 2 Br.0/\ @RnC; yn � 0 and fixed yi

	
at .y0; �.y0//. This implies that r‰i .ˆ.y0; 0// is in the tangent space of @� at ˆ.y0; 0/. Thus for
i 2 f1; : : : ; n� 1g,

r‰n.ˆ.y
0; 0// � r‰i .ˆ.y

0; 0//D 0:

Hence ain D ani D 0 when yn D 0 and i D 1; : : : ; n� 1. Now for .y0; yn/ 2 Br.0/, we define

Naij .y
0; yn/D aij .y

0; jynj/ if i; j � n� 1;

Nain.y
0; yn/D

yn

jynj
aij .y

0; jynj/ if 1� i � n� 1;

Nann.y
0; yn/D ann.y

0; jynj/:

We also define bi .y0; yn/ D bi .y0; jynj/ for i D 1; : : : ; n� 1, and bn.y0; yn/ D �bn.y0; yn/. For the
solution w, we define a function Nw on Br.0/ by Nw.y0; yn/Dw.y0; jynj/. Then, we see that Nw is a strong
solution of

�

X
1�i;j�n

aij .y/
@2 Nw

@yi@yj
C

nX
jD1

bi .y/
@ Nw

@yi
CVu.ˆ.y/; Nw/D 0; y 2 Br.0/:

Since aij is continuous and bi ; Vu 2 L1, Theorem 9.11 in [Gilbarg and Trudinger 1983] shows first that
Nw 2W 2;p.B r

2
.0// for any p > 1, and then Nw 2C 1;˛.B r

2
.0//. This implies that U 2C 2;˛.�/\C 1;˛.�/.

Now, returning to the original equation (PDE) and applying Theorem 6.31 of [Gilbarg and Trudinger
1983], we get the regularity U 2 C 2;˛.�/.

It remains to show
lim

x1!˙1
U.x1; Ox/D a

˙ uniformly for Ox 2 D: (6.30)

From the proof of Theorem 2.2, we have

lim
i!˙1

�
kr.U � a˙/kL2.Ti ;Rm/CkU � a

˙
kL2.Ti ;Rm/

�
D 0:

By Theorem 3.1, Proposition 6.2, and (PDE), there is a constant, M � >0 such that kU kC2;˛.�;Rm/ �M
�.

Therefore standard interpolation inequalities imply kU � a˙kL1.Ti /! 0, i !˙1, which gives (6.30)
and completes the proof of Theorem 3.1. �
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Remark 6.31. The arguments we have given to establish the regularity of solutions of (PDE) and (BC),
in particular Proposition 6.2 obtaining an L1 bound for the solution, Proposition 6.27 giving interior
regularity, and the final arguments establishing regularity up to the boundary, work equally well for any
divergence structure semilinear elliptic system of PDEs satisfying (V4) provided the coefficients are
sufficiently smooth.
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