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JOSÉ A. CAÑIZO, AMIT EINAV AND BERTRAND LODS

We investigate the rate of convergence to equilibrium for subcritical solutions to the Becker–Döring
equations with physically relevant coagulation and fragmentation coefficients and mild assumptions on
the given initial data. Using a discrete version of the log-Sobolev inequality with weights, we show that
in the case where the coagulation coefficient grows linearly and the detailed balance coefficients are of
typical form, one can obtain a linear functional inequality for the dissipation of the relative free energy.
This results in showing Cercignani’s conjecture for the Becker–Döring equations and consequently in
an exponential rate of convergence to equilibrium. We also show that for all other typical cases, one
can obtain an “almost” Cercignani’s conjecture, which results in an algebraic rate of convergence to
equilibrium.
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1. Introduction

The Becker–Döring equations. The Becker–Döring equations are a fundamental set of equations which
describe the kinetics of a first-order phase transition. Amongst the phenomena to which they are
relevant one can find crystallisation [Kelton et al. 1983], nucleation of polymers [Capasso 2003], vapour
condensation, aggregation of lipids [Neu et al. 2002] and phase separation in alloys [Xiao and Haasen
1991]. For more general reviews of nucleation theory, see, for instance, [Schmelzer 2005; Oxtoby 1992].
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The Becker–Döring equations give the time evolution of the size distribution of clusters of a certain
substance. Denoting by fci .t/gi2N the density of clusters of size i at time t > 0 (i.e., the density of
clusters that are composed of i particles), the equations read

d
dt
ci .t/DWi�1.t/�Wi .t/; i 2 N n f1g; (1-1a)

d
dt
c1.t/D�W1.t/�

1X
kD1

Wk.t/; (1-1b)

where
Wi .t/ WD ai c1.t/ci .t/� biC1 ciC1.t/; i 2 N; (1-2)

and ai ; bi , assumed to be strictly positive, are the coagulation and fragmentation coefficients. They
determine, respectively, the rate at which clusters of size i combine with clusters of size 1 to create
clusters of size i C 1, and the rate at which clusters of size i C 1 split into clusters of sizes i and 1. This
corresponds to the basic assumption of the underlying model: if we represent symbolically by fig the
chemical species of clusters of size i , then the only (relevant) chemical reactions that take place are

figC f1g• fi C 1g:

The quantity Wi .t/ defined in (1-2) represents the net rate of the reaction figCf1g• fi C 1g, and under
the above set of equations it is easy to see that the density, or mass, of the solution, defined by

% WD

1X
iD1

ici .0/D

1X
iD1

ici .t/; (1-3)

is formally conserved under time evolution. The original equations proposed by Becker and Döring
[1935] were similar to (1-1), with the slight change that the density of one particle c1, usually called the
monomer density, was assumed to be constant. The current version, motivated by the conservation of
total density, was first discussed in [Burton 1977] and [Penrose and Lebowitz 1979] and is widely used in
classical nucleation theory.

Much like in other kinetic equations, the study of a state of equilibrium and the convergence to it
is a fundamental question in the study of the Becker–Döring equations. Defining the detailed balance
coefficients Qi recursively by

Q1 D 1; QiC1 D
ai

biC1
Qi ; i 2 N; (1-4)

one can see that for a given z > 0 the sequence

ci DQiz
i (1-5)

is formally an equilibrium of (1-1). However, depending on the coagulation and fragmentation coefficients
ai and bi , many of these formal equilibria do not have a finite mass. The largest zs> 0, possibly zsDC1,
for which

1X
iD1

iQiz
i <C1 for all 06 z < zs
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is called the critical monomer density, or sometimes the monomer saturation density. The critical mass
(or, again, saturation mass) is then defined by

%s WD

1X
iD1

iQiz
i
s 2 Œ0;C1�: (1-6)

It is important to note that both zs and %s are uniquely determined by ai and bi and that fQizigi2N

is a finite-mass equilibrium only for 06 z < zs, with the possibility for the equality z D zs only when
%s <C1. Additionally, it is easy to see that for a given finite mass %6 %s there exists a unique Nz > 0
such that

%D

1X
iD1

iQi Nz
i;

giving us a candidate for the asymptotic equilibrium state of (1-1) under a given initial data. These are in
fact the only finite-mass equilibria (see [Ball et al. 1986]), and Nz defined above is called the equilibrium
monomer density for a given mass �.

A finite mass solution is called subcritical when its mass % is strictly less than %s. It is called critical if
%D %s and supercritical if % > %s, assuming %s <C1. In this paper we will only concern ourselves with
subcritical solutions. Thus, to avoid triviality we always assume that zs > 0.

The critical density %s, if finite, marks a change in the behaviour of equilibrium states: if % < %s then a
unique equilibrium state with mass % exists, while if % > %s, no such equilibrium can occur and a phase
transition phenomenon takes place — reflected in the fact that the excess density %�%s is concentrated in
larger and larger clusters as time progresses.

Previous results. Let us briefly review existing results on the mathematical theory of the Becker–Döring
equations, which has advanced much since the first rigorous works on the topic [Ball and Carr 1988; Ball
et al. 1986]. In [Ball et al. 1986] the authors showed (among other things) existence and uniqueness of a
global solution to (1-1) when

ai 6 C1i; bi 6 C2i;
1X
iD1

i1C"ci .0/ <C1 (1-7)

for some constants C1; C2; "> 0. As expected, under the above assumptions the unique solution conserves
mass (that is, (1-3) holds rigorously). This basic existence theory is applicable to all solutions we consider
in this work.

The asymptotic behaviour of solutions to (1-1) is one of the most interesting aspects of the equation.
Supercritical behaviour, while not dealt with in this work, has a particularly interesting link to late-stage
coarsening and has been studied extensively in [Penrose 1997; Velázquez 1998; Collet et al. 2002;
Niethammer 2003], with several questions still open. Asymptotic approximations of such solutions have
been developed in [Farjoun and Neu 2008; 2011; Neu et al. 2005].

Regarding the subcritical regime, it was proved in [Ball and Carr 1988; Ball et al. 1986] that solu-
tions with subcritical mass % approach the unique equilibrium with this mass, determined by (1-3). A
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fundamental quantity in understanding this approach is the free energy, H.c/, defined for any nonnegative
sequence c D fcigi2N by

H.c/ WD

1X
iD1

ci

�
log

ci

Qi
� 1

�
(1-8)

whenever the sum converges. It can be shown that H.c.t// decreases along solutions c D c.t/ to
the Becker–Döring equations; in fact, for a (strictly positive, suitably decaying for large i) solution
c.t/D fci .t/gi2N of (1-1) we have

d
dt
H.c.t//D�D.c.t// WD �

1X
iD1

aiQi

�
c1ci

Qi
�
ciC1

QiC1

��
log

c1ci

Qi
� log

ciC1

QiC1

�
6 0: (1-9)

This free energy is motivated by physical considerations and constitutes a Lyapunov functional for our
equation. Since it does not have a definite sign, we define a more natural candidate to measure the distance
of c.t/D fci .t/gi2N to the equilibrium. Using the notation

.Qz/i DQizi

and denoting Q Nz by Q, we can define the relative free energy as

H.cjQ/ WD
1X
iD1

ci

�
log

ci

NziQi
� 1

�
C

1X
iD1

NziQi DH.c/� log Nz
1X
iD1

ici C

1X
iD1

NziQi : (1-10)

The relative free energy has the same time derivative as the free energy, and thus the same monotonicity
property

d
dt
H.c.t/jQ/D�D.c.t// 8t > 0;

where the free energy dissipation D is defined in (1-9). The relative free energy also satisfies

� H.cjQ/> 0, as can be seen by writing

H.cjQ/D
1X
iD1

Qi'
�
ci

Qi

�
; with '.r/ WD r log r � r C 1> 0; (1-11)

� H.cjQ/D 0 if and only if ci DQi DQi Nzi for any i 2 N, which is readily seen from (1-11).

This hints that H.cjQ/ is the right “distance” to investigate. Indeed, while H.cjQ/ is not a distance
strictly speaking, it does control the `1 distance between c and Q by the celebrated Csiszár–Kullback
inequality,1 which in our case translates to

kc �Qk`1.N/ D
1X
iD1

jci �Qi j6
p
2%H.cjQ/: (1-12)

(See also [Jabin and Niethammer 2003, Corollary 2.2] for a version involving the `1 distance with weight i .)
The issue of estimating the rate of convergence to equilibrium of subcritical solutions is the main concern

1Sometimes called the Pinsker or Kullback–Pinsker inequality.



TREND TO EQUILIBRIUM FOR THE BECKER–DÖRING EQUATIONS 1667

of this paper. The first result in this direction was [Jabin and Niethammer 2003], where they investigated
the possibility of applying the so-called entropy method to the Becker–Döring equation. This consists
roughly in looking for functional inequalities between a suitable Lyapunov functional of the equation
(generally called the entropy; it corresponds to the relative free energy in our case) and its dissipation,
so that one obtains a differential inequality that estimates the rate of convergence to equilibrium. In the
case of the Becker–Döring equation, it was proved in [Jabin and Niethammer 2003] that there exists a
constant C > 0, depending only on the fixed parameters of the problem and the initial data, such that

D.c/> C
H.cjQ/

.logH.cjQ//2
(1-13)

for all nonnegative sequences c with subcritical mass %, satisfying "6 c1 6 zs� " for some " > 0 and
1X
iD1

e�ici DWM
exp <C1: (1-14)

The constant C depends on " andM exp. This result applies under reasonable conditions on the coefficients
ai and bi ; in particular, it applies to the coefficients (1-23) and (1-25), which we give as examples below.
If we consider now a solution c D c.t/ to (1-1), we may apply the inequality (1-13) to c.t/ as long as
c.t/ satisfies the appropriate conditions, obtaining

d
dt
H.c.t/jQ/D�D.c.t//6 �C

H.c.t/jQ/
.logH.c.t/jQ//2

:

Adding to this some additional considerations for the times t for which the inequality (1-13) is not
applicable to c.t/, one can deduce that H.c.t/jQ/ is (roughly) bounded above by the solution of the
above differential inequality, namely that

H.c.t/jQ/6H.c.0/jQ/e�Kt
1=3

for some K > 0. Using inequality (1-12), this gives an almost-exponential rate of convergence to
equilibrium for subcritical solutions in the `1.N/ norm.

The question remained open of whether the convergence is in fact exponential or not. Recently this
has been answered positively in [Cañizo and Lods 2013] by two of the authors of the present paper,
through a different approach involving a detailed study of the spectrum of the linearisation of equation
(1-1) around a subcritical equilibrium. This is an approach with a strong analogy to results in the theory
of the Boltzmann equation; we refer to [Cañizo and Lods 2013; Villani 2003; Desvillettes et al. 2011]
for more details on this parallel. The idea of the argument is to use the inequality (1-13) when one is
far from equilibrium. Then, once we have reached a region which is close enough to equilibrium, the
linearised regime is dominant and one can use the spectral study of the linearised operator in order to
show that the convergence is in fact exponential. The outcome of this strategy is the following: for many
interesting coefficients (including (1-23) and (1-25)), subcritical solutions c D c.t/ to (1-1) with

1X
iD1

e�ici .0/DWM
exp <C1 for some � > 0



1668 JOSÉ A. CAÑIZO, AMIT EINAV AND BERTRAND LODS

satisfy
1X
iD1

e�
0i
jci .t/�Qi j6 Ce��t for t > 0

for some 0<�0<�, C >0 and �>0 which depend on the parameters of the problem and on M exp. In
fact, �0 and C only depend on the initial data c.0/ through its mass and the value ofM exp; � depends only
on the coefficients and the initial mass and can be estimated explicitly. The value of � is bounded above
by (and can be taken very close to) the size of the spectral gap of the linearised operator. Recently Murray
and Pego [2015] have used this spectral gap and developed the local estimates of the linearised operator
in order to obtain convergence to equilibrium at a polynomial rate with milder conditions on the decay
of the initial data. These results, like those in [Cañizo and Lods 2013], are local in nature and require the
use of some global estimate such as (1-13) in order to provide global rates of convergence to equilibrium.

Main results. Our main goal in this work is to complete the picture of convergence to equilibrium by inves-
tigating modified and improved versions of the inequality (1-13). We show optimal inequalities and settle
the question of whether full exponential convergence can be obtained through a linear inequality of the form

D.c/>KH.cjQ/

for some constant K > 0. In analogy to the Boltzmann equation, we refer to the question of whether such
K exists along solutions to (1-1) as Cercignani’s conjecture for the Becker–Döring equations. In fact,
we show that under relatively mild conditions on the initial data, typical coagulation and fragmentation
coefficients (covering the physically relevant situations; see the next subsection) admit an “almost”
Cercignani conjecture for the energy dissipation, i.e., an inequality bounding D.c/ below by a power
of H.cjQ/, yielding an explicit rate of convergence to equilibrium. Surprisingly, we also find a relevant
case (ai � i for all i ) for which the conjecture is actually valid.

We will often require the following assumptions on the coagulation and fragmentation coefficients.
Some of these are similar to those in [Jabin and Niethammer 2003], and always include physically relevant
coefficients, such as those described in the next subsection. We recall that we always assume ai ; bi > 0
for all i 2 N, and that the detailed balance coefficients Qi were defined in (1-4) — given ai one can
determine bi through Qi , and vice versa.

Hypothesis 1. 0 < zs <C1.

Hypothesis 2. For all i 2 N, we have Qi D z1�is ˛i , where f˛igi2N is a nonincreasing positive sequence
with ˛1 D 1 and limi!1 ˛iC1=˛i D 1.

Hypothesis 3. There exist C1; C2 > 0 such that

C1i
 6 ai 6 C2i for all i 2 N.

Hypothesis 2 on the form of Qi is given as a compromise that allows us to give simple quantitative
estimates of the constants in our theorems while allowing for the most commonly used types of coefficients.
As one can see from the proofs, this assumption may be relaxed at the price of obtaining more involved
estimates for our constants, particularly the logarithmic Sobolev constant in Proposition 3.4.
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In most of our estimates a crucial role will be played by the lower free energy dissipation, D.c/,
defined for a given nonnegative sequence c by

D.c/D

1X
iD1

aiQi

�r
c1ci

Qi
�

r
ciC1

QiC1

�2
: (1-15)

At this point one notices that the elementary inequality .x � y/.log x � logy/ > 4.
p
x �
p
y/2 when

x; y > 0 implies
D.c/> 4D.c/

for any nonnegative sequence c. Thus, any lower bound that is obtained forD.c/ will transfer immediately
to D.c/.

We now state our main result on general functional inequalities for the free energy dissipation, from
which later we conclude a quantitative rate of convergence to equilibrium. It can be divided into two
parts: functional inequalities when c1 is not too small and not too far from Nz, and inequalities in the case
where c1 escapes the above region.

Theorem 1.1. Let faigi2N and fQigi2N satisfy Hypotheses 1–3 and let c D fcigi2N be an arbitrary
positive sequence with finite total density 0 < % < %s.

(i) Estimate for ai � i . Assume that  D 1 and that there exist ı > 0 such that

ı < c1 < zs� ı: (1-16)

Then there exists K > 0 depending only on ı, % and the coefficients faigi>1, fbigi>2, such that

D.c/>KH.cjQ/: (1-17)

(ii) Estimate for ai � i with  < 1. Assume that 06  < 1 and that c1 satisfies (1-16) for some ı > 0.
If , in addition, there exists ˇ > 1 with

Mˇ .c/D

1X
iD1

iˇci <C1 (1-18)

then there exists K > 0 depending only on ı, %, Mˇ .c/ and the coefficients faigi>1, fbigi>2 such
that

D.c/>KH.cjQ/
ˇ�
ˇ�1 : (1-19)

(iii) Estimate for c1 far from equilibrium. Assume that  D 1, or that 0 6  < 1 and (1-18) holds for
some ˇ > 1. Assume also that for some ı > 0

c1 6 ı
or that

c1 > zs� ıI

i.e., c1 is outside of the range given in (1-16). Then if ı > 0 is small enough (depending only on %
and fQigi>1), there exists " > 0 depending only on ı, % and the coefficients faigi>1, fbigi>2 if
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 D 1 (and additionally on Mˇ .c/ if  < 1) such that

D.c/> ": (1-20)

The constants K and " can be estimated explicitly in all cases.

We emphasise that all constants in the above theorem depend only on %, the coefficients faigi2N,
fbigi2N, and the additional bounds ı or Mˇ (notice that %s is determined by the coefficients alone).
Case (ii) of Theorem 1.1 is optimal in the following sense:

Theorem 1.2. Call X% the set of nonnegative sequences c D fcigi2N with mass %, i.e., such thatP1
iD1 ici D %. Then, there exist faigi2N and fQigi2N that satisfy Hypotheses 1–3 with  < 1 such

that

inf
X%

D.c/

H.cjQ/
D 0

for any % < %s.

In other words, this shows that a linear inequality as that of Theorem 1.1(i) cannot hold if ai � i with
 < 1.

The idea behind the proof of Theorem 1.1 is to use a discrete logarithmic Sobolev inequality with
weights, motivated by works of Bobkov and Götze [1999] and Barthe and Roberto [2003], to show part (i).
As the conditions for the validity of the log-Sobolev inequality are not satisfied under the conditions
of part (ii), a simple interpolation is used to show the desired result in that case. Part (iii) is proved by
two estimates: The case where c1 is too large follows an idea essentially already stated in [Jabin and
Niethammer 2003], while the case where c1 is too small seems to be a new result which we provide.

From Theorem 1.1 one can conclude in a straightforward way the following theorem, our main result
on the rate of convergence to equilibrium:

Theorem 1.3. Let faigi2N and fQigi2N satisfy Hypotheses 1–3 with 0 6  6 1, and let c D c.t/ D
fci .t/gi2N be a solution to the Becker–Döring equations with mass % 2 .0; %s/.

(i) Rate for ai � i . If  D 1 then there exists a constant K > 0 depending only on ı, % and the
coefficients faigi>1, fbigi>2, and a constant C > 0 depending only on H.c.0/jQ/, % and the
coefficients faigi>1, fbigi>2 such that

H.c.t/jQ/6 Ce�Kt for t > 0.

(ii) Rate for ai � i,  < 1. If  < 1 and Mˇ .c.0// <C1 for some ˇ >maxf2� ; 1C g then there
exists a constant K > 0 depending only on Mˇ , ı, % and the coefficients faigi>1, fbigi>2, and a
constant C > 0 depending only on H.c.0/jQ/, Mˇ , ı, % and the coefficients faigi>1, fbigi>2 such
that

H.c.t/jQ/6
1�

C C 1�
ˇ�1

Kt
�ˇ�1
1�

for t > 0.

The constants K and C can be estimated explicitly.
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In order to deduce Theorem 1.3 we use the inequalities in Theorem 1.1 when they are applicable. Of
course, the assumption that c1.t/ is in the “good” region given by (1-16) becomes eventually true, since
c1.t/ is known to converge to Nz. More explicitly, one can apply the Csiszár–Kullback inequality (1-12) to
obtain that for any t > t0 we have

Nz�H.c.t0/jQ/6 c1.t/6 NzCH.c.t0/jQ/; t > t0:

If H.c.t0/jQ/ is small enough, this implies (1-16). For times t such that c1.t/ is outside this “good”
region, we use the inequality in Theorem 1.1(iii); details are given in Section 4.

There are several improvements in these theorems with respect to the existing theory. One of them is that
they apply to more general initial conditions, removing the need for a finite exponential moment present
in [Cañizo and Lods 2013; Jabin and Niethammer 2003]. Another one is that they answer the question
of whether one can obtain a linear inequality such as (1-17) (i.e., whether the equivalent of Cercignani’s
conjecture holds), making clear the link to discrete logarithmic Sobolev inequalities. It does hold in the
case ai � i , which is physically relevant, for example, in modelling polymer chains [Farjoun and Neu
2011; Neu et al. 2002]. As a result, the statement for ai � i is quite strong: it gives full exponential
convergence, with explicit constants in terms of the parameters, with no restriction on the initial data
except that of subcritical mass. Point (ii) in Theorem 1.3 also relaxes the requirements on the initial data, at
the price of obtaining a slower convergence than that of [Cañizo and Lods 2013]; we do not know whether
this rate is optimal for initial conditions with polynomially decaying tails (so thatMˇ <1 for some ˇ>1,
butMˇ 0 DC1 for some ˇ0>ˇ). Recently, Murray and Pego [2015] investigated this rate of convergence,
concluding an algebraic rate of decay as well. It would be interesting to verify the optimality of this result
by determining whether the corresponding linearised operator admits a spectral gap in `1 spaces with
polynomial weights (in `1 spaces with exponential weights, the answer is positive and an estimate of
the spectral gap can be found in [Cañizo and Lods 2013]). We believe that no such spectral gap exists for
06  < 1, i.e., that the algebraic rate of convergence is optimal even for close to equilibrium initial data.

One may wonder if the method presented here can be used to reach an inequality like Jabin and
Niethammer’s (1-13) under the additional condition of an exponential moment. The answer is indeed
positive:

Theorem 1.4. Let faigi2N and fQigi2N satisfy Hypotheses 1–3 with 06  < 1.

(i) Functional inequality. Let c D fcigi2N be an arbitrary positive sequence with mass % 2 .0; %s/ for
which there exists � > 0 such that

M
exp
� .c/ WD

1X
iD1

e�ici <C1: (1-21)

Then there existK1; K2; " > 0 depending only onM exp
� .c/, ı, % and the coefficients faigi>1, fbigi>2

such that

D.c/>min

 
K1H.cjQ/ˇ̌

log.K2H.cjQ//
ˇ̌1� ; "

!
: (1-22)

Moreover, K1; K2 and " can be given explicitly.
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(ii) Rate of convergence. If c.t/D fci .t/gi2N is a solution to the Becker–Döring equations with mass
0 < % < %s such that there exists � > 0 with

M
exp
� .c.0// WD

1X
iD1

e�ici .0/ <C1;

then there exists a constant K > 0 depending only on M exp
� .c.0//, ı, % and the coefficients faigi>1,

fbigi>2, and a constant C > 0 depending only on H.c.0/jQ/, M exp
� .c.0//, ı, % and the coefficients

faigi>1, fbigi>2 such that

H.c.t/jQ/6 Ce�Kt
1=.2�/

:

Moreover, K and C can be given explicitly.

Typical coefficients. The above results are valid for coagulation and fragmentation coefficients satisfying
Hypotheses 1 – 3. To motivate our choice of assumptions, we briefly recall here some physically motivated
coagulation and fragmentation coefficients found in the literature.

Common model coefficients appearing in the theory of density-conserving phase transitions (see
[Niethammer 2003; Penrose 1989]) are given by

ai D i
; bi D ai

�
zsC

q

i1��

�
for all i > 1 (1-23)

for some 0 <  6 1, zs > 0, q > 0 and 0 < � < 1. These coefficients may be derived from simple
assumptions on the mechanism of the reactions taking place; we take particular values from [Niethammer
2003]:

 D 1
3
; �D 2

3
(diffusion-limited kinetics in 3-D),

 D 0; �D 1
2

(diffusion-limited kinetics in 2-D),

 D 2
3
; �D 2

3
(interface-reaction-limited kinetics in 3-D),

 D 1
2
; �D 1

2
(interface-reaction-limited kinetics in 2-D).

(1-24)

The case  D 1 appears, for example, in modelling polymer chains, where the binding energy increases
by a constant each time a monomer is added.

A different kind of reasoning, based on a statistical mechanics argument involving the binding energy
of clusters, results in the coefficients

ai D i
 ; bi D zs.i � 1/

 exp.� i�� �.i � 1/�/; i 2 N; (1-25)

for appropriate constants ; � and where � > 0 is related to the surface tension of the aggregates. The
values of � and  for various situations are still those in (1-24).

As already mentioned, the choice  D 1 corresponds to the physically relevant example in modelling
polymer chains, for instance, for proteins aggregating in a cubic phase of lipid bilayers [Farjoun and Neu
2011; Neu et al. 2002].



TREND TO EQUILIBRIUM FOR THE BECKER–DÖRING EQUATIONS 1673

The behaviour of (1-23) and (1-25) is similar: observe that for large i we have i�� .i � 1/� � �i��1,
so the fragmentation coefficients become roughly

bi � zs ai exp.��i��1/� ai

�
zsC

zs��

i1��

�
;

which is like (1-23) with q D zs��. Moreover, for both classes of coefficients, we can write (by the
definition of Qi )

Qi D
a1a2 � � � ai�1

b2b3 � � � bi
D z1�is ˛i ; (1-26)

where f˛igi2N is nonincreasing and satisfies

lim
i!1

˛iC1

˛i
D 1:

In other words, Hypotheses 1–3 hold true for both models.

Application to general coagulation and fragmentation models. The Becker–Döring equations are the
simplest form of a coagulation and fragmentation process, assuming that the only relevant reactions
are governed by monomers. Other models take into account the fact that clusters of size i and size j ,
for i; j 2 N, may interact. A discrete model — similar to the Becker–Döring equations (1-1) — can be
formulated, now with coagulation and fragmentation coefficients of the form ai;j , bi;j (see the subsection
on page 1698). Together with an assumption of detailed balance, one can once again find equilibria to the
process and inquire about the rate of convergence to them. Our study of the Becker–Döring equations
allows us to give a quantitative answer (though not optimal) for this question. We leave the detailed
description of the model we have in mind for the subsection on page 1698. For such a model, using the
same notion of free relative energy we will show that:

Theorem 1.5 (asymptotic behaviour of the coagulation-fragmentation system). Let fai;j gi;j2N and
fbi;j gi;j2N be the coagulation and fragmentation coefficients for equation (5-1), and assume that the
detailed balance condition (5-6) holds. Assume that

ai;j D i

C j  (1-27)

for some 06  < 1 and that fQigi2N satisfies Hypothesis 2. Assume in addition that Mk.c.0// <C1

for some k 2 N, k > 1. Then

H.c.t/jQ/6
1

.C1CC2 log t /
k�1
1�

; t > 0; (1-28)

where C1; C2 > 0 are constants depending only on H.c.0/jQ/, zs, %, f˛igi2N, k,  and Mk.c.0//.

Organisation of the paper. The structure of the paper is as follows: In Section 2 we will present our main
technical tool, a discrete version of the log-Sobolev inequality with weights. Section 3 contains the proof
of Theorem 1.1 and uses Section 2 to show the first part of the theorem. We also show in this section that
this method is optimal and that Cercignani’s conjecture cannot hold when  < 1, proving Theorem 1.2,
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and explore the additional inequality that appears under the assumption of a finite exponential moment.
Section 4 deals with the consequences of our functional inequalities for the solutions to the Becker–Döring
equation and contains the proof of Theorem 1.3 and part (ii) of Theorem 1.4. In Section 5 we provide the
proof of Theorem 1.5 and remark on the difficulties of obtaining stronger results in this general setting.
Lastly, we give two appendices where proofs to some technical lemmas can be found.

2. A discrete weighted logarithmic Sobolev inequality

One of the key ingredients in proving Cercignani’s conjecture for the Becker–Döring equations in terms
of Theorem 1.1 is a discrete log-Sobolev inequality with weights. The theory presented here follows
closely the work of Bobkov and Götze [1999], and that of Barthe and Roberto [2003], and can be seen as
a discrete version of the aforementioned papers. It is worth noting that a discrete version is explicitly
mentioned in [Barthe and Roberto 2003, Section 4], with a remark that the arguments in that paper can
be adapted to prove it. Indeed, our proof is essentially an adaptation of the one in [Bobkov and Götze
1999], and we give it in this section for the sake of completeness (and since we have not been able to find
an explicit proof in the discrete case). Some further technical details are postponed to Appendix A.

The main log-Sobolev inequality. We start with some basic definitions:

Definition 2.1. We say that � 2 P.N/ if �D f�igi2N is a nonnegative sequence such that
1X
iD1

�i D 1:

For any nonnegative sequence g D fgigi2N with
P1
iD1 �igi <C1, we define its entropy with respect

to � as

Ent�.g/D
1X
iD1

�igi log
giP1

iD1 �igi
: (2-1)

Definition 2.2. Given � 2 P.N/ and positive sequence � D f�igi2N (not necessarily normalised) we
say that � admits a log-Sobolev inequality with respect to � with constant 0 < CLS <C1 if, for any
sequence f D ffigi2N,

Ent�.f 2/6 CLS

1X
iD1

�i .fiC1�fi /
2; (2-2)

where f 2 D ff 2i gi2N.

In what follows we will always assume that � 2 P.N/. Setting

‰.x/D jxj log.1Cjxj/;

the main theorem, and its simplified corollary, that we will prove in this section are:

Theorem 2.3. The following two conditions are equivalent:

(i) � admits a log-Sobolev inequality with respect to � with constant CLS.
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(ii) For any m 2 N such that

max
�m�1X
iD1

�i ;

1X
iDmC1

�i

�
<
2

3
;

we have

B1 D sup
k>m

Pk
iD1 1=�i

‰�1
�
1=
P1
iDkC1 �i

� <C1: (2-3)

Moreover, if (ii) is valid then one can choose

CLS D 40.B2C 4B1/; where B2 D
Pm�1
iD1 1=�i

‰�1
�
1=
Pm�1
iD1 �i

� : (2-4)

A somehow more tractable consequence is the following.

Corollary 2.4. The following two conditions are equivalent:

(i) � admits a log-Sobolev inequality with respect to � with constant CLS.

(ii) For any m 2 N such that

max
�m�1X
iD1

�i ;

1X
iDmC1

�i

�
<
2

3
;

we have

D1 D sup
k>m

�
�

1X
iDkC1

�i log
� 1X
iDkC1

�i

��� kX
iD1

1

�i

�
<1: (2-5)

Moreover, if (ii) is valid then one can choose

CLS D 120.D2C 4D1/; (2-6)

where D2 D
�
�
Pm�1
iD1 �i log

�Pm�1
iD1 �i

���Pm�1
iD1 1=�i

�
.

Remark 2.5. One can clearly see that if

sup
k>1

�
�

1X
iDkC1

�i log
� 1X
iDkC1

�i

��� kX
iD1

1

�i

�
<1

then one has a log-Sobolev inequality of � with respect to�. However, the introduction of the “approximate
median” m allows us to have an explicit estimation on the log-Sobolev constant CLS.

The rest of the Section is dedicated to the proof of the above results and will be divided in various
steps — each one corresponding to a subsection.
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A reformulation as a Poincaré inequality in Orlicz spaces. As in the work of Bobkov and Götze [1999],
a key argument in the proofs of Theorem 2.3 and Corollary 2.4 is to recast the log-Sobolev inequality as
a Poincaré inequality in the Orlicz space associated to ‰. We start with the definition:

Definition 2.6. Given � 2 P.N/ and a Young function, † W Œ0;C1/! Œ0;C1/, i.e., a convex function
such that

†.x/

x
x!C1
����!C1;

†.x/

x
x!0
���! 0;

we define the Orlicz space L.�/† as the space of all sequences f such that there exists k > 0 with

1X
iD1

�i†

�
jfi j

k

�
<1:

In that case we define

kf k
L
.�/
†

D inf
k>0

� 1X
iD1

�i†

�
jfi j

k

�
6 1

�
:

In what follows we will drop the superscript � from the Orlicz space of ‰ and its norm. Additionally
we set ˆ.x/D‰.x2/ and notice that

kf 2kL‰ D inf
k>0

� 1X
iD1

�i‰

�
f 2

k

�
6 1

�
D

�
infp
k>0

� 1X
iD1

�iˆ

�
jf j
p
k

�
6 1

��2
D kf k2Lˆ : (2-7)

We have then the following version of Rothaus’s lemma:

Lemma 2.7. Given � 2 P.N/ and a sequence f D ffigi2N, we set

L.f /D sup
˛2R

Ent�..f C˛/2/; (2-8)

where f C˛ D ffi C˛gi2N. Then,

Ent�.f 2/6 L.f /6 Ent�.f 2/C 2
1X
iD1

�if
2
i : (2-9)

Remark 2.8. This lemma is an adaptation of the appropriate lemma in [Rothaus 1985, Lemma 9]. We
leave the proof of it to Appendix A.

We have then the following equivalent formulation of the log-Sobolev inequality:

Proposition 2.9. The following conditions are equivalent:

(i) � admits a log-Sobolev inequality with respect to � with constant CLS.

(ii) For any sequence f ,

L.f /6 CLS

1X
iD1

�i .fiC1�fi /
2: (2-10)
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(iii) For any sequence f ,

kf � hf ik2Lˆ 6 �
1X
iD1

�i .fiC1�fi /
2; (2-11)

where hf i D
P1
iD1 �ifi .

Moreover, if (i) or (ii) are valid, one can choose �D 3
2
CLS. If (iii) is valid one can choose CLS D 5�.

The proof of the proposition relies on the following lemma:

Lemma 2.10. For any sequence f , one has

2
3
kf � hf ik2Lˆ 6 L.f /6 5kf � hf ik2Lˆ : (2-12)

Proof. We start by noticing that we may assume hf i D 0, as well as kf �hf ikLˆ D 1. This is true as L
is invariant under translations and

Ent�.˛f /D ˛ Ent�.f /:

Using Lemma 2.7, we find that

L.f /6 Ent�.f 2/C 2
1X
iD1

�if
2
i

D

1X
iD1

�if
2
i log.f 2i /C 2

1X
iD1

�if
2
i �

� 1X
iD1

�if
2
i

�
log
� 1X
iD1

�if
2
i

�

6
1X
iD1

�iˆ.fi /C h

� 1X
iD1

�if
2
i

�
;

where h.x/D 2x� x log x for x > 0. As h is an increasing function on Œ0; e� and

kf kL1� 6 kf kL2� 6
p
3
2
kf kLˆ ;

(see Lemma A.2 in Appendix A) we have

kf k2
L2�
6 2:

Thus, as
1X
iD1

�iˆ.fi /D

1X
iD1

�iˆ

�
fi

kf kLˆ

�
6 1;

we find that
L.f /6 1C h.2/6 5;

proving the right-hand side inequality of (2-12). To show the left-hand side of the inequality we assume
that L.f /D 2. By the definition of L and the fact that

kf � hf ik2
L2�
D

1
2

lim
jaj!1

Ent�..f C a/2/
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(see Lemma A.3 in Appendix A), we know that

kf k2
L2�
6 1
2
L.f /D 1:

This implies
1X
iD1

�iˆ.fi /6 1C
1X
iD1

�if
2
i logf 2i D 1CEnt�.f 2/Ckf k2L2� log.kf k2

L2�
/6 1CL.f /D 3;

where we have used the fact that x log.1C x/6 1C x log x when x > 0.
Since, for any a > 1,

ˆ

�
x
p
a

�
D
x2

a2
log
�
1C

x2

a2

�
6
1

a2
ˆ.x/;

the above implies
1X
iD1

�iˆ

�
fi
p
3

�
6 1

and as such, by the definition of k � kLˆ , we conclude that

kf k2Lˆ 6 3D
3
2
L.f /;

and the proof is complete. �

Proof of Proposition 2.9. The equivalence of (ii) and (iii) is immediate following Lemma 2.10, which
also proves the desired connection between CLS and �. To show that (i) implies (ii) we notice that as the
right-hand side of (2-2) is invariant under translation, taking the supremum over all possible translations
results in (ii). The fact that (ii) implies (i) is immediate as Ent�.f 2/6 L.f /. �

Discrete Hardy inequalities. The above observation that the log-Sobolev inequality with weights is
actually a form of a Poincaré inequality brings to mind another inequality with weights that is closely
connected to the Poincaré inequality — the Hardy inequality. In its discrete form, we have:

Lemma 2.11. Let � and � be two sequences of positive numbers and let m 2 N. Then, the following two
conditions are equivalent:

(i) There exists a finite constant A1;m > 0 such that

1X
iDm

�i

� iX
jDm

fj

�2
6 A1;m

1X
iDm

�if
2
i

for any sequence f .

(ii) We have

B1;m D sup
k>m

� 1X
iDk

�i

�� kX
iDm

1

�i

�
<1:

Moreover, if any of the conditions holds then B1;m 6 A1;m 6 4B1;m.
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The proof for the case mD 1 can be found in [Cañizo and Lods 2013], and the general case follows by
the same method of proof.

Corollary 2.12. Let

B.1/m D sup
k>m

� 1X
iDkC1

�i

�� kX
iDm

1

�i

�
:

Then for any sequence f such that fm D 0, we have

1X
iDm

�if
2
i 6 A

.1/
m

1X
iDm

�i .fiC1�fi /
2 (2-13)

if and only if B.1/m <1. In that case B.1/m 6 A
.1/
m 6 4B

.1/
m . Additionally,

B1;m 6 B.1/m 6 B1;mC1:

Proof. This follows immediately from Lemma 2.11 applied to the sequence gi D fiC1�fi and a simple
translation argument. �

Besides the above, we will also need to have a Hardy-type inequality for sums up to a fixed integer m.

Lemma 2.13. Let� and � be two sequences of positive numbers and letm2N. Then, for any sequence f
such that fm D 0, we have that if there exists A > 0 such that

m�1X
iD1

�if
2
i 6 A

m�1X
iD1

�i .fiC1�fi /
2; (2-14)

then b2;m 6 A, where

b2;m D sup
k6m�1

kX
iD1

�i

�m�1X
jDk

1

�j

�
:

Moreover, one can always choose

AD B2;m D

m�1X
iD1

�i

�m�1X
jDi

1

�j

�
:

Proof. We start by noticing that for any 16 i 6m� 1, we have

f 2i D

�m�1X
jDi

.fjC1�fj /

�2
6
�m�1X
jDi

1

�j

��m�1X
jDi

�j .fjC1�fj /
2

�
6
�m�1X
jDi

1

�j

��m�1X
jD1

�j .fjC1�fj /
2

�
:

Thus

m�1X
iD1

�if
2
i 6

�m�1X
iD1

�i

�m�1X
jDi

1

�j

���m�1X
jD1

�j .fjC1�fj /
2

�
D B2;m

m�1X
jD1

�j .fjC1�fj /
2;
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completing the second statement. Next, for any j 6m� 1 we set

�j D

m�1X
iDj

1

�i
:

Fix k 6m�1 and define f .k/ to be such that f .k/i D �k when i 6 k and f .k/i D �i when i > k. We have

m�1X
iD1

�i .f
.k/
iC1�f

.k/
i /2 D

m�1X
iDk

�i .f
.k/
iC1�f

.k/
i /2 D

m�1X
iDk

1

�i
D �k :

On the other hand,
m�1X
iD1

�i .f
.k/
i /2 >

kX
iD1

�i .f
.k/
i /2 D �2k

� kX
iD1

�i

�
:

As (2-14) is valid, we see that

A>
�m�1X
iDk

1

�i

�� kX
iD1

�i

�
for all k. �

Proof of the main inequality. The last ingredient we need in order to prove Theorem 2.3 is the following
lemma:

Lemma 2.14. The following conditions are equivalent:

(i) � admits a log-Sobolev inequality with respect to � with constant CLS.

(ii) There exists � > 0 such that, for any sequence f D ffig such that fm D 0 with m 2 N satisfying

max
�m�1X
iD1

�i ;

1X
iDmC1

�i

�
<
2

3
;

we have

k.f .0//2kL‰ Ck.f
.1//2kL‰ 6 �

1X
iD1

�i .fiC1�fi /
2;

where f .0/ D f 1i<m and f .1/ D f 1i>m.

Moreover, if condition (ii) is valid, one can choose CLS D 40�.

Proof. We notice that it is enough for us to show the equivalence of condition (ii) of our lemma and
Proposition 2.9(ii).

Assume, to begin with, that Proposition 2.9(ii) is valid. As was shown in that proposition, this implies

kf � hf ik2Lˆ 6
3CLS

2

1X
iD1

�i .fiC1�fi /
2: (2-15)
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Due to the conditions on f and the definitions of f .0/ and f .1/, one has that

khf .0/ikLˆ 6 jhf
.0/
ij6 kf .0/kL2�

�m�1X
iD1

�i

�1
2

;

khf .1/ikLˆ 6 jhf
.1/
ij6 kf .1/kL2�

� 1X
iDmC1

�i

�1
2

(see Lemma A.4 in Appendix A). Thus

kf .0/kLˆ 6 kf
.0/
� hf .0/ikLˆ Ckhf

.0/
ikLˆ 6 kf

.0/
� hf .0/ikLˆ C

�
3

2

m�1X
iD1

�i

�
kf .0/kLˆ ;

implying

kf .0/kLˆ 6
1

1�
p
3
2

Pm�1
iD1 �i

kf .0/� hf .0/ikLˆ ;

and similarly

kf .1/kLˆ 6
1

1�
p
3
2

P1
iDmC1 �i

kf .1/� hf .1/ikLˆ :

We can conclude, by applying (2-15) to f .0/ and f .1/, that

kf .0/k2Lˆ 6
3CLS

2
�
1�

p
3
2

Pm�1
iD1 �i

�2 m�1X
iD1

�i .fiC1�fi /
2;

kf .1/k2Lˆ 6
3CLS

2
�
1�

p
3
2

P1
iDmC1 �i

�2 1X
iDm

�i .fiC1�fi /
2:

The result now follows from (2-7).
To show the converse, we use the translation invariance of Proposition 2.9(ii) to assume that fm D 0.

As such we have f D f .0/Cf .1/. Moreover,

kf � hf ik2Lˆ 6
�
kf .0/� hf .0/ikLˆ Ckf

.1/
� hf .1/ikLˆ

�2
6

 �
1C

�
3

2

m�1X
iD1

�i

�1
2
�
kf .0/kLˆC

�
1C

�
3

2

1X
iDmC1

�i

�1
2
�
kf .1/kLˆ

!2

6 2
�
1C

�
3

2

m�1X
iD1

�i

�1
2
�2
kf .0/k2Lˆ C 2

�
1C

�
3

2

1X
iDmC1

�i

�1
2
�2
kf .1/k2Lˆ

6 2�max

 �
1C

�
3

2

m�1X
iD1

�i

�1
2
�2
;

�
1C

�
3

2

1X
iDmC1

�i

�1
2
�2! 1X

iD1

�i .fiC1�fi /
2;

where we again used (2-7). This shows the desired result due to Proposition 2.9. �
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Proof of Theorem 2.3. Our main tool will be Lemma 2.14. It is known that

kf 2kL‰ D sup
� 1X
iD1

�if
2
i gi W

1X
iD1

�i„.gi /6 1
�
;

where „ is the Young complement of ‰. Using Corollary 2.12, we know that if fm D 0 then

1X
iDm

�if
2
i gi 6 CLS

1X
iDm

�i .fiC1�fi /
2

if and only if

B D sup
k>m

� 1X
iDkC1

gi�i

�� kX
iD1

1

�i

�
<1:

Taking supremum over all appropriate g D fgig, we find that

kf 21i>mkL‰ 6 CLS

1X
iDm

�i .fiC1�fi /
2 (2-16)

if and only if

B D sup
k>m

k1ŒkC1;1/kL‰

kX
iD1

1

�i
<1:

As

k1ŒkC1;1/kL‰ D inf
˛>0

� 1X
iDkC1

�i‰

�
1

˛

�
6 1

�
D inf
˛>0

�
‰

�
1

˛

�
6

1P1
iDkC1 �i

�
D

1

‰�1
�
1=
P1
iDkC1 �i

� ;
we find that (2-16) is equivalent to B1 <1, showing that (i) implies (ii).

Conversely, using Lemma 2.13 we find that if fm D 0 then

m�1X
iD1

�if
2
i gi 6

�m�1X
iD1

�igi

�m�1X
jDi

1

�j

��m�1X
iD1

�i .fiC1�fi /
2

6
��m�1X

iD1

�igi

��m�1X
jD1

1

�j

��m�1X
iD1

�i .fiC1�fi /
2

and again, by taking the supremum over the appropriate g, we find that

kf 21i<mkL‰ 6 B2
m�1X
iD1

�i .fiC1�fi /
2: (2-17)
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Thus, if f D ffig is a sequence such that fm D 0, and if in addition B1 <1, we have

k.f .0//2kL‰ Ck.f
.1//2kL‰ 6 B2

m�1X
iD1

�i .fiC1�fi /
2
C 4B1

1X
iDm

�i .fiC1�fi /
2

6 .B2C 4B1/
1X
iD1

�i .fiC1�fi /
2;

where we have used Corollary 2.12. We conclude, using Lemma 2.14, that if B1<1, then � admits a log-
Sobolev inequality with respect to � with constant CLS that can be chosen to be CLSD 40.B1C4B2/. �

We are only left with the proof of Corollary 2.4. The proof relies on the following technical lemma,
whose proof is left to Appendix A:

Lemma 2.15. For any t > 3
2

, one has

1

3

t

log t
6‰�1.t/6 2

t

log t
:

Proof of Corollary 2.4. Due to the choice of m and Lemma 2.15, we know that ‰�1.t/ and t=log t are
equivalent for our choice of

t D
1P1

iDmC1 �i
:

This shows the desired equivalence using Theorem 2.3. As for the last estimation, it follows immediately
from the fact that

Bi 6 3Di
for i D 1; 2. �

Now that we have achieved a necessary and sufficient condition for the validity of a discrete log-Sobolev
inequality with weight, we will proceed to see how it can be used to prove Theorem 1.1.

3. Energy dissipation inequalities

The log-Sobolev inequality and the Becker–Döring equations. Motivated by our previous section,
the first step in trying to show the validity of Cercignani’s conjecture would be to relate the energy
dissipation, D.c/, and a term that resembles the right-hand side of (2-2). Recall that, for any nonnegative
sequence c D fcig we defined

D.c/D

1X
iD1

aiQi ‚

�
c1ci

Qi
;
ciC1

QiC1

�
with ‚.x; y/ WD .x�y/.log x� logy/, and

D.c/D

1X
iD1

aiQi

�r
c1ci

Qi
�

r
ciC1

QiC1

�2
:

We have the following properties:
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Lemma 3.1. For any nonnegative sequence c, the following holds:

(i) We have

4D.c/6D.c/: (3-1)

(ii) For any z > 0, we can rewrite D.c/ as

D.c/D

1X
iD1

aiQiz
iC1‚

�
c1ci

QiziC1
;

ciC1

QiC1ziC1

�
; (3-2)

recalling ‚.x; y/ WD .x�y/.log x� logy/, and

D.c/D

1X
iD1

aiQiz
iC1

�r
c1ci

QiziC1
�

r
ciC1

QiC1ziC1

�2
: (3-3)

Proof. Part (i) is an immediate consequence of the inequality

‚.x; y/D .x�y/.log x� logy/> 4.
p
x�
p
y/2

and (ii) is immediate from the homogeneity of the expressions involved. �

Property (ii) of the above lemma gives an indication of how we may be able to find a connection
between D.c/ and the relative entropy between c and some equilibrium, by appropriately choosing z.
Similar to the work of Jabin and Niethammer [2003], another equilibrium state that will play an important
role in what is to follow is

zQDQc1 D fQic
i
1gi>1:

Indeed, it is the only possible equilibrium under which the right-hand side of (3-3) attains a form that
is suitable for the log-Sobolev theory developed in the previous section. From (3-3) we find, after
cancelling c1, that

D.c/D

1X
iD1

ai zQi zQ1
�r

ci

zQi
�

r
ciC1

zQiC1

�2
: (3-4)

This enables us to finally link D.c/ to H.cjQ/:

Proposition 3.2. For given coagulation and detailed balance coefficients faigi2N and fQigi2N and a
given positive sequence c with finite mass % and such that

1X
iD1

zQi <C1;
1X
iD1

ai zQi <C1

(recall Qi WDQici1 for i > 1), we define the measures

�i D
zQiP1
iD1
zQi
; �i WD

ai zQiP1
jD1 aj

zQj
; i 2 N: (3-5)
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Then, if � admits a log-Sobolev inequality with respect to � with constant CLS, we have

D.c/>
c31
�P1

iD1 ai
zQi
�

CLS
�P1

iD1
zQi
��
c21 C 2

�P1
iD1 ci

��P1
iD1
zQi
��H.cjQ/: (3-6)

Proof. Let fi D
p
ci=zQi . Since � admits a log-Sobolev inequality with respect to � with constant CLS,

we have

D.c/D

� 1X
iD1

ai zQi zQ1
� 1X
iD1

�i .fiC1�fi /
2 >

c1
�P1

iD1 ai
zQi
�

CLS
Ent�.f 2/: (3-7)

Next, we notice that� 1X
iD1

zQi
�

Ent�.f 2/D
1X
iD1

ci log
ci

zQi
�

� 1X
iD1

ci

��
log

1X
iD1

ci � log
1X
iD1

zQi
�

DH.cjzQ/C
1X
iD1

ci �

1X
iD1

zQi �
� 1X
iD1

ci

��
log

1X
iD1

ci � log
1X
iD1

zQi
�

DH.cjzQ/�
� 1X
iD1

zQi
�
ƒ

�P1
iD1 ciP1
iD1
zQi

�
; (3-8)

where ƒ.x/D x log x� xC 1. We now use the fact that Q minimises the relative entropy to the set of
equilibria to bound the first term,

H.cjzQ/>H.cjQ/ (3-9)

(see Lemma B.1 in Appendix B). The only remaining bound is to show that the term with the negative sign
at the end of (3-8) is in fact bounded by Ent�.f 2/. For this we will use the following Csiszár–Kullback
inequality:

Ent�.f 2/>
1

2hf 2i

� 1X
iD1

jf 2i � hf
2
ij�i

�2
; (3-10)

where

hf 2i WD

1X
iD1

f 2i �i :

With (3-10), we find that in our particular setting

Ent�.f 2/>
P1
iD1
zQi

2
P1
iD1 ci

 
1X
iD1

ˇ̌̌̌
ˇ ciP1

iD1
zQi
�

zQi
�P1

iD1 ci
��P1

iD1
zQi
�2
ˇ̌̌̌
ˇ
!2
D

P1
iD1 ci

2
P1
iD1
zQ i

 
1X
iD1

ˇ̌̌̌
ˇ ciP1

iD1 ci
�

zQiP1
iD1
zQi

ˇ̌̌̌
ˇ
!2
;

and keeping only the first term in the last sum we get

Ent�.f 2/>
P1
iD1 ci

2
P1
iD1
zQ i

ˇ̌̌̌
ˇ c1P1

iD1 ci
�

zQ1P1
iD1
zQi

ˇ̌̌̌
ˇ
2

D
c21

2
P1
iD1 ci

P1
iD1
zQi

 
1�

P1
iD1 ciP1
iD1
zQi

!2
:
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Continuing from (3-8) and using (3-9), the above inequality and the fact that

ƒ.x/6 .x� 1/2

show that � 1X
iD1

zQi
�

Ent�.f 2/>H.cjQ/�
� 1X
iD1

zQi
� P1

iD1 ciP1
iD1
zQi
� 1

!2

>H.cjQ/�
2

c21

� 1X
iD1

zQi
�2� 1X

iD1

ci

�
Ent�.f 2/:

Thus,

H.cjQ/6
� 1X
iD1

zQi
��
1C

2

c21

� 1X
iD1

zQi
�� 1X

iD1

ci

��
Ent�.f 2/:

Combining the above with (3-7) completes the proof. �

Main inequality for c1 “close” to equilibrium. On the basis of Proposition 3.2, one obtains the following.

Proposition 3.3. Assume the conditions of Proposition 3.2 and the additional condition that c1 < z� for
some 0 < z� < zs. Setting

%� WD

1X
iD1

iQiz
i
� <1;

we have

D.c/>
a1z

2
�c
2
1

CLS.z�C %�/.z
2
�C 2%.z�C %�//

H.cjQ/: (3-11)

In particular, if 0 < ı < c1 < zs� ı for some ı > 0,

D.c/> �H.cjQ/

for some constant � > 0 which depends only on ı, �, a1 and fQigi>1.

Proof. This follows immediately from (3-6) and the estimates
1X
iD1

zQi D
1X
iD1

Qic
i
1 6 c1

�
1C

1

z�

1X
iD2

Qiz
i
�

�
< c1

�
1C

%�

z�

�
;

1X
iD1

ci 6
1X
iD1

ici D %;

together with
P1
iD1 ai

zQi > a1c1: �

Proposition 3.3 shows us that as long as c1 is bounded away from 0 and zs, Cercignani’s conjecture
will follow immediately from a log-Sobolev inequality for � with respect to � (which were defined in
Proposition 3.2). Our next result shows that this is indeed true for subcritical masses, under reasonable
conditions on the coefficients:
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Proposition 3.4. Let faigi2N and fQigi2N satisfy Hypotheses 1–3 with  D 1 and let c D fcigi2N be an
arbitrary positive sequence with finite total density %< %s <C1. Assume that there exists ı > 0 such that

c1 6 zs� ı:

Then, the measure � admits a log-Sobolev inequality with respect to the measure � with constant

CLS D
60z3s
ı3

C

�
zs� ı

zs

��
4C 2e sup

k

ˇ̌
log
�
˛

1
kC1

kC1

�ˇ̌
C e log

zs

ı

�
; (3-12)

where � and � were defined in Proposition 3.2 and

C.�/D 1C sup
k>3

�
k
�
1C log

�
1
2
k
��
�
k
2

�
C

2�

1� �

for � < 1.

Proof. We just need to estimate the constant given in Corollary 2.4. As mentioned in the Introduction, we
can assume without loss of generality that ai D i . We define

�D
c1

zs
6
zs� ı

zs
DW �1 < 1:

As
zQi D ˛iz1�is ci1 6 zs˛i�

i;

we find that due to the monotonicity of f˛igi2N,

zs˛kC1�
kC1
D zQkC1 6

1X
iDkC1

zQi 6 zs�
kC1

1X
iD1

˛iCk�
i�1 6

zs˛kC1�
kC1

1� �
:

As such

˛kC1.1� �/�
k 6

1X
iDkC1

�i 6 ˛kC1
�k

1� �
;

implying

�

1X
iDkC1

�i log
� 1X
iDkC1

�i

�
6
˛kC1�

k

1� �

�
k log

�
1

�

�
� log.˛kC1.1� �//

�
: (3-13)

Next, we notice that as
1X
iD1

iyi D
y

.1�y/2
;

one has

zs�6
1X
iD1

i˛izs�
i
D

1X
iD1

ai zQi 6 zs
�

.1� �/2
;

from which we find that
i˛i .1� �/

2�i�1 6 �i 6 i˛i�i�1:
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We notice that for k > 3, the monotonicity of f˛igi2N implies

k˛k�
k
kX
iD1

1

i˛i

�
1

�

�i
D 1C

k�1X
iD1

k˛k

i˛i
�k�i

6 1C
k�1X
iD1

k

i
�k�i D 1C

Œk
2
�X

iD1

k

i
�k�i C

k�1X
iDŒk

2
�C1

k

i
�k�i

6 1C k�
k
2

1

Œk
2
�X

iD1

1

i
C

k�
k
2

�
C 1

1X
jD1

�
j
1

6 1C k
�
1C log

�
1
2
k
��
�
k
2

1 C
2�1

1� �1
:

Using the definition of C.�/ and the fact that C.�/ > 1C �, we find that for all k 2 N,

k˛k�
k
kX
iD1

1

i˛i

�
1

�

�i
6 C.�1/;

and as such
kX
iD1

1

�i
6 C.�1/

�

.1� �/2
1

k˛k

�
1

�

�k
: (3-14)

Combining the above with (3-13) yields the bound�
�

1X
iDkC1

�i log
� 1X
iDkC1

�i

��� kX
iD1

1

�i

�
6 C.�1/

˛kC1

˛k

�

.1� �/3

�
log
�
1

�

�
�
1

k
log.˛kC1.1� �//

�
:

Thus, with the notation of Corollary 2.4,

D1 6
C.�1/

.1� �1/3

�
sup
06x61

.�� log.�//C �1 sup
k

kC 1

k

ˇ̌
log
�
˛

1
kC1

kC1

�ˇ̌
C �1 log

�
1

1� �1

��
6

C.�1/

.1� �1/3

�
1

e
C 2�1 sup

k

ˇ̌
log
�
˛

1
kC1

kC1

�ˇ̌
C �1 log

�
1

1� �1

��
:

As m, defined in Corollary 2.4, is always finite, we conclude using the same corollary that � admits a
log-Sobolev inequality with respect to �. However, in order to estimate the constant CLS, we still need to
estimate the constant D2 in the case where m> 1 (otherwise, D2 D 0).

Since
1X
iDm

�i 6
˛m

1� �
�m�1;

the requirement that
Pm�1
iD1 �i <

2
3

implies

1

˛m�1�m�1
6

˛m

˛m�1

3

.1� �/
6

3

.1� �/
:
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Using the above along with the fact that m> 1 and inequality (3-14) shows that

m�1X
iD1

1

�i
6 3C.�1/

�1

.1� �1/3
1

m� 1
6 3C.�1/

�1

.1� �1/3
:

We can conclude that�
�

1X
iDm�1

�i log
� 1X
iDm�1

�i

���m�1X
iD1

1

�i

�
6 3 sup

06x61

.�x log x/C.�1/
�1

.1� �1/3
; (3-15)

from which we conclude that

D2 6
3

e
C.�1/

�1

.1� �1/3
;

which completes the proof, as the result follows directly from Corollary 2.4. �

We finally have all the tools to prove part (i) of Theorem 1.1:

Proof of part (i) of Theorem 1.1. The result follows immediately from Proposition 3.3, Proposition 3.4
and condition (1-16). �

The last part of this section will be devoted to the proof of part (ii) of Theorem 1.1. For that we will
need the following lemma:

Lemma 3.5. For any ˇ > 0, any nonnegative sequence c and positive sequence fQigi>1, it holds that

1X
iD1

iˇQi

�r
c1ci

Qi
�

r
ciC1

QiC1

�2
6 2

�
c1C sup

j

Qj

QjC1

� 1X
iD1

iˇci : (3-16)

Proof. The proof is a direct consequence of the inequality .aC b/2 6 2.a2C b2/:
1X
iD1

iˇQi

�r
c1ci

Qi
�

r
ciC1

QiC1

�2
6 2c1

1X
iD1

iˇci C 2

1X
iD1

iˇ
Qi

QiC1
ciCi

6 2
�
c1C sup

j

Qj

QjC1

� 1X
iD1

iˇci : �

Proof of part (ii) of Theorem 1.1. We denote by D .c/ the lower free energy dissipation of c associated
to the coagulation coefficient ai D i. According to part (i) of Theorem 1.1, there exists K > 0 that
depends only on ı, zs, % and f˛igi2N such that

D1.c/>KH.cjQ/:

Using interpolation between  and ˇ, we find that

D1.c/6D
ˇ�1
ˇ�

 .c/D
1�
ˇ�

ˇ
.c/6 2

1�
ˇ�D

ˇ�1
ˇ�

 .c/

�
zsC

1

zs
sup
j

j̨

j̨C1

� 1�
ˇ�

M
1�
ˇ�

ˇ
; (3-17)
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where we have used Lemma 3.5, the upper bound on c1 and Hypothesis 2. Therefore

D.c/>D .c/>
�

zsK
ˇ�
1�

2.z2s C supj j̨ = j̨C1/Mˇ

� 1�
ˇ�1

H.cjQ/
ˇ�
ˇ�1 (3-18)

and the proof is now complete. �

This concludes the part of the proof of Theorem 1.1 that relied on the log-Sobolev inequality. In
the next subsection we will address the question of what happens when c1 escapes the “good region”
delimited by (1-16).

Energy dissipation estimate when c1 is “far” from equilibrium. The goal of this subsection is to show
that when c1 is far from equilibrium, in the aforementioned sense, while we may lose our desired inequality
between D.c/ and H.cjQ/, the energy dissipation becomes uniformly large — forcing the free energy to
decrease (and as a consequence, the distance between c1 and Nz decreases as well).

The next proposition, dealing with the case when c1 is “too large”, is an adaptation of a theorem from
[Jabin and Niethammer 2003].

Proposition 3.6. Let faigi2N and fQigi2N be the coagulation and detailed balance coefficients for the
Becker–Döring equations. Assume that infi ai > 0 and

lim
i!1

QiC1

Qi
D
1

zs
:

Let c D fcig be a nonnegative sequence with finite total density % < %s. Then, if

c1 > NzC ı

for any ı > 0, we have
D.c/ > "1

for a fixed constant "1 that depends only on fQigi2N, Nz, zs and ı.

Proof. Without loss of generality we may assume that NzC ı < zs. Defining ui D ci=Qi we notice that

D.c/D

1X
iD1

aiQi .
p
c1 ui �

p
uiC1 /

2:

Let � < 1 be such that �c1 D NzC 1
2
ı and let i0 2 N be the first index such that

uiC1 < �c1ui :

This index exists, else, for any i 2 N we have

uiC1 > �c1ui > .�c1/ic1; (3-19)
and thus

%D

1X
iD1

ici > c1C c1
1X
iD2

iQi .�c1/
i�1 >

1X
iD1

iQi
�
NzC 1

2
ı
�i
;

which is a contradiction.



TREND TO EQUILIBRIUM FOR THE BECKER–DÖRING EQUATIONS 1691

Due to the positivity of each term in the sum consisting of the lower free energy dissipation, we
conclude that

D.c/> ai0Qi0.1�
p
�/2c1ui0 > ai0Qi0�

i0�1c
i0C1
1 .1�

p
�/2; (3-20)

where we have used the fact that up to i0� 1 we have inequality (3-19).
As we know that there exists C > 0, depending only on fQigi2N, Nz, zs and ı such that

1X
iDi0C1

ic1.�c1/
i�1Qi 6 CQi0.�c1/

i0c1

(see Lemma B.2 in Appendix B), we conclude that, using (3-19) again,

CQi0.�c1/
i0c1 > Q%�

i0X
iD1

iQi .�c1/
i�1c1 > Q%�

i0X
iD1

ici > Q%� %;

where Q%D
P1
iD1 iQi .�c1/

i�1c1. We can estimate the difference %� Q% as

Q%� %>
1X
iD1

iQi
��
NzC 1

2
ı
�i
� Nzi

�
>
� 1X
iD1

i2Qi Nz
i�1

�
1
2
ı:

In conclusion, there exists a universal constant C1 > 0, depending only on fQigi2N, Nz, zs and ı, and not
on i0, c1 or �, such that

Qi0.�c1/
i0c1 > C1:

Recalling (3-20) and using the fact that

�D
NzC 1

2
ı

c1
<
NzC 1

2
ı

NzC ı
we find that

D.c/> C1 ai0
.1�
p
�/2

�
> C1 inf

i>1
ai

�p
NzC ı�

p
NzC 1

2
ı
�2

NzC 1
2
ı

;

completing the proof. �

Next, we present a new lower bound estimate for the energy dissipation in the case where c1 is “too
small”.

Lemma 3.7. Let faigi2N and fQigi2N be the coagulation and detailed balance coefficients for the
Becker–Döring equations. Assume that

QD sup
i

Qi

QiC1
<C1; QD inf

i

Qi

QiC1
<C1;

NaD sup
i

ai

aiC1
<C1; aD inf

i

ai

aiC1
<C1;

and let c be a nonnegative sequence such that

c1 < ı
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for some ı > 0. Then,

D.c/>Qa
� 1X
iD1

aici � a1ı

�
� 2
p
ı
p
Q Na

� 1X
iD1

aici

�
:

Proof. Expanding the square, one has

D.c/D c1

1X
iD1

aici C

1X
iD1

ai
Qi

QiC1
ciC1� 2

p
c1

1X
iD1

ai

r
Qi

QiC1

p
ciciC1

so that

D.c/>Qa
� 1X
iD2

aici

�
� 2
p
c1

p
Q Na

� 1X
iD2

aici

�1
2
� 1X
iD1

aici

�1
2

>Qa
� 1X
iD1

aici � a1ı

�
� 2
p
ı
p
Q Na

� 1X
iD1

aici

�
;

which is the desired result. �

Proposition 3.8. Let faigi2N and fQigi2N be the coagulation and detailed balance coefficients for the
Becker–Döring equations. Assume that

QD sup
i

Qi

QiC1
<C1; QD inf

i

Qi

QiC1
<C1:

Let c be a nonnegative sequence with finite total density %. Then:

(i) If ai D i then there exists a ı1 > 0, depending only on Q, Q and % such that if c1 < ı1 then

D.c/>
Q%

4
:

(ii) If ai D i for  < 1 and there exists ˇ > 1 such that Mˇ <C1, then there exists ı1 > 0, depending
only on Q, Q, % and Mˇ such that if c1 < ı1 then

D.c/>
Q%

ˇ�
ˇ�1

4M
1�
ˇ�1

ˇ

:

Proof. Both (i) and (ii) will follow immediately from Lemma 3.7 and a suitable choice of ı1. Indeed, for
(i) we notice that

Qa

� 1X
iD1

aici � a1ı

�
� 2
p
ı
p
Q Na

� 1X
iD1

aici

�
D
Q

2
.%� ı/� 2

p
ı
p
Q%;

where we have used the notations of Lemma 3.7. As the above is less than 1
2
Q% and converges to it as ı

goes to zero, we can find ı1 that satisfies the desired result.
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For (ii) we notice that the interpolation estimate

%D

1X
iD1

ici 6
� 1X
iD1

ici

� ˇ�1
ˇ�

.Mˇ /
1�
ˇ�

along with the fact that
P1
iD1 i

ci 6 % implies

Qa

� 1X
iD1

aici � a1ı

�
� 2
p
ı
p
Q Na

� 1X
iD1

aici

�
>
Q

2

 
%
ˇ�
ˇ�1

M
1�
ˇ�1

ˇ

� ı

!
� 2
p
ı
p
Q%;

from which the result follows. �

We are finally ready to complete the proof of Theorem 1.1:

Proof of part (iii) of Theorem 1.1. This follows immediately from Propositions 3.6 and 3.8. �

Now that we have our general functional inequality at hand, one may wonder about the sharpness
of this method of using the log-Sobolev inequality. Perhaps we were too coarse in our estimation, and
Cercignani’s conjecture is valid in the case ai D i with  < 1 under the restrictions of Theorem 1.1.
The answer, surprisingly, is that the result is optimal, as we shall see in the next subsection.

Optimality of the results. This subsection is devoted to showing that unlike the case ai D i , the case
ai D i

 when  < 1 does not satisfy Cercignani’s conjecture, even if c1 is bounded appropriately. This is
stated in Theorem 1.2.

Proof of Theorem 1.2. We start by choosing ai D i,  < 1 and Qi D e��.i�1/ .i > 1/ for some �> 0.
We will show the desired result by constructing a family of nonnegative sequences fc."/g">0 with a fixed
mass % such that

lim
"!0

D.c."//

H.c."/jQ/
D 0:

Let � > 0 be such that
%

2
D

1X
iD1

ie�e��i D
e���

.1� e��/2
:

Consider the sequence c."/ D fc."/i g given by

c
."/
i D e

�e��i CA"e
�"i; i 2 N;

where 0<" is small andA" is chosen such that the mass of the sequence c."/ is %, i.e.,A"D 1
2
%e".1�e�"/2.

Next, as Qi=QiC1 D e� for any i > 1, we see that

Qi

QiC1
c
."/
iC1�c

."/
1 c

."/
i D e

2�e��.iC1/CA"e
�e�".iC1/�e2�e��.iC1/�A"e

�.e��i�"Ce�"i��/�A2"e
�".iC1/

DA"e
�e�".iC1/.1�e�.��"/�e�.��"/i�A"e

��/> 0
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for " small enough depending only on �, � and % but not on i . Additionally, one can easily verify that

Qic
."/
iC1

QiC1c
."/
1 c

."/
i

6 e�
�
1C

1

A"

�
:

As such, setting Bz; D
P1
iD1 i

e�zi for any z > 0, we find that

D.c."//D

1X
iD1

i
�
Qi

QiC1
c
."/
iC1�c

."/
i

�
log
�

Qic
."/
iC1

QiC1c
."/
1 c

."/
i

�
6A"e�B"; log

�
e�
�
1C

1

A"

���
.1�A"e

��/e�"�e��
�
�A"e

�B�; log
�
e��"

�
1C

1

A"

��
: (3-21)

As A" � 1
2
%"2 when " approaches zero, and B"; is of order "�.1C/ (see Lemma B.3 in Appendix B)

we conclude that
lim
"!0

D.c."//D 0:

Lastly, we turn our attention to the relative free energy. We start by denoting by N� >0 the unique parameter
for which

%D e�
1X
iD1

ie�
N�i:

Clearly, N� < � and the associated equilibrium with mass % is Qi D e�e�
N�i. Since, for any fixed i > 1, it

holds that
lim
"!0

c
."/
i D c

.0/
i D e

�e��i;

using Fatou’s lemma we can conclude that

lim inf
"!0

H.c."/jQ/>H.c.0/jQ/ > 0;

as c.0/ 6DQ. �

Remark 3.9. We notice the following:

� In the example we provided, zs D e
� <C1 but %s DC1. This, however, is not a great obstacle as

all our proofs rely on some positive distance from zs and %s, and can be reformulated accordingly.

� The constructed sequence c."/ satisfies

sup
"

1X
iD1

iˇ c
."/
i DC1

for any ˇ > 1. Thus, the conclusion of part (ii) of Theorem 1.1 does not apply to it. Actually, one
can easily check that

lim
"!0

D.c."//

.H.c."/jQ//s
D 0

for any s > 0.
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Inequalities with exponential moments. Up to now, we have avoided using exponential moments in any
of our functional inequalities. In this section we will show that when 0 6  < 1, under the additional
assumption of a bounded exponential moment, one can obtain an improved functional inequality between
D.c/ and H.cjQ/, extending the result given by Jabin and Niethammer [2003]. The key idea in this
section is to avoid using the interpolation inequality (3-17) and replace it with one that involves an
exponential weight.

Proposition 3.10. Let f be a nonnegative sequence and let 0 6  < 1. Assume that there exists
� 2 .0; 4 log 2/ such that

1X
iD1

e�ifi DM
exp
� .f / <C1:

Then,

M .f />
M1.f /

2

�
2

�
log
�
4M

exp
� .f /

�eM1.f /

���.1�/
; (3-22)

where M˛.f / denotes the ˛-moment of f and M exp
� .f / is the exponential moment defined in (1-14).

Proof. For simplicity, we will use the notation of M1 and M exp
� instead of M1.f / and M exp

� .f /. We
start with the simple inequality

M1 D

1X
iD1

ifi D

NX
iD1

i1� ifi C

1X
iDNC1

ie�
�i
2 e�

�i
2 e�ifi

6N 1�M C
2e�

�.NC1/
2

�e
M

exp
� 8N 2 N; (3-23)

where we used the fact that supx>0 xe
��x D 1=.�e/ for any � > 0. Our goal will be to choose a

particular N to plug in the inequality above to conclude the desired result. Again, using the supremum of
g.x/D xe��x, we conclude that

M1 6
1

� e
M

exp
� :

As � < 4 log 2, we find that

M1 <
4M

exp
�

�e1C
�
2

;

from which we conclude that

N D

�
2

�
log
�
4M

exp
�

�eM1

��
> 1:

Plugging this N into (3-23) we see that

e�
�.NC1/

2 6
�eM1

4M
exp
�

;

and as such
M >N �1M1

2
and the result follows. �
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With this proposition at hand, we are prepared to show part (i) of Theorem 1.4.

Proof of part (i) of Theorem 1.4. Without loss of generality we may assume that �2 .0; 4 log 2/. Introduce
the sequence f D ffig, where

fi DQi

�r
c1ci

Qi
�

r
ciC1

QiC1

�2
; i > 1:

Following the same proof as presented in Lemma 3.5, we find that

M
exp
� .f /6 2

�
c1C zs sup

j

j̨

j̨C1

�
M

exp
� .c/:

Thus, using the simple fact that M˛.f / D D˛.c/, for any ˛ > 0, together with Proposition 3.10 and
parts (i) and (iii) of Theorem 1.1, yields the desired functional inequality. �

4. Rate of convergence to equilibrium

In this section we will use all the information we gathered so far to prove Theorem 1.3 and part (ii) of
Theorem 1.4, giving an explicit rate of convergence to equilibrium for the Becker–Döring equations.

The convergence result in Theorem 1.3 is a consequence of Theorem 1.1. To use the functional
inequality established there, we need first to invoke uniform (and explicit) upper bounds on moments
Mˇ .c.t//; see (1-18). This is provided by the following (see [Cañizo et al. 2017]):

Proposition 4.1. Let faigi2N and fQigi2N satisfy Hypotheses 1–3 with 0 6  6 1, and let c.t/ D
fci .t/gi2N be a solution to the Becker–Döring equations with mass % 2 .0; %s/. Let ˇ >maxf2�; 1Cg
be such that

Mˇ .c.0//D

1X
iD1

iˇci .0/ <1:

There exists a constant C > 0 depending only on ˇ, Mˇ .0/, the initial relative free energy H.c.0/jQ/,
the coefficients faigi>1, fbigi>1 and the mass % such that

Mˇ .c.t//D

1X
iD1

iˇci .t/6 C for all t > 0.

Using such an estimate, the proof is easily derived from Theorem 1.1 and part (i) of Theorem 1.4,
yet we provide a proof here for the sake of completeness and to show that we can find all the constants
explicitly.

Proof of Theorem 1.3. Combining Theorem 1.1 and Proposition 4.1, we conclude the differential inequality

d
dt
H.c.t/jQ/6

(
�min

�
KH.c.t/jQ/; "

�
;  D 1;

�min
�
KH.c.t/jQ/

ˇ�
ˇ�1; "

�
; 06  < 1

(4-1)
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for appropriate K and ". We claim that there exists t0 > 0 such that for all t > t0,

H.c.t/jQ/6

(
"
K
;  D 1;�
"
K

� ˇ�1
ˇ� ; 06  < 1:

(4-2)

Indeed, if H.c.t//jQ/ is larger than the appropriate constants in Œ0; t � then

d
ds
H.c.s/jQ/6 �" 8s 2 .0; t/;

implying that
H.c.t/jQ/6H.c.0/jQ/� "t:

We define

t0 D

(
min

�
0;
�
H.c.0/jQ/� "

K

�
="
�
;  D 1;

min
�
0;
�
H.c.0/jQ/�

�
"
K

� ˇ�1
ˇ�

�
="
�
; 06  < 1;

and find that H.c.t0/jQ/ satisfies the appropriate inequality in (4-2). As H.c.t/jQ/ is decreasing, we
conclude that (4-2) is valid for any t > t0.

With this in hand, along with (4-1), we have, for all t > t0,

H.c.t/jQ/6

8<:H.c.t0/jQ/e
�K.t�t0/;  D 1;�

H.c.t0/jQ/�1=ˇ�1C 1�
ˇ�1

K.t � t0/
��ˇ�1

1� ; 06  < 1:
As

H.c.t0/jQ/D

(
min

�
H.c.0/jQ/; "

K

�
;  D 1;

min
�
H.c.0/jQ/;

�
"
K

� ˇ�1
ˇ�

�
; 06  < 1;

and t0 is given explicitly, we conclude that

C.H.c.0/jQ//D

8̂̂̂̂
<̂̂
ˆ̂̂̂:
H.c.0/jQ/;  D 1; t0 D 0;
"
K
eK

1
"
.H.c.0/jQ/� "

K
/;  D 1; t0 > 0;

H.c.0/jQ/; 06  < 1; t0 D 0;�
"
K

� �1
ˇ� �

1�
ˇ�1

K 1
"

�
H.c.0/jQ/�

�
"
K

� ˇ�1
ˇ�

�
; 06  < 1; t0 > 0;

completing the proof. �

Proof of part (ii) of Theorem 1.4. This follows form part (i) of Theorem 1.4 by the same methods used in
the above proof and the fact that

sup
t>0

M
exp
�0 .c.t// <C1

for some 0 < �0 < � (a known result from [Jabin and Niethammer 2003]). �

5. Consequences for general coagulation and fragmentation models

In this final section we illustrate how the functional inequalities investigated in Section 3 provide new
insights on the behaviour of solutions to general discrete coagulation-fragmentation models.
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General discrete coagulation-fragmentation equation. The Becker–Döring equations (1-1) are derived
under the assumption that the only relevant reactions taking place are those between monomers and
clusters of any size. One can obtain a more general model by taking into account reactions between clusters
of any size. Keeping the notation of the Introduction, this means that we consider reactions of the type

figC fj g• fi C j g

for any positive integer sizes i and j . We assume their coagulation rate (i.e., the reaction from left to right)
is determined by a coefficient we call ai;j , and their fragmentation rate (the reaction from right to left) by a
coefficient called bi;j . These coefficients are always assumed to be nonnegative (as before) and symmetric
in i; j (that is, ai;j D aj;i and bi;j D bj;i for all i , j ). The equation corresponding to (1-1) is then

d
dt
ci .t/D

1

2

i�1X
jD1

Wj;i�j .t/�

1X
jD1

Wi;j .t/; i 2 N; (5-1)

where
Wi;j .t/ WD ai;j ci .t/cj .t/� bi;j ciCj .t/; i 2 N: (5-2)

The system (1-1) is then a particular case of (5-1) obtained by choosing ai;j , bi;j as

ai;j D bi;j D 0 when minfi; j g> 2; (5-3)

a1;1 WD 2a1; ai;1 D a1;i D ai for i > 2; (5-4)

b1;1 WD 2b2; bi;1 D b1;i D biC1 for i > 2: (5-5)

The mathematical theory of this full system is much less complete than that of (1-1). Well-posedness of
mass-conserving solutions has been studied in [Ball and Carr 1990], and there are a number of works on as-
ymptotic behaviour, for instance [Cañizo 2005; 2007; Carr and da Costa 1994; Carr 1992], but it is still not
fully understood. To start with, it is unclear whether equilibria of (5-1) are unique or not (when they exist).
A common physical condition imposed on the coefficients ai;j , bi;j which avoids this problem is that of de-
tailed balance: we say it holds when there exists a sequence fQigi>1 of strictly positive numbers such that

ai;jQiQj D bi;jQiCj for any i; j; (5-6)

where we always further assume without loss of generality that Q1 D 1. This is the analogue of (1-4),
but in this case it needs to be imposed as a condition since numbers Qi satisfying (5-6) cannot always be
found (unlike in the Becker–Döring case). If we assume (5-6) then equilibria (5-1) exist and have the same
form (1-5) as in the Becker–Döring case, and a similar phase transition in the long-time behaviour has
been rigorously proved in some cases (see [Cañizo 2005; 2007; Carr and da Costa 1994; Carr 1992] for
more details). However, even with detailed balance, the long-time behaviour is in general not understood
except in particular cases. If clusters larger than a given size N do not react among themselves (that is, if
ai;j D bi;j D 0 whenever minfi; j g>N ) the system is known as the generalised Becker–Döring system,
and has been studied in [Cañizo 2005; da Costa 1998]. For coefficients ai;j given by

ai;j D i
j �C i�j  for any i; j; (5-7)
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with �6 06  and C�6 1, the asymptotic behaviour was identified in [Cañizo 2007] and a constructive
(though probably far from optimal) rate of convergence to equilibrium was given. Very little is known
about the asymptotic behaviour for coefficients of the type (5-7) with ; � > 0 and  C �6 1. In this case
the size of ai;i is larger than that of ai;1 and the system (5-1) may behave quite differently from (1-1).

A natural question is whether any of the functional inequalities investigated in this paper can shed
new light on the behaviour of solutions to (5-1). Assuming the detailed balance condition (5-6), along a
solution c.t/D fci .t/gi>1 to (5-1) we have

d
dt
H.c.t//D�DCF.c.t//

WD �
1

2

1X
i;jD1

ai;jQiQj

�
cicj

QiQj
�
ciCj

QiCj

��
log

cicj

QiQj
� log

ciCj

QiCj

�

6 �
1X
iD1

aiQi

�
cic1

Qi
�
ciC1

QiC1

��
log

cic1

Qi
� log

ciC1

QiC1

�
DD.c.t//6 0 (5-8)

(see [Cañizo 2007] for a rigorous proof), where the ai are defined by (5-3) for any i > 1. Hence the free
energy is also a Lyapunov functional for (5-1), and it dissipates at a faster rate than for the Becker–Döring
equations (since more types of reactions are allowed). As such, it is reasonable to think that the inequalities
from Section 3 can be useful also in this case. This turns out to be true, and some improvements can
be made on existing results. However, it also turns out that our results are not able to extend the range
of possible coefficients for which convergence to a particular subcritical equilibrium can be proved; we
cannot give any new results for coefficients such as (5-7) with ; � > 0 and  C �6 1.

Proof of Theorem 1.5. We now give the proof of our main result concerning the above model (5-1). One
of the main obstacles in applying directly our results to equation (5-1) is that, unlike for the Becker–Döring
equations, the moments of solutions to the general coagulation and fragmentation system are not known
to be bounded; i.e., Proposition 4.1 is not available for (5-1). One can for example say the following
about integer moments (this result can easily be extended to noninteger powers by interpolation, and was
known from the early works in the topic [Carr and da Costa 1994; Carr 1992]). From this point onward
we will assume that

ai;j D i
j �C i�j  for i; j 2 N; (5-9)

with �6  and 06 � WD  C �6 1.

Lemma 5.1. Let k 2 N and let c D c.t/D fci .t/gi2N be a solution with mass % to the coagulation and
fragmentation system (5-1) with coefficients satisfying (5-9). Then

Mk.c.t//6

(�
Mk.c.0//C

1��
k�1

.2k � 2/%
1�
k�1 t

�k�1
1�� if 0 < � < 1;

Mk.c.0// exp.2.2k � 2/%t/ if �D 1;
(5-10)

where Mp.c.t// WD
P1
iD1 i

pci .t/ for any p > 0, t > 0.
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Proof. We give a formal proof for completeness; a rigorous one can be obtained by standard approximation
methods, and can be found in [Ball and Carr 1990]. To simplify the notation and since c.t/ is fixed,
we define Mj .t/DMj .c.t// for any j > 1, t > 0. One can check the following weak formula for the
integral of the right-hand side of (5-1) against a test sequence f�.i/gi :

1X
iD1

�.i/

�
1

2

i�1X
jD1

Wi�j;j �

1X
jD1

Wi;j

�
D
1

2

1X
i;j

�
�.i C j /��.i/��.j /

�
Wi;j :

Applying this to �.i/ WD ik, neglecting the negative contribution of the fragmentation terms and using the
binomial formula, one obtains

d
dt
Mk.t/6

k�1X
lD1

�k
l

�
MlC .t/Mk�lC�.t/ 8t > 0:

Next, we use the interpolation

Mı.t/6M
k�ı
k�1

1 .t/M
ı�1
k�1

k
.t/;

where 1 < ı < k, to find that

MlC .t/Mk�lC�.t/6M1.t/
k��
k�1Mk.t/

kC��2
k�1 :

Thus,
d
dt
Mk.t/6 .2k � 2/%

k��
k�1M

kC��2
k�1

k
.t/ 8t > 0

and the result follows from this differential inequality. �

With the above at hand, we are now able to prove our main result about the rate of convergence to
equilibrium in the general setting of coagulation and fragmentation equations:

Proof of Theorem 1.5. Assume for the moment that ai;j is of the form (5-7), in order to see why the
proof only works for coefficients of the form (1-27).

Fix ı > 0 such that 0 < ı < Nz < zs� ı. We use the observation (5-8) that DCF.c.t//>D.c.t// at all
times t > 0, defining faigi2N by (5-3). Using Theorem 1.1 (actually, its more detailed forms in equation
(3-18) and Proposition 3.8), we obtain

d
dt
H.c.t/jQ/D�DCF.c.t//6 �D.c.t//

6

(
�CMk.c.t//

�1
k�1H.c.t/jQ/

k�
k�1 if ı < c1.t/ < zs� ı;

�CMk.c.t//
�1
k�1 if c1.t/ < ı or c1.t/> zs� ı

6 �C0Mk.c.t//
�1
k�1H.c.t/jQ/

k�
k�1

for some constant C0 > 0 that depends also on H.c.0/jQ/. Using Lemma 5.1 this implies

d
dt
H.c.t/jQ/6 �

C0�
Mk.c.0//C

1��
k�1

.2k � 2/%
k��
k�1 t

� 1�
1��

H.c.t/jQ/
k�
k�1 ; t > 0:
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This implies decay of H.c.t// only when � D  , that is, when � D 0 (since � D  C �). Solving the
differential inequality yields the result. �

Remark 5.2. The same decay rate was obtained in [Cañizo 2007] by means of the particular case of
inequality (1-19) for ˇD 2� . Here we obtain slightly different decay rates by assuming higher moments
of the initial data c.0/ are finite, but the method does not seem to give a better decay than a power of
log t in any case.

Remark 5.3. It seems to the authors that the inequality we use in the proof of Theorem 1.5 is not optimal,
and could be improved to deal with the case

ai;j D i
j �C i�j ;

with a resulting convergence rate that would depend on �D  C �.

Appendix A: Additional computations for the theory of the
discrete log-Sobolev inequality with weights

We have collected here technical lemmas from Section 2 that we felt would have encumbered it.

Lemma A.1. For any sequence f , we have

Ent�.f 2/6 L.f /6 Ent�.f 2/C 2
1X
iD1

�if
2
i :

Proof. From the definition of L, the inequality

Ent�.f 2/6 L.f /

is trivial. We thus consider the right-hand side inequality. For a given sequence f and any ˛ 2 R we
define

G˛.t/D

1X
iD1

�i .tfi C˛/
2 log

�
.tfi C˛/

2P1
iD1 �i .tfi C˛/

2

�

D 2

1X
iD1

�i .tfi C˛/
2 logjtfi C˛j�

� 1X
iD1

�i .tfi C˛/
2

�
log
� 1X
iD1

�i .tfi C˛/
2

�
;

and notice that

G0.t/D t
2 Ent�.f 2/:

Next, we define g.t/ D G0.t/C 2t
2
P1
iD1 �if

2
i and notice that the inequality we want to prove is

equivalent to

G˛.1/6 g.1/
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for any ˛ 2 R. Clearly G˛.t/6 g.t/ when t D 0. Differentiating G we find that

G0˛.t/D 4

1X
iD1

�ifi jtfi C˛j log.tfi C˛/C 2
1X
iD1

�ifi .tfi C˛/

� 2

� 1X
iD1

�ifi .tfi C˛/

�
log
� 1X
iD1

�i .tfi C˛/
2

�
� 2

1X
iD1

�ifi .tfi C˛/

D 4

1X
iD1

�ifi .tfi C˛/ logjtfi C˛j � 2
� 1X
iD1

�ifi .tfi C˛/

�
log
� 1X
iD1

�i .tfi C˛/
2

�
;

which satisfies G0˛.0/D 0 for any f and ˛, implying that G0˛.0/D g
0.0/D 0. As G is defined for any

t 2 Œ0; 1� we see that it is enough to show that when defined,

G00˛.t/6 g
00.t/

for any ˛. Indeed,

G00˛.t/D 4

1X
iD1

�if
2
i logjtfi C˛jC 4

1X
iD1

�if
2
i � 2

1X
iD1

�if
2
i log

� 1X
iD1

�i .tfi C˛/
2

�
� 4

�P1
iD1 �ifi .tfi C˛/

�2P1
iD1 �i .tfi C˛/

2

D 2

1X
iD1

�if
2
i log

�
.tfi C˛/

2P1
iD1 �i .tfi C˛/

2

�
C 4

1X
iD1

�if
2
i � 4

�P1
iD1 �ifi .tfi C˛/

�2P1
iD1 �i .tfi C˛/

2
:

As

Ent�.f 2/D sup
� 1X
iD1

�if
2
i log hi W

1X
iD1

�ihi D 1

�
;

we see that by choosing

hi D
.tfi C˛/

2P1
iD1 �i .tfi C˛/

2

we get

G00˛.t/6 2Ent�.f 2/C 4
1X
iD1

�if
2
i D g

00.t/: �

Lemma A.2. For all f 2 Lˆ, we have

kf kL1� 6 kf kL2� 6
p
3
2
kf kLˆ : (A-1)

Proof. The inequality

kf kL1� 6 kf kL2�
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is immediate as � is a probability measure. To show the last inequality we may assume that kf kLˆ D 1.
Due to Fatou’s lemma we know that if kn n!1���! k > 0 then

1X
iD1

�iˆ

�
jfi j

k

�
6 lim inf

n!1

1X
iD1

�iˆ

�
jfi j

kn

�
;

implying that if kf kLˆ > 0 then
1X
iD1

�iˆ

�
jfi j

kf kLˆ

�
6 1:

In our case, since ‰.x/ is convex we find that

1>
1X
iD1

�iˆ.fi /D

1X
iD1

�i‰.f
2
i />‰

� 1X
iD1

�if
2
i

�
D‰.kf k2

L2�
/:

As ‰ is increasing and ‰.32/ > 1 we conclude that

kf k2
L2�
< 3
2
;

yielding the desired result. �

Lemma A.3. Let f 2 Lˆ. Then

kf � hf ik2
L2�
D

1
2

lim
jaj!1

Ent�..f C a/2/: (A-2)

Proof. We start by noticing that

Ent�..f C a/2/D
1X
iD1

�i .f
2
i C 2afi C a

2/ log
�

.1Cfi=a/
2P1

iD1 �i .1Cfi=a/
2

�
;

and continue by assuming that fi is uniformly bounded, from which the result will follow with an
application of an appropriate convergence theorem. There exists a0 such that if jaj> ja0j we have that
jfi=aj<

1
2

uniformly in i . As on
�
�
1
2
; 1
2

�
, we have that there exists C > 0 such thatˇ̌

log.1C x/� xC 1
2
x2
ˇ̌
6 Cx3:

We conclude that

log
�
1C 2

fi

a
C
f 2i
a2

�
D

�
2
fi

a
C
f 2i
a2

�
� 2

f 2i
a2
C
E1;i

a3
D 2

fi

a
�
f 2i
a2
C
E1;i

a3

and

log
�
1C 2

hf i

a
C

kf k2
L2�

a2

�
D 2
hf i

a
C

kf k2
L2�

a2
� 2
hf i2

a2
C
E2;i

a3
;
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where E1;i ; E2;i are uniformly bounded in i . This implies

Ent�..f C a/2/D
1X
iD1

�i .f
2
i C 2afi C a

2/

�
2
fi

a
� 2
hf i

a
�
f 2i
a2
�

kf k2
L2�

a2
C 2
hf i2

a2

�
C
1

a

1X
iD1

�i

�
1C 2

fi

a
C
f 2i
a2

�
.E1;i �E2;i /:

The last term clearly goes to zero as jaj goes to infinity, so we are only left to deal with the first expression.

1X
iD1

�i .f
2
i C 2afi C a

2/

�
2
fi

a
� 2
hf i

a
�
f 2i
a2
�

kf k2
L2�

a2
C 2
hf i2

a2

�
D 4kf k2

L2�
� 4hf i2C 2ahf i � 2ahf i � kf k2

L2�
�kf k2

L2�
C 2hf i2C

E3

a

D 2.kf k2
L2�
� hf i2/C

E3

a
:

This completes the proof as kf � hf ik2
L2�
D kf k2

L2�
� hf i2. �

Lemma A.4. Let f be a sequence such that fm D 0 for some m 2 N. Set by f .0/ D f 1i<m and
f .1/ D f 1i>m. Then

khf .0/ikLˆ 6 jhf
.0/
ij6 kf .0/kL2�

�m�1X
iD1

�i

�1
2

;

khf .1/ikLˆ 6 jhf
.1/
ij6 kf .1/kL2�

� 1X
iDmC1

�i

�1
2

:

(A-3)

Proof. We start by noticing that for any constant sequence f D ˛ one has

k˛kLˆ D inf
k>0

� 1X
iD1

�iˆ

�
j˛j

k

�
6 1

�
D inf
k>0

�
ˆ

�
j˛j

k

�
6 1

�
D

j˛j

ˆ�1.1/
6 j˛j;

as long as ˆ.1/ < 1, which is valid in our case. Next we notice that

jhf .0/ij6
m�1X
iD1

�i jfi j6
�m�1X
iD1

�if
2
i

�1
2
�m�1X
iD1

�i

�1
2

D kf .0/kL2�

�m�1X
iD1

�i

�1
2

:

This yields the first inequality and similar arguments yield the second inequality. �

Remark A.5. As was shown in the proof of Lemma A.4, one can actually improve the bounds in (A-3)
by a factor of ‰�1.1/.

Lemma A.6. For any t > 3
2

one has that

1

3

t

log t
6‰�1.t/6 2

t

log t
: (A-4)
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Proof. We start by noticing that

‰

�
1

3

t

log t

�
D
1

3

t

log t
log
�
1C

1

3

t

log t

�
6
1

3

t

log t
log
�
1C

t

log
�
27
8

��6 1
3

t

log t
log.1C t /:

Thus, one notices that if
1C t 6 t3

when t > 3
2

, we have

‰

�
1

3

t

log t

�
6 t;

yielding the left-hand side of (A-4). This is indeed the case as g.t/D t3�t�1 is increasing on Œ1=
p
3;1

�
and g.32/ > 0.

For the converse we notice that

‰

�
2
t

log t

�
D 2

t

log t
log
�
1C 2

t

log t

�
> t

if and only if

1C 2
t

log t
>
p
t :

Considering the function g.x/D x=log x for x > 1, we see that it obtains a minimum at x D e. Thus, for
any x > 1, we have g.x/> e > 1. We conclude that for t > 3

2
,

2
t

log t
D
p
tg.
p
t />
p
t ;

showing the desired result. �

Appendix B: Additional useful computations

Lemma B.1. For given coagulation and detailed balance coefficients faigi2N and fQigi2N, and a given
positive sequence c with finite mass %, we have, for any z > 0,

H.cjQ/6H.cjQz/;
where QDQ Nz .

Proof. We have

H.cjQz/D
1X
iD1

ci

�
log
�
c1

Qizi

�
� 1

�
C

1X
iD1

Qiz
i

implying

H.cjQz1/�H.cjQz2/D
1X
iD1

ici log
�
z2

z1

�
C

1X
iD1

Qi .z
i
1� z

i
2/:

In particular, if z2 D Nz we have, for any z > 0,

H.cjQz/DH.cjQ/C % log
�
Nz

z

�
C

1X
iD1

Qi .z
i
� Nzi /
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DH.cjQ/C
1X
iD1

iQi Nz
i log

�
Nz

z

�
C

1X
iD1

Qiz
i

�
1�

�
Nz

z

�i�

DH.cjQ/C
1X
iD1

Qiz
i

��
Nz

z

�i
log
��
Nz

z

�i�
�

�
Nz

z

�i
C 1

�

DH.cjQ/C
1X
iD1

Qiz
iƒ

�
.Qz/i
Qi

�
;

where ƒ.x/D x log x� xC 1 > 0 when x > 0. �

Lemma B.2. Let fQigi2N be a nonnegative sequence such that limi!1QiC1=Qi D 1=r for some r > 0.
Assume that 0 < x < r1 < r . Then

1X
iDi0C1

iQix
i�1 6 CQi0x

i0;

where C is a constant depending only on fQigi2N and r1.

Proof. Define ˇi DQiC1=Qi . We have that limi!1 ˇi D 1=r , and as such we can find l 2 N such that
for all i > l

ƒ1 D sup
i>l

ˇi <
1

r1
:

Let ƒ2 D supi6l ˇi . Since for any i > i0

Qi D

� i�1Y
jDi0

ǰ

�
Qi0 ;

we see that
1X

iDi0C1

iQix
i�1
DQi0x

i0

1X
iDi0C1

i

� i�1Y
jDi0

ǰ

�
xi�i0�1

6Qi0x
i0

�
ƒ2

l�i0X
jD0

i.ƒ2r1/
j
Cƒ1

1X
jDlC1�i0

i.ƒ1r1/
j

�

6Qi0x
i0

�
ƒ2

lX
jD0

j.ƒ2r1/
j
Cƒ1

1X
jD0

j.ƒ1r1/
j

�
;

completing the proof as l , ƒ1 and ƒ2 depend solely on fQigi2N. �

Lemma B.3. Let " > 0 and  > 0. Define

B"; D

1X
iD1

ie�"i:

Then "1CB"; is of order 1 when " goes to zero.
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Proof. We start by noticing that the function g"; .x/D xe�"x is increasing in
�
0; 
"

�
and decreasing in�

"
;1

�
. As such

B"; >
1X

iDŒ
"
�C1

ie�"i >
Z 1
Œ
"
�C1

xe�"x dx D "�.1C/
Z 1
".Œ

"
�C1/

ye�y dy > "�.1C/
Z 1
"

ye�y dy;

showing the lower bound. For the upper bound we notice that

B"; 6 sup
x>0

g "
e
; .x/

1X
iD1

e�
"
2
i
D

�
2

"

�
e�

e�
"
2

1� e�
"
2

;

which completes the proof since

sup
">0

" e�
"
2

1� e�
"
2

<C1: �

References

[Ball and Carr 1988] J. M. Ball and J. Carr, “Asymptotic behaviour of solutions to the Becker–Döring equations for arbitrary
initial data”, Proc. Roy. Soc. Edinburgh Sect. A 108:1-2 (1988), 109–116. MR Zbl

[Ball and Carr 1990] J. M. Ball and J. Carr, “The discrete coagulation-fragmentation equations: existence, uniqueness, and
density conservation”, J. Statist. Phys. 61:1-2 (1990), 203–234. MR Zbl

[Ball et al. 1986] J. M. Ball, J. Carr, and O. Penrose, “The Becker–Döring cluster equations: basic properties and asymptotic
behaviour of solutions”, Comm. Math. Phys. 104:4 (1986), 657–692. MR Zbl

[Barthe and Roberto 2003] F. Barthe and C. Roberto, “Sobolev inequalities for probability measures on the real line”, Studia
Math. 159:3 (2003), 481–497. MR Zbl

[Becker and Döring 1935] R. Becker and W. Döring, “Kinetische Behandlung der Keimbildung in übersättigten Dämpfen”, Ann.
Phys. 416:8 (1935), 719–752. Zbl

[Bobkov and Götze 1999] S. G. Bobkov and F. Götze, “Exponential integrability and transportation cost related to logarithmic
Sobolev inequalities”, J. Funct. Anal. 163:1 (1999), 1–28. MR Zbl

[Burton 1977] J. J. Burton, “Nucleation theory”, pp. 195–234 in Statistical mechanics, Part A: Equilibrium techniques, edited by
B. J. Berne, Modern Theoretical Chemistry 5, Springer, 1977.

[Cañizo 2005] J. A. Cañizo, “Asymptotic behaviour of solutions to the generalized Becker–Döring equations for general initial
data”, Proc. R. Soc. Lond. Ser. A Math. Phys. Eng. Sci. 461:2064 (2005), 3731–3745. MR Zbl

[Cañizo 2007] J. A. Cañizo, “Convergence to equilibrium for the discrete coagulation-fragmentation equations with detailed
balance”, J. Stat. Phys. 129:1 (2007), 1–26. MR Zbl

[Cañizo and Lods 2013] J. A. Cañizo and B. Lods, “Exponential convergence to equilibrium for subcritical solutions of the
Becker–Döring equations”, J. Differential Equations 255:5 (2013), 905–950. MR Zbl

[Cañizo et al. 2017] J. A. Cañizo, A. Einav, and B. Lods, “Uniform moment propagation for the Becker–Döring equation”,
preprint, 2017. arXiv

[Capasso 2003] V. Capasso (editor), Mathematical modelling for polymer processing: polymerization, crystallization, manufac-
turing, Mathematics in Industry 2, Springer, 2003. MR Zbl

[Carr 1992] J. Carr, “Asymptotic behaviour of solutions to the coagulation-fragmentation equations, I: The strong fragmentation
case”, Proc. Roy. Soc. Edinburgh Sect. A 121:3-4 (1992), 231–244. MR Zbl

[Carr and da Costa 1994] J. Carr and F. P. da Costa, “Asymptotic behavior of solutions to the coagulation-fragmentation
equations, II: Weak fragmentation”, J. Statist. Phys. 77:1-2 (1994), 89–123. MR Zbl

[Collet et al. 2002] J.-F. Collet, T. Goudon, F. Poupaud, and A. Vasseur, “The Beker–Döring system and its Lifshitz–Slyozov
limit”, SIAM J. Appl. Math. 62:5 (2002), 1488–1500. MR Zbl

http://dx.doi.org/10.1017/S0308210500026561
http://dx.doi.org/10.1017/S0308210500026561
http://msp.org/idx/mr/931012
http://msp.org/idx/zbl/0656.58021
http://dx.doi.org/10.1007/BF01013961
http://dx.doi.org/10.1007/BF01013961
http://msp.org/idx/mr/1084278
http://msp.org/idx/zbl/1217.82050
http://dx.doi.org/10.1007/BF01211070
http://dx.doi.org/10.1007/BF01211070
http://msp.org/idx/mr/841675
http://msp.org/idx/zbl/0594.58063
http://dx.doi.org/10.4064/sm159-3-9
http://msp.org/idx/mr/2052235
http://msp.org/idx/zbl/1072.60008
http://dx.doi.org/10.1002/andp.19354160806
http://msp.org/idx/zbl/0013.14002
http://dx.doi.org/10.1006/jfan.1998.3326
http://dx.doi.org/10.1006/jfan.1998.3326
http://msp.org/idx/mr/1682772
http://msp.org/idx/zbl/0924.46027
http://dx.doi.org/10.1007/978-1-4684-2553-6_6
http://dx.doi.org/10.1098/rspa.2005.1522
http://dx.doi.org/10.1098/rspa.2005.1522
http://msp.org/idx/mr/2186002
http://msp.org/idx/zbl/05213618
http://dx.doi.org/10.1007/s10955-007-9373-2
http://dx.doi.org/10.1007/s10955-007-9373-2
http://msp.org/idx/mr/2349518
http://msp.org/idx/zbl/1137.82011
http://dx.doi.org/10.1016/j.jde.2013.04.031
http://dx.doi.org/10.1016/j.jde.2013.04.031
http://msp.org/idx/mr/3062758
http://msp.org/idx/zbl/1285.34005
http://msp.org/idx/arx/1706.03524
http://dx.doi.org/10.1007/978-3-642-55771-2
http://dx.doi.org/10.1007/978-3-642-55771-2
http://msp.org/idx/mr/1964653
http://msp.org/idx/zbl/1004.00015
http://dx.doi.org/10.1017/S0308210500027888
http://dx.doi.org/10.1017/S0308210500027888
http://msp.org/idx/mr/1179817
http://msp.org/idx/zbl/0760.34044
http://dx.doi.org/10.1007/BF02186834
http://dx.doi.org/10.1007/BF02186834
http://msp.org/idx/mr/1300530
http://msp.org/idx/zbl/0838.60089
http://dx.doi.org/10.1137/S0036139900378852
http://dx.doi.org/10.1137/S0036139900378852
http://msp.org/idx/mr/1918564
http://msp.org/idx/zbl/1025.45005


1708 JOSÉ A. CAÑIZO, AMIT EINAV AND BERTRAND LODS

[da Costa 1998] F. P. da Costa, “Asymptotic behaviour of low density solutions to the generalized Becker–Döring equations”,
NoDEA Nonlinear Differential Equations Appl. 5:1 (1998), 23–37. MR Zbl

[Desvillettes et al. 2011] L. Desvillettes, C. Mouhot, and C. Villani, “Celebrating Cercignani’s conjecture for the Boltzmann
equation”, Kinet. Relat. Models 4:1 (2011), 277–294. MR Zbl

[Farjoun and Neu 2008] Y. Farjoun and J. C. Neu, “Exhaustion of nucleation in a closed system”, Phys. Rev. E 78:5 (2008),
art. id. 051402.

[Farjoun and Neu 2011] Y. Farjoun and J. C. Neu, “Aggregation according to classical kinetics: from nucleation to coarsening”,
Phys. Rev. E 83:5 (2011), art. id. 051607.

[Jabin and Niethammer 2003] P.-E. Jabin and B. Niethammer, “On the rate of convergence to equilibrium in the Becker–Döring
equations”, J. Differential Equations 191:2 (2003), 518–543. MR Zbl

[Kelton et al. 1983] K. F. Kelton, A. L. Greer, and C. V. Thompson, “Transient nucleation in condensed systems”, J. Chem. Phys.
79:12 (1983), 6261–6276.

[Murray and Pego 2015] R. W. Murray and R. L. Pego, “Polynomial decay to equilibrium for the Becker–Döring equations”,
preprint, 2015. arXiv

[Neu et al. 2002] J. C. Neu, J. A. Cañizo, and L. L. Bonilla, “Three eras of micellization”, Phys. Rev. E 66:6 (2002), art. id. 061406.

[Neu et al. 2005] J. C. Neu, L. L. Bonilla, and A. Carpio, “Igniting homogeneous nucleation”, Phys. Rev. E .3/ 71:2 (2005),
art. id. 021601. MR

[Niethammer 2003] B. Niethammer, “On the evolution of large clusters in the Becker–Döring model”, J. Nonlinear Sci. 13:1
(2003), 115–155. MR Zbl

[Oxtoby 1992] D. W. Oxtoby, “Homogeneous nucleation: theory and experiment”, J. Phys. Cond. Matter 4:38 (1992), 7620–
7650.

[Penrose 1989] O. Penrose, “Metastable states for the Becker–Döring cluster equations”, Comm. Math. Phys. 124:4 (1989),
515–541. MR Zbl

[Penrose 1997] O. Penrose, “The Becker–Döring equations at large times and their connection with the LSW theory of
coarsening”, J. Statist. Phys. 89:1-2 (1997), 305–320. MR Zbl

[Penrose and Lebowitz 1979] O. Penrose and J. L. Lebowitz, “Towards a rigorous molecular theory of metastability”, pp.
293–340 in Fluctuation phenomena, edited by E. Montroll and J. L. Lebowitz, Studies in Statisical Mechanics 7, North-Holland,
New York, 1979.

[Rothaus 1985] O. S. Rothaus, “Analytic inequalities, isoperimetric inequalities and logarithmic Sobolev inequalities”, J. Funct.
Anal. 64:2 (1985), 296–313. MR Zbl

[Schmelzer 2005] J. Schmelzer (editor), Nucleation theory and applications, Wiley-VCH, Weinheim, 2005.

[Velázquez 1998] J. J. L. Velázquez, “The Becker–Döring equations and the Lifshitz–Slyozov theory of coarsening”, J. Statist.
Phys. 92:1-2 (1998), 195–236. MR Zbl

[Villani 2003] C. Villani, “Cercignani’s conjecture is sometimes true and always almost true”, Comm. Math. Phys. 234:3 (2003),
455–490. MR Zbl

[Xiao and Haasen 1991] S. Q. Xiao and P. Haasen, “HREM investigation of homogeneous decomposition in a ni-12 at. % a1
alloy”, Acta. Metall. Mater. 39:4 (1991), 651–659.

Received 24 Dec 2016. Revised 28 Mar 2017. Accepted 29 May 2017.

JOSÉ A. CAÑIZO: canizo@ugr.es
Departamento de Matemática Aplicada, Universidad de Granada, Av. Fuentenueva S/N, 18071 Granada, Spain

AMIT EINAV: a.einav@dpmms.cam.ac.uk
Department of Pure Mathematics and Mathematical Statistics, University of Cambridge, Cambridge, CB3 0WB, United Kingdom

BERTRAND LODS: bertrand.lods@unito.it
Department of Economics and Statistics & Collegio Carlo Alberto, Università degli Studi di Torino,
Corso Unione Sovietica, 218/bis, 10134 Torino, Italy

mathematical sciences publishers msp

http://dx.doi.org/10.1007/s000300050031
http://msp.org/idx/mr/1600487
http://msp.org/idx/zbl/0892.34073
http://dx.doi.org/10.3934/krm.2011.4.277
http://dx.doi.org/10.3934/krm.2011.4.277
http://msp.org/idx/mr/2765747
http://msp.org/idx/zbl/1217.82064
http://dx.doi.org/10.1103/PhysRevE.78.051402
http://dx.doi.org/10.1103/PhysRevE.83.051607
http://dx.doi.org/10.1016/S0022-0396(03)00021-4
http://dx.doi.org/10.1016/S0022-0396(03)00021-4
http://msp.org/idx/mr/1978388
http://msp.org/idx/zbl/1109.82327
http://dx.doi.org/10.1063/1.445731
http://msp.org/idx/arx/1509.01762
http://dx.doi.org/10.1103/PhysRevE.66.061406
http://dx.doi.org/10.1103/PhysRevE.71.021601
http://msp.org/idx/mr/2139953
http://dx.doi.org/10.1007/s00332-002-0535-8
http://msp.org/idx/mr/1950848
http://msp.org/idx/zbl/1070.82023
http://dx.doi.org/10.1088/0953-8984/4/38/001
http://dx.doi.org/10.1007/BF01218449
http://msp.org/idx/mr/1014113
http://msp.org/idx/zbl/0683.60082
http://dx.doi.org/10.1007/BF02770767
http://dx.doi.org/10.1007/BF02770767
http://msp.org/idx/mr/1492493
http://msp.org/idx/zbl/0945.82536
http://dx.doi.org/10.1016/B978-0-444-85248-9.50008-X
http://dx.doi.org/10.1016/0022-1236(85)90079-5
http://msp.org/idx/mr/812396
http://msp.org/idx/zbl/0578.46028
http://dx.doi.org/10.1002/3527604790
http://dx.doi.org/10.1023/A:1023099720145
http://msp.org/idx/mr/1645647
http://msp.org/idx/zbl/0963.82036
http://dx.doi.org/10.1007/s00220-002-0777-1
http://msp.org/idx/mr/1964379
http://msp.org/idx/zbl/1041.82018
http://dx.doi.org/10.1016/0956-7151(91)90133-L
http://dx.doi.org/10.1016/0956-7151(91)90133-L
mailto:canizo@ugr.es
mailto:a.einav@dpmms.cam.ac.uk
mailto:bertrand.lods@unito.it
http://msp.org


Analysis & PDE
msp.org/apde

EDITORS

EDITOR-IN-CHIEF

Patrick Gérard
patrick.gerard@math.u-psud.fr

Université Paris Sud XI
Orsay, France

BOARD OF EDITORS

Nicolas Burq Université Paris-Sud 11, France
nicolas.burq@math.u-psud.fr

Massimiliano Berti Scuola Intern. Sup. di Studi Avanzati, Italy
berti@sissa.it

Sun-Yung Alice Chang Princeton University, USA
chang@math.princeton.edu

Michael Christ University of California, Berkeley, USA
mchrist@math.berkeley.edu

Charles Fefferman Princeton University, USA
cf@math.princeton.edu

Ursula Hamenstaedt Universität Bonn, Germany
ursula@math.uni-bonn.de

Vaughan Jones U.C. Berkeley & Vanderbilt University
vaughan.f.jones@vanderbilt.edu

Vadim Kaloshin University of Maryland, USA
vadim.kaloshin@gmail.com

Herbert Koch Universität Bonn, Germany
koch@math.uni-bonn.de

Izabella Laba University of British Columbia, Canada
ilaba@math.ubc.ca

Gilles Lebeau Université de Nice Sophia Antipolis, France
lebeau@unice.fr

Richard B. Melrose Massachussets Inst. of Tech., USA
rbm@math.mit.edu

Frank Merle Université de Cergy-Pontoise, France
Frank.Merle@u-cergy.fr

William Minicozzi II Johns Hopkins University, USA
minicozz@math.jhu.edu

Clément Mouhot Cambridge University, UK
c.mouhot@dpmms.cam.ac.uk

Werner Müller Universität Bonn, Germany
mueller@math.uni-bonn.de

Gilles Pisier Texas A&M University, and Paris 6
pisier@math.tamu.edu

Tristan Rivière ETH, Switzerland
riviere@math.ethz.ch

Igor Rodnianski Princeton University, USA
irod@math.princeton.edu

Wilhelm Schlag University of Chicago, USA
schlag@math.uchicago.edu

Sylvia Serfaty New York University, USA
serfaty@cims.nyu.edu

Yum-Tong Siu Harvard University, USA
siu@math.harvard.edu

Terence Tao University of California, Los Angeles, USA
tao@math.ucla.edu

Michael E. Taylor Univ. of North Carolina, Chapel Hill, USA
met@math.unc.edu

Gunther Uhlmann University of Washington, USA
gunther@math.washington.edu

András Vasy Stanford University, USA
andras@math.stanford.edu

Dan Virgil Voiculescu University of California, Berkeley, USA
dvv@math.berkeley.edu

Steven Zelditch Northwestern University, USA
zelditch@math.northwestern.edu

Maciej Zworski University of California, Berkeley, USA
zworski@math.berkeley.edu

PRODUCTION
production@msp.org

Silvio Levy, Scientific Editor

See inside back cover or msp.org/apde for submission instructions.

The subscription price for 2017 is US $265/year for the electronic version, and $470/year (+$55, if shipping outside the US) for print and
electronic. Subscriptions, requests for back issues from the last three years and changes of subscriber address should be sent to MSP.

Analysis & PDE (ISSN 1948-206X electronic, 2157-5045 printed) at Mathematical Sciences Publishers, 798 Evans Hall #3840, c/o Uni-
versity of California, Berkeley, CA 94720-3840, is published continuously online. Periodical rate postage paid at Berkeley, CA 94704, and
additional mailing offices.

APDE peer review and production are managed by EditFlow® from MSP.

PUBLISHED BY

mathematical sciences publishers
nonprofit scientific publishing

http://msp.org/
© 2017 Mathematical Sciences Publishers

http://msp.org/apde
mailto:patrick.gerard@math.u-psud.fr
mailto:nicolas.burq@math.u-psud.fr
mailto:berti@sissa.it
mailto:chang@math.princeton.edu
mailto:mchrist@math.berkeley.edu
mailto:cf@math.princeton.edu
mailto:ursula@math.uni-bonn.de
mailto:vaughan.f.jones@vanderbilt.edu
mailto:vadim.kaloshin@gmail.com
mailto:koch@math.uni-bonn.de
mailto:ilaba@math.ubc.ca
mailto:lebeau@unice.fr
mailto:rbm@math.mit.edu
mailto:Frank.Merle@u-cergy.fr
mailto:minicozz@math.jhu.edu
mailto:c.mouhot@dpmms.cam.ac.uk
mailto:mueller@math.uni-bonn.de
mailto:pisier@math.tamu.edu
mailto:riviere@math.ethz.ch
mailto:irod@math.princeton.edu
mailto:schlag@math.uchicago.edu
mailto:serfaty@cims.nyu.edu
mailto:siu@math.harvard.edu
mailto:tao@math.ucla.edu
mailto:met@math.unc.edu
mailto:gunther@math.washington.edu
mailto:andras@math.stanford.edu
mailto:dvv@math.berkeley.edu
mailto:zelditch@math.northwestern.edu
mailto:zworski@math.berkeley.edu
mailto:production@msp.org
http://msp.org/apde
http://msp.org/
http://msp.org/


ANALYSIS & PDE
Volume 10 No. 7 2017

1539A vector field method for relativistic transport equations with applications
DAVID FAJMAN, JÉRÉMIE JOUDIOUX and JACQUES SMULEVICI

1613Analytic hypoellipticity for sums of squares and the Treves conjecture, II
ANTONIO BOVE and MARCO MUGHETTI

1637Pliability, or the Whitney extension theorem for curves in Carnot groups
NICOLAS JUILLET and MARIO SIGALOTTI

1663Trend to equilibrium for the Becker–Döring equations: an analogue of Cercignani’s conjecture
JOSÉ A. CAÑIZO, AMIT EINAV and BERTRAND LODS

1709The A∞-property of the Kolmogorov measure
KAJ NYSTRÖM

1757L2-Betti numbers of rigid C∗-tensor categories and discrete quantum groups
DAVID KYED, SVEN RAUM, STEFAAN VAES and MATTHIAS VALVEKENS

2157-5045(2017)10:7;1-R

A
N

A
LY

SIS
&

PD
E

Vol.10,
N

o.7
2017


	1. Introduction
	The Becker–Döring equations
	Previous results
	Main results
	Typical coefficients
	Application to general coagulation and fragmentation models
	Organisation of the paper

	2. A discrete weighted logarithmic Sobolev inequality
	The main log-Sobolev inequality
	A reformulation as a Poincaré inequality in Orlicz spaces
	Discrete Hardy inequalities
	Proof of the main inequality

	3. Energy dissipation inequalities
	The log-Sobolev inequality and the Becker–Döring equations
	Main inequality for c_1 "close" to equilibrium
	Energy dissipation estimate when c_1 is "far" from equilibrium
	Optimality of the results
	Inequalities with exponential moments

	4. Rate of convergence to equilibrium
	5. Consequences for general coagulation and fragmentation models
	General discrete coagulation-fragmentation equation
	Proof of Theorem Theorem 1.5

	Appendix A. Additional computations for discrete log-Sobolev with weights
	Appendix B. Additional useful computations
	References
	
	

