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KOSZUL COMPLEXES,
BIRKHOFF NORMAL FORM

AND THE MAGNETIC DIRAC OPERATOR

NIKHIL SAVALE

We consider the semiclassical Dirac operator coupled to a magnetic potential on a large class of manifolds,
including all metric contact manifolds. We prove a sharp Weyl law and a bound on its eta invariant. In the
absence of a Fourier integral parametrix, the method relies on the use of almost analytic continuations
combined with the Birkhoff normal form and local index theory.

1. Introduction

Semiclassical analysis concerns the study of the spectrum of (h-)pseudodifferential operators Ph W
C1.X/! C1.X/, h 2 .0; 1�, in the limit h! 0 and is now the subject of several texts [Dimassi and
Sjöstrand 1999; Guillemin and Sternberg 2013; Ivrii 1998; 2017; Maslov and Fedoriuk 1981; Robert 1987;
Zworski 2012]. Standard examples of such operators include the Schrödinger operator PhD�h2�XCV
on a compact n-dimensional Riemannian manifoldX with potential V 2C1.X/. The clearest asymptotic
result is given by the celebrated Weyl law, see for example [Dimassi and Sjöstrand 1999, Chapter 10], on
the asymptotic number of eigenvalues NŒa; b� in a fixed interval Œa; b�. A related result is on the number
of eigenvalues N.�ch; ch/ of Ph in the finer interval .�ch; ch/: assuming 0 is not a critical value of the
symbol �.P /D p.x; �/ 2 C1.T �X/, one has

N.�ch; ch/DO.h�nC1/ (1-1)

as h! 0, for all c > 0. Similar results also exist in the case where 0 is a Morse–Bott critical level for
the symbol; see [Brummelhuis et al. 1995]. In the critical case, the exponent in the Weyl law may drop
depending on the codimension of zero energy level †P0 WD fp.x; �/D 0g and the signature of the normal
Hessian. The Weyl laws thus obtained are sharp and are proved using a parametrix construction for the
evolution operator e

it
h
Ph as a Fourier integral operator.

In the context of nonscalar operators Ph W C1.X IE/! C1.X IE/ acting on sections of a vector
bundleE, fewer result are known. The simplest case is when the nonscalar symbolp.x; �/2C1.T �X IE/
is smoothly diagonalizable near the zero energy level †P0 D fdet.p.x; �//D0g. In this case, similar
Fourier integral methods apply; see [Emmrich and Weinstein 1996; Maslov and Fedoriuk 1981] or
[Guillemin; Sandoval 1999] for an exposition in the microlocal/classical setting. For nonscalar operators

MSC2010: primary 35P20, 81Q20; secondary 58J40, 58J28.
Keywords: Dirac operator, Weyl law, eta invariant.
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another method is provided under the microhyperbolicity condition of Ivrii [1998, Chapters 2 and 3]; see
also [Dimassi and Sjöstrand 1999, Chapter 12]. In this paper, we study the particular case of the magnetic
Dirac operator where neither diagonalizability nor the microhyperbolicity condition is satisfied.

More precisely, let .X; gTX / be an oriented Riemannian manifold of odd dimension n D 2mC 1
equipped with a spin structure. Let S be the corresponding spin bundle and let L be an auxiliary Hermitian
line bundle. Fix a unitary connection A0 on L and let a 2�1.X IR/ be a one-form. This gives a family
of unitary connections on L via rh D A0C i

h
a and a corresponding family of coupled magnetic Dirac

operators

Dh WD hDA0 C ic.a/ (1-2)

for h 2 .0; 1� and where c stands for the Clifford multiplication endomorphism (see Section 2B).
In order to derive sharp spectral asymptotics, we shall make a couple of restrictive assumptions on the

one-form a and the metric gTX. First, the one-form a will be assumed to be a contact one-form (i.e., one
satisfying a^ .da/m > 0). This gives rise to the contact hyperplane H D ker.a/ � TX as well as the
Reeb vector field R defined via iRdaD 0, iRaD 1.

To state the assumption on the metric, consider the contracted endomorphism J W TxX! TxX defined
at each point x 2X via

da.v1; v2/D g
TX .v1; Jv2/ 8v1; v2 2 TxX:

From the contact assumption, J has a one-dimensional kernel spanned by the Reeb vector field R. The
endomorphism J is clearly antisymmetric with respect to the metric

gTX .v1; Jv2/D�g
TX .Jv1; v2/;

and hence its nonzero eigenvalues come in purely imaginary pairs ˙i�, � > 0. The assumption on the
metric gTX is then as follows.

Definition 1.1. We say that the metric gTX is suitable to the contact form a if there exist positive
constants 0<�1 ��2 � � � � ��m (independent of x 2X ) and a positive real function �.x/ > 0 such that

Spec.Jx/D
˚
0; ˙i�1�.x/; ˙i�2�.x/; : : : ; ˙i�m�.x/

	
(1-3)

for all x 2X.

Before proceeding further, we give two examples of suitable metrics:

(1) In the case that the dimension of the manifold X is 3, any metric gTX is suitable, as Spec.Jx/D
f0;˙i jdajg has only two nonzero eigenvalues.

(2) There is a smooth endomorphism J W TX ! TX such that .X2mC1; a; gTX; J / is a metric contact
manifold. That is, we have

J 2v1 D�v1C a.v1/R;

gTX .v1; J v2/D da.v1; v2/ 8v1; v2 2 TxX:
(1-4)
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In this case the nonzero eigenvalues of Jx D Jx are ˙i (each with multiplicity m). For any given
contact form a there exists an infinite-dimensional space of .gTX; J / satisfying (1-4). This case in
particular includes all strictly pseudoconvex CR manifolds.

In addition to the Weyl law we shall also be interested in the asymptotics of the eta invariant �h D �.Dh/
of the Dirac operator, formally its signature (see Section 2A for a definition). The main result is now
stated as follows.

Theorem 1.2. Under the contact and suitability assumptions on a and gTX, the Weyl counting function
and eta invariant of Dh satisfy the sharp asymptotics

N.�ch; ch/DO.h�m/; (1-5)

�h DO.h
�m/ (1-6)

as h! 0.

We note that the exponents above are significantly lower than (1-1). This is again partly attributed to
the high codimension of the zero energy level †D0 . In this case †D0 D f�D � ag � T

�X is the graph of
the contact form a, a submanifold of half-dimension 2mC 1 on which the canonical symplectic form is
maximally nondegenerate of rank 2m.

The proof of the asymptotic result Theorem 1.2 above will be based on a functional trace expansion.
To state the trace expansion involved, set �0 WD �1Œminx2X �.x/� and choose f 2 C1c .�

p
2�0;
p
2�0/.

Pick real numbers 0 < T 0 < T and let � 2 C1c ..�T; T /I Œ0; 1�/ such that �.x/D 1 on .�T 0; T 0/. Let

F�1�.x/ WD L�.x/D
1

2�

Z
eix��.�/ d�;

F�1h �.x/ WD
1

h
L�

�
x

h

�
D

1

2�h

Z
e
i
h
x��.�/ d�

be its classical and semiclassical inverse Fourier transforms respectively. We now have the following
functional trace expansion for the magnetic Dirac operator D DDh given in (1-2).

Theorem 1.3. Let a be a contact form, gTX be a suitable metric and f be as above. There exist smooth
functions uj 2 C1.R/ such that there is a trace expansion

tr
�
f

�
D
p
h

�
.F�1h �/.�

p
h�D/

�
D tr

�
f

�
D
p
h

�
1

h
L�

�
�
p
h�D

h

��

D h�m�1
�
f .�/

N�1X
jD0

uj .�/h
j
2 CO.h

N
2 /

�
(1-7)

for T sufficiently small and for each N 2 N, � 2 R.

Again, the trace (1-7) should be compared with the wave trace expansions for scalar and microhyperbolic
operators [Dimassi and Sjöstrand 1999, Chapters 10 and 12], although a different scale of size

p
h is

being used. In the absence of a Fourier integral parametrix or microhyperbolicity our strategy is to
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combine the use of almost analytic continuations with local index theory expansions. We first show that
the trace is O.h1/ in the region spt.�/� fT > jxj � h"g, " 2

�
0; 1
2

�
(see Lemma 3.1). Here the lack of

microhyperbolicity for the symbol poses a difficulty in the use of almost analytic continuations [Dimassi
and Sjöstrand 1999, Chapter 12]; see also [Dimassi and Sjöstrand 1996]. We however show that this can
be overcome with a closer understanding of the total symbol of D via its Birkhoff normal form. It is in
deriving the Birkhoff normal form that Koszul complexes are used and the assumptions on a; gTX are
required. The local index theory method [Bismut 1987; Ma and Marinescu 2007] finally provides the
expansion in the region spt.�/� fjxj< h"g (see Lemma 3.2).

There is a large recent literature for semiclassical problems in the presence of magnetic fields. In
particular the extensive book of Ivrii [2017] specifically considers the case of the magnetic Dirac operator
in Chapter 17. The Birkhoff normal form here (5-13) generalizes Proposition 17.2.1 therein. Our use
of normal forms should also be compared to their use in scalar cases from [Charles and Vũ Ngo. c 2008;
Helffer et al. 2016; Raymond and Vũ Ngo. c 2015]. We note that some of the spectral literature on Dirac
operators treats the massive case (e.g., mass mD 1 in [Helffer and Robert 1983]), where the mass term
renders the symbol diagonalizable. The geometric Dirac operator considered here corresponds to the
odd-dimensional purely massless case.

The asymptotic problem of the eta invariant (1-6) was earlier considered by the author in [Savale
2014], where a nonsharp estimate was proved, under no assumptions on a; gTX, via the use of the heat
trace. This asymptotic problem was first considered and applied in [Taubes 2007] in the proof of the
three-dimensional Weinstein conjecture using Seiberg–Witten theory. The three-dimensional case has
been further explored in [Tsai 2014].

The paper is organized as follows. In Section 2, we begin with preliminary notions used throughout the
paper, including basic facts about Clifford representations, Dirac operators and the semiclassical calculus.
In Section 2B1 we compute the spectrum of a model magnetic Dirac operator on Rm using Clifford
representations and the harmonic oscillator. In Section 3 we perform certain reductions towards proving
Theorem 1.3, including a time scale breakup of the trace into Lemmas 3.1 and 3.2. These reductions are
then used in Section 4 to further reduce Lemma 3.1 to the case of a Euclidean magnetic Dirac operator
on Rn. In Section 5 we obtain the Birkhoff normal form for the Euclidean magnetic Dirac operator on Rn

from Section 4. It is here in Section 5A that Koszul complexes are employed for the normal form. In
Section 6 we show how the normal form is used in proving Lemma 3.1 via the use of almost analytic
continuations. In Section 7 we prove Lemma 3.2 using the methods of local index theory. In Section 8 we
show how to prove the spectral estimates of Theorem 1.2 via the trace expansion Theorem 1.3. Finally, in
the Appendix we prove some spectral estimates useful in Sections 4 and 5.

2. Preliminaries

2A. Spectral invariants of the Dirac operator. Here we review the basic facts about Dirac operators
used throughout the paper, with [Berline et al. 2004] providing a standard reference. Consider a compact,
oriented, Riemannian manifold .X; gTX / of odd dimension nD 2mC 1. Let X be equipped with spin
structure, i.e., a principal Spin.n/ bundle Spin.TX/! SO.TX/ with an equivariant double covering
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of the principal SO.n/-bundle of orthonormal frames SO.TX/. The corresponding spin bundle S D
Spin.TX/�Spin.n/S2m is associated to the unique irreducible representation of Spin.n/. Let rTX denote
the Levi-Civita connection on TX. This lifts to the spin connection rS on the spin bundle S. The Clifford
multiplication endomorphism c W T �X ! S ˝S� may be defined (see Section 2B) satisfying

c.a/2 D�jaj2 8a 2 T �X:

Let L be a Hermitian line bundle on X. Let A0 be a fixed unitary connection on L and let a 2�1.X IR/
be a one-form on X. This gives a family rh D A0C i

h
a of unitary connections on L. We denote by

rS˝L D rS ˝ 1C 1˝rh the tensor product connection on S ˝L. Each such connection defines a
coupled Dirac operator

Dh WD hDA0 C ic.a/D hc ı .r
S˝L/ W C1.X IS ˝L/! C1.X IS ˝L/

for h 2 .0; 1�. Each Dirac operator Dh is elliptic and self-adjoint. It hence possesses a discrete spectrum
of eigenvalues.

We define the eta function of Dh by the formula

�.Dh; s/ WD
X
�¤0

�2Spec.Dh/

sign.�/j�j�s D
1

�
�
sC1
2

� Z 1
0

t
s�1
2 tr.Dhe

�tD2
h/ dt: (2-1)

Here, and in the remainder of the paper, we use the convention that Spec.Dh/ denotes a multiset with
each eigenvalue of Dh being counted with its multiplicity. The above series converges for Re.s/ > n. It
was shown in [Atiyah et al. 1975; 1976] that the eta function possesses a meromorphic continuation to
the entire complex s-plane and has no pole at zero. Its value at zero is defined to be the eta invariant of
the Dirac operator

�h WD �.Dh; 0/:

By including the zero eigenvalue in (2-1), with an appropriate convention, we may define a variant, known
as the reduced eta invariant, by

N�h WD
1
2
fkhC �hg;

with kh D dim kerDh.
The eta invariant is unchanged under positive scaling:

�.Dh; 0/D �.cDh; 0/ 8c > 0: (2-2)

Let Lt;h denote the Schwartz kernel of the operator Dhe�tD
2
h on the product X �X. Throughout the

paper all Schwartz kernels will be defined with respect to the Riemannian volume density. Denote by
tr.Lt;h.x; x// the pointwise trace ofLt;h along the diagonal. We may now analogously define the function

�.Dh; s; x/D
1

�
�
sC1
2

� Z 1
0

t
s�1
2 tr.Lt;h.x; x// dt: (2-3)
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In [Bismut and Freed 1986, Theorem 2.6], it was shown that for Re.s/ > �2, the function �.Dh; s; x/ is
holomorphic in s and smooth in x. From (2-3) it is clear that this is equivalent to

tr.Lt;h/DO.t
1
2 / as t ! 0: (2-4)

The eta invariant is then given by the convergent integral

�h D

Z 1
0

1
p
�t

tr.Dhe
�tD2

h/ dt: (2-5)

2B. Clifford algebra and its representations. Here we review the construction of the spin representation
of the Clifford algebra. The following, being standard, is merely used to set up our conventions and
subsequently compute the spectrum of the model magnetic Dirac operator on Rm in Section 2B1.

Consider a real vector space V of even dimension 2m with metric h � ; � i. Recall that its Clifford algebra
Cl.V / is defined as the quotient of the tensor algebra T .V / WD

L1
jD0 V

˝j by the ideal generated from the
relations v˝ vCjvj2 D 0. Fix a compatible almost complex structure J and split V ˝CD V 1;0˚V 0;1

into the ˙i eigenspaces of J. The complexification V ˝C carries an induced C-bilinear inner product
h � ; � iC, as well as an induced Hermitian inner product hC. � ; � /. Next, define S2m D ƒ�V 1;0. Clearly
S2m is a complex vector space of dimension 2m on which the unique irreducible (spin)-representation of
the Clifford algebra Cl.V /˝C is defined by the rule

c2m.v/! D
p
2.v1;0 ^! � �v0;1!/; v 2 V; ! 2 S2m:

The contraction above is taken with respect to h � ; � iC. It is clear that c2m.v/ W ƒeven/odd ! ƒodd/even

switches the odd and even factors. For the Clifford algebra Cl.W /˝C of an odd-dimensional vector
space W D V ˚RŒe0� there are exactly two irreducible representations. These two (spin)-representations
SC2mC1 D S

�
2mC1 Dƒ

�V 1;0 are defined via

c˙2mC1.v/D c2m.v/; v 2 V;

cC2mC1.e0/!even/odd D�c
�
2mC1.e0/!even/odd D˙i!even/odd:

(2-6)

Throughout the rest of the paper, we stick with the positive convention and use the shorthand c D c2m,
c D cC2mC1 when the indices 2m, 2mC 1 are implicitly understood.

Pick an orthonormal basis e1; e2; : : : ; e2m for V in which the almost complex structure is given by
Je2j�1D e2j , 1� j �m. An hC-orthonormal basis for V 1;0 is now given by wj D 1p

2
.e2j C ie2j�1/,

1�j �m. A basis for S2m and S˙2mC1 is given bywkDw
k1
1 ^� � �^w

km
m with kD.k1;k2; : : : ;km/2f0;1gm.

Ordering the above chosen bases lexicographically in k, we may define the Clifford matrices, of rank 2m,
via

mj D c.ej /; 0� j � 2m;

for eachm. Again, we often write mj D j with the indexm implicitly understood. Giving representations
of the Clifford algebra, these matrices satisfy the relation

ij C j i D�2ıij : (2-7)
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Next, one may further define the Clifford quantization map on the exterior algebra

c Wƒ�W ˝C! End.S2m/;

c.e
k0
0 ^ � � � ^ e

k2m
2m /D c.e0/

k : : : c.e2m/
k2m:

(2-8)

An easy computation yields
c.e0 ^ � � � ^ e2m/D i

mC1:

Furthermore, if e0 ^ � � � ^ e2m is designated to give a positive orientation for W then for ! 2ƒkW we
have

c.�!/D imC1.�1/
k.kC1/
2 c.!/; (2-9)

c.!/� D .�1/
k.kC1/
2 c.!/ (2-10)

under the Hodge star and hC-adjoint. The Clifford quantization map (2-8) is a linear surjection with
kernel spanned by elements of the form �! � imC1.�1/

k.kC1/
2 !. Thus, in particular one has linear

isomorphisms
c Wƒeven/oddW ˝C! End.S2m/: (2-11)

Next, given .r1; : : : ; rm/ 2 Rm n 0, we define

Ir WD fj j rj ¤ 0g � f1; 2; : : : ; mg; (2-12)

Zr WD jIr j; (2-13)

Vr WD
M
j2Ir

CŒwj �� V
1;0; (2-14)

wr WD

mX
jD1

rjwj 2 Vr : (2-15)

Clearly, kwrk D jr j. Denoting by w?r the hC-orthogonal complement of wr � Vr , one clearly has
Vr D CŒwr �˚w

?
r . Hence

ƒevenVr D.ƒ
evenw?r /˚

wr

jr j
^ .ƒoddw?r /;

ƒoddVr D.ƒ
oddw?r /˚

wr

jr j
^ .ƒevenw?r /:

(2-16)

Next, we define

ir Wƒ�Vr !ƒ�Vr via ir.!/ WD
wr

jr j
^!; ir

�
wr

jr j
^!

�
WD ! (2-17)

for ! 2ƒ�w?r . Clearly, i2r D 1 with the decomposition (2-16) implying that

ir WƒevenVr !ƒoddVr ;

ir WƒoddVr !ƒevenVr
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are linear isomorphisms. Next, the endomorphism

c

�
wr � Nwr
p
2

�
D .wr ^C� Nwr / Wƒ

*Vr !ƒ*Vr (2-18)

has the form

c

�
wr � Nwr
p
2

�
D

�
jr jir

jr jir

�
(2-19)

with respect to the decomposition ƒ*Vr D ƒoddVr ˚ ƒ
evenVr . This finally allows us to write the

eigenspaces of (2-18) as

V ˙r D .1˙ ir/.ƒevenVr/ (2-20)

with eigenvalues ˙jr j respectively.

2B1. Magnetic Dirac operator on Rm. We now define the magnetic Dirac operator on Rm via

DRm D

mX
jD1

�
�j

2

�1
2

Œ2j .h@xj /C i2j�1xj � 2‰
1
cl.R

m
IC2

m

/: (2-21)

Its square is computed in terms of the harmonic oscillator

D2Rm D H2� ihR2mC1; (2-22)

with

H2 D
1

2

mX
jD1

�j Œ�.h@xj /
2
C x2j �; R2mC1 D

1

2

mX
jD1

�j Œ2j�12j �: (2-23)

It is an easy exercise to show that

R2mC1wk D
i

2

� mX
jD1

.�1/kj�1�j

�
wk : (2-24)

Next, define the lowering and raising operators Aj D h@xj C xj and A�j D�h@xj C xj for 1� j �m,
and the Hermite functions

 �;k.x/ WD  � .x/˝wk;

 � .x/ WD
1

.�h/
m
4 .2h/

j�j
2

p
�Š

� mY
jD1

.A�j /
�j

�
e�
jxj2

2h for � D .�1; �2; : : : ; �m/ 2 Nm0 : (2-25)

It is well known that  �;k.x/ form an orthonormal basis for L2.RmIC2
m

/. Furthermore we have the
standard relations

ŒAj ; A
�
j �D 2h; H2 D

1

2

mX
jD1

�j .AjA
�
j � 1/: (2-26)
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It is clear from (2-22), (2-24) and (2-26) that each  �;k.x/ is an eigenvector of D2Rm with eigenvalue

��;k D h

mX
jD1

.2�j C 1C .�1/
kj�1/

�j

2
:

Hence, clearly the kernel of DRm is one-dimensional and spanned by  0;0 D e�
jxj2

2h . We now find a
decomposition of L2.RmIC2

m

/ into eigenspaces of DRm . First, if we define

N@D
1

2

mX
jD1

�
�j

2

�1
2

c.wj /Aj ; (2-27)

then one quickly computes

N@� D�
1

2

mX
jD1

�
�j

2

�1
2

c. Nwj /A
�
j (2-28)

and
DRm D

p
2.N@C N@�/: (2-29)

For each � 2 Nm0 n 0, we define I� , V� as in (2-12), (2-14) and set

E� WD
M

b2f0;1gI�

C

�Y
j2I�

�
c.wj /Ajp
2�jh

�bj
 �;0

�
:

It is clear that we have an orthogonal decomposition

L2.RmIC2
m

/D CŒ 0;0�˚
M

�2Nm0 n0

E� :

Furthermore, we have the isomorphism

I� Wƒ
�V� !E� ;

I�

�^
j2I�

w
bj
j

�
WD

Y
j2I�

�
c.wj /Ajp
2�jh

�bj
 �;0:

Each E� hence has dimension 2Z� and is closed under c.wj /Aj and c. Nwj /A�j for 1� j �m. We again
have

E� DE
even
� ˚Eodd

� ; where Eeven/odd
� WDI� .ƒ

even/oddV� /; (2-30)

thus giving the Landau decomposition

L2.RmIC2
m

/D CŒ 0;0�˚
M

�2Nm0 n0

.Eeven
� ˚Eodd

� /: (2-31)

The Dirac operator DRm by virtue of (2-27)–(2-29) preserves and acts on E� via

c

�
wr� C Nwr�
p
2

�
D .wr� ^C� Nwr� /;
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under the isomorphism I� , where r� WD .
p
�1�1h; : : : ;

p
�m�mh/ and wr� is as in (2-15). Hence, if we

define i� WDI�ir�I
�1
� WE

even/odd
� !Eodd/even

� , we have that the restriction of DRm to E� is of the form

DRm D

�
jr� ji�

jr� ji�

�
(2-32)

via (2-19). Also note that since Eeven/odd
� �I� .C

1.Rm/˝ƒeven/oddV 1;0/ respectively, one has

c.e0/E
even/odd
� D˙iEeven/odd

� (2-33)

using (2-6). The eigenspaces for DRm are now given by

E˙� DI� .V
˙
� /; (2-34)

via (2-20) with eigenvalues ˙jr� j D ˙
p
�:�h respectively. We now summarize.

Proposition 2.1. An orthogonal decomposition of L2.RmIC2
m

/ consisting of eigenspaces of the magnetic
Dirac operator DRm (2-21) is given by

L2.RmIC2
m

/D CŒ 0;0�˚
M

�2Nm0 n0

.EC� ˚E
�
� /:

Here E˙� , as in (2-34), have dimension 2Z��1 and correspond to the eigenvalues˙
p
�:�h respectively.

2C. The semiclassical calculus. Finally, here we review the semiclassical pseudodifferential calculus
used throughout the paper, with [Guillemin and Sternberg 2013; Zworski 2012] being the detailed
references. Let gl.l/ denote the space of all l � l complex matrices. For A D .aij / 2 gl.l/ we define
jAj Dmaxij jaij j. Denote by S.RnICl/ the space of Schwartz maps f W Rn! Cl. We define the symbol
space Sm.R2nICl/ as the space of maps a W .0; 1�h! C1.R2n

x;�
I gl.l// such that each of the seminorms

kak˛;ˇ WD supx;�;hh�i
�mCjˇ j

j@˛x@
ˇ

�
a.x; �I h/j

is finite for all ˛; ˇ 2 Nn0 . Such a symbol is said to lie in the more refined class a 2 Smcl .R
2nICl/ if there

exists an h-independent sequence ak , k D 0; 1; : : : of symbols such that

a�

� NX
kD0

hkak

�
2 hNC1Sm.R2nICl/ 8N: (2-35)

Symbols as above can be Weyl quantized to define one-parameter families of operators aW WS.RnICl/!
S.RnICl/ with Schwartz kernels given by

aW WD
1

.2�h/n

Z
ei.x�y/:

�
ha

�
xCy

2
; �I h

�
d�:

We denote by ‰mcl .R
nICl/ the class of operators thus obtained by quantizing Smcl .R

2nICl/. This class of
operators is closed under the standard operations of composition and formal-adjoint. Indeed, the Weyl



KOSZUL COMPLEXES, BIRKHOFF NORMAL FORM AND THE MAGNETIC DIRAC OPERATOR 1803

symbols of the composition and adjoint satisfy

aW ı bW D .a � b/W WD
�
e
ih
2
.@r1@s2�@r2@s1 /.a.s1; r1I h/b.s2; r2I h//

�W
xDs1Ds2;�Dr1Dr2

;

.aW /� D .a�/W:
(2-36)

Furthermore the class is invariant under changes of coordinates and basis for Cl. This allows one to
define an invariant class of operators ‰mcl .X IE/ on C1.X IE/ associated to any complex vector bundle
on a smooth compact manifold X. These define uniformly in h bounded operators between the Sobolev
spaces H s.X IE/ and H s�m.X IE/ with the h-dependent norm on each Sobolev space defined via

kukH s.X/ WD
.1C h2rE�rE / s2u

L2
; s 2 R;

with respect to any metric gTX, hE on X;E and unitary connection rE.
For A 2‰mcl .X IE/, its principal symbol is well defined as an element in �.A/ 2 Sm.X IEnd.E//�

C1.X IEnd.E//. One has that �.A/D 0 if and only if A 2 h‰mcl .X IE/. We remark that �.A/ is the
restriction of standard symbol in [Zworski 2012] to the refined class ‰mcl .X IE/ and is locally given by
the first coefficient a0 in the expansion of its Weyl symbol. The principal symbol satisfies the basic
relations �.AB/D �.A/�.B/ and �.A�/D �.A/� with the formal adjoints being defined with respect
to the same Hermitian metric hE. The principal symbol map has an inverse given by the quantization
map Op W Sm.X IEnd.E//!‰mcl .X IE/ satisfying �.Op.a//D a 2 Sm.X IEnd.E//. We often use the
alternate notation Op.a/DaW. For a scalar function b2Sm.X/, it is clear from the multiplicative property
of the symbol that ŒaW; bW � 2 h‰mcl .X IE/ and we define Hb.a/ WD i

h
�.ŒaW ; bW �/ 2 Sm.X IEnd.E//.

If a is self adjoint and b real, then it is easy to see that Hb.a/ is self-adjoint. We then define jHb.a/j D
max�2SpecHb.a/ j�j.

The wavefront set of an operator A 2‰mcl .X IE/ can be defined invariantly as a subset WF.A/� T �X
of the fiberwise radial compactification of its cotangent bundle. If the local Weyl symbol of A is given by
a then .x0; �0/…WF.A/ if and only if there exists an open neighborhood .x0; �0I 0/2U � T �X�.0; 1�h
such that a 2 h1h�i�1C k.U ICl/ for all k. The wavefront set satisfies the basic properties

WF.ACB/�WF.A/[WF.B/; WF.AB/�WF.A/\WF.B/ and WF.A�/DWF.A/:

The wavefront set WF.A/D∅ is empty if and only if A 2 h1‰�1.X IE/. We say that two operators A
and B are equal microlocally on U � T �X if WF.A�B/\U D∅. We also define by ‰ccl.X IE/ the
class of pseudodifferential operators A with wavefront set WF.A/b T �X compactly contained in the
cotangent bundle. It is clear that ‰ccl.X IE/�‰

�1
cl .X IE/.

An operatorA2‰mcl .X IE/ is said to be elliptic if h�im�.A/�1 exists and is uniformly bounded on T �X.
IfA2‰mcl .X IE/, m>0, is formally self-adjoint such thatACi is elliptic then it is essentially self-adjoint
(with domain C1c .X IE/) as an unbounded operator on L2.X IE/. Its resolvent .A�z/�1 2‰�mcl .X IE/,
z 2 C, Im z ¤ 0, now exists and is pseudodifferential by an application of Beals’s lemma. The resolvent
furthermore has an expansion .A�z/�1�

P1
jD0 h

j Op.azj / in‰�mcl .X IE/. Here each symbol appearing
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in the expansion has the form

azj D .�.A/� z/
�1azj;1.�.A/� z/

�1
� � � .�.A/� z/�1azj;2j .�.A/� z/

�1
2 S�m.X IEnd.E//;

where az
j;k

is a polynomial in z symbols for k D 1; : : : ; 2j . Given a Schwartz function f 2 S.R/, the
Helffer–Sjöstrand formula now expresses the function f .A/ of such an operator in terms of its resolvent
and an almost analytic continuation Qf via

f .A/D
1

2�

Z
C

N@ Qf .z/.A� z/�1 dz d Nz:

Plugging the resolvent expansion into the above formula then shows that the above lies in and has an
expansion f .A/�

P1
jD0 h

jA
f
j in ‰�1cl .X IE/. Finally, one defines the classical �-energy level of A

via
†A� D

˚
.x; �/ 2 T �X

ˇ̌
det
�
�.A/.x; �/��I

�
D 0

	
:

Now, the form for the coefficients of the resolvent expansion also shows

WF.f .A//�†Aspt.f / WD
[

�2spt.f /

†A� :

2C1. The class ‰m
ı
.X IE/. In Section 3 we shall need the more exotic class of symbols Sm

ı
.R2nIC/

defined for each 0 < ı < 1
2

. A function a W .0; 1�h!C1.R2n
x;�
IC/ is said to be in this class if and only if

kak˛;ˇ WD supx;�;hh�i
�mCjˇ jh.j˛jCjˇ j/ı j@˛x@

ˇ

�
a.x; �I h/j (2-37)

is finite for all ˛; ˇ 2 Nn0 . This class of operators is closed under the standard operations of composition,
adjoint and changes of coordinates allowing the definition of the exotic pseudodifferential algebra ‰m

ı
.X/

on a compact manifold. The class Sm
ı
.X/ is a family of functions a W .0; 1�h! C1.T �X IC/ satisfying

the estimates (2-37) in every coordinate chart and induced trivialization. Such a family can be quantized to
aW 2‰m

ı
.X/ satisfying aW bW D .ab/W Ch1�2ı‰mCm

0�1
ı

.X/ for another b 2 Sm
0

ı
.X/. The operators

in ‰0
ı
.X/ are uniformly bounded on L2.X/. Finally, the wavefront of an operator A 2 ‰m

ı
.X IE/ is

similarly defined and satisfies the same basic properties as before.

2C2. Fourier integral operators. We shall also need the local theory of Fourier integral operators. Let
� W U ! V be an exact symplectomorphism between two open subsets U � T �X and V � T �Y
inside cotangent spaces of manifolds of same dimension n. Assume that there exist local coordinates
.x1; : : : ; xn/;.y1; : : : yn/ on �.U /; �.V / respectively with induced canonical coordinates .x; �/; .y; �/
on U; V . A function S.x; �/ 2 C1.�/ on an open subset �� R2nx;� is said to be a generating function
for the graph of � if the Lagrangian submanifolds

.T �X/� .T �Y /� �ƒ� WD
˚
..x; �/I �.x; �//

ˇ̌
.x; �/ 2 U

	
and

˚
.x; @xS I @�S; �/

ˇ̌
.x; �/ 2�

	
are equal. Here .T �Y /� denotes the cotangent bundle with the negative canonical symplectic form. A
generating function S always exists locally near any point onƒ� . Letting a W .0; 1�h!C1c .���.V /IC/,
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which admits an expansion a.x; y; �I h/�
P1
kD0 h

kak.x; y; �/, one may now define a Fourier integral
operator associated to � via

A W L2.Y /! L2.X/;

.Af /.x/D
1

.2�h/n

Z
R2n

e
i
h
.S.x;�/�y:�/a.x; y; �I h/f .y/ dy d�:

The symbol of �.A/2C1c .ƒ� IC/ is defined using the generating function via �.A/.x; �/Da0.x; @xS; �/.
The adjoint A� is again a Fourier integral operator associated to the symplectomorphism ��1. The
wavefront set of A maybe defined as a subset WF.A/ � T �X � T �Y . A point .x; �Iy; �/ is not in
WF.A/ if and only if there exist pseudodifferential operators B 2‰mcl .X/; C 2‰

m0

cl .Y / with .x; �Iy; �/2
WF.B/�WF.C / such that kBACkH s.Y /!H s0 .X/ DO.h

1/ for each s; s0 2 R. It can be shown that the
wavefront set is in fact a compact subset WF.A/�ƒ� . Given a pseudodifferential operator B 2‰mcl .X/,
Egorov’s theorem says that the composite is a pseudodifferential operator A�BA 2‰mcl .Y /. Moreover
its principal symbol is given via �.A�BA/D .��1/�j�.A/j2�.B/ 2 C1c .V /, where we have again used
the identification of V with ƒ� given by the generating function. Finally one has the wavefront relation
WF.A�BA/�WF.A/\WF.B/, again using the identifications of U; V and ƒ� .

An important special case arises when � D etHg is the time t flow of a Hamiltonian g 2 Sm.T �X/.
The operator e

it
h
gW, defined as a unitary operator via Stone’s theorem, is now a Fourier integral op-

erator associated to �. Egorov’s theorem now gives that the conjugation e
it
h
gWAe�

it
h
gW
2 ‰m

0

cl .X/ is
pseudodifferential for each A 2‰m

0

cl .X/ with principal symbol �.e
it
h
gWAe�

it
h
gW /D .etHg/��.A/.

3. First reductions

The trace expansion theorem, Theorem 1.3, will be proved in two steps based on the following two
lemmas. Below, �; T; T 0; f; � and D are the same as in Section 1.

Lemma 3.1. Let " 2
�
0; 1
2

�
and # 2 C1c ..T

0h"; T /I Œ�1; 1�/. Then

tr
�
f

�
D
p
h

�
.F�1h #/.�

p
h�D/

�
D tr

�
f

�
D
p
h

�
1

h
L#

�
�
p
h�D

h

��
DO.h1/

for all � 2 R.

We note that in the above lemma the function # is allowed to depend on h, while its support and range
are contained in h-independent intervals.

Lemma 3.2. There exist smooth functions uj 2 C1.R/ such that for each � 2 R and " 2
�
0; 1
2

�
one has

a trace expansion

tr
�
f

�
D
p
h

�
.F�1h �"/.�

p
h�D/

�
D tr

�
f

�
D
p
h

�
1

h1�"
L�

�
�
p
h�D

h1�"

��
D h�m�1

�N�1X
jD0

cjh
j
2CO.h

N
2 /

�
;

where �".x/ WD �.x=h"/.
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We note that the trace expansion theorem, Theorem 1.3, follows from the above two lemmas by simply
splitting

�.x/D �".x/C Œ�.x/� �".x/�„ ƒ‚ …
#.x/

and applying Lemmas 3.2 and 3.1 to the first and second summands respectively. Lemma 3.2 is a relatively
classical expansion proved via local index theory and will be deferred to Section 7. Our main occupation
until then is in proving Lemma 3.1.

As a first step, for � > 0 fixed one chooses a microlocal partition of unity A˛ 2‰0cl.X/, 0� ˛ �N ,
satisfying

NX
˛D0

A˛D 1; WF.A0/�U0�T �X n†D.��;�/; WF.A˛/bU˛�†D.�2�;2�/; 1�˛�N; (3-1)

subordinate to an open cover fU˛gN˛D0 of T �X. Clearly, it suffices to prove

tr
�
A˛f

�
D
p
h

�
L#

�
�
p
h�D

h

�
Aˇ

�
DO.h1/ (3-2)

for 1� ˛; ˇ �N with WF.A˛/\WF.Aˇ /¤∅.
By the Helffer–Sjöstrand formula we have the trace above is given by

T #˛ˇ .D/ WD
1

2�

Z
C

N@ Qf .z/ L#

�
�� z
p
h

�
tr
�
A˛

�
1
p
h
D� z

��1
Aˇ

�
dz d Nz (3-3)

for Qf an almost analytic extension of f . We note that the resolvent, the above trace, and the left-hand
side of (3-2) are well defined for any essentially self-adjoint pseudodifferential operator in place of D.
The next reduction step attempts to modify D without affecting the asymptotics of T #

˛ˇ
.D/. To this end,

choose open subsets U˛ˇ , V˛ˇ such that

WF.A˛/\WF.Aˇ /�U˛ˇ
\

WF.A˛/[WF.Aˇ /�V˛ˇ b T �X

(3-4)

for each such pair ˛; ˇ with WF.A˛/\WF.Aˇ / ¤ ∅. With d D �.D/ 2 C1.X I iu.S//, define the
required exit time

T˛ˇ WD
1

infg2G˛ˇ jHgd j
; where G˛ˇ WD

˚
g 2 C1.T �X I Œ0; 1�/

ˇ̌
gjU˛ˇ D 1; gjV c˛ˇ

D 0
	
: (3-5)

If one were to use a scalar symbol d 2 C1.X/ instead in (3-5), the required exit time T˛ˇ would have
the following significance: any Hamiltonian trajectory .t/D etHd with .0/ 2 U˛ˇ and .T / 2 V c

˛ˇ

would have length T � T˛ˇ at least the required exit time. We now have the following.
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Lemma 3.3. Let D0 2‰1cl.X IE/ be essentially self-adjoint such that DDD0 microlocally on V˛ˇ . Then
for # 2 C1c ..T

0
˛ˇ
h"; T˛ˇ /I Œ0; 1�/, 0 < T 0˛ˇ < T˛ˇ , one has

T #˛ˇ .D/D T #˛ˇ .D
0/ mod h1:

Proof. Let B 2‰0cl.X/ be a microlocal cutoff such that B D 0 on WF.D�D0/ and B D 1 on V˛ˇ . Then
.1�B/Aˇ D 0 microlocally implies�
z�

1
p
h
D

�
B

�
z�

1
p
h
D0
��1
Aˇ

D Aˇ �

�
1
p
h
D;B

�
.z�D0/�1Aˇ CB

�
1
p
h
D0�

1
p
h
D

��
z�

1
p
h
D0
��1
Aˇ .mod h1/ (3-6)

in trace norm. Next, multiplying through by A˛
�
z� 1p

h
D
��1and using A˛B D A˛ microlocally gives

A˛

�
z�

1
p
h
D0
��1

Aˇ�A˛

�
z�

1
p
h
D

��1
Aˇ DA˛

�
z�

1
p
h
D

��1
B

�
1
p
h
D0�

1
p
h
D

��
z�

1
p
h
D0
��1

Aˇ

�A˛

�
z�

1
p
h
D

��1� 1
p
h
D;B

��
z�

1
p
h
D0
��1

Aˇ

CO.jImzj�1h1/ (3-7)

in trace norm. Now B D 0 on WF.D �D0/ gives that the first term on the right-hand side above is
O.jIm zj�2h1/.

We now estimate the second term. Let S˛ˇ < S 00
˛ˇ
< S 000

˛ˇ
< T˛ˇ and S 0

˛ˇ
> T 0

˛ˇ
be such that

# 2 C1c .ŒS
0
˛ˇ
h"; S˛ˇ �I Œ0; 1�/. Let g0 2 G˛ˇ with jHg0.d/j � 1=S

000
˛ˇ

. Set g D ˛zg0, where

˛z Dmin
�

S 00
˛ˇ

Im z
p
h log.1=h/

;N

�
;

with the constant N > 0 to be specified later. We note that

G D .eg log 1
h /W 2 h�N‰0ı .X/

for each 0 < ı < 1
2

. Since it has an elliptic symbol, we may construct its inverse by symbolic calculus
G�1 2 hN‰0

ı
.X/. Moreover

G

�
z�

1
p
h
Dh

�
G�1 D

�
z�

1
p
h
Dh

�
C i

�̨
z

p
h log

1

h

�
.Hg0.d//

W ; (3-8)

with

RDO

�
h
3
2˛z log

1

h

�
in S0ı .X/: (3-9)

Now, since ˇ̌̌̌�̨
z

p
h log

1

h

�
Hg0.d/

ˇ̌̌̌
�

S 00
˛ˇ

S 000
˛ˇ

jIm zj< jIm zj;
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the inverse G
�
z� 1p

h
Dh
��1

G�1 of the above exists and is O.jIm zj�1/ in operator norm for Im z ¤ 0

and h sufficiently small.
Next, pick C 2‰0cl.X/ such that WF.C /�U˛ˇ and C D 1 on WF.A˛/\WF.Aˇ /. Now GD e˛z log 1

h

on WF.CA˛/, G DG�1 D I on WF.B/ nV˛ˇ and ŒDh; B�D 0 on V˛ˇ imply

e˛z log 1
hCA˛

�
z�

1
p
h
Dh

��1� 1
p
h
Dh; B

�
DCA˛G

�
z�

1
p
h
Dh

��1
G�1

�
1
p
h
Dh; B

�
CO.jIm zj�1h1/

in trace norm. The above is now O.jIm zj�1h�n/ in trace norm. Hence

CA˛

�
z�

1
p
h
Dh

��1� 1
p
h
Dh; B

�
DO

�
jIm zj�1h�n max.hN ; e�

S00
˛ˇ

Imz
p
h /

�
in trace norm. This and CA˛Aˇ D A˛Aˇ now estimate the second term of (3-7) to give

A˛

�
z�

1
p
h
D0h

��1
Aˇ �A˛

�
z�

1
p
h
Dh

��1
Aˇ DO

�
jIm zj�2h�n max.hN ; e�

S00
˛ˇ

Imz
p
h /

�
(3-10)

in trace norm.
Next, we have the Paley–Wiener estimate

L#

�
�� z
p
h

�
D

8̂<̂
:O.e

S˛ˇ.Imz/p
h /; Im z > 0;

O.e
S0
˛ˇ
.Imz/

h1=2�" /; Im z < 0:

(3-11)

Introduce  2 C1.RI Œ0; 1�/ such that

 .x/D

�
1; x � 1;

0; x � 2:

Setting

 M .z/D  

�
Im z

M
p
h log.1=h/

�
for another constant M > 1 yet to be chosen, we have the estimate

N@. M Qf /D

8̂<̂
:O

�
 M jIm zjN C

1

M
p
h log.1=h/

1Œ1;2�

�
Im z

M
p
h log.1=h/

��
; Im z > 0;

O.jIm zjN /; Im z < 0:

(3-12)

Finally, (3-10)–(3-12), along with the observation

 M jIm zjN DO

��
M
p
h log

1

h

�N�
;
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give

T #˛ˇ .D
0/� T #˛ˇ .D/

D
1

�

Z
C

N@. M Qf / L#

�
�� z
p
h

��
A˛

�
z�

1
p
h
D0h

��1
Aˇ �A˛

�
z�

1
p
h
Dh

��1
Aˇ

�
dz d Nz

DO.h1/CO

�Z
fM
p
h log 1

h
�Im z�2M

p
h log 1

h
g

h�n
p
h log 1

h

max.hN e
S˛ˇ.Imz/p

h ; e
�
.S00
˛ˇ
�S˛ˇ/ Imz
p
h /

�
DO

�
max.hN�2MS˛ˇ�n; hM.S

00
˛ˇ
�S˛ˇ/�n/

�
:

Choosing M � n=.S 00
˛ˇ
�S˛ˇ / and furthermore N � 2MS˛ˇ Cn gives the result. �

In the proof above we have closely followed [Dimassi and Sjöstrand 1999, Lemma 12.7]. Again, the
proof above avoids the use of an unknown parametrix for e

it
h
D which, following the significance of the

required exit time T˛ˇ noted before, maybe used to give an alternate proof in the case when d is scalar.

4. Reduction to Rn

In this section we shall further reduce to the case of a Dirac operator on Rn. First we cover X by a finite
set of Darboux charts f's W�s!�0s �Rngs2S for the contact form a, centered at points fxsgs2S 2X. By
shrinking the partition of unity (3-1) we may assume that for each pair ˛; ˇ, with WF.A˛/\WF.Aˇ /¤∅,
the open sets V˛ˇ � T ��s in (3-4) are contained in some Darboux chart. Now consider such a chart �s
with coordinates.x0; : : : ; x2m/ centered at xs 2X and an orthonormal frame fej Dwkj @xkg, 0� j � 2m,
for the tangent bundle on �s . We hence have

wkj gklw
l
r D ıjr ; (4-1)

where gkl is the metric in these coordinates and the Einstein summation convention is being used. Let
� l
jk

be the Christoffel symbols for the Levi-Civita connection in the orthonormal frame ei satisfying
rej ek D �

l
jk
el . This orthonormal frame induces an orthonormal frame uq , 1 � q � 2m, for the spin

bundle S. We further choose a local orthonormal section l.x/ for the Hermitian line bundle L and define
via rA0ej lD ‡j .x/l, 0� j � 2m, the Christoffel symbols of the unitary connection A0 on L. In terms
of the induced frame uq˝ l, 1� q � 2m, for S ˝L the Dirac operator (1-2) has the form [Berline et al.
2004, Section 3.3]

D D jwkj PkC h
�
1
4
� ljk

j kl C‡j 
j
�
; (4-2)

where
Pk D h@xk C iak; (4-3)

and

a.x/D ak dx
k
D dx0C

mX
jD1

.xj dxjCm� xjCm dxj / (4-4)

is the standard contact one-form in these coordinates.
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The expression in (4-2) is formally self-adjoint with respect to the Riemannian density e0^� � �^e2mD
p
g dx WD

p
g dx0 ^ � � � ^ dx2m with g D det.gij /. To get an operator self-adjoint with respect to the

Euclidean density dx, one expresses the Dirac operator in the framing g
1
4uq ˝ l, 1 � q � 2m. In this

new frame the expression (4-2) for the Dirac operator needs to be conjugated by g
1
4 and hence the term

hjwkj g
� 1
4 .@xkg

1
4 / needs to be added. Hence, the Dirac operator in the new frame has the form

D D Œ�jwkj .�kC ak/�
W
C hE 2‰1cl.�

0
s IC

2m/;

with �j D ij, for some self-adjoint endomorphism E.x/ 2 C1.�0s I iu.C
2m//.

The one-form a is extended to all of Rn by the same formula (4-4). The functions wkj are extended
such that

.wkj @xk ˝ dx
j /j.K0s /c D @x0 ˝ dx

0
C

mX
jD1

�
1
2

j .@xj ˝ dx
j
C @xjCm ˝ dx

jCm/

�
and hence gj.K0s /c D dx20 C

Pm
jD1 �j .dx

2
j C dx

2
jCm/

�
outside a compact neighborhood �0s b K0s .

These extensions may further be chosen such that the suitability assumption Definition 1.1 holds globally
on Rn and for an extended positive function � 2 C1c .R

n/ satisfying

�0 � �1.inf
Rn
�/: (4-5)

The endomorphism E.x/ 2 C1c .R
nI iu.C2

m

// is extended to an arbitrary self-adjoint endomorphism of
compact support. This now gives

D0 D Œ�
jwkj .�kC ak/�

W
C hE 2‰1cl.R

n
IC2

m

/; (4-6)

as a well defined formally self adjoint operator on Rn. Furthermore, the symbol of D0C i is elliptic in
the class S0.m/ for the order function

mD

�
1C

2mX
kD0

.�kC ak/
2

�1
2

;

and hence D0 is essentially self adjoint; see [Dimassi and Sjöstrand 1999, Chapter 8]. Below # 2

C1c ..T
0
˛ˇ
h"; T˛ˇ /I Œ0; 1�/, 0 < T 0˛ˇ < T˛ˇ , as before and we set V 0

˛ˇ
WD .d's/

�V˛ˇ � T
��0s .

Proposition 4.1. There exist A0˛; A
0
ˇ
2‰0cl.R

n/, with WF.A0˛/[WF.A0
ˇ
/b V 0

˛ˇ
� T � z�s , such that

T #˛ˇ .D/D tr
�
A0˛f

�
D0
p
h

�
L#

�
�
p
h�D0

h

�
A0ˇ

�
„ ƒ‚ …

WDT #
˛ˇ
.D0/

mod h1:

Proof. Let K 0
˛ˇ
; K 00

˛ˇ
and V 0

˛ˇ
; V 00
˛ˇ

be compact and open subsets respectively satisfying V˛ˇ �K 0˛ˇ �
V 0
˛ˇ
�K 00

˛ˇ
� V 00

˛ˇ
� T ��s . Choose D0 2‰0cl.X IS/ self-adjoint such that DDD0 microlocally on K 0

˛ˇ

and
†D

0

.�1;2�� � V
0
˛ˇ (4-7)
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and set E DD0� 3� 2‰0cl.X IS/. Pick a cutoff function �.xIy; �/ 2 C1c
�
�.V 00

˛ˇ
/� .d's/

�V 00
˛ˇ
I Œ0; 1�

�
such that �D 1 on �.K 00

˛ˇ
/� .d's/

�K 00
˛ˇ

. Now define the operator

U W L2.RnIC2
m

/! L2.X IS/;

.Uf /.x/D
1

.2�h/n

Z
e
i
h
.'s.x/�y/:��.xIy; �/f .y/ dy d�; x 2X:

The above is a semiclassical Fourier integral operator associated to symplectomorphism � D .d'�1s /�

given by the canonical coordinates. Its adjoint U � W L2.X IS/! L2.RnIC2
m

/ is again a semiclassical
Fourier integral operator associated to the symplectomorphism ��1 D .d's/

�. A simple computation
gives the following compositions are pseudodifferential with

UU � D I microlocally on K 00˛ˇ ; (4-8)

U �U D I microlocally on �.K 00˛ˇ /: (4-9)

The composition

E 0 DE0 WD U
�EU 2‰0cl.R

n
IC2

m

/

is now a pseudodifferential operator by Egorov’s theorem with symbol

�.E0/D .d's/
��2:�.E/: (4-10)

Similarly, E 00 WD UE0U
� 2‰0cl.X IS/ and

�.E 00/D .d's/
��4:�.E0/: (4-11)

By (4-7), (4-10) and (4-11) we have†E0
.�1;���

� �.V 0
˛ˇ
/ and†

E 00
.�1;���

�V 0
˛ˇ

. Hence by Proposition A.6,
E;E 0; E0 and E 00 all have discrete spectrum in .�1;���. We now select g 2 C1c .�5�;��/ such that
g D 1 on Œ�4�;�2��. We have

WF.g.E//�†Espt.g/ �†
E
.�1;��� � V

0
˛ˇ :

Combined with (4-9) this gives .U �U�I /g.E/2h1‰�1cl .X IS/ and hence k.U �U�I /g.E/kDO.h1/
as an operator on L2.X IS/. This in turn now gives.U �U � I /…E.kEkkU kC 1/DO.h1/; (4-12)

with …E D…E
Œ�4�;�2��

denoting the spectral projector of E onto the interval Œ�4�;�2��. Similarly, we
get .UU �� I /…E0.kE0kkU �kC 1/DO.h1/: (4-13)

Another easy computation gives E DE 00 microlocally on K 00
˛ˇ

and we may similarly estimate.E �E 00/…E 00DO.h1/: (4-14)
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Next we define A0˛ WD U
�A˛U; A

0
ˇ
WD U �AˇU 2‰

0
cl.R

n/ and again note

UA0˛A
0
ˇU
�
D A˛Aˇ microlocally on K 00˛ˇ ;

U �A˛AˇU D A
0
˛A

0
ˇ microlocally on �.K 00˛ˇ /:

(4-15)

This again gives ŒUA0˛A0ˇU ��A˛Aˇ �…EDO.h1/; (4-16)ŒU �A˛AˇU �A0˛A0ˇ �…E0DO.h1/: (4-17)

Now using (4-12), (4-13), (4-14), (4-16), (4-17) and using the cyclicity of the trace we may apply
Proposition A.5 of the Appendix with

�.x/D f

�
xC 3�
p
h

�
L#

�
�
p
h� 3� � x

h

�
to get

tr
�
A˛f

�
D0
p
h

�
L#

�
�
p
h�D0

h

�
Aˇ

�
� tr

�
A0˛f

�
D00
p
h

�
L#

�
�
p
h�D00
h

�
A0ˇ

�
DO.h1/

forD00 WDE0C3� . Finally observingDDD0 on V˛ˇ , D0DD00 on V 0
˛ˇ

and using Lemma 3.3 completes
the proof. �

5. Birkhoff normal form for the Dirac operator

In this section we derive a Birkhoff normal form for the Dirac operator (4-6) on Rn. First consider the
function

f0 WD

�
x0�0�

x0

.
p
2� 1/

�
ln 4
�
C

mX
jD1

.xjxjCmC �j �jCm/:

If Hf0 and etHf0 denote the Hamilton vector field and time t flow of f0 respectively then it is easy to
compute

e
�
4
Hf0 .x0; �0/D

�
p
2x0;

�0C 1
p
2

�
;

e
�
4
Hf0 .xj ; �j I xjCm; �jCm/D

�
xj C �jCm
p
2

;
�xjCmC �j
p
2

I
xjCmC �j
p
2

;
�xj C �jCm
p
2

�
:

We abbreviate .x0; � 0/ D .x1; : : : ; xmI �1; : : : ; �m/, .x00; � 00/ D .xmC1; : : : ; x2mI �mC1; : : : ; �2m/ and
.x; �/ D .x0; x

0; x00I �0; �
0; � 00/. Further, let oN � S1cl.R

2nICl/ denote the subspace of self-adjoint
symbols a W .0; 1�h! C1.R2n

x;�
I iu.2m// such that each of the coefficients ak , k D 0; 1; 2; : : : , in its

symbolic expansion (2-35) vanishes to order N in .�0; x0; � 0/ at 0. We also denote by oN the space of
Weyl quantizations of such symbols.

Using Egorov’s theorem, the operator (4-6) is conjugated to

e
i�
4h
fW0 D0e

� i�
4h
fW0 D dW0 ; (5-1)
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with
d0 D

p
2.�jw0j;f0�0C �

jwkj;f0�kC �
jwkCm

j;f0
xk/C ho0; (5-2)

where
wkj;f0 D .e

��
4
Hf0 /�wkj : (5-3)

Note that the index k ranges from 1 to m in the Einstein summation above. A Taylor expansion of d0,
given in (5-2), in .�0; x0; � 0/ now gives r0j 2 o2, 0� j � 2m, such that

d0 D
p
2�j . Nw0j �0C Nw

k
j �kC Nw

kCm
j xk/C �

j r0j C ho0

and where Nwkj .x0; x
00; � 00/D wkj

�
x0;�

�00
p
2
; x
00
p
2

�
. On squaring using (4-1) we obtain

.dW0 /
2
DQW0 C ho1C o3C h

2o0;

with

Q0 D
�
x0 �0 �

0
�24 Ng.kCm/.lCm/.x0; x00; � 00/ Ng.kCm/0.x0; x00; � 00/ Ng.kCm/l.x0; x00; � 00/Ng0.lCm/.x0; x

00; � 00/ Ng00.x0; x
00; � 00/ Ng0l.x0; x

00; � 00/

Ngk.lCm/.x0; x
00; � 00/ Ngk0.x0; x

00; � 00/ Ngkl.x0; x
00; � 00/

3524x0�0
� 0

35:
Here Ngkl.x0; x00; � 00/ D 2gkl

�
x0;�

�00
p
2
; x
00
p
2

�
and the gkl are the components of the inverse metric

on T �Rn.
Next we consider another function f1 of the form

f1 D
1
2

�
x0 �0 �

0
� � ˛m�m.x0; x

00; � 00/ m�mC1.x0; x
00; � 00/

 tmC1�m.x0; x
00; � 00/ ˇmC1�mC1.x0; x

00; � 00/

�24x0�0
� 0

35;
where ˛; ˇ and  are matrix-valued functions of the given orders, with ˛; ˇ symmetric. An easy
computation now shows

.eHf1 /�

24x0�0
� 0

35D eƒ
24x0�0
� 0

35C o2;
with

ƒ.x0; x
00; � 00/D

�
0 �ImC1�mC1

Im�m 0

� �
˛m�m.x0; x

00; � 00/ m�mC1.x0; x
00; � 00/

 tmC1�m.x0; x
00; � 00/ ˇmC1�mC1.x0; x

00; � 00/

�
:

From the suitability assumption (1-3), we have that there exist smooth matrix-valued functions ˛; ˇ and 
such that

�
x0 �0 �

0
�
eƒ

t

24 Ng.kCm/.lCm/.x0; x00; � 00/ Ng.kCm/0.x0; x00; � 00/ Ng.kCm/l.x0; x00; � 00/Ng0.lCm/.x0; x
00; � 00/ Ng00.x0; x

00; � 00/ Ng0l.x0; x
00; � 00/

Ngk.lCm/.x0; x
00; � 00/ Ngk0.x0; x

00; � 00/ Ngkl.x0; x
00; � 00/

35 eƒ
24x0�0
� 0

35
D �20 C N�

� mX
jD1

�j .x
2
j C �

2
j /

�
C o3;
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where

N�.x0; x
00; � 00/D �

�
x0;�

� 00
p
2
;
x00
p
2

�
: (5-4)

Letting

H2 D
1

2

mX
jD1

�j .x
2
j C �

2
j /;

Egorov’s theorem now gives

e
i
h
fW1 dW0 e

� i
h
fW1 D

� 2mX
jD0

�j bj

�W
C ho0; (5-5)

with
2mX
jD0

b2j D .�
2
0 C 2 N�H2/

W
C o3:

Another Taylor expansion in the variables .x0; �0; � 0/ givesAD.ajk.x0;x00; � 00//2C1.Rn.x0;x00;�00/Iso.n//
and rj 2 o2, j D 0; : : : ; 2m, such that

e�A

264 b0
:::

b2m

375D
2666666664

�0

.2 N��1/
1
2x1

.2 N��1/
1
2 �1

:::

.2 N��m/
1
2xm

.2 N��m/
1
2 �m

3777777775
C

264 r0
:::

r2m

375 :

We may now set cA D 1
i
ajk�

j�k 2 C1.Rn
.x0;x00;�00/

I iu.2m// and compute

eic
W
A e

i
h
fW1 dW0 e

� i
h
fW1 e�ic

W
A D dW1 ; (5-6)

where

d1 DH1C �
j rj C ho0; (5-7)

H1 WD �0�0C .2 N�/
1
2

mX
jD1

�
1
2

j .xj�2j�1C �j�2j /: (5-8)

5A. Weyl product and Koszul complexes. We now derive a formal Birkhoff normal form for the sym-
bol d1 in (5-7). First denote by R D C1.x0; x

00; � 00/ the ring of real-valued functions in the given
2mC 1 variables. Further define

S WDRŒŒx0; �0; �
0
I h��;

the ring of formal power series in the further given 2mC 2 variables with coefficients in R. The ring
S ˝C is now equipped with the Weyl product

a � b WD
�
e
ih
2
.@r1@s2�@r2@s1 /.a.s1; r1I h/b.s2; r2I h//

�
xDs1Ds2;�Dr1Dr2

;
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corresponding to the composition formula (2-36) for pseudodifferential operators, with

Œa; b� WD a � b� b � a

being the corresponding Weyl bracket. It is an easy exercise to show that for a; b 2 S real-valued, the
commutator i Œa; b� 2 S is real-valued.

Next, we define a filtration on S. Each monomial hk�a0 .x
0/˛.� 0/ˇ in S is given the weight 2kC aC

j˛jC jˇj. The ring S is equipped with a decreasing filtration

S DO0 �O1 � � � � �ON � : : : ;
\
N

ON D f0g;

whereON consists of those power series with monomials of weightN or more. It is an exercise to show that

ON �OM �ONCM ;

ŒON ; OM �� ihONCM�2:

The associated grading is given by

S D

1M
ND0

SN ;

where SN consists of those power series with monomials of weight exactly N . We also define the quotient
ring DN WD S=ONC1 whose elements may be identified with the set of homogeneous polynomials with
monomials of weight at most N . The ring DN is also similarly graded and filtered. In a similar vein,
we may also define the ring

S.m/D S ˝ glC.2
m/

of R˝ glC.2
m/-valued formal power series in .x0; �0; � 0I h/. The ring S.m/ is equipped with an induced

product � and decreasing filtration

O0.m/�O1.m/� � � � �ON .m/� � � � ;
\
N

ON .m/D f0g;

whereON .m/DON˝glC.2
m/. It is again a straightforward exercise to show that for a; b 2S˝iuC.2

m/

self-adjoint, the commutator i Œa; b� 2 S ˝ iuC.2
m/ is self-adjoint.

5A1. Koszul complexes. Let us now again consider the 2m and .2mC1/-dimensional real inner product
spaces V DRŒe1; : : : ; e2m� andW DRŒe0�˚V from Section 2B. Considering the chain groupsDN˝ƒkV ,
k D 0; 1; : : : ; n, one may define four differentials

w0x D

mX
jD1

�
1
2

j .xj e2j�1 ^C�j e2j^/; i0x D

mX
jD1

�
1
2

j .xj ie2j�1 C �j ie2j /;

w0@ D

mX
jD1

�
1
2

j .@xj e2j�1 ^C@�j e2j^/; i0@ D

mX
jD1

�
1
2

j .@xj ie2j�1 C @�j ie2j /:



1816 NIKHIL SAVALE

We equip DN with the RŒŒh��-valued inner products, where the distinct monomials

1p
aŠ˛ŠˇŠ

�a0 .x
0/˛.� 0/ˇ

are orthonormal. With these inner products w0x; i
0
@

and w0
@
; i0x are respectively adjoints. The combinatorial

Laplacians �0 D w0xi
0
@
C i0

@
w0x D w

0
@
i0x C i

0
xw

0
@

are computed to be equal and act on basis elements
�a0 .x

0/˛.� 0/ˇ
�V

e
j
j

�
via multiplication by�:.2.˛Cˇ/C/. It now follows that these have (co-)homology

only in degree zero given by RŒŒh��.
Similarly, we may consider the chain groups DN ˝ƒkW, k D 0; 1; : : : ; n; one may define four

differentials
wx D �0e0 ^C.2 N�/

1
2w0x; ix D �0ie0 C .2 N�/

1
2 i0x ;

w@ D @�0e0 ^C.2 N�/
1
2w0@ ; i@ D @�0ie0 C .2 N�/

1
2 i0@ :

Again these complexes have cohomology only in degree zero given by RŒŒh��.
Next, we define twisted Koszul differentials on DN ˝ƒkV via

Qw0@ D
i

h

mX
jD1

�
1
2

j .adxj e2j�1 ^Cad�j e2j^/D
mX
jD1

�
1
2

j .@xj e2j ^�@�j e2j�1^/;

Qi0@ D
i

h

mX
jD1

�
1
2

j .adxj ie2j�1 C ad�j ie2j /D
mX
jD1

�
1
2

j .@xj ie2j � @�j ie2j�1/:

We note that the above are symplectic adjoints to their untwisted counterparts with respect to the symplectic
pairing

Pm
jD1 e2j�1 ^ e2j on V .

Similar twisted Koszul differentials on DN ˝ƒkW are defined via

Qw@ D
i

h
ad�0e0 ^C.2 N�/

1
2 Qw0@ D�@x0e0 ^C.2 N�/

1
2 Qw0@ ;

Qi@ D
i

h
ie0ad�0 C .2 N�/

1
2 Qi0@ D�@x0ie0 C .2 N�/

1
2 Qi0@ :

These twisted differentials correspond to the untwisted ones by a mere change of basis in V , W and hence
also have (co-)homology only in degree zero given by RŒŒh��.

We now compute the twisted combinatorial Laplacian to be

Q�0 D Qw0@ i
0
x C i

0
x Qw

0
@ D�.w

0
x
Qi0@ C
Qi0@w

0
x/D

mX
jD1

�j Œ�j @xj � xj @�j C e2j ie2j�1 � e2j�1ie2j �:

One may similarly define Q� D Qw@ix C ix Qw@. Next, we define the spaces of twisted Q�0-harmonic,
�0-independent elements

HkN D
˚
! 2DN ˝ƒ

kW
ˇ̌
Q�0!D0; @�0!D0

	
;

Hk D
˚
! 2 S ˝ƒkW

ˇ̌
Q�0!D0; @�0!D0

	
:

We now prove a twisted version of the Hodge decomposition theorem.
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Lemma 5.1. The k-th chain group is spanned by three subspaces:

DN ˝ƒ
kW D RŒIm.ix Qw@/; Im. Qw@ix/;HkN �:

Proof. We first compute Q� in terms of Q�0 to be

Q�D��0@x0 C 2 N�
Q�0� 2.@x0 N�

1
2 /e0i

0
x :

Next, since Q�0 is skew-adjoint, we may decompose

DN ˝ƒ
kW DE0˚

M
�>0

ŒEi�˚E�i��

into its eigenspaces. Following Œ Q�0; N�� D 0 we may now invert Q� on the nonzero eigenspaces of Q�0

above using the Volterra series:

Q��1 D .2 N� Q�0/�1
1X
jD0

�
.2 N� Q�0/�1.�0@x0 C 2.@x0 N�

1
2 /e0i

0
x /
�j
:

The sum above is finite since �0@x0 C 2.@x0 N�
1
2 /e0i

0
x is nilpotent on DN ˝ƒkW . Thus we haveM

�>0

ŒEi�˚E�i��� Im. Q�/� R
�
Im.ix Qw@/; Im. Qw@ix/

�
:

Finally, we have the decomposition

E0 D

NM
jD0

�
j
0H

k
N

and we write each ! 2 �j0H
k
N , j � 1, as

! D !0C Q�!1;

where

!0 D

�
�2.@x0 N�

1
2 /e0i

0
x�
�1
0

Z x0

0

�j
! 2HkN ;

!1 D�

�
��10

Z x0

0

� j�1X
lD0

�
�2.@x0 N�

1
2 /e0i

0
x�
�1
0

Z x0

0

�l
!;

to complete the proof. �

5B. Formal Birkhoff normal form. The importance of the Koszul complexes introduced in the previous
subsection is in continuing the Birkhoff normal form procedure for the symbol d1 in (5-7). The remaining
steps in the procedure are formal.

First let us define the Clifford quantization of an element in a 2 S˝ƒkW using (2-8) as an element in

c0.a/ WD i
k.kC1/
2 c.a/ 2 S.m/:
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It is clear from (2-10) and (2-11) this gives an isomorphism

c0 W S ˝ƒ
odd/evenW ! S ˝ iuC.2

m/ (5-9)

of real elements of the even or odd exterior algebra with self-adjoint elements in S.m/. It is clear from
(5-7) that

d1 DH1C c0.r/C hS ˝ iuC.2
m/ (5-10)

for r WD
Pn
jD1 rj ej 2O2˝W .

For a 2ƒkW , we define Œa� WD
�
k
2

�
. Now for f 2ON , N � 3, and a 2ON ˝ƒevenW , N � 1, we

may compute the conjugations

e
i
h
fH1e

� i
h
f
DH1C c0. Qw@f /CON ˝ iuC.2

m/; (5-11)

eic0.a/H1e
�ic0.a/ DH1C .�1/

Œa�C12c0.ixa/C hc0. Qw@a/CONC2˝ iuC.2
m/ (5-12)

in terms of the Koszul differentials.
We now come to the formal Birkhoff normal form for the symbol d1.

Proposition 5.2. There exist f 2O3, a 2O2˝ƒevenW and ! 2Hodd\O2 such that

eic0.a/e
i
h
f d1e

� i
h
f e�ic0.a/ DH1C c0.!/: (5-13)

Proof. We first prove that for each N � 1, there exist fN 2O3, a0N 2O1˝ƒ
2W , !0N 2H

1\O2 and
r0N 2ONC1˝W such that

eic0.a
0
N /e

i
h
fN d1e

� i
h
fN e�ic0.a

0
N / DH1C c0.!

0
N /C c0.r

0
N /C hS ˝ iuC.2

m/;

fNC1�fN 2ONC2; a0NC1� a
0
N 2ON ; !0NC1�!

0
N 2ONC1:

(5-14)

The base case N D 1 is given by (5-10) with a01 D f1 D !
0
1 D 0 and r01 D r . To complete the induction

step we decompose r0N as

r0N D u0N„ƒ‚…
2SNC1˝W

C r0NC1„ƒ‚…
2ONC2˝W

: (5-15)

Next we use Lemma 5.1 to find bN ; gN 2ONC1˝W and �0N 2H
1\SNC1 such that

u0N D �
0
N � ix Qw@b

0
N � Qw@ixg

0
N CONC2: (5-16)

Next, define fNC1 D fN C ixg0N 2O3, a0NC1 D a
0
N C

1
2
Qw@b

0
N 2O1˝ƒ

2W and !0NC1 D !
0
N C �

0
N .

We now use (5-11), (5-12), (5-15) and (5-16) to compute

eic0.a
0
NC1

/e
i
h
fNC1d1e

� i
h
fNC1e�ic0.a

0
NC1

/

D eic0.
1
2
Qw@b

0
N /e

i
h
ixg

0
NH1e

� i
h
ixg

0
N e�ic0.

1
2
Qw@b

0
N /C c0.!

0
N /C c0.r

0
N /C hS ˝ iuC.2

m/

DH1C c0.!
0
NC1/C c0.r

0
NC1/C hS ˝ iuC.2

m/;
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completing the induction step. Now setting f D limN!1 fN , a0D limN!1 a0N and !0D limN!1 !0N
and letting N !1 in (5-14) gives the relation

eic0.a0/e
i
h
f d1e

� i
h
f e�ic0.a0/ DH1C c0.!0/C hS ˝ iuC.2

m/: (5-17)

Next we claim that for each N � 0, there exist aN 2O1˝ƒevenW , !N 2H�\O2 such that

eic0.aN /e
i
h
f d1e

� i
h
f e�ic0.aN / DH1C c0.!N /C hON ˝ iuC.2

m/;

aNC1� aN 2ONC1˝ƒ
evenW; !NC1�!N 2Hodd

\ON :
(5-18)

The base case N D 0 is now provided by (5-17). To complete the induction step, we use the isomorphism
(5-9) to decompose the remainder term in (5-18) above as

c0.uN /C ihONC1˝ uC.2
m/

for uN 2 SN ˝ƒoddW . Next we use Lemma 5.1 to find bN ; gN 2ON ˝ƒoddW and �N 2Hodd\SN

such that
uN D �N � ix Qw@bN � Qw@ixgN CONC1: (5-19)

Now define aNC1 D aN C ixgN C 1
2
h.�1/ŒbN � Qw@bN 2O1 and !NC1 D !N C�N . We now use (5-11),

(5-12), (5-15) and (5-19) to compute

eic0.aNC1/e
i
h
f d1e

� i
h
f e�ic0.aNC1/ DH1C c0.!NC1/C ihONC1˝ uC.2

m/;

completing the induction step. Now setting aD limN!1 aN and ! D limN!1 !N and letting N !1
in (5-18) gives the proposition. �

Finally, we show how the Birkhoff normal form maybe used to perform a further reduction on the
trace. First note that we may similarly use (2-8) to define a self-adjoint Clifford–Weyl quantization map

cW0 WD Op˝c0 W S0cl.R
2n
IC/˝ƒodd/evenW !‰0cl.R

n
IC2

m

/;

which maps real-valued symbols S0cl.R
2nIR/˝ƒodd/evenW to self-adjoint operators in ‰0cl.R

nIC2
m

/.
Similarly we define a space of real-valued, twisted Q�0-harmonic, �0- independent symbols

HkS0cl WD
˚
! 2 S0cl.R

2n
IR/˝ƒkW

ˇ̌
Q�0!D0; @�0!D0

	
:

Next, an application of Borel’s lemma by virtue of (5-1), (5-6) and (5-13) gives the existence of

Na �

1X
jD0

hj Naj 2 S
0
cl.R

2n
IR/˝ƒoddW; Nf �

1X
jD0

hj Nfj 2 S
0
cl.R

2n
IR/;

Nr �

1X
jD0

hj Nrj 2 S
0
cl.R

2n
IR/˝ƒoddW; N! �

1X
jD0

hj N!j 2HoddS0cl

such that
eic

W
0 . Na/e

i
h
NfW dW0 e

� i
h
NfW e�ic

W
0 . Na/ DHW

1 C c
W
0 . N!/„ ƒ‚ …

WDD

CcW0 . Nr/ (5-20)



1820 NIKHIL SAVALE

on V ˛ˇ WD e
X Nf0 .V 0

˛ˇ
/. Here fNrj gj2N0 , Nf0, N!0 vanish to infinite, second and second order respectively

along

†
D0
0 D†

D
0 D†

DCcW0 . Nr/

0 D f�0Dx
0
D� 0D0g:

Note that on account of (4-5) and (5-4) one again has

�0 D �1 min
x2X

�.x/� �1 inf
Rn
x0;x
00;�00

N�:

Furthermore, since N!0 vanishes to second order we may choose N!0 arbitrarily small satisfying the estimate

k N!0kC1 < " (5-21)

for any " > 0, while still satisfying (5-20).
We note that D 2‰1cl.R

nIC2
m

/, with DC i having an elliptic symbol in the class S0.h�0; � 0i/, and
is hence essentially self-adjoint as an unbounded operator on L2.RnIC2

m

/. The domain of its unique
self-adjoint extension is H 1.Rx0/˝L

2.Rn�1x0;x00 IC
2m/; see [Dimassi and Sjöstrand 1999, Chapter 8]. We

now set

A˛ WD e
icW0 . Na/e

i
h
NfWA0˛e

� i
h
NfW e�ic

W
0 . Na/; (5-22)

T #˛ˇ .D/ WD tr
�
A˛f

�
D
p
h

�
L#

�
�
p
h�D

h

�
Aˇ

�
D
1

�

Z
C

N@ Qf .z/ L#

�
�� z
p
h

�
tr
�
A˛

�
1
p
h
D� z

��1
Aˇ

�
dz d Nz: (5-23)

Proposition 5.3. We have

T #˛ˇ .D0/D T #˛ˇ .D/ mod h1:

Proof. Since the conjugations in (5-1) and (5-20) are unitary and WF.A˛/;WF.Aˇ /� V ˛ˇ , we have

T #˛ˇ .D0/D
1

�

Z
C

N@ Qf .z/ L#

�
�� z
p
h

�
tr
�
A˛

�
1
p
h
.DC cW0 . Nr//� z

��1
Aˇ

�
dz d Nz:

It now remains to do away with the cW0 . Nr/ above. Since this term vanishes to infinite order along
†D0 D†

DCcW0 . Nr/
0 , we may use symbolic calculus to find PN ;QN 2‰0cl.R

nIC2
m

/, for all N � 1, such
that

cW0 . Nr/D PN .DC c
W
0 . Nr//

N; (5-24)

cW0 . Nr/DQN .D/
N : (5-25)
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Modifying D outside a neighborhood of V ˛ˇ using Lemma 3.3 and Proposition A.6 we may assume that
D;DC cW0 . Nr/ have discrete spectrum in .�

p
2�0;
p
2�0/ and hence

T #˛ˇ .D/D tr
�
A˛f

�
D
p
h

�
L#

�
�
p
h�D

h

�
Aˇ

�
;

T #˛ˇ .D0/D tr
�
A˛f

�
DC cW0 . Nr/
p
h

�
L#

�
�
p
h�D� cW0 . Nr/

h

�
Aˇ

�
:

Next, with…DD…D
Œ�
p
2�0h;

p
2�0h�

and…DCc
W
0 . Nr/D…

DCcW0 . Nr/

Œ�
p
2�0h;

p
2�0h�

denoting the spectral projections,
(5-24) and (5-25) give

kcW0 . Nr/…
D
k DO.h

N
2 /; kcW0 . Nr/…

DCcW0 . Nr/k DO.h
N
2 /

for each N � 1. Finally applying Proposition A.5 with

�.x/D f

�
x
p
h

�
L#

�
�
p
h� x

h

�
and using the cyclicity of the trace gives T #

˛ˇ
.D0/� T #

˛ˇ
.D/DO.h�1h

N
4096 /, for all N � 1, completing

the proof. �

6. Extension of a resolvent

In this section we complete the proof of Lemma 3.1. On account of the reductions in Propositions 4.1 and
5.3 in the previous sections, it suffices to now consider the trace T #

˛ˇ
.D/. First let A˛ D aW˛ , Aˇ D aWˇ

for a˛; aˇ 2 S0cl.R
2n/. The conjugations

e
it
h
x0A˛e

� it
h
x0 D aW˛;t and e

it
h
x0Aˇe

� it
h
x0 D aWˇ;t

are easily computed in terms of the one-parameter family of symbols a˛;t .�0; : : :/ D a˛.�0 C t; : : :/,
aˇ;t D aˇ .�0C t; : : :/ 2 S

0
cl.R

2n/, t 2 R, obtained by translating in the �0-direction. One now introduces
almost analytic continuations of the symbols a˛;t , aˇ;t 2 S0cl.R

2n/, defined for t 2 C, such that all the
Fréchet seminorms of N@a˛;t , N@aˇ;t are O.jIm t j1/. These may be further chosen to have the property that
the wavefront sets of their quantizations have uniform compact support when t is restricted to compact
subsets of C. Again one clearly has

aW˛;t D e
i Re t
h
x0.a˛;i Im t /

W e�
i Re t
h
x0; (6-1)

aWˇ;t D e
i Re t
h
x0.aˇ;i Im t /

W e�
i Re t
h
x0: (6-2)

In similar vein we may define

D t WD e
� it
h
x0De

it
h
x0 DHW

1;t C c
W
0 . N!/; (6-3)

H1;t D .�0C t /�0C .2 N�/
1
2

mX
jD1

�
1
2

j .xj�2j�1C �j�2j / 2 S
1
cl.R

2n/ (6-4)
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for t 2 R, on account of the �0-independence of N!. An almost analytic continuation of D t is easily intro-
duced by simply allowing t 2C to be complex in (6-4) above. The resolvent .D t�z/

�1 WL2.RnIC2
m

/!

L2.RnIC2
m

/ is well defined and holomorphic in the region Im z > jIm t j.
In the lemma below we set t D i.M; ı/ WD i2Mhı log 1

h
, for ıD 1�"2

�
1
2
; 1
�

with " as in Lemma 3.1
and M > 1. We now have the following.

Lemma 6.1. For h sufficiently small and for all "0 > 0, the resolvent�
1
p
h
Di � z

��1
W L2.RnIC2

m

/! L2.RnIC2
m

/

extends holomorphically, and is uniformly O.h�
1
2 /, in the region Im z > �Mhı�

1
2 log 1

h
, jRe zj �

p
2�0� "0.

Proof. We begin with the orthogonal Landau decomposition (2-31)

L2.RnIC2
m

/D L2.RmC1x0;x00
/˝

�
CŒ 0;0�˚

M
�2�:.Nm0 n0/

ŒEeven
� ˚Eodd

� �

�
„ ƒ‚ …

DL2.Rm
x0
IC2

m
/

; (6-5)

where

Eeven
� WD

M
�2Nm0 n0

�D�:�

Eeven
� ; Eodd

� WD

M
�2Nm0 n0

�D�:�

Eodd
� (6-6)

according to the eigenspaces of the squared magnetic Dirac operator D2Rm (2-21) on Rm. It is clear from
(6-4) that

HW
1;t D .�0C t /

W �0C Œ.2 N�/
1
2 �W ˝DRm

in terms of the above decomposition. Furthermore one has the commutation relations

Œ�0;D
2
Rm �D 0;

ŒcW0 . N!/;D
2
Rm �D ihc

W
0 .
Q�0 N!/D 0;

since N! is Q�0-harmonic. The above and (6-3) show that the
�
1p
h
D t � z

�
preserves the eigenspaces in the

decomposition (6-5) for all t 2 C. It hence suffices to consider the restriction of
�
1p
h
Di � z

�
to each

eigenspace.
Let E0 WD CŒ 0;0�; E� WD E

even
� ˚Eodd

� and P0; P� denote the projection onto the corresponding
summands of (6-5). Define the restrictions

˝0 WD P0cW0 . N!/P0 W L
2.RmC1x0;x00

/! L2.RmC1x0;x00
/;

˝� WD P�cW0 . N!/P�W L
2.RmC1x0;x00

IEeven
� ˚Eodd

� /! L2.RmC1x0;x00
IEeven

� ˚Eodd
� /; � > 0:
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Now N! �
P1
jD0 h

j N!j 2HoddS0cl with �0-independent N!0 vanishing to second order along †D00 D†
D
0 D

f�0Dx
0D� 0D0g. Hence we may decompose

N!0 D
X
i�j

Œaij zizj C Naij Nzi Nzj C bij Nzizj C Nbij zi Nzj �

in terms of the complex coordinates zj D xj C i�j , Nzj D xj � i�j , 1 � j � m, with aij ; bij 2
S0cl.R

2nIR/˝ƒoddW . The self-adjoint Clifford–Weyl quantization now yields

cW0 . N!0/D
X
i�j

�
cW0 .aij /AiAj CA

�
j A
�
i c
W
0 . Naij /C c

W
0 .bij /A

�
i Aj CA

�
j Aic

W
0 .
Nbij /

�
C h‰0cl.R

n
IC2

m

/

in terms of the raising and lowering operators in (2-26). Since each lowering operator Aj annihilates
 0;0, this leads to the estimate

k˝0k DO.h/: (6-7)

Next, on account of (5-21) one may also expand N!0D
Pm
jD1Œaj zjCNaj Nzj �, with aj 2S0cl.R

2nIR/˝ƒoddW ,
satisfying kaj kC0 � " < 1. On self-adjoint quantization this now gives

cW0 . N!0/D

mX
jD1

�
cW0 .aj /Aj CA

�
j c
W
0 . Naj /

�
C h‰0cl.R

n
IC2

m

/;

where
kcW0 .aj /kL2!L2 ; kc

W
0 . Naj /kL2!L2 D kaj kC0 CO.h/� "CO.h/:

Knowing the action of the lowering and raising operators Aj , A�j on each eigenstate (2-25) of D2Rm gives
the estimate

k˝�k � "
p
�hCO.h/; (6-8)

with the O.h/ term above being uniform in �.
Next we compute the restriction of

�
1p
h
Di � z

�
to the E0 eigenspace in (6-5) using (2-6) to be

Di;0.z/ WD P0

�
1
p
h
Di � z

�
P0 D

1
p
h
Œ��0� i � z

p
hC˝0�: (6-9)

The above is again understood as a closed unbounded operator on L2.RmC1x0;x00
/ with domain H 1.Rx0/˝

L2.Rmx00/. Set Ri;0.z/D Œri;0.z/�W, with

ri;0.z/D

p
h

��0� i � z
p
h
;

which is well defined for Im z > �=.2
p
h/D�Mhı�

1
2 log 1

h
, and compute

Ri;0.z/Di;0.z/D I CO.h
1�ı/;

Di;0.z/Ri;0.z/D I CO.h
1�ı/

using (6-7). This shows that the inverse Di;0.z/�1 exists and is O.Ri;0.z//DO.h
1
2
�ı/.
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Next, we compute the restriction of
�
1p
h
Di �z

�
to the E�, �> 0, eigenspace in (6-5). Using (2-32),

(2-33) this has the form

Di;�.z/ WD P�

�
1
p
h
Di � z

�
P� D

1
p
h

"
��0� i � z

p
h .
p
2 N��h/W

.
p
2 N��h/W �0C i � z

p
h

#
C

1
p
h
˝�

with respect to the Z2-grading E�DEeven
� ˚Eodd

� . Here we leave the identification i� in (2-32) between
the odd and even parts as being understood. Set Ri;�.z/D Œri;�.z/�W, where

ri;�.z/ WD

p
h

z2h� .�0C i/2� 2 N��h

"
��0� i � z

p
h .

p
2 N��h/

.
p
2 N��h/ �0C i � z

p
h

#
;

which is well defined for jRe zj �
p
2�0� "0 < infRn

p
2 N��, and h sufficiently small. We now compute

kRi;�.z/Di;�.z/� Ik � C"CO.h/;

kDi;�.z/Ri;�.z/� Ik � C"CO.h/

using (6-8) with the constants above being uniform in �. Choosing " sufficiently small in (5-21) shows
that the inverse Di;�.z/�1 exists and is O.Ri;�.z//DO.h�

1
2 / uniformly. �

We now finally finish the proof of Lemma 3.1.

Proof of Lemma 3.1. As noted in the beginning of the section, on account of (3-2), (3-3) and the reductions
in Propositions 4.1 and 5.3, it suffices to show T #

˛ˇ
.D/DO.h1/. We now define the trace

�˛ˇ;t .z/ WD tr
�
aW˛;t

�
1
p
h
D t � z

��1
aWˇ;t

�
; Im z > jIm t j; (6-10)

in terms of the almost analytic continuations. We clearly have

�˛ˇ;t .z/DO.h
�n
jIm zj�1/;

@

@Nt
�˛ˇ;t .z/DO.h

�n
jIm t j1jIm zj�2/:

Furthermore, by (6-1)–(6-3) �˛ˇ;t .z/ only depends on Im t and we have

�˛ˇ;i Im t .z/D �˛ˇ;0.z/CO.h
�n
jIm t j1jIm zj�2/: (6-11)

As before, we again introduce  2 C1.RI Œ0; 1�/ such that

 .x/D

�
1; x � 1;

0; x � 2;

and set

 M .z/D  

�
Im z

M
p
h log 1

h

�
:
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The estimates (3-11), (3-12) along with the observation  M jIm zjN DO
��
M
p
h log 1

h

�N � now give

T #˛ˇ .D/D
1

�

Z
C

N@. M Qf / L#

�
�� z
p
h

�
�˛ˇ;0.z/ dz d Nz

DO.h1/C
1

�

Z
fM
p
h log 1

h
�Im z�2M

p
h log 1

h
g

N@. M Qf / L#

�
�� z
p
h

�
�˛ˇ;0.z/ dz d Nz:

Using (6-11) and  D 2Mhı log 1
h

, ı 2
�
1
2
; 1
�
, the above now equals

T #˛ˇ .D/DO.h
1/C

1

�

Z
fM
p
h log 1

h
�Im z�2M

p
h log 1

h
g

N@. M Qf / L#

�
�� z
p
h

�
�˛ˇ;i .z/ dz d Nz:

Since the resolvent
�
1p
h
Di � z

��1, and hence the trace �˛ˇ;i .z/, extends holomorphically to Im z >

�Mhı�
1
2 log 1

h
, jRe zj �

p
2�0� "0 by Lemma 6.1 we may replace the integral in the last line above:

T #˛ˇ .D/DO.h
1/C

1

�

Z
f�1=2Mhı�1=2 log 1

h
�Imz�� 1

4
Mhı�1=2 log 1

h
g

N@. M Qf / L#

�
��z
p
h

�
�˛ˇ;i .z/dz d Nz

DO.h1/CO

�Z
f�1=2Mhı�1=2 log 1

h
�Imz�� 1

4
Mhı�1=2 log 1

h
g

h�n�1=2
p
h log.1=h/

e
S0
˛ˇ
.Imz/

h1=2�" dz d Nz

�
DOŒh

M
4
.S 0
˛ˇ
/�n� 1

2 �

using (3-11) and O.h�
1
2 / estimate on the resolvent

�
1p
h
Di � z

��1. Choosing M sufficiently large now
gives the result. �

7. Local trace expansion

In this section we prove Lemma 3.2. This is a relatively classical trace expansion. A parametrix construc-
tion for the operator e

it
h
D2
h may potentially be employed in its proof since the principal symbol of D2

h
is

Morse–Bott critical, as in [Brummelhuis et al. 1995]. However Lemma 3.2 would require an understanding
of the large time behavior of parametrix left open in that paper; see [Camus 2004; Khuat-Duy 1997]. Here
we prove the expansion using the alternate methods of local index theory. The expansion is analogous to
the heat trace expansions arising in the analysis of the Bergman kernel [Bismut 1987; Ma and Marinescu
2007]. Here we adopt a modification of the approach in [Ma and Marinescu 2007, Chapters 1 and 4].

First, fix a point p 2X. On account of Definition 1.1 there is an orthonormal basis e0;p DRp, ej;p,
ejCm;p , j D1; : : : ; m, of TpX consisting of eigenvectors of Jp with eigenvalues 0;˙�j;p.WD˙i�j �.p//,
j D 1; : : : ; m, such that

da.p/D

mX
jD1

�j .p/e
�
j;p ^ e

�
jCm;p: (7-1)

Using the parallel transport from this basis, fix a geodesic coordinate system .x0; : : : ; x2m/ on an open
neighborhood of p 2�. Let ej Dwkj @xk , 0� j � 2m, be the local orthonormal frame of TX obtained by
parallel transport of ej;p D @xj jp , 0� j � 2m, along geodesics. Hence we again have wkj gklw

l
r D ıjr ,

wkj jp D ı
k
j , with the gkl being the components of the metric in these coordinates. Choose an orthonormal
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basis fuq.p/g2
m

qD1for Sp in which Clifford multiplication

c.ej /jp D j (7-2)

is standard. Choose an orthonormal basis lp for Lp. Parallel transport the bases fuq.p/g2
m

qD1, lp along
geodesics using the spin connection rS and unitary family of connections rh D A0C i

h
a to obtain trivi-

alizations fuqg2
m

qD1, l of S , L on �. Since Clifford multiplication is parallel, the relation (7-2) now holds
on �. The connection rS˝LDrS˝1C1˝rh can be expressed in this frame and these coordinates as

r
S˝L

D d CAhj dx
j
C�j dx

j; (7-3)

where eachAhj is a Christoffel symbol ofrh and each �j is a Christoffel symbol of the spin connection rS.
Since the section l is obtained via parallel transport along geodesics, the connection coefficient Ahj may
be written in terms of the curvature F h

jk
dxj ^ dxk of rh via

Ahj .x/D

Z 1

0

d�.�xkF hjk.�x//: (7-4)

The dependence of the curvature coefficients F h
jk

on the parameter h is seen to be linear in 1
h

via

F hjk D F
0
jkC

i

h
.da/jk (7-5)

despite the fact that they are expressed in the h-dependent frame l. This is because a gauge transformation
from an h-independent frame into l changes the curvature coefficient by conjugation. Since L is a line
bundle, this is conjugation by a function and hence does not change the coefficient. Furthermore, the
coefficients in the Taylor expansion of (7-5) at 0 maybe expressed in terms of the covariant derivatives
.rA0/lF 0

jk
, .rA0/l.da/jk evaluated at p. Next, using the Taylor expansion

.da/jk D .da/jk.0/C x
lajkl ; (7-6)

we see that the connection rS˝L has the form

r
S˝L

D d C

�
i

h

�
xk

2
.da/jk.0/C x

kxlAjkl

�
C xkA0jkC�j

�
dxj; (7-7)

where

A0jk D

Z 1

0

d�.�F 0jk.�x//; Ajkl D

Z 1

0

d�.�ajkl.�x//

and �j are all independent of h. Finally from (7-2) and (7-7) may write down the expression for the
Dirac operator (1-2) also given as D D hc ı .rS˝L/ in terms of the chosen frame and coordinates to be

D D rwjr
�
h@xj C i

1
2
xk.da/jk.0/C ix

kxlAjkl C h.x
kA0jkC�j /

�
(7-8)

D r
�
wjr h@xj C iw

j
r
1
2
xk.da/jk.0/C

1
2
hg�

1
2 @xj .g

1
2wjr /

�
C r

�
iwjr x

kxlAjkl C hw
j
r .x

kA0jkC�j /�
1
2
hg�

1
2 @xj .g

1
2wjr /

�
2‰1cl.�

0
s IC

2m/: (7-9)

In the second expression above, both square brackets are self-adjoint with respect to the Riemannian
density e1 ^ � � � ^ en D

p
g dx WD

p
g dx1 ^ � � � ^ dxn with g D det.gij /. Again one may obtain an
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expression self-adjoint with respect to the Euclidean density dx in the framing g
1
4uq˝ l, 1� q � 2m,

with the result being an addition of the term hjwkj g
� 1
4 .@xkg

1
4 /.

Let ig be the injectivity radius of gTX. Define the cutoff � 2 C1c .�1; 1/ such that �D 1 on
�
�
1
2
; 1
2

�
.

We now modify the functions wkj , outside the ball Big=2.p/, such that wkj D ı
k
j (and hence gjk D ıjk)

are standard outside the ball Big.p/ of radius ig centered at p. This again gives

DD r
�
wjr h@xj C iw

j
r
1
2
xk.da/jk.0/C

1
2
hg�

1
2 @xj .g

1
2wjr /

�
C�.jxj=ig/

r
�
iwjr x

kxlAjkl C hw
j
r .x

kA0jkC�j /�
1
2
hg�

1
2 @xj .g

1
2wjr /

�
2‰1cl.R

n
IC2

m

/ (7-10)

as a well defined operator on Rn formally self adjoint with respect to
p
g dx. Since DC i is elliptic in

the class S0.m/ for the order function

mD

q
1Cgjl

�
�j C

1
2
xk.da/jk.0/

��
�l C

1
2
xr.da/lr.0/

�
;

the operator D is essentially self adjoint.

Proposition 7.1. There exist tempered distributions uj 2 S 0.Rs/, j D 0; 1; 2; : : : , such that one has a
trace expansion

tr�
�
D
p
h

�
D h�

n
2

� NX
jD0

uj .�/h
j
2

�
C h

NC1�n
2 O

� nC1X
kD0

kh�iN O�.k/kL1

�
(7-11)

for each N 2 N, � 2 S.Rs/.

Proof. We begin by writing � D �0C�1, with

�0.s/D
1

2�

Z
R

ei�s O�.�/�

�
2�
p
h

ig

�
d�; �1.s/D

1

2�

Z
R

ei�s O�.�/

�
1��

�
2�
p
h

ig

��
d�

via Fourier inversion.
First considering �1, integration by parts gives the estimate

jsnC1�1.s/j � CNh
N�1
2

� nC1X
kD0

k�N O�.k/kL1

�
for all N 2 N. Hence,DnC1�a�1� D

p
h

�
Da


L2!L2

D CNh
nCN
2

� nC1X
kD0

k�N O�.k/kL1

�
for all N 2 N, for all aD 0; : : : ; nC 1. The semiclassical elliptic estimate and Sobolev’s inequality now
give the estimate ˇ̌̌̌

�1

�
D
p
h

�ˇ̌̌̌
C0.X�X/

� CNh
nCN
2

� nC1X
kD0

k�N O�.k/kL1

�
; (7-12)

for all N 2 N, on the Schwartz kernel.
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Next, considering �0, we first use the change of variables ˛ D �
p
h to write

�0

�
D
p
h

�
D

1

2�
p
h

Z
R

ei˛.DA0Cih
�1c.a// O�

�
˛
p
h

�
�

�
2˛

ig

�
d˛:

Now since D D D on Big=2.p/, we may use the finite propagation speed of the wave operators ei˛h
�1D,

ei˛h
�1D [Ma and Marinescu 2007, Theorem D.2.1] to conclude

�0

�
D
p
h

�
.p; � /D �0

�
D
p
h

�
.0; � /: (7-13)

The right-hand side above is defined using functional calculus of self-adjoint operators, with standard
local elliptic regularity arguments implying the smoothness of its Schwartz kernel. By virtue of (7-12), a
similar estimate for �1

�
Dp
h

�
, and (7-13) it now suffices to consider �

�
Dp
h

�
.

We now introduce the rescaling operator

R W C1.RnIC2
m

/! C1.RnIC2
m

/; .Rs/.x/ WD s

�
x
p
h

�
:

Conjugation by R amounts to the rescaling of coordinates x ! x
p
h. A Taylor expansion in (7-10)

now gives the existence of classical (h-independent) self-adjoint, first-order differential operators Dj D
akj .x/@xk C bj .x/, j D 0; 1; : : : , with polynomial coefficients (of degree at most j C 1) as well as
h-dependent self-adjoint, first-order differential operators Ej D

P
j˛jDNC1 x

˛
�
ckj;˛.xI h/@xkCdj;˛.xI h/

�
,

j D 0; 1; : : : , with uniformly C1 bounded coefficients ckj;˛; dj;˛ such that

RDR�1 D
p
hD; (7-14)

with

DD
� NX
jD0

h
j
2 Dj

�
C h

NC1
2 ENC1 8N: (7-15)

The coefficients of the polynomials akj .x/; bj .x/ again involve the covariant derivatives of the curvatures
F TX, FA0 and da evaluated at p. Furthermore, the leading term in (7-15) is easily computed as

D0 D j
�
@xj C i

1
2
xk.da/jk.0/

�
(7-16)

D 0@x0 C 
j
�
@xj C

1
2
i�j .p/xjCm

�
C jCm

�
@xjCm �

1
2
i�j .p/xj

�„ ƒ‚ …
WDD00

(7-17)

using (7-1), (7-6). It is now clear from (7-14) that

�

�
D
p
h

�
.x; x0/D h�

n
2 �.D/

�
x
p
h
;
x0
p
h

�
: (7-18)

Next, let Ij D
˚
kD.k0; k1; : : :/

ˇ̌
k˛ 2N;

P
k˛ D j

	
denote the set of partitions of the integer j and set

Czj D
X
k2Ij

.z� D0/�1
�
…˛ŒDk˛ .z� D0/�1�

�
: (7-19)
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Local elliptic regularity estimates again give

.z� D/�1 DOL2loc!L
2
loc
.jIm zj�1/ and Czj DOL2loc!L

2
loc
.jIm zj�j�1/; j D 0; 1; : : : :

A straightforward computation using (7-15) then yields

.z� D/�1�
� NX
jD0

h
j
2 Czj

�
DOL2loc!L

2
loc
..jIm zj�1h

1
2 /NC1/: (7-20)

A similar expansion as (7-15) for the operator .1C D2/
nC1
2 .z� D/ also gives the bounds

.1C D2/�
nC1
2 .z� D/�1�

� NX
jD0

h
j
2 Czj;nC1

�
DO

H s
loc!H

sCnC1
loc

..jIm zj�1h
1
2 /NC1/ (7-21)

for all s 2 R, for classical (h-independent) Sobolev spaces H s
loc. Here each Czj;nC1 satisfies

Czj;nC1 DOH s
loc!H

sCnC1
loc

.jIm zj�j�1/

with leading term

Cz0;nC1 D .1C D20/
�
nC1
2 .z� D0/�1:

Finally, plugging the expansion (7-21) into the Helffer–Sjöstrand formula

�.D/D�
1

2�

Z
C

N@ Q�.z/.1C D2/�
nC1
2 .z� D/�1 dz d Nz;

with �.x/ WD hxinC1�.x/, gives

�.D/.0; 0/D
� NX
jD0

h
j
2Uj;p.�/

�
C h

NC1
2 O

� nC1X
kD0

kh�iN O�.k/kL1

�
(7-22)

using Sobolev’s inequality. Here each

Uj;p.�/D�
1

�

Z
C

N@ Q�.z/Czj;nC1.0; 0/ dz d Nz 2 EndSTXp (7-23)

defines a smooth family (in p 2X ) of distributions Uj and the remainder term in (7-22) comes from the
estimate

N@ Q�DO

�
jIm zjNC1

nC1X
kD0

kh�iN O�.k/kL1

�
on the almost analytic continuation; see [Zworski 2012, Section 3.1]. Integrating the trace of (7-22) over
X and using (7-18) gives (7-11). �

Next we would like to understand the structure of the distributions uj appearing in (7-11). Clearly,

uj D

Z
X

uj;p; with uj;p WD trUj;p 2 C1.X IS 0.Rs//; (7-24)
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is the smooth family of tempered distributions parametrized by X defined via the pointwise trace of
(7-23). Letting H.s/ 2 S 0.Rs/ denote the Heaviside distribution, we now define the following elementary
tempered distributions:

vaIp.s/ WD s
a; a2N0; (7-25)

va;b;c;�Ip.s/ WD @
a
s

�
jsjsb.s2�2�p�/

c� 1
2H.s2�2�p�/

�
; .a;b;cI�/2N0�Z�N0��:.N

m
0 n0/: (7-26)

Proposition 7.2. For each j , the distribution (7-24) can be written in terms of (7-25), (7-26):

uj;p.s/D
X

a�2jC2

cj Ia.p/s
a
C

X
�2�:.Nm0 n0/

a;jbj;c�4jC4

cj Ia;b;c;�.p/va;b;c;�Ip.s/: (7-27)

Moreover, the coefficient functions cj Ia, cj Ia;b;c;� 2 C1.X/ above are evaluations at p of polynomials
in the covariant derivatives (with respect to rTX ˝ 1C 1˝rA0) of the curvatures F TX, FA0 of the
Levi-Civita connection rTX, rA0 and da.

Proof. It suffices to consider the restriction of uj to the interval .�
p
2�M;

p
2�M/ for each 0 <M …

�:.Nm0 n 0/. We begin by finding the spectrum of the operator D00 in (7-17). To this end, define the
unitary operator U� W C1.RnIC2

m

/! C1.RnIC2
m

/,

.U�s/.x0; x1; x2; : : :/D
� mY
jD1

�j

�
s.x0; �

� 1
2

1 x1; �
� 1
2

1 x2; �
� 1
2

2 x3; �
� 1
2

2 x4; : : :/

and

f D

mX
jD1

.xjxjCmC �j �jCm/ 2 C
1.R2m/:

Next, as in (5-1) we compute the conjugate

e
i�
4
fW0 U�D00U��e

� i�
4
fW0 D Œ2�.p/�

1
2DRm jhD1

of the operator in (7-17) in terms of the magnetic Dirac operator on Rm (2-21) evaluated at hD 1. Hence
the eigenspaces of D00 are

U��e
� i�
4
fW0 .E0˝L

2.RmC1x0;x00
//; U��e

� i�
4
fW0 .E˙� ˝L

2.RmC1x0;x00
//I� 2 �:.Nm0 n 0/;

with eigenvalues 0, ˙
p
2�� respectively, where

E0 WD CŒ 0;0jhD1�; E˙� D
M

�2Nm0 n0

�D�:�

E˙�

ˇ̌̌
hD1

are as in (6-5). We again let P0, P˙� denote the respective projections onto the eigenspaces of D00 and
P� D PC�˚ P��. We also denote by P>M D˚�>MP� the projection onto eigenspaces with eigenvalue
greater than

p
2�M in absolute value.
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Now, since expansions in L2loc are unique, it suffices to work with the resolvent expansion (7-20) in the
computation of uj . The j -th term in the expansion is of the form

Czj D
X
k2Ij

.z� D0/�1Œ…˛Dk˛ .z� D0/�1�; (7-28)

where each Dk˛ is a differential operator with polynomial coefficients involving the covariant derivatives of
the curvatures F TX, FA0 and da. Now using (7-17) we decompose each resolvent term above according
to the eigenspaces of D00:

.z� D0/�1 D P0

�
1

z� 0@x0

�
P0

˚

M
�2�:Nm0 \.0;M/

P�

�
zC 0@x0 C D00
z2C @2x0 � 2��

�
P�˚ P>M

�
zC 0@x0 C D00
z2C @2x0 � D200

�
P>M : (7-29)

Next, we plug (7-29) into (7-28). This gives an expansion for Czj with some of the terms given by

T zŒ…˛Dk˛T
z�; where T z D P>M

�
zC 0@x0 C D00
z2C @2x0 � D200

�
P>M ;

and which are holomorphic for Re z 2 .�
p
2�M;

p
2�M/. For the rest of the terms in Czj , we use the

commutation relations

Œ0; P0�D Œ0; P��D Œ0; P>M �D 0;

Œ@x0 ; P0�D Œ@x0 ; P��D Œ@x0 ; P>M �D 0;

Œ@x0 ; D00�D 0;

Œ.z2C @2x0 � 2��/
�1; xj �D ı0j .z

2
C @2x0 � 2��/

�2@x0 ;

Œ.z2C @2x0 � 2��/
�1; @xJ �D 0;

as well as the Clifford relations (2-7). This now gives a finite sum of terms of the form

T z0

� KY
kD1

SkT
z
k

�
�

� Y
�2�:Nm0 \.0;M/

1

.z2C @2x0 � 2��/
a�

�
.z� 0@x0/

�a0zb1x
b2
0 @

b3
x0
; (7-30)

a0C†a��2jC2, b1; b2; b3�jC1, where each Sk is a differential operator in .x0x00/ (i.e., independent
of x0) with polynomial coefficients and each T z

k
is equal to one of

P0; P�; P�D00P�; P>M

�
1

z2C @2x0 � D200

�
P>M ; or P>M

�
D00

z2C @2x0 � D200

�
P>M ; (7-31)

with at least one occurrence of P0; P� or P�D00P� in (7-30). Now using partial fractions, (7-30) may be
written as a sum of terms of the forms
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T z0

� KY
kD1

SkT
z
k

�
� .z� 0@x0/

�a0zb1x
b2
0 @

b3
x0
;

T z0

� KY
kD1

SkT
z
k

�
� .z2C @2x0 � 2��/

�a�zb1x
b2
0 @

b3
x0
; � 2 �:Nm0 \ .0;M/; (7-32)

a0; a� � 2j C 2, b1; b2; b3 � j C 1. Next, we plug (7-32) into the Helffer–Sjöstrand formula and
use the analyticity of P>M .1=.z2C @2x0 � D200//P>M and P>M .D00=.z2C @2x0 � D200//P>M for Re z 2
.�
p
2�M;

p
2�M/. This gives

Uj;p.�/D�
1

2�

Z
C

N@ Q�.z/Czj .0; 0/ dz d Nz

for � 2 C1c .�
p
2�M;

p
2�M/, as a sum of terms of the form�
T 00

� KY
kD1

SkT
0
k

�
� x

b2
0 @

b3
x0
�0.

0@x0/

�
.0; 0/;

�
T 00

� KY
kD1

SkT
0
k

�
� x

b2
0 @

b3
x0
��.�@

2
x0
C 2��/

�
.0; 0/; � 2 �:Nm0 \ .0;M/; (7-33)

where each T 0
k

is equal to one of

P0; P�; P�D00P�; P>M

�
1

2��� D200

�
P>M ; or P>M

�
D00

2��� D200

�
P>M ;

and

�0.s/D
.�1/a0�1

.a0� 1/Š
xb1�.s/;

��.s
2/D

.�1/a��1

.a�� 1/Š

��
@a��1r

�
rb1�.r/

.r � s/a�

��ˇ̌̌̌
rD�s

�

�
@a��1r

�
rb1�.r/

.r C s/a�

��ˇ̌̌̌
rDs

�
:

At least one occurrence of P0;P� and P�D00P� in (7-33) gives the smoothness of the kernel.
Finally, an elementary computation involving Laplace transforms using the knowledge of the heat

kernel

e
t@2x0 .x0; y0/D

1
p
4�t

e�
jx0�y0j

2

4t

gives

x
b2
0 @

b3
x0
�0.

0@x0/.0; 0/D
.�1

2
/Œ
b3C1

2
�

p
��

��
b3C1
2

�
C
1
2

�ı0b2vb3Ip.�0/;
x
b2
0 @

b3
x0
��.�@

2
x0
C 2��/.0; 0/D

8̂̂<̂
:̂

�
�
1
2

�b3
2

4��
�
b3
2
�
1
2

�ı0b2v0;0;b3
2
;�Ip

.��.s
2//; b3 even;

0; b3 odd;

completing the proof. �



KOSZUL COMPLEXES, BIRKHOFF NORMAL FORM AND THE MAGNETIC DIRAC OPERATOR 1833

As an immediate corollary of Proposition 7.2, we have that the distributions uj are smooth near 0.

Corollary 7.3. For each j ,

sing spt.uj /� R n .�
p
2�0;

p
2�0/:

Proof. This follows immediately from (7-24)–(7-27) on noting that the distributions vaIp are smooth,
while va;b;c;�Ip D 0 on R n .�

p
2�0;
p
2�0/ for each p 2X. �

We next give the exact computation for the first coefficient u0 of Proposition 7.1. In the computation
below, recall that Z� D jI� j, as in (2-13), denotes the number of nonzero components of � 2 Nm0 n 0.

Proposition 7.4. The first coefficient u0 of (7-11) is given by

u0;p D c0I0C
X

�2�:.Nm0 n0/

c0I0;0;0;�.p/v0;0;0;�Ip.s/; (7-34)

where

c0I0 D
�mp
�Qm

jD1 �j
�

.4�/
n
2

;

c0I0;0;0;�.p/D
�mp
�Qm

jD1 �j
�

.4�/
n
2

dim.E�/D
�mp
�Qm

jD1 �j
�

.4�/
n
2

� X
�2Nm0 n0

�:�D�

2Z�
�
: (7-35)

Proof. First note that the square of (7-16) gives the harmonic oscillator

D20 D�ı
jk@xj @xk � i.da/

j

k
.0/xk@xj C

1

4
xkxl.da/

j

k
.0/.da/lj .0/C

i

2
j k.da/jk.0/:

The heat kernel e�tD
2
0 of the above is given by Mehler’s formula [Berline et al. 2004, Section 4.2]

e�tD
2
0.x;y/D

1

.4�t/m
e�

.x0�y0/
2

4t

p
4�t

det
1
2

�
i tda.0/

sinh i tda.0/

�
e�tc.ida.0// (7-36)

�exp
�
�

�j

4 tanh�j t

�
.xj�yj /

2
C.xjCm�yjCm/

2
�
C
�j

2
tanh

�
�j t

2

�
.xjyjCxjCmyjCm/

�
:

(7-37)

Next, using (7-1) we compute

e�tc.ida.0// D

mY
jD1

�
cosh.t�j /� ic.ej /c.ejCm/ sinh.t�j /

�
: (7-38)

For I � f2; : : : ; mg and !I D
V
j2I .ej ^ ejCm/, the commutation

c.e1/c.emC1/c.!I /D
1
2
Œc.e1/; c.emC1/c.!I /�
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shows that the only traceless terms in (7-38) are the constants. Hence, Mehler’s formula (7-36) gives

tr e�tD
2
0.0; 0/D

1

.4�t/
n
2

det
1
2

�
i tda.0/

tanh i tda.0/

�
D

t�
1
2

.4�/
n
2

� mY
jD1

�j

tanh t�j

�

D
t�

1
2

.4�/
n
2

� mY
jD1

�j .1C 2e
�2t�j C 2e�4t�j C � � � /

�

D
t�

1
2

.4�/
n
2

� mY
jD1

�j

�� X
�2Nm0

2Z� e�2t�:�
�

D
�mp
�Qm

jD1 �j
�

.4�/
n
2

�
t�

1
2

X
�2Nm0

2Z� e�2t�:�
�
D u0;p.e

�ts2/; (7-39)

with u0;p as in (7-34) and the last line above following from an easy computation of Laplace transforms;
see [Savale 2014, Section 4]. Furthermore, differentiating Mehler’s formula using (7-16) gives

tr D0e�tD
2
0.0; 0/D 0D u0;p.se

�ts2/ (7-40)

since the right-hand side of (7-34) is an even distribution. From (7-39) and (7-40) we have that the
evaluations of both sides of (7-34) on e�ts

2

, se�ts
2

are equal. Differentiating with respect to t and setting
t D 1 gives that the two sides of (7-34) evaluate equally on ske�s

2

for all k 2N0. The proposition now
follows from the density of this collection in S.Rs/. �

We now complete the proof of Lemma 3.2.

Proof of Lemma 3.2. We begin by writing

tr
�
f

�
D
p
h

�
1

h1�"
L�

�
�
p
h�D

h1�"

��
D
h�

1
2

2�

Z
dt tr

�
f

�
D
p
h

�
e
it.�� Dp

h
/
�
�.th

1
2
�"/: (7-41)

Next, the expansion result, Proposition 7.1, with �.x/D f .x/eit.��x/, combined with the smoothness of
uj on spt.f /� .�

p
2�0;
p
2�0/ from Corollary 7.3 gives

tr
�
f

�
D
p
h

�
e
it.�� Dp

h
/
�
D eit�h�

n
2

� NX
jD0

h
j
2 cf uj .t/�ChNC1�n2 O

�nC1X
kD0

kh�iN O�.k/.��t /kL1

�
„ ƒ‚ …

DO.htiN /

: (7-42)

Finally, plugging (7-42) into (7-41) and using �.th
1
2
�"/D 1CO.h1/ gives via Fourier inversion

h�
1
2

2�

Z
dt tr

�
f

�
D
p
h

�
e
it.�� Dp

h
/
�
�.th

1
2
�"/D h�m�1

� NX
jD0

h
j
2 f .�/uj .�/

�
CO.h".NC1/�m�1/

as required. �
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8. Asymptotics of spectral invariants

In this section we prove Theorem 1.2 on the asymptotics of the spectral invariants.

Proof of Theorem 1.2. To prove the Weyl law (1-5), we choose � 2 C1c ..�T; T /I Œ0; 1�/ such that
�.x/D 1 on .�T 0; T 0/, T 0 < T , L�.�/� 0 and L�.�/� 1 for j�j � c in Theorem 1.3. Choosing f .x/� 0
with f .0/D 1, the trace expansion (1-7) with �D 0 now gives

1

h
N.�ch; ch/.1CO.

p
h//� tr

�
f

�
D
p
h

�
1

h
L�

�
�D

h

��
DO.h�m�1/

proving (1-5).
To prove the estimate (1-6) on the eta invariant, we first use its invariance under positive scaling (2-2)

and the formula (2-5) to write

�h D �

�
D
p
h

�
D

Z 1
0

dt
1
p
�t

tr
�
D
p
h
e�

t
h
D2
�

D

Z 1

0

dt
1
p
�t

tr
�
D
p
h
e�

t
h
D2
�
C

Z 1
1

dt
1
p
�t

tr
�
D
p
h
e�

t
h
D2
�
: (8-1)

Next, [Savale 2014, equation 4.5, p. 859] with r D 1
h

translates to the estimate

tr
�
D
p
h
e�

t
h
D2
�
DO.h�mect /: (8-2)

Plugging, (8-2) into the first integral of (8-1) gives

�h DO.h
�m/C trE

�
D
p
h

�
; (8-3)

where

E.x/D sign.x/ erfc.jxj/D sign.x/ �
2
p
�

Z 1
jxj

e�s
2

ds

with the convention sign.0/D 0. The function E.x/ above is rapidly decaying with all derivatives, odd
and smooth on Rxn 0. We may hence choose functions f 2 C1c .�

p
2�0;
p
2�0/, g 2 C1c .R<0/ such

that

f .x/Cg.x/DE.x/ for x � 0:

Define the spectral measure

Mf .�
0/ WD

X
�2Spec . Dp

h
/

f .�/ı.���0/:

It is clear that the expansion (1-7) to its first term may be written as

Mf � .F�1h � 1
2
/.�/D h�m�

1
2 .f .�/u0.�/CO.h

1
2 //;
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where � 1
2
.x/D �.x=

p
h/ as before. Since both sides above involve Schwartz functions in �, the remainder

maybe replaced by O.h
1
2 =h�i2/. One may then integrate the equation to obtainZ 0

�1

d�

Z
d�0.F�1h � 1

2
/.���0/Mf .�

0/D h�m�
1
2

�Z 0

�1

d�f .�/u0.�/CO.h
1
2 /

�
: (8-4)

Next we observeZ 0

�1

d�.F�1h � 1
2
/.���0/D

Z 0

�1

dt L�

�
t �

�0
p
h

�
D 1.�1;0�.�

0/CO

��
�0
p
h

��1�
: (8-5)

While the Weyl law yields Z
d�0Mf .�

0/O

��
�0
p
h

��1�
DO.h�m/: (8-6)

Substituting (8-5) and (8-6) into (8-4) givesX
��0

�2Spec . Dp
h
/

f .�/D h�m�
1
2

�Z 0

�1

d�f .�/u0.�/

�
CO.h�m/:

This combined with

trg
�
D
p
h

�
D h�m�

1
2u0.g/CO.h

�m/

then gives X
��0

�2Spec . Dp
h
/

E.�/D h�m�
1
2

�Z 0

�1

d�E.�/u0.�/

�
CO.h�m/;

where the integral makes sense from the formula (7-34) for u0. A similar formula forX
��0

�2Spec . Dp
h
/

E.�/

now gives

trE
�
D
p
h

�
D h�m�

1
2

�Z 1
�1

d�E.�/u0.�/

�
CO.h�m/:

Since E is odd and u0 is even from (7-34), the integral above is zero and hence �h D trE.D=
p
h/D

O.h�m/ from (8-3) as required. �

In the above proof we have used a Tauberian argument, as in [Dimassi and Sjöstrand 1999, Chapter 10].
A similar argument along with the trace expansion theorem, Theorem 1.3, also gives a true Weyl law in
O.
p
h/-sized intervals: the number of eigenvalues N.�c

p
h; c
p
h/, 0 < c <

p
2�0, in the given interval

satisfies

N.�c
p
h; c
p
h/D h�m�

1
2

�
2c

.4�/m

Z
X

�m
� mY
jD1

�j

�
dx

�
CO.h�m/: (8-7)
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The leading term of the above may possibly be obtained by squaring the Dirac operator and using the
spectral estimates on an O.h/-sized interval near the critical level for D2

h
, as in [Brummelhuis et al. 1995].

8A. Sharpness of the result. Here, we finally show that the result Theorem 1.2 is sharp. The worst case
example was already noted in [Savale 2014, Section 5] for �h. To recall, we let Y be a complex manifold
of dimension 2m with complex structure J and a Riemannian metric gTY . Fix a positive, holomorphic,
Hermitian line bundle L! Y . The curvature F L of the Chern connection is thus a positive .1; 1/-form.
Let X be the total space of the unit circle bundle S1! X �

�! Y of L. The Chern connection gives a
splitting of the tangent bundle

TX D TS1˚��T Y; (8-8)

where TS1 is the vertical tangent space spanned by the generator e of the S1 action. Define a metric gTS
1

on TS1 via kek
gTS

1 D 1. A metric on X can now be given using the splitting (8-8) via

gTX D gTS
1

˚ "�1��gTY

for any " > 0. A spin structure on Y corresponds to a holomorphic, Hermitian square root K of the
canonical line bundle KY DK˝2. Fixing such a spin structure as well as the trivial spin structure on TS1

gives a spin structure on X. Finally a D e� 2 �1.X/, while the auxiliary line bundle is chosen to be
trivial LD C with the family of connections rh D d C i

h
a. We now have the required family of Dirac

operators Dh (1-2). One may check that .X2mC1; a; gTX; J / here gives a metric contact structure (1-4)
and hence the assumption Definition 1.1 is satisfied.

Denote by �p
N@k
W �0;p.X IK˝L˝k/ �! �0;p.X IK˝L˝k/ the Hodge Laplacian acting on .0; p/

forms on X. Its null-space is given by the cohomology Hp.X IK˝L˝k/ of the tensor product via Hodge
theory. Let ep;k� denote the dimension of a each positive eigenspace with eigenvalue 1

2
�2 2 SpecC.�p

N@k
/.

The spectrum of Dh was now computed in Proposition 5.2 of [Savale 2014].

Proposition 8.1. The spectrum of Dh is given by eigenvalues of the following types:

� Type 1.

�D .�1/ph

�
kC

�
"�

m

2

�
�
1

h

�
; (8-9)

0� p �m, k 2 Z, with multiplicity dimHp.X IK˝L˝k/.

� Type 2.

�D h

�
1

2

�
.�1/pC1"˙

s�
2kC ".2p�m/�

2

h
C 1

�2
C 4�2"

��
; (8-10)

0� p �m, k 2 Z, 1
2
�2 2 SpecC.�p

N@k
/, with multiplicity dp;k� WD e

p;k
� � e

p�1;k
� C� � �C .�1/pe

0;k
� .

As observed in [Savale 2014], by choosing

" < inf
k;p

˚
1
2
�2 2 SpecC.�p

N@k
/
	
;
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the eigenvalues of type 2 are either positive or negative depending on the sign appearing in (8-10). Hence
the dimension of the kernel kh of Dh is now given by the eigenvalues of type 1:

kh D

�
dimH�.X IK˝L˝k/; 1

h
D kC

�
"� m

2

�
;

0; otherwise:
(8-11)

Now by a combination of Kodaira vanishing and Hirzebruch–Riemann–Roch,

dimH�.X IK˝L˝k/D dimH 0.X IK˝L˝k/D �.X;K˝L˝k/D
Z
X

ch.K˝L˝k/ td.X/

for k� 0, where �.X;K˝L˝k/, ch.K˝L˝k/ and td.X/ denote Euler characteristic, Chern character
and Todd genus respectively. Hence (8-11), (8-12) show that the kernel and hence the counting function
are discontinuous of order O.h�m/D kh �N.�ch; ch/ in this example. A similar discontinuity of the
eta invariant of O.h�m/ was proved in Theorem 5.3 of [Savale 2014].

Appendix: Some spectral estimates

In this appendix we prove some spectral estimates used in Sections 4 and 5; see [Helffer 1988, Section 4.1]
for some related estimates.

Let H be a separable Hilbert space. Let A WH !H be a bounded self-adjoint operator. The resolvent
set and the spectrum of A are defined to be

R.A/D f� 2 C j A��I is invertibleg;

Spec.A/D C nR.A/:

Since A is self-adjoint, Spec.A/� R. We may now define the following subsets of the spectrum:

EssSpec.A/D f� 2 C j A��I is not Fredholmg;

DiscSpec.A/D Spec.A/ nEssSpec.A/:

We shall consider DiscSpec.A/ above as a multiset with the multiplicity function mA W DiscSpec.A/!
N0 defined by mA.�/ D dim ker.A/. We may then find a countable set of orthonormal eigenvectors
vA1 ; v

A
2 ; v

A
3 ; : : : , with eigenvalues �A1 � �

A
2 � �

A
3 � � � � such that DiscSpec.A/ and f�A1 ; �

A
2 ; : : :g are

equal as multisets. Now let Œa; b�� R be a finite closed interval such that EssSpec.A/\ Œa; b�D∅ (i.e.,
A has discrete spectrum in Œa; b�). Then

HA
Œa;b� D

M
�2Spec.A/\Œa;b�

ker.A��/

is a finite-dimensional vector subspace of H . We denote by

…AŒa;b� WH !HA
Œa;b� �H

the orthogonal projection onto HA
Œa;b�

and by NA
Œa;b�

the dimension of HA
Œa;b�

. The operator �.A/ WH!H

may now be defined for any function � 2 C 0c .Œa; b�/ by functional calculus.
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Lemma A.1. Let v 2H and � 2 Œa; b�. Assume there exists " > 0 such that A has discrete spectrum in
Œa�
p
"; bC

p
"� and k.A��/vk � "kvk. Then

k…A
Œa�
p
";bC

p
"�
v� vk �

p
"kvk; (A-1)

k.�.A/� �.�//vk � 3
p
"k�kC0;1kvk (A-2)

for any Holder continuous function � 2 C 0;1c .Œa; b�/.

Proof. We abbreviate … D …A
Œa�
p
";bC

p
"�

. Let H0 WD HA
Œa�
p
";bC

p
"�
D …H; which by assumption

is a finite-dimensional vector space. Let H?0 be the orthogonal complement of H0. By assumption,
Spec..A��/2jH?0 /\ Œ�"; "�D∅. Hence by the mini-max principle for self-adjoint operators bounded
from below [Dimassi and Sjöstrand 1999, Lemma 4.21], we have "� .A��/2jH?0 . Hence

k…v� vk2"� k.A��/.…v� v/k2

� k.A��/.…v� v/k2Ck.A��/…vk2 D k.A��/vk2 � "2kvk2

since .A��/.…v� v/ and .A��/…v are orthogonal. This gives

k…v� vk<
p
"kvk: (A-3)

To prove (A-2) first note that k…0v� vk<
p
"kvk, for …0 D…A

Œ��
p
";�C

p
"�

, by the same argument. We
now have

k.�.A/� �.�//vk � k.�.A/� �.�//.…0v� v/kCk.�.A/� �.�//…0vk

� 2
p
"k�kC0;1kvkC

p
"k�kC0;1kvk: �

Before stating the next lemma we need the following definition.

Definition A.2. Given 0 < " < 1, a set of vectors w1; w2; : : : ; wN 2H is called an "-almost orthonormal
set of eigenvectors ("-AOSE for short) of A if

(1)
ˇ̌
kwj k

2� 1
ˇ̌
< " for all j ,

(2) jhwj ; wkij< " for all j ¤ k,

(3) k.A��j /wj k< " for some �j 2 R, for all j .

Lemma A.3. Assume that H0 � H has finite dimension M and is mapped onto itself by A. Let
w1; w2; : : : ; wN 2 H0 be an "-AOSE of A for some " < 1=.2.M C 1//. Then there exist orthonormal
w01; w

0
2; : : : ; w

0
M�N 2 H0 such that k.A� �0j /w

0
j k < 4M" for some �0j 2 R, for all j . Furthermore

hwj ; w
0
k
i D 0 for each j; k.

Proof. It follows from " < 1=.2.M C 1// that w1; w2; : : : ; wN are linearly independent. Let W denote
their span and W ? � H0 its orthogonal complement. Let …;…? be the orthogonal projections onto
W;W ? and consider the operator A0 WD…?A…? WW ?!W ?. Let w01; w

0
2; : : : ; w

0
M�N 2W

? be an
orthogonal basis of eigenvectors of A0. Hence

…?Aw0j D �
0
jw
0
j
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for some �0j 2 R, for all j . Also

jhAw0j ; wkij D jhw
0
j ; .A��k/wkij< ":

It then follows that k…Aw0j k � 2M"
p
1C " < 4M" giving the result. �

Lemma A.4. Given N 2 N, let 0 < " < .kAk C jaj C jbj C N C 1/�4. Let w1; w2; : : : ; wN 2 H
be an "-AOSE for A. Assume that A has discrete spectrum in Œa � "

1
8 ; b C "

1
8 �. Then there exist

orthonormal vectors Nw1; Nw2; : : : ; NwN 2 H which span the same subspace of H as w1; w2; : : : ; wN .
Moreover kwj � Nwj k <

p
" and k.�.A/� �.�j // Nwj k � 3"

1
8 k�kC0;1 for 1 � j � N and any Holder

continuous function � 2 C 0;1c .Œa; b�/.

Proof. Again it follows easily that the vectors wj , 1� j �N , are linearly independent. Let W �H be
their span and choose an orthonormal basis ei , 1� j �N, for W . We write

wj D

NX
kD1

mjkek :

If we consider the matrix M D Œmjk�, then assumptions (1) and (2) of Definition A.2 are equivalent
to jM �M � I j < ". Consider the polar decomposition M D UP , where U is unitary and P is a
positive semidefinite Hermitian matrix. We have jP �P � I j < " and hence kP �P � Ik < N". Thus
any eigenvalue �P of P , being nonnegative, satisfies j�P � 1j < " and we have kP � Ik < N". Thus
kM �U k D kUP �U k<N". If we now let U D Œujk� and Nwj D

PN
kD1 ujkek , then the Nwj are clearly

orthonormal and satisfy kwj � Nwj k<
p
". This last inequality along with assumption (3) of Definition A.2

easily gives
k.A��j / Nwj k< "

1
4 :

Now Lemma A.1 gives

k… Nwj � Nwj k< "
1
8 ; (A-4)

k.�.A/� �.�j // Nwj k< 3"
1
8 k�kC0;1 ; (A-5)

completing the proof. �

Next, let H 0 be another separable Hilbert space. Let U W H ! H 0 be a bounded operator. Let
B;D WH 0!H 0 and C WH !H be bounded self-adjoint operators. Define A0 D UAU � WH 0!H 0,
B 0DU �BU WH!H, C 0DUCU � WH 0!H 0 and D0DU �DU WH!H. In the next proposition we
assume that there exists ı > 0 such that A, A0, B and B 0 have discrete spectrum in Œa� ı; bC ı�. We also
abbreviate NADNA

Œa�ı;bCı�
and …AD…A

Œa�ı;bCı�
and similarly define NA0, NB , NB 0, …A

0

, …B , …B
0

.

Proposition A.5. Suppose there exists 0 < " < L�2048, with

LD 25
˚
kAkCkA0kCkBkCkB 0kCkCkCkDkCNA

CNA0
CNB

CNB 0
CjajC jbjC ı�1C 1

	
;

such that

(1) k.U �U � I /…Ak
�
kAkkU kC 1

�
< " and k.UU �� I /…Bk

�
kBkkU �kC 1

�
< ",
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(2) k.A0�B/…A
0

k< " and k.A�B 0/…B
0

k< ",

(3) k.C 0�D/…Ak< " and k.C �D0/…Bk< ".

Then we have ˇ̌
trŒC�.A/�� trŒD�.B/�

ˇ̌
� "

1
2048 k�kC1

for any � 2 C 1c .Œa; b�/.

Proof. Let .DiscSpec.A/;mA/ \ Œa; b� D f�Aa1 ; �
A
a2
; : : : ; �AaN g, with N D NA

Œa;b�
, as multisets. Let

�C.x/ D 1
2
.�.x/C j�.x/j/ and ��.x/ D 1

2
.�.x/� j�.x/j/. We then have �C; �� 2 C 0;1c .Œa; b�/ with

k�CkC0;1 � k�kC1 , k��kC0;1 � k�kC1 . We further decompose C D CCCC�, D DDCCD� into
their positive and nonpositive parts. Clearly

trŒCC�C.A/�D
NX
jD1

�C.�aj /hvaj ; C
Cvaj i:

Next we consider wj D Uvaj 2H
0. From assumption (1) we have.A0��aj /wjD .UAU ���aj /Uvaj � .U �U � I /…AŒa;b�kAkkU k< ":

Similar estimates give
ˇ̌
kwj k

2 � 1
ˇ̌
< " and jhwj ; wkij < " for j ¤ k. Now by Lemma A.1 we have

k…wj �wj k< .2"/
1
2 with …D…A

0

Œa�
p
2";bC

p
2"�

. Following this and using assumption (3) we have.B ��aj /wj� .A0��aj /wjC .B �A0/…wjC .B �A0/.…wj �wj /
� "C "

p
1C "C .2"/

1
2 .kA0kCkBk/

< "
1
4 � "

1
8 kwj k:

Next define w0j WD…
B
Œa�"1=16;bC"1=16�

wj . By Lemma A.1,

kw0j �wj k � "
1
16 kwj k: (A-6)

From here it follows immediately that w01 ; w
0
2 ; : : : ; w

0
N form an "

1
64 -AOSE of B. If we let H0 D

HB
Œa�"1=16;bC"1=16�

, then by Lemma A.4 there exist orthonormal Nw1; Nw2; : : : ; NwN 2H0 which span the
same subspace of H0 as the w0j . Furthermore

kw0j � Nwj k< "
1
128 (A-7)

and k.�C.B/� �C.�aj // Nwj k � 3k�kC1"
1
512 . From (A-6) and (A-7) we also have kwj � Nwj k < "

1
256.

From Lemma A.3 there exist orthonormal w01; w
0
2; : : : ; w

0
M�N with M D NB

Œa�"1=16;bC"1=16�
such that

hw0i ; Nwj i D 0 and k.B ��0j /w
0
j k < 4M"

1
64 < "

1
128. Hence by Lemma A.1, k.�C.B/� �C.�0j //w

0
j k �
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3k�kC1"
1
256. We now have

trŒDC�C.B/�D
NX
jD1

h Nwj ;D
C�C.B/ Nwj iC

M�NX
jD1

hw0j ;D
C�C.B/w0j i

�

NX
jD1

�C.�aj /h Nwj ;D
C
Nwj iC

M�NX
jD1

�C.�0j /hw
0
j ;D

Cw0j i � 3"
1
512MkDkk�kC1

�

NX
jD1

�C.�aj /h Nwj ;D
C
Nwj i � 3"

1
512MkDkk�kC1

�

NX
jD1

�C.�aj /hwj ;D
Cwj i � 6"

1
512MkDkk�kC1

�

NX
jD1

�C.�aj /hvaj ; C
Cvaj i � 6"

1
512M.kDkC 1/k�kC1

� trŒCC�C.A/�� "
1

1024 k�kC1 :

Reversing the roles of H and H 0 givesˇ̌
trŒDC�C.B/�� trŒCC�C.A/�

ˇ̌
� "

1
1024 k�kC1 :

Similar estimates with CC��.A/, C��C.A/ and C���.A/ give the result. �

Finally, we now give a criterion implying the discreteness of spectrum for pseudodifferential operators
required by the preceding propositions in this appendix.

Proposition A.6. Let A 2 ‰mcl .R
nICl/ and I D Œa; b� � R be a closed interval such that the I -energy

band

†AI WD
[
�2I

†A�

is bounded. Then for h < h0 sufficiently small

EssSpec.A/\ I D∅:

Proof. Let �.A/D a.x; �/ 2 C1.R2n/ and †I .a/�BR be some open ball of finite radius R around the
origin. For �2I and .x; �/…BR, we hence have that a�1 WD .a.x; �/��/�1 exists. Let �2C1c .�4R; 4R/
such that �.x/D 1 for x < 2R. Set �.x/D 1��.x/ and define

A�1 D
�
�.j.x; �/j/a�1.x; �/

�W
2‰0cl.R

n
ICl/:

Then since it has vanishing symbol, we have

.A��/A�1� .I ��.j.x; �/j/
W /D hR 2 h‰0cl.R

n
ICl/:



KOSZUL COMPLEXES, BIRKHOFF NORMAL FORM AND THE MAGNETIC DIRAC OPERATOR 1843

Next, we clearly have I ChR is invertible for h < h0 sufficiently small. Also, �.j.x; �/j/W is trace class
by [Hörmander 1994, Lemma 19.3.2]. Hence if S WD A�1.I C hR/�1, then .A��/S � I is trace class.
By a similar argument, S.A��/� I is trace class. Hence by Proposition 19.1.14 of [Hörmander 1994],
A�� is Fredholm. �
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[Charles and Vũ Ngo.c 2008] L. Charles and S. Vũ Ngo.c, “Spectral asymptotics via the semiclassical Birkhoff normal form”,
Duke Math. J. 143:3 (2008), 463–511. MR Zbl

[Dimassi and Sjöstrand 1996] M. Dimassi and J. Sjöstrand, “Trace asymptotics via almost analytic extensions”, pp. 126–142
in Partial differential equations and mathematical physics (Copenhagen, 1995; Lund, 1995), edited by L. Hörmander and A.
Melin, Progr. Nonlinear Differential Equations Appl. 21, Birkhäuser, Boston, 1996. MR Zbl

[Dimassi and Sjöstrand 1999] M. Dimassi and J. Sjöstrand, Spectral asymptotics in the semi-classical limit, London Mathematical
Society Lecture Note Series 268, Cambridge University Press, 1999. MR Zbl

[Emmrich and Weinstein 1996] C. Emmrich and A. Weinstein, “Geometry of the transport equation in multicomponent WKB
approximations”, Comm. Math. Phys. 176:3 (1996), 701–711. MR Zbl

[Guillemin] V. Guillemin, “Fourier integral operators for systems”, unpublished preprint, available at http://msp.org/extras/
Guillemin/V.Guillemin-Fourier_Integral_Operators-1974.pdf.

[Guillemin and Sternberg 2013] V. Guillemin and S. Sternberg, Semi-classical analysis, International Press, Boston, 2013. MR
Zbl

[Helffer 1988] B. Helffer, Semi-classical analysis for the Schrödinger operator and applications, Lecture Notes in Mathematics
1336, Springer, 1988. MR Zbl

[Helffer and Robert 1983] B. Helffer and D. Robert, “Calcul fonctionnel par la transformation de Mellin et opérateurs admissi-
bles”, J. Funct. Anal. 53:3 (1983), 246–268. MR Zbl

[Helffer et al. 2016] B. Helffer, Y. Kordyukov, N. Raymond, and S. Vũ Ngo. c, “Magnetic wells in dimension three”, Anal. PDE
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INCOMPRESSIBLE IMMISCIBLE MULTIPHASE FLOWS IN POROUS MEDIA
A VARIATIONAL APPROACH

CLÉMENT CANCÈS, THOMAS O. GALLOUËT AND LÉONARD MONSAINGEON

We describe the competitive motion of N+1 incompressible immiscible phases within a porous medium
as the gradient flow of a singular energy in the space of nonnegative measures with prescribed masses,
endowed with some tensorial Wasserstein distance. We show the convergence of the approximation
obtained by a minimization scheme á la R. Jordan, D. Kinderlehrer and F. Otto (SIAM J. Math. Anal.
29:1 (1998) 1–17). This allows us to obtain a new existence result for a physically well-established
system of PDEs consisting of the Darcy–Muskat law for each phase, N capillary pressure relations, and a
constraint on the volume occupied by the fluid. Our study does not require the introduction of any global
or complementary pressure.

1. Introduction

Equations for multiphase flows in porous media. We consider a convex open bounded set � ⊂ Rd

representing a porous medium; N+1 incompressible and immiscible phases, labeled by subscripts
i ∈ {0, . . . , N } are supposed to flow within the pores. Let us present now some classical equations that
describe the motion of such a mixture. The physical justification of these equations can be found, for
instance, in [Bear and Bachmat 1990, Chapter 5]. Let T > 0 be an arbitrary finite time horizon. We
denote by si :�× (0, T )=: Q→ [0, 1] the content of the phase i , i.e., the volume ratio of the phase i
compared to all the phases and the solid matrix, and by vi the filtration speed of the phase i . Then the
conservation of the volume of each phase can be written as

∂t si +∇ · (sivi )= 0 in Q, ∀i ∈ {0, . . . , N }. (1)

The filtration speed of each phase is assumed to be given by Darcy’s law

vi =−
1
µi

K(∇ pi − ρi g) in Q, ∀i ∈ {0, . . . , N }. (2)

In the above relation, g is the gravity vector, µi denotes the constant viscosity of the phase i , pi its
pressure, and ρi its density. The intrinsic permeability tensor K :�→ Rd×d is supposed to be smooth,
symmetric, that is, K = KT, and uniformly positive definite: there exist κ?, κ? > 0 such that

κ?|ξ |
2
≤ K(x)ξ · ξ ≤ κ?|ξ |2 ∀ξ ∈ Rd, ∀x ∈�. (3)

MSC2010: 35K65, 35A15, 49K20, 76S05.
Keywords: multiphase porous media flows, Wasserstein gradient flows, constrained parabolic system, minimizing movement

scheme.
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The pore volume is supposed to be saturated by the fluid mixture

σ :=

N∑
i=0

si = ω(x) a.e. in Q, (4)

where the porosity ω :�→ (0, 1) of the surrounding porous matrix is assumed to be smooth. In particular,
there exists 0<ω?≤ω? such that ω?≤ω(x)≤ω? for all x ∈�. In what follows, we set s= (s0, . . . , sN ),

1(x)=
{

s ∈ (R+)N+1 ∣∣ ∑N
i=0 si = ω(x)

}
,

and

X = {s ∈ L1(�;RN+1
+

) | s(x) ∈1(x) a.e. in �}.

There is an obvious one-to-one mapping between the sets 1(x) and

1∗(x)=
{

s∗=(s1, . . . , sN ) ∈ (R+)
N
∣∣ ∑N

i=1 si ≤ ω(x)
}
,

and consequently also between X and

X ∗ = {s∗ ∈ L1(�;RN
+
) | s∗(x) ∈1∗(x) a.e. in �}.

In what follows, we set ϒ =
⋃

x∈�1
∗(x)×{x}.

In order to close the system, we impose N capillary pressure relations

pi − p0 = πi (s∗, x) a.e. in Q, ∀i ∈ {1, . . . , N }, (5)

where the capillary pressure functions πi :ϒ→ R are assumed to be continuously differentiable and to
derive from a strictly convex potential 5 :ϒ→ R+; that is,

πi (s∗, x)=
∂5

∂si
(s∗, x) ∀i ∈ {1, . . . , N }.

We assume that 5 is uniformly convex with respect to its first variable. More precisely, we assume that
there exist two positive constants $? and $ ? such that, for all x ∈� and all s∗, ŝ∗ ∈1∗(x), one has

1
2$

?
|ŝ∗− s∗|2 ≥5(ŝ∗, x)−5(s∗, x)−π(s∗, x) · (ŝ∗− s∗)≥ 1

2$?|ŝ∗− s∗|2, (6)

where we introduced the notation

π :ϒ→ RN, (s∗, x) 7→ π(s∗, x)= (π1(s∗, x), . . . , πN (s∗, x)).

The relation (6) implies that π is monotone and injective with respect to its first variable. Denoting by

z 7→ φ(z, x)= (φ1(z, x), . . . , φN (z, x)) ∈1∗(x)

the inverse of π( · , x), it follows from (6) that

0< 1
$ ?
≤ Jzφ(z, x)≤ 1

$?
∀x ∈�, ∀z ∈ π(1∗(x), x), (7)
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where Jz stands for the Jacobian with respect to z and the above inequality should be understood in the
sense of positive definite matrices. Moreover, due to the regularity of π with respect to the space variable,
there exists Mφ > 0 such that

|∇xφ(z, x)| ≤ Mφ ∀x ∈�, ∀z ∈ π(1∗(x), x), (8)

where ∇x denotes the gradient with respect to the second variable only.

The problem is complemented with no-flux boundary conditions

vi · n= 0 on ∂�× (0, T ), ∀i ∈ {0, . . . , N }, (9)

and by the initial content profile s0
= (s0

0 , . . . , s0
N ) ∈X :

si ( · , 0)= s0
i ∀i ∈ {0, . . . , N }, with

N∑
i=0

s0
i = ω a.e. in �. (10)

Since we did not consider sources, and since we imposed no-flux boundary conditions, the volume of
each phase is conserved along time:∫

�

si (x, t) dx =
∫
�

s0
i (x) dx =: mi > 0 ∀i ∈ {0, . . . , N }. (11)

We can now give a proper definition of what we call a weak solution to the problem (1)–(2), (4)–(5),
and (9)–(10).

Definition 1.1 (weak solution). A measurable function s : Q→ (R+)
N+1 is said to be a weak solution

if s ∈1 a.e. in Q, if there exists p= (p0, . . . , pN ) ∈ L2((0, T ); H 1(�))N+1 such that the relations (5)
hold, and such that, for all φ ∈ C∞c (�×[0, T )) and all i ∈ {0, . . . , N }, one has∫∫

Q
si ∂tφ dx dt +

∫
�

s0
i φ( · , 0) dx−

∫∫
Q

si

µi
K(∇ pi − ρi g) ·∇φ dx dt = 0. (12)

Wasserstein gradient flow of the energy.

Energy of a configuration. First, we extend the convex function 5 : ϒ → [0,+∞], called capillary
energy density, to a convex function (still denoted by) 5 : RN+1

×�→ [0,+∞] by setting

5(s, x)=

5
(
ω

s∗

σ
, x
)
=5

(
ω

s1

σ
, . . . , ω

sN

σ
, x
)

if s ∈ RN+1
+ and σ ≤ ω(x),

+∞ otherwise,

σ being defined by (4). The extension of5 by+∞where σ >ω is natural because of the incompressibility
of the fluid mixture. The extension to {σ <ω}∪RN+1

+ is designed so that the energy density only depends
on the relative composition of the fluid mixture. However, this extension is somehow arbitrary, and,
as it will appear in the sequel, it has no influence on the flow since the solution s remains in X ; i.e.,∑N

i=0 si = ω. In our previous note [Cancès et al. 2015] the appearance of void σ < ω was directly
prohibited by a penalization in the energy.
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The second part in the energy comes from the gravity. In order to lighten the notation, we introduce
the functions

9i :�→ R+, x 7→ −ρi g · x, ∀i ∈ {0, . . . , N },

and

9 :�→ RN+1
+

, x 7→ (90(x), . . . , 9N (x)).

The fact that 9i can be assumed to be positive comes from the fact that � is bounded. Even though the
physically relevant potentials are indeed the gravitationals 9i (x) = −ρi g · x, the subsequent analysis
allows for a broader class of external potentials and for the sake of generality we shall therefore consider
arbitrary 9i ∈ C1(�) in the sequel.

We can now define the convex energy functional E : L1(�,RN+1)→R∪{+∞} by adding the capillary
energy to the gravitational one:

E(s)=
∫
�

(5(s, x)+ s ·9) dx ≥ 0 ∀s ∈ L1(�;RN+1). (13)

Note moreover that E(s) < ∞ if and only if s ≥ 0 and σ ≤ ω a.e. in �. It follows from the mass
conservation (11) that ∫

�

σ(x) dx =
N∑

i=0

mi =

∫
�

ω(x) dx.

Assume that there exists a nonnegligible subset A of � such that σ < ω on A; then necessarily, there
must be a nonnegligible subset B of � such that σ > ω so that the above equation holds, and hence
E(s)=+∞. Therefore,

E(s) <∞ ⇐⇒ s ∈X . (14)

Let p = (p0, . . . , pN ) : � → RN+1 be such that p ∈ ∂s5(s, x) for a.e. x in �. Then, defining
hi = pi+9i (x) for all i ∈ {0, . . . , N } and h= (hi )0≤i≤N , we have h belongs to the subdifferential ∂sE(s)
of E at s; i.e.,

E(ŝ)≥ E(s)+
N∑

i=0

∫
�

hi (ŝi − si ) dx ∀ŝ ∈ L1(�;RN+1).

The reverse inclusion also holds; hence

∂sE(s)= {h :�→ RN+1
| hi −9i (x) ∈ ∂s5(s, x) for a.e. x ∈�}. (15)

Thanks to (14), we know that a configuration s has finite energy if and only if s ∈X . Since we are
interested in finite energy configurations, it is relevant to consider the restriction of E to X . Then using
the one-to-one mapping between X and X ∗, we define the energy of a configuration s∗ ∈X ∗, which we
denote by E(s∗), by setting E(s∗)= E(s), where s is the unique element of X corresponding to s∗ ∈X ∗.
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Geometry of � and Wasserstein distance. Inspired by [Lisini 2009], where heterogeneous anisotropic
degenerate parabolic equations are studied from a variational point of view, we introduce N+1 distances
on � that take into account the permeability of the porous medium and the phase viscosities. Given two
points x, y in �, we denote by

P(x, y)= {γ ∈ C1([0, 1];�) | γ (0)=x and γ (1)= y}

the set of the smooth paths joining x to y, and we introduce distances di , i ∈ {0, . . . , N }, between elements
on � by setting

di (x, y)= inf
γ∈P(x, y)

(∫ 1

0
µi K

−1(γ (τ ))γ ′(τ ) · γ ′(τ ) dτ
)1/2

∀(x, y) ∈�. (16)

It follows from (3) that √
µi

κ?
|x− y| ≤ di (x, y)≤

√
µi

κ?
|x− y| ∀(x, y) ∈�2. (17)

For i ∈ {0, . . . , N } we define

Ai =
{
si ∈ L1(�;R+)

∣∣ ∫
�

si dx=mi
}
.

Given si , ŝi ∈Ai , the set of admissible transport plans between si and ŝi is given by

0i (si , ŝi )=
{
θi ∈M+(�×�)

∣∣ θi (�×�)=mi , θ
(1)
i =si and θ (2)i = ŝi

}
,

where M+(�×�) stands for the set of Borel measures on �×� and θ (k)i is the k-th marginal of the
measure θi . We define the quadratic Wasserstein distance Wi on Ai by setting

Wi (si , ŝi )=

(
inf

θi∈0(si ,ŝi )

∫∫
�×�

di (x, y)2 dθi (x, y)
)1/2

. (18)

Due to the permeability tensor K(x), the porous medium � might be heterogeneous and anisotropic.
Therefore, some directions and areas might be privileged by the fluid motions. This is encoded in the
distances di we put on �. Moreover, the more viscous the phase is, the more costly are its displacements,
hence the µi in the definition (16) of di . But it follows from (17) that√

µi

κ?
Wref(si , ŝi )≤Wi (si , ŝi )≤

√
µi

κ?
Wref(si , ŝi ) ∀si , ŝi ∈Ai , (19)

where Wref denotes the classical quadratic Wasserstein distance defined by

Wref(si , ŝi )=

(
inf

θi∈0(si ,ŝi )

∫∫
�×�

|x− y|2 dθi (x, y)
)1/2

. (20)

With the phase Wasserstein distances (Wi )0≤i≤N at hand, we can define the global Wasserstein
distance W on A :=A0× · · ·×AN by setting

W(s, ŝ)=
( N∑

i=0

Wi (si , ŝi )
2
)1/2

∀s, ŝ ∈A.
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Finally for technical reasons we also assume that there exists a smooth extension K̃ to Rd of the
permeability tensor such that (3) holds on Rd. This allows us to define distances d̃i on the whole Rd by

d̃i (x, y)= inf
γ∈P̃(x, y)

(∫ 1

0
µi K̃

−1(γ (τ ))γ ′(τ ) · γ ′(τ ) dτ
)1/2

∀x, y ∈ Rd, (21)

where P̃(x, y) = {γ ∈ C1([0, 1];Rd) | γ (0)=x and γ (1)= y}. In the sequel, we assume that the
extension K̃ of K is such that

� is geodesically convex in Mi = (R
d , d̃i ) for all i. (22)

In particular d̃i = di on � × �. Since K̃−1 is smooth, at least C2
b(R

d), the Ricci curvature of the
smooth complete Riemannian manifold Mi is uniformly bounded; i.e., there exists C depending only on
(µi )0≤i≤N and K̃ such that

|RicMi ,x(v)| ≤ Cµi K
−1v · v ∀x ∈ Rd, ∀v ∈ Rd. (23)

We deduce from the lower bound on the Ricci curvature and on the geodesic convexity of � that the
Boltzmann relative entropy Hω with respect to ωi , defined by

Hω(s)=
∫

Rd
s log

(
s
ω

)
dx for all measurable s :�→ R+, (24)

is λi -displacement convex on Pac(�) for some λi ∈ R. Here, Pac(�) denotes the set of probability
measures on � that are absolutely continuous with respect to the Lebesgue measure. Then mass scaling
implies that Hω is also λi -displacement convex on (Ai ,Wi ). We refer to [Villani 2009, Chapters 14
and 17] for further details on the Ricci curvature and its links with optimal transportation.

In the homogeneous and isotropic case K(x)= Id, condition (22) simply amounts to assuming that
� is convex. A simple sufficient condition implying (22) is given in Appendix A in the isotropic but
heterogeneous case K(x)= κ(x)Id .

Gradient flow of the energy. The content of this section is formal. Our aim is to write the problem as a
gradient flow, i.e.,

ds
dt
∈ − gradW E(s)=−

(
gradW0

E(s), . . . , gradWN
E(s)

)
, (25)

where gradW E(s) denotes the full Wasserstein gradient of E(s), and gradWi
E(s) stands for the partial

gradient of si 7→ E(s) with respect to the Wasserstein distance Wi . The Wasserstein distance Wi was built
so that ṡ = (ṡi )i ∈ gradW E(s) if and only if there exists h ∈ ∂sE(s) such that

∂t si =−∇ ·

(
si

K

µi
∇hi

)
∀i ∈ {0, . . . , N }.

Such a construction was already performed by Lisini in the case of a single equation. Owing to the defini-
tions (13) and (15) of the energy E(s) and its subdifferential ∂sE(s), the partial differential equations can
be (at least formally) recovered. This was, roughly speaking, the purpose of our note [Cancès et al. 2015].
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In order to define rigorously the gradient gradW E in (25), A has to be a Riemannian manifold. The
so-called Otto’s calculus [2001], see also [Villani 2009, Chapter 15], allows to put a formal Riemannian
structure on A . But as far as we know, this structure cannot be made rigorous and A is a mere metric
space. This leads us to consider generalized gradient flows in metric spaces; see [Ambrosio et al. 2008].
We won’t go deep into details in this direction, but we will prove that weak solutions can be obtained as
limits of a minimizing movement scheme presented in the next section. This characterizes the gradient
flow structure of the problem.

Minimizing movement scheme and main result.

The scheme and existence of a solution. For a fixed time-step τ > 0, the so-called minimizing movement
scheme [De Giorgi 1993; Ambrosio et al. 2008] or JKO scheme [Jordan et al. 1998] consists in computing
recursively (sn)n≥1 as the solution to the minimization problem

sn
= Argmin

s∈A

(
W(s, sn−1)2

2τ
+ E(s)

)
, (26)

the initial data s0 being given in (10).

Approximate solution and main result. Anticipating that the JKO scheme (26) is well-posed (this is
the purpose of Proposition 2.1 below), we can now define the piecewise constant interpolation sτ ∈
L∞((0, T );X ∩A) by

sτ (0, ·)= s0 and sτ (t, ·)= sn
∀t ∈ ((n− 1)τ, nτ ], ∀n ≥ 1. (27)

The main result of our paper is the following.

Theorem 1.2. Let (τk)k≥1 be a sequence of time steps tending to 0. Then there exists one weak solution s
in the sense of Definition 1.1 such that, up to an unlabeled subsequence, (sτk )k≥1 converges a.e. in Q
towards s as k tends to∞.

As a direct by-product of Theorem 1.2, the continuous problem admits (at least) one solution in the
sense of Definition 1.1. As far as we know, this existence result is new.

Remark 1.3. It is worth stressing that our final solution will satisfy a posteriori ∂t si ∈ L2((0, T ); H 1(�)′),
si ∈ L2((0, T ); H 1(�)), and thus si ∈ C([0, T ]; L2(�)). This regularity is enough to retrieve the so-called
energy-dissipation equality

d
dt

E(s(t))=−
N∑

i=0

∫
�

K
si (t)
µi
∇(pi (t)+9i ) · ∇(pi (t)+9i ) dx ≤ 0 for a.e. t ∈ (0, T ),

which is another admissible formulation of gradient flows in metric spaces [Ambrosio et al. 2008].

Goal and positioning of the paper. The aims of the paper are twofold. First, we aim to provide a
rigorous foundation to the formal variational approach introduced in the authors’ recent note [Cancès et al.
2015]. This gives new insights into the modeling of complex porous media flows and their numerical
approximation. Our approach appears to be very natural since only physically motivated quantities appear
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in the study. Indeed, we manage to avoid the introduction of the so-called Kirchhoff transform and global
pressure, which classically appear in the mathematical study of multiphase flows in porous media; see,
for instance, [Chavent 1976; 2009; Antoncev and Monahov 1978; Chavent and Jaffré 1986; Fabrie and
Saad 1993; Gagneux and Madaune-Tort 1996; Chen 2001; Amaziane et al. 2012; 2014].

Second, the existence result that we deduce from the convergence of the variational scheme is new as
soon as there are at least three phases (N ≥ 2). Indeed, since our study does not require the introduction of
any global pressure, we get rid of many structural assumptions on the data, among which is the so-called
total differentiability condition; see, for instance, Assumption (H3) in [Fabrie and Saad 1993]. This
structural condition is not naturally satisfied by the models, and suitable algorithms have to be employed
in order to adapt the data to this constraint [Chavent and Salzano 1985]. However, our approach suffers
from another technical difficulty: we are limited to the case of linear relative permeabilities. The extension
to the case of nonlinear concave relative permeabilities, i.e., where (1) is replaced by

∂t si +∇ · (ki (si )vi )= 0,

may be reachable thanks to the contributions of Dolbeault, Nazaret, and Savaré [Dolbeault et al. 2009], see
also [Zinsl and Matthes 2015b], but we did not push in this direction since the relative permeabilities ki

are in general supposed to be convex in models coming from engineering.

Since the seminal paper of Jordan, Kinderlehrer, and Otto [Jordan et al. 1998], gradient flows in metric
spaces (and particularly in the space of probability measures endowed with the quadratic Wasserstein
distance) were the object of many studies. Let us for instance refer to the monograph of Ambrosio,
Gigli, and Savaré [Ambrosio et al. 2008] and to Villani’s book [2009, Part II] for a complete overview.
Applications are numerous. We refer for instance to [Otto 1998] for an application to magnetic fluids,
to [Sandier and Serfaty 2004; Ambrosio and Serfaty 2008; Ambrosio et al. 2011] for applications to
superconductivity to [Blanchet et al. 2008; Blanchet 2013; Zinsl and Matthes 2015a] for applications to
chemotaxis, to [Lisini et al. 2012] for phase field models, to [Maury et al. 2010] for a macroscopic model
of crowd motion, to [Bolley et al. 2013] for an application to granular media, to [Carrillo et al. 2011]
for aggregation equations, and to [Kinderlehrer et al. 2017] for a model of ionic transport that applies
in semiconductors. In the context of porous media flows, this framework has been used by Otto [2001]
to study the asymptotic behavior of the porous medium equation, which is a simplified model for the
filtration of a gas in a porous medium. The gradient flow approach in Wasserstein metric spaces was used
more recently by Laurençot and Matioc [2013] on a thin film approximation model for two-phase flows
in porous media. Finally, let us mention that similar ideas were successfully applied for multicomponent
systems; see, e.g., [Carlier and Laborde 2015; Laborde 2016; Zinsl and Matthes 2015b; Zinsl 2014].

The variational structure of the system governing incompressible immiscible two-phase flows in porous
media was recently depicted by the authors in their note [Cancès et al. 2015]. Whereas the purpose of
that paper is formal, our goal is here to give a rigorous foundation to the variational approach for complex
flows in porous media. Finally, let us mention the work of Gigli and Otto [2013], where it was noticed
that multiphase linear transportation with saturation constraint, as we have here thanks to (1) and (4),
yields nonlinear transport with mobilities that appear naturally in the two-phase flow context.
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The paper is organized as follows. In Section 2, we derive estimates on the solution sτ for a fixed τ .
Beyond the classical energy and distance estimates detailed in the first subsection, in the second subsection
we obtain enhanced regularity estimates thanks to an adaptation of the so-called flow interchange technique
of Matthes, McCann, and Savaré [Matthes et al. 2009] to our inhomogeneous context. Because of the
constraint on the pore volume (4), the auxiliary flow we use is no longer the heat flow, and a drift term
has to be added. An important effort is then done in Section 3 to derive the Euler–Lagrange equations
that follow from the optimality of sn. Our proof is inspired by the work of Maury, Roudneff-Chupin, and
Santambrogio [Maury et al. 2010]. It relies on an intensive use of the dual characterization of the optimal
transportation problem and the corresponding Kantorovich potentials. However, additional difficulties
arise from the multiphase aspect of our problem, in particular when there are at least three phases (i.e.,
N ≥ 2). These are bypassed using a generalized multicomponent bathtub principle (Theorem B.1 in
Appendix B) and computing the associated Lagrange multipliers in the first subsection. This key step
then allows to define the notion of discrete phase and capillary pressures in the second subsection. Then
Section 4 is devoted to the convergence of the approximate solutions (sτk )k towards a weak solution s
as τk tends to 0. The estimates we obtained in Section 2 are integrated with respect to time in the first
subsection. In the second subsection, we show that these estimates are sufficient to enforce the relative
compactness of (sτk )k in the strong L1(Q)N+1 topology. Finally, it is shown in the third subsection that
any limit s of (sτk )k is a weak solution in the sense of Definition 1.1.

2. One-step regularity estimates

The first thing to do is to show that the JKO scheme (26) is well-posed. This is the purpose of the
following proposition.

Proposition 2.1. Let n ≥ 1 and sn−1
∈X ∩A . Then there exists a unique solution sn to the scheme (26).

Moreover, one has sn
∈X ∩A .

Proof. Any sn−1
∈X ∩A has finite energy thanks to (14). Let (sn,k)k ⊂A be a minimizing sequence in

(26). Plugging sn−1 into (26), it is easy to see that E(sn,k)≤E(sn−1)<∞ for large k; thus (sn,k)k ⊂X ∩A
thanks to (14). Hence, one has 0 ≤ sn,k

i (x) ≤ ω(x) for all k. By the Dunford–Pettis theorem, we can
therefore assume that sn,k

i ⇀ sn
i weakly in L1(�). It is then easy to check that the limit sn of sn,k belongs

to X ∩A . The lower semicontinuity of the Wasserstein distance with respect to weak L1 convergence is
well known, see, e.g., [Santambrogio 2015, Proposition 7.4], and since the energy functional is convex
and thus lower semicontinuous, we conclude that sn is indeed a minimizer. Uniqueness follows from the
strict convexity of the energy as well as from the convexity of the Wasserstein distances (with respect to
linear interpolation sθ = (1− θ)s0+ θ s1). �

The rest of this section is devoted to improving the regularity of the successive minimizers.

Energy and distance estimates. Plugging s = sn−1 into (26) we obtain

W(sn, sn−1)2

2τ
+ E(sn)≤ E(sn−1). (28)
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As a consequence we have the monotonicity

· · · ≤ E(sn)≤ E(sn−1)≤ · · · ≤ E(s0) <∞

at the discrete level; thus sn
∈X for all n ≥ 0 thanks to (14). Summing (28) over n we also obtain the

classical total square distance estimate

1
τ

∑
n≥0

W2(sn+1, sn)≤ 2E(s0)≤ C(�,5,9), (29)

where the last inequality comes from the fact that s0 is uniformly bounded since it belongs to X , and
thus so is E(s0). This readily gives the approximate 1

2 -Hölder estimate

W(sn1, sn2)≤ C
√
|n2− n1|τ . (30)

Flow interchange, entropy estimate and enhanced regularity. The goal of this section is to obtain some
additional Sobolev regularity on the capillary pressure field π(sn∗, x), where sn∗

= (sn
1 , . . . , sn

N ) is the
unique element of X ∗ corresponding to the minimizer sn of (26). In what follows, we set

πn
i :�→ R, x 7→ πi (sn∗(x), x), ∀i ∈ {1, . . . , N }

and πn
= (πn

1 , . . . , π
n
N ). Bearing in mind that ω(x)≥ ω? > 0 in �, we can define the relative Boltzmann

entropy Hω with respect to ω by (24).

Lemma 2.2. There exists C depending only on �,5,ω,K, (µi )i , and 9 such that, for all n ≥ 1 and all
τ > 0, one has

N∑
i=0

‖∇πn
i ‖

2
L2(�)
≤ C

(
1+

W2(sn, sn−1)

τ
+

N∑
i=0

Hω(sn−1
i )−Hω(sn

i )

τ

)
. (31)

Proof. The argument relies on the flow interchange technique introduced by Matthes, McCann, and
Savaré [Matthes et al. 2009]. Throughout the proof, C denotes a fluctuating constant that depends on the
prescribed data �,5,ω,K, (µi )i , and 9, but neither on t , τ , nor on n. For i = 0, . . . , N consider the
auxiliary flows 

∂t ši = div(K∇ ši − ši K∇ logω), t > 0, x ∈�,
K(∇ ši − ši∇ logω) · ν = 0, t > 0, x ∈ ∂�,
ši |t=0 = sn

i , x ∈�
(32)

for each i ∈ {0, . . . , N }. By standard parabolic theory, see for instance [Ladyženskaja et al. 1968,
Chapter III, Theorem 12.2], these initial-boundary value problems are well-posed, and their solutions ši (x)
belong to C1,2((0, 1]×�)∩C([0, 1]; L p(�)) for all p ∈ (1,∞) if ω ∈ C2,α(�) and K ∈ C1,α(�) for some
α > 0. Therefore, t 7→ ši ( · , t) is absolutely continuous in L1(�), and thus in Ai endowed with the usual
quadratic distance Wref (20) thanks to [Santambrogio 2015, Proposition 7.4]. Because of (19), the curve
t 7→ ši ( · , t) is also absolutely continuous in Ai endowed with Wi .
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From Lisini’s results [2009], we know that the evolution t 7→ ši ( · , t) can be interpreted as the gradient
flow of the relative Boltzmann functional (1/µi )Hω with respect to the metric Wi , the scaling factor 1/µi

appearing due to the definition (18) of the distance Wi . As a consequence of (23), The Ricci curvature
of (�, di ) is bounded, and hence bounded from below. Since ω ∈ C2(�), and with our assumption (22),
we also have that (1/µi )Hω is λi -displacement convex with respect to Wi for some λi ∈ R depending
on ω and the geometry of (�, di ); see [Villani 2009, Chapter 14]. Therefore, we can use the so-called
evolution variational inequality characterization of gradient flows, see for instance [Ambrosio and Gigli
2013, Definition 4.5], centered at sn−1

i , namely

1
2

d
dt

W 2
i (ši (t), sn−1

i )+
λi

2
W 2

i (ši (t), sn−1
i )≤

1
µi

Hω(sn−1
i )−

1
µi

Hω(ši (t)).

Define š = (š0, . . . , šN ) and š∗ = (š1, . . . , šN ). Summing the previous inequality over i ∈ {0, . . . , N }
leads to

d
dt

(
1

2τ
W2(š(t), sn−1)

)
≤ C

(
W2(š(t), sn−1)

τ
+

N∑
i=0

Hω(sn−1
i )−Hω(ši (t))

τ

)
. (33)

In order to estimate the internal energy contribution in (26), we first note that
∑

sn
i (x) = ω(x) for

all x ∈�; thus by the linearity of (32) and since ω is a stationary solution we have
∑

ši (x, t)= ω(x)
as well. Moreover, the problem (32) is monotone, thus order preserving, and admits 0 as a subsolution.
Hence ši (x, t)≥ 0, so that š(t)∈A∩X is an admissible competitor in (26) for all t > 0. The smoothness
of š for t > 0 allows us to write

d
dt

(∫
�

5(š∗(x, t), x) dx
)
=

N∑
i=1

∫
�

π̌i (x, t) ∂t ši (x, t) dx = I1(t)+ I2(t), (34)

where π̌i := πi (š∗, · ), and where, for all t > 0, we have set

I1(t)=−
N∑

i=1

∫
�

∇π̌i (t) ·K∇ši (t) dx, I2(t)=−
N∑

i=1

∫
�

ši (t)
ω

∇π̌i (t) ·K∇ω dx.

To estimate I1, we first use the invertibility of π to write

š(x, t)= φ(π̌(x, t), x)=: φ̌(x, t),

yielding
∇ š(x, t)= Jzφ(π̌(x, t), x)∇π̌(x, t)+∇xφ(π̌(x, t), x). (35)

Combining (3), (7), (8) and the elementary inequality

ab ≤ δ
a2

2
+

b2

2δ
with δ > 0 arbitrary, (36)

we get that for all t > 0,

I1(t)≤−
κ?

$ ?

∫
�

|∇π̌(t)|2 dx+ κ?
(
δ

∫
�

|∇π̌(t)|2 dx+
1
δ

∫
�

|∇xφ(π̌(t))|2 dx
)
.
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Choosing δ = κ?/(4κ?$ ?), we get that

I1(t)≤−
3κ?
4$ ?

∫
�

|∇π̌(t)|2 dx+C ∀t > 0. (37)

In order to estimate I2, we use that š(t)∈X for all t > 0, so that 0≤ ši (x, t)≤ω(x); hence we deduce
that

∑N
i=1(ši/ω)

2
≤ 1. Therefore, using (36) again, we get

I2(t)≤ δκ?
∫
�

|∇π̌(t)|2 dx+
κ?

δ

∫
�

|∇ω|2 dx.

Choosing again δ = κ?/(4κ?$ ?) yields

I2(t)≤
κ?

4$ ?

∫
�

|∇π̌(t)|2 dx+C. (38)

Taking (37)–(38) into account in (34) provides

d
dt

(∫
�

5(š∗(x, t), x) dx
)
≤−

κ?

2$ ?

∫
�

|∇π̌(t)|2 dx+C ∀t > 0. (39)

Let us now focus on the potential (gravitational) energy. Since š(t) belongs to X ∩A for all t > 0, we
can make use of the relation

š0(x, t)= ω(x)−
N∑

i=1

ši (x, t) ∀(x, t) ∈�×R+,

to write: for all t > 0,

N∑
i=0

∫
�

ši (x, t)9i (x) dx =
N∑

i=1

∫
�

ši (x, t)(9i −90)(x) dx+
∫
�

ω(x)90(x) dx.

This leads to

d
dt

( N∑
i=0

∫
�

ši (t)9i dx
)
=

N∑
i=1

∫
�

(9i (x)−90(x)) ∂t si (x, t) dx = J1(t)+ J2(t), (40)

where, using the equations (32), we have set

J1(t)= −
N∑

i=1

∫
�

∇(9i −90) ·K∇ši (t) dx, J2(t)=
N∑

i=1

∫
�

ši (t)
ω

∇(9i −90) ·K∇ω dx.

The term J1 can be estimated using (36). More precisely, for all δ > 0, we have

J1(t)≤ κ?
(
δ‖∇ š∗(t)‖2L2 +

1
δ

N∑
i=1

‖∇(9i −90)‖
2
L2

)
. (41)

Using (35) together with (7)–(8), we get that

‖∇ š∗‖2L2 ≤

( 1
$?
‖∇π̌‖L2 + |�|Mφ

)2
≤

2
($?)2

‖∇π̌‖2L2 + 2(|�|Mφ)
2.
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Therefore, choosing δ = ($?)
2κ?/(8κ?$ ?) in (41), we infer from the regularity of 9 that

J1(t)≤
κ?

4$ ?

∫
�

|∇π̌(t)|2 dx+C ∀t > 0. (42)

Finally, it follows from the fact that
∑N

i=1 ši ≤ ω, from the Cauchy–Schwarz inequality, and from the
regularity of 9, ω that

J2(t)≥−κ?
N∑

i=1

‖∇9i −∇90‖L2 ‖∇ω‖L2 = C. (43)

Combining (40), (42), and (43) with (39), we get that

d
dt

E(š(t))≤−
κ?

4$ ?

∫
�

|∇π̌(t)|2 dx+C ∀t > 0. (44)

Denote by

Fn
τ (s) :=

1
2τ

W2(s, sn−1)+ E(s) (45)

the functional to be minimized in (26); then combining (33) and (44) provides

d
dt

F n
τ (š(t))+

κ?

4$ ?
‖∇π̌‖2L2 ≤ C

(
1+

W2(š(t), sn−1)

τ
+

N∑
i=0

Hω(sn−1
i )−Hω(ši (t))

τ

)
∀t > 0.

Since š(0)= sn is a minimizer of (26), we must have

0≤ lim sup
t→0+

(
d
dt

Fn
τ (š(t))

)
,

otherwise š(t) would be a strictly better competitor than sn for small t > 0. As a consequence, we get

lim inf
t→0+

‖∇π̌(t)‖2L2 ≤ C lim sup
t→0+

(
1+

W2(š(t), sn−1)

τ
+

N∑
i=0

Hω(sn−1
i )−Hω(ši (t))

τ

)
.

Since ši belongs to C([0, 1]; L p(�)) for all p ∈ [1,∞), see for instance [Cancès and Gallouët 2011], the
continuity of the Wasserstein distance and of the Boltzmann entropy with respect to strong L p-convergence
imply that

W2(š(t), sn−1) t→0+
−−→W2(sn, sn−1) and Hω(ši (t)) t→0+

−−→Hω(sn
i ).

Therefore, we obtain that

lim inf
t→0+

‖∇π̌(t)‖2L2 ≤ C
(

1+
W2(sn, sn−1)

τ
+

N∑
i=0

Hω(sn−1
i )−Hω(sn

i )

τ

)
. (46)

It follows from the regularity of π that

π(š∗(t), x)= π̌(t) t→0+
−−→πn

= π(sn∗, x) in L p(�).
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Finally, let (t`)`≥1 be a decreasing sequence tending to 0 realizing the lim inf in (46); then the sequence
(∇π̌(t`))`≥1 converges weakly in L2(�)N×d towards ∇πn. The lower semicontinuity of the norm with
respect to the weak convergence leads to

N∑
i=1

‖∇πn
i ‖

2
L2 ≤ lim

`→∞
‖∇π̌(t`)‖2L2

= lim inf
t→0+

‖∇π̌(t)‖2L2 ≤ C
(

1+
W2(sn, sn−1)

τ
+

N∑
i=0

Hω(sn−1
i )−Hω(sn

i )

τ

)
. �

3. The Euler–Lagrange equations and pressure bounds

The goal of this section is to extract information coming from the optimality of sn in the JKO mini-
mization (26). The main difficulty consists in constructing the phase and capillary pressures from this
optimality condition. Our proof is inspired by [Maury et al. 2010] and makes extensive use of the
Kantorovich potentials. Therefore, we first recall their definition and some useful properties. We refer to
[Santambrogio 2015, §1.2; Villani 2009, Chapter 5] for details.

Let (ν1, ν2) ∈M+(�)
2 be two nonnegative measures with same total mass. A pair of Kantorovich

potentials (ϕi , ψi ) ∈ L1(ν1)× L1(ν2) associated to the measures ν1 and ν2 and to the cost function 1
2 d2

i
defined by (16), i ∈ {0, . . . , N }, is a solution of the Kantorovich dual problem

DPi (ν1, ν2)= max
(ϕi ,ψi )∈L1(ν1)×L1(ν2)

ϕi (x)+ψi ( y)≤ 1
2 d2

i (x, y)

∫
�

ϕi (x)ν1(x) dx+
∫
�

ψi ( y)ν2( y) d y.

We will use the three following important properties of the Kantorovich potentials:

(a) There is always duality; that is,

DPi (ν1, ν2)=
1
2 W 2

i (ν1, ν2) ∀i ∈ {0, . . . , N }.

(b) A pair of Kantorovich potentials (ϕi , ψi ) is dν1⊗ dν2 unique, up to additive constants.

(c) The Kantorovich potentials ϕi and ψi are 1
2 d2

i -conjugate; that is,

ϕi (x)= inf
y∈�

1
2 d2

i (x, y)−ψi ( y) ∀ x ∈�,

ψi ( y)= inf
x∈�

1
2 d2

i (x, y)−ϕi (x) ∀ y ∈�.

Remark 3.1. Since � is bounded, the cost functions (x, y) 7→ 1
2 d2

i (x, y), i ∈ {1, . . . , N }, are globally
Lipschitz continuous; see (17). Thus item (c) shows that ϕi and ψi are also Lipschitz continuous.

A decomposition result. The next lemma is an adaptation of [Maury et al. 2010, Lemma 3.1] to our
framework. It essentially states that, since sn is a minimizer of (26), it is also a minimizer of the linearized
problem.
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Lemma 3.2. For n ≥ 1 and i = 0, . . . , N there exist some (backward, optimal) Kantorovich potentials ϕn
i

from sn
i to sn−1

i such that, using the convention πn
0 = (∂5/∂s0)(sn

1 , . . . , sn
N , x)= 0, setting

Fn
i :=

ϕn
i

τ
+πn

i +9i , ∀i ∈ {0, . . . , N }, (47)

and defining Fn
= (Fn

i )0≤i≤N , we have

sn
∈ Argmin

s∈X∩A

∫
�

Fn(x) · s(x) dx. (48)

Moreover, Fn
i ∈ L∞ ∩ H 1(�) for all i ∈ {0, . . . , N }.

Proof. We assume first that sn−1
i (x) > 0 everywhere in � for all i ∈ {1, . . . , N }, so that the Kantorovich

potentials (ϕn
i , ψ

n
i ) from sn

i to sn−1
i are uniquely determined after normalizing ϕn

i (xref) = 0 for some
arbitrary point xref ∈�; see [Santambrogio 2015, Proposition 7.18]. Given any s = (si )1≤0≤N ∈X ∩A
and ε ∈ (0, 1) we define the perturbation

sε := (1− ε)sn
+ εs.

Note that X∩A is convex; thus sε is an admissible competitor for all ε∈ (0, 1). Let (ϕεi , ψ
ε
i ) be the unique

Kantorovich potentials from sεi to sn−1
i , similarly normalized as ϕεi (xref)= 0. Then by characterization of

the squared Wasserstein distance in terms of the dual Kantorovich problem we have
1
2 W 2

i (s
ε
i , sn−1

i )=

∫
�

ϕεi (x)s
ε
i (x) dx+

∫
�

ψεi ( y)sn−1
i ( y) d y,

1
2 W 2

i (s
n
i , sn−1

i )≥

∫
�

ϕεi (x)s
n
i (x) dx+

∫
�

ψεi ( y)sn−1
i ( y) d y.

By definition of the perturbation sε it is easy to check that sεi − sn
i = ε(si − sn

i ). Subtracting the previous
inequalities we get

W 2
i (s

ε
i , sn−1

i )−W 2
i (s

n
i , sn−1

i )

2τ
≤
ε

τ

∫
�

ϕεi (si − sn
i ) dx. (49)

Define sε∗ = (sε1, . . . , sεN ), π
ε
= π(sε∗, · ), and extend to the zeroth component π̄ ε = (0,π ε). The

convexity of 5 as a function of s1, . . . , sN implies∫
�

(
5(sn∗, x)−5(sε∗, x)

)
dx≥

∫
�

π ε ·(sn∗
−sε∗) dx=

∫
�

π̄ ε ·(sn
−sε) dx=−ε

∫
�

π̄ ε ·(s−sn) dx. (50)

For the potential energy, we obtain by linearity that∫
�

(sε − sn) ·9 dx = ε
∫
�

(s− sn) ·9 dx. (51)

Summing (49)–(51), dividing by ε, and recalling that sn minimizes the functional Fn
τ defined by (45), we

obtain

0≤
Fn
τ (sε)−Fn

τ (sn)

ε
≤

N∑
i=0

∫
�

(
ϕεi

τ
+ π̄ εi +9i

)
(si − sn

i ) dx (52)
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for all s ∈X ∩A and all ε ∈ (0, 1). Because� is bounded, any Kantorovich potential is globally Lipschitz
with bounds uniform in ε; see, for instance, the proof of [Santambrogio 2015, Theorem 1.17]. Since sε

converges uniformly towards sn when ε tends to 0, we infer from Theorem 1.52 of the same paper that
ϕεi converges uniformly towards ϕn

i as ε tends to 0, where ϕn
i is a Kantorovich potential from sn

i to sn−1
i .

Moreover, since π is uniformly continuous in s, we also know that π ε converges uniformly towards πn

and thus π̄ ε→ π̄n
= (0,πn) as well. Then we can pass to the limit in (52) and infer that

0≤
∫
�

Fn
· (s− sn) dx ∀s ∈X ∩A (53)

and (48) holds.
If sn−1

i > 0 does not hold everywhere, we argue by approximation. Running the flow (32) for a short
time δ > 0 starting from sn−1, we construct an approximation sn−1,δ

= (sn−1,δ
0 , . . . , sn−1,δ

N ) converging to
sn−1
= (sn−1

0 , . . . , sn−1
N ) in L1(�) as δ tends to 0. By construction sn−1,δ

∈X ∩A , and it follows from
the strong maximum principle that sn−1,δ

i > 0 in � for all δ > 0. By Proposition 2.1 there exists a unique
minimizer sn,δ to the functional

F n,δ
τ :X ∩A→ R+, s 7→ 1

2τ
W2(s, sn−1,δ)+ E(s).

Since sn−1,δ > 0, there exist unique Kantorovich potentials (ϕn,δ
i , ψ

n,δ
i ) from sn,δ

i to sn−1,δ
i . This allows

us to construct Fn,δ using (47), where ϕn
i and πn

i have been replaced by ϕn,δ
i and πn,δ

i . Thanks to the
above discussion,

0≤
∫
�

Fn,δ∗
· (s∗− sn,δ∗) dx ∀s∗ ∈X ∗ ∩A∗. (54)

We can now let δ tend to 0. Because of the time continuity of the solutions to (32), we know that sn−1,δ

converges towards sn−1 in L1(�). On the other hand, from the definition of sn,δ and Lemma 2.2 (in
particular (31) with sn−1,δ, sn,δ, πn,δ instead of sn−1, sn, πn) we see that πn,δ is bounded in H 1(�)N+1

uniformly in δ > 0. Using next the Lipschitz continuity (8) of φ, one deduces that sn,δ is uniformly
bounded in H 1(�)N+1. Then, thanks to Rellich’s compactness theorem, we can assume that sn,δ converges
strongly in L2(�)N+1 as δ tends to 0. By the strong convergence sn−1,δ

→ sn−1 and standard properties
of the squared Wasserstein distance, one readily checks that F n,δ

τ 0-converges towards Fn
τ , and we can

therefore identify the limit of sn,δ as the unique minimizer sn of Fn
τ . Thanks to Lebesgue’s dominated

convergence theorem, we also infer that πn,δ
i converges in L2(�) towards πn

i . Using once again the
stability of the Kantorovich potentials [Santambrogio 2015, Theorem 1.52], we know that ϕn,δ

i converges
uniformly towards some Kantorovich potential ϕn

i . Then we can pass to the limit in (54) and claim
that (53) is satisfied even when some coordinates of sn−1 vanish on some parts of �.

Finally, note that since the Kantorovich potentials ϕn
i are Lipschitz continuous and because πn

i ∈ H 1

(see Lemma 2.2) and 9 is smooth, we have Fn
i ∈ H 1. Since the phases are bounded 0≤ sn

i (x)≤ ω(x)
and π is continuous we have πn

∈ L∞; thus Fn
i ∈ L∞ as well and the proof is complete. �

We can now suitably decompose the vector field Fn
= (Fn

i )0≤i≤N defined by (47).
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Corollary 3.3. Let Fn
= (Fn

0 , . . . , Fn
N ) be as in Lemma 3.2. There exists αn

∈ RN+1 such that, setting
λn(x) :=min j (Fn

j (x)+α
n
j ), we have λn

∈ H 1(�) and

Fn
i +α

n
i = λ

n dsn
i -a.e. in �, ∀i ∈ {0, . . . , N }, (55)

∇Fn
i =∇λn dsn

i -a.e. in �, ∀i ∈ {0, . . . , N }. (56)

Proof. By Lemma 3.2 we know that sn minimizes s 7→
∫

Fn
· s among all admissible s ∈ X ∩A .

Applying the multicomponent bathtub principle, Theorem B.1 in Appendix B, we infer that there exists
αn
= (αn

0 , . . . , α
n
N ) ∈RN+1 such that Fn

i +α
n
i = λ

n for dsn
i -a.e. x ∈� and λn

=min j (Fn
j +α

n
j ) as in our

statement. Note first that λn
∈ H 1(�) as the minimum of finitely many H 1 functions F0, . . . , FN ∈ H 1(�).

From the usual Serrin’s chain rule we have moreover that

∇λn
=∇ min

j
(Fn

j +α
n
j )=∇Fi .χ[Fn

i +α
n
i =λ

n],

and since sn
i = 0 inside [Fn

i +α
n
i 6= λ

n
], the proof is complete. �

The discrete capillary pressure law and pressure estimates. In this section, some calculations in the
Riemannian settings (�, di ) will be carried out. In order to make them as readable as possible, we have
to introduce a few basics. We refer to [Villani 2009, Chapter 14] for a more detailed presentation.

Let i ∈ {0, . . . , N }; then consider the Riemannian geometry (�, di ), and let x ∈ �. We denote by
gi,x : R

d
×Rd

→ R the local metric tensor defined by

gi,x(v, v)= µi K
−1(x)v · v = Gi (x)v · v ∀v ∈ Rd.

In this framework, the gradient ∇giϕ of a function ϕ ∈ C1(�) is defined by

ϕ(x+ hv)= ϕ(x)+ hgi,x(∇gi,xϕ(x), v)+ o(h) ∀v ∈ Sd−1, ∀x ∈�.

It is easy to check that this leads to the formula

∇giϕ =
1
µi

K∇ϕ, (57)

where ∇ϕ stands for the usual (euclidean) gradient. The formula (57) can be extended to Lipschitz
continuous functions ϕ thanks to Rademacher’s theorem.

For ϕ belonging to C2, we can also define the Hessian D2
gi
ϕ of ϕ in the Riemannian setting by

gi,x(D2
gi
ϕ(x) · v, v)=

d2

dt2ϕ(γt)

∣∣∣∣
t=0

for any geodesic γt = expi,x(tv) starting from x with initial speed v ∈ Ti,x�.

Denote by ϕn
i the backward Kantorovich potential sending sn

i to sn−1
i associated to the cost 1

2 d2
i . By

the usual definition of the Wasserstein distance through the Monge problem, one has

W 2
i (s

n
i , sn−1

i )=

∫
�

d2
i (x, tn

i (x))s
n
i (x) dx,
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where tn
i denotes the optimal map sending sn

i to sn−1
i . It follows from [Villani 2009, Theorem 10.41] that

tn
i (x)= expi,x(−∇giϕ

n
i (x)) ∀x ∈�. (58)

Moreover, using the definition of the exponential and the relation (57), one gets that

d2
i
(
x, expi,x(−∇giϕ

n
i (x))= gi,x

(
∇giϕ

n
i (x),∇giϕ

n
i (x)

)
=

1
µi

K(x)∇ϕn
i (x) ·∇ϕ

n
i (x).

This yields the formula

W 2
i (s

n
i , sn−1

i )=

∫
�

sn
i

µi
K∇ϕn

i ·∇ϕ
n
i dx ∀i ∈ {0, . . . , N }. (59)

We have now introduced the necessary material in order to reconstruct the phase and capillary pressures.
This is the purpose of the following Proposition 3.4 and then of Corollary 3.5.

Proposition 3.4. For n ≥ 1 let ϕn
i : s

n
i → sn−1

i be the (backward) Kantorovich potentials from Lemma 3.2.
There exists h = (hn

0, . . . , hn
N ) ∈ H 1(�)N+1 such that

(i) ∇hn
i =−∇ϕn

i /τ for dsn
i -a.e. x ∈�,

(ii) hn
i (x)− hn

0(x)= π
n
i (x)+9i (x)−90(x) for dx-a.e. x ∈�, i ∈ {1, . . . , N },

(iii) there exists C depending only on �,5,ω,K, (µi )i , and 9 such that, for all n ≥ 1 and all τ > 0,
one has

‖hn
‖

2
H1(�)N+1 ≤ C

(
1+

W2(sn, sn−1)

τ 2 +

N∑
i=0

Hω(sn−1
i )−Hω(sn

i )

τ

)
.

Proof. Let ϕn
i be the Kantorovich potentials from Lemma 3.2 and Fn

i ∈ L∞ ∩ H 1(�) as in (47), as well
as αn

∈ RN+1 and λn
=min j (Fn

j +α
n
j ) ∈ L∞ ∩ H 1(�) as in Corollary 3.3. Setting

hn
i := −

ϕn
i

τ
+ Fn

i − λ
n
∀i ∈ {0, . . . , N },

we have hn
i ∈ H 1(�) as the sum of Lipschitz functions (the Kantorovich potentials ϕn

i ) and H 1 functions
Fn

i , λ
n . Recalling that we use the notation π0 = ∂5/∂s0 = 0, we see from the definition (47) of Fn

i that

hn
i − hn

0 =

(
Fn

i −
ϕn

i

τ

)
−

(
Fn

0 −
ϕn

0

τ

)
= (πn

i +9i )− (π
n
0 +90)= π

n
i +9i −90 (60)

for all i ∈ {1, . . . , N } and dx-a.e. x , which is exactly our statement (ii).
For (i), we simply use (56) to compute

∇hn
i =−

∇ϕn
i

τ
+∇(Fn

i − λ
n
i )=−

∇ϕn
i

τ
for dsn

i -a.e. x ∈�, ∀i ∈ {0, . . . , N }. (61)

In order to establish now the H 1 estimate (iii), let us define

Ui = {x ∈� | sn
i (x)≥ ω?/(N + 1)}.
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Then since
∑

sn
i (x)= ω(x)≥ ω? > 0, one gets that, up to a negligible set,

N⋃
i=0

Ui =�, hence (Ui )
c
⊂

⋃
j 6=i

U j . (62)

We first estimate ∇hn
0 . To this end, we write

‖∇hn
0‖

2
L2 ≤

1
κ?

∫
�

K∇hn
0 ·∇hn

0 dx ≤ A+ B, (63)

where we have set

A = 1
κ?

∫
U0

K∇hn
0 ·∇hn

0 dx, B = 1
κ?

∫
(U0)c

K∇hn
0 ·∇hn

0 dx.

Owing to (61) one has ∇hn
0 =−∇ϕ0/τ on U0 ⊂�, where sn

0 ≥ ω?/(N + 1). Therefore,

A ≤
(N + 1)µ0

ω?κ?

∫
U0

sn
0

µ0
K∇hn

0 ·∇hn
0 dx ≤

(N + 1)µ0

τ 2ω?κ?

∫
�

sn
0

µ0
K∇ϕn

0 ·∇ϕ
n
0 dx.

Then it results from formula (59) that

A ≤
C
τ 2 W 2

0 (s
n
0 , sn−1

0 ), (64)

where C depends neither on n nor on τ . Combining (62) and (60), we infer

B ≤ 1
κ?

N∑
i=1

∫
Ui

K∇[hn
i − (π

n
i +9i −90)] ·∇[hn

i − (π
n
i +9i −90)] dx.

Using (a+ b+ c)2 ≤ 3(a2
+ b2
+ c2) and (3), we get that

B ≤
3
κ?

N∑
i=1

∫
Ui

K∇hi ·∇hi dx+
3κ?

κ?

N∑
i=1

(
‖∇πn

i ‖
2
L2 +‖∇(9i −90)‖

2
L2

)
. (65)

Similar calculations to those carried out to estimate A yield∫
Ui

K∇hi ·∇hi dx ≤
C
τ 2 W 2

i (s
n
i , sn−1

i )

for some C depending neither on n, i nor on τ . Combining this inequality with Lemma 2.2 and the
regularity of 9, we get from (65) that

B ≤ C
(

1+
W2(sn, sn−1)

τ 2 +

N∑
i=0

Hω(sn−1
i )−Hω(sn

i )

τ

)
(66)

for some C not depending on n and τ (here we also used 1/τ ≤ 1/τ 2 for small τ in the W 2 terms).
Gathering (64) and (66) in (63) provides

‖∇hn
0‖

2
L2 ≤ C

(
1+

W2(sn, sn−1)

τ 2 +

N∑
i=0

Hω(sn−1
i )−Hω(sn

i )

τ

)
.
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Note that (i) and (ii) remain invariant under subtraction of the same constant, that is, hn
0, hn

i  
hn

0 −C, hn
i −C , as the gradients remain unchanged in (i) and only the differences hn

i − hn
0 appear in (ii)

for i ∈ {1, . . . , N }. We can therefore assume without loss of generality that
∫
�

hn
0 dx = 0. Hence by the

Poincaré–Wirtinger inequality, we get that

‖hn
0‖

2
H1 ≤ C‖∇hn

0‖
2
L2 ≤ C

(
1+

W2(sn, sn−1)

τ 2 +

N∑
i=0

Hω(sn−1
i )−Hω(sn

i )

τ

)
.

Finally, from (ii) hn
i = hn

0 +π
n
i +9i −90, the smoothness of 9, and using again the estimate (31) for

‖∇πn
‖

2
L2 we finally get that for all i ∈ {1, . . . , N }, one has

‖hn
i ‖

2
H1 ≤C

(
‖hn

0‖
2
H1+‖π

n
i ‖

2
H1+‖9i‖

2
H1+‖90‖

2
H1

)
≤C

(
1+

W2(sn, sn−1)

τ 2 +

N∑
i=0

Hω(sn−1
i )−Hω(sn

i )

τ

)
.

and the proof of Proposition 3.4 is complete. �

We can now define the phase pressures (pn
i )i=0,...,N by setting

pn
i := hn

i −9i ∀i ∈ {0, . . . , N }. (67)

The following corollary is a straightforward consequence of Proposition 3.4 and of the regularity of 9i .

Corollary 3.5. The phase pressures pn
= (pn

i )0≤i≤N ∈ H 1(�)N+1 satisfy

‖ pn
‖

2
H1(�)

≤ C
(

1+
W2(sn, sn−1)

τ 2 +

N∑
i=0

Hω(sn−1
i )−Hω(sn

i )

τ

)
(68)

for some C depending only on �,5,ω,K, (µi )i , and 9 (but neither on n nor on τ ), and the capillary
pressure relations are fulfilled:

pn
i − pn

0 = π
n
i ∀i ∈ {1, . . . , N }. (69)

Our next result is a first step towards the recovery of the PDEs.

Lemma 3.6. There exists C depending only on�,5,ω,K, (µi )i , and9 (but neither on n nor on τ ) such
that, for all i ∈ {0, . . . , N } and all ξ ∈ C2(�), one has∣∣∣∣∫

�

(sn
i − sn−1

i )ξ dx+ τ
∫
�

sn
i

K

µi
∇(pn

i +9i ) ·∇ξ dx
∣∣∣∣≤ CW 2

i (s
n
i , sn−1

i )‖D2
gi
ξ‖∞. (70)

This is of course a discrete approximation to the continuity equation ∂t si =∇ · (si (K/µi )∇(pi +9i )).

Proof. Let ϕn
i denote the (backward) optimal Kantorovich potential from Lemma 3.2 sending sn

i to sn−1
i ,

and let tn
i be the corresponding optimal map as in (58). For fixed ξ ∈ C2(�) let us first Taylor expand (in

the gi Riemannian framework)∣∣∣ξ(tn
i (x))− ξ(x)+

1
µi

K(x)∇ξ(x) ·∇ϕn
i (x)

∣∣∣≤ 1
2‖D

2
gi
ξ‖∞d2

i (x, tn
i (x)).
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Using the definition of the pushforward sn−1
i = tn

i #sn
i , we then compute∣∣∣∣∫

�

(sn
i (x)− sn−1

i (x))ξ(x) dx−
∫
�

K(x)
µi

∇ξ(x) ·∇ϕn
i (x)s

n
i (x) dx

∣∣∣∣
=

∣∣∣∣∫
�

(ξ(x)− ξ(tn
i (x))s

n
i (x) dx−

∫
�

K(x)
µi

∇ξ(x) ·∇ϕn
i (x)s

n
i (x) dx

∣∣∣∣
≤

∫
�

1
2‖D

2
gi
ξ‖∞d2

i (x, tn
i (x))s

n
i (x) dx = 1

2‖D
2
gi
ξ‖∞W 2

i (s
n
i , sn−1

i ).

From Proposition 3.4(i) we have ∇ϕn
i =−τ∇hn

i for dsn
i -a.e. x ∈�; thus by the definition (67) of pn

i , we
get ∇ϕn

=−τ∇(pn
i +9i ). Substituting in the second integral of the left-hand side gives exactly (70). �

4. Convergence towards a weak solution

The goal is now to prove the convergence of the piecewise constant interpolated solutions sτ, defined
by (27), towards a weak solution s as τ → 0. Similarly, the τ superscript denotes the piecewise
constant interpolation of any previous discrete quantity (e.g., pτi (t) stands for the piecewise constant
time interpolation of the discrete pressures pn

i ). In what follows, we will also use the notation sτ∗ =
(sτ1 , . . . , sτN ) ∈ L∞((0, T );X ∗) and π τ = π(sτ∗, x).

Time integrated estimates. We immediately deduce from (30) that

W(sτ (t2), sτ (t1))≤ C |t2− t1+ τ |1/2 ∀ 0≤ t1 ≤ t2 ≤ T. (71)

From the total saturation
∑N

i=0 sn
i (x)= ω(x)≤ ω

? and sτi ≥ 0, we have the L∞-estimates

0≤ sτi (x, t)≤ ω? a.e. in Q for all i ∈ {0, . . . , N }. (72)

Lemma 4.1. There exists C depending only on �, T , 5, ω, K, (µi )i , and 9 such that

‖ pτ‖2L2((0,T );H1(�)N+1)
+‖π τ‖2L2((0,T );H1(�)N )

≤ C. (73)

Proof. Summing (68) from n = 1 to n = Nτ := dT/τe, we get

‖ pτ‖2L2(H1)
=

Nτ∑
n=1

τ‖ pn
‖

2
H1 ≤ C

Nτ∑
n=1

τ

(
1+

W2(sn, sn−1)

τ 2 +

Nτ∑
i=0

Hω(sn−1
i )−Hω(sn

i )

τ

)

≤ C
(
(T + 1)+

Nτ∑
n=1

W2(sn, sn−1)

τ
+

N∑
i=0

(
Hω(s0

i )−Hω(s
Nτ
i )
))
.

We use that

0≥Hω(s)≥−
1
e
‖ω‖L1 ≥−

|�|

e
∀s ∈ L∞(�) with 0≤ s ≤ ω

together with the total square distance estimate (29) to infer that ‖ p‖2L2(H1)
≤ C. The proof is identical

for the capillary pressure π τ (simply summing the one-step estimate from Lemma 2.2). �



1866 CLÉMENT CANCÈS, THOMAS O. GALLOUËT AND LÉONARD MONSAINGEON

Compactness of approximate solutions. We define H ′ = H 1(�)′.

Lemma 4.2. For each i ∈ {0, . . . , N }, there exists C depending only on �, 5, 9, K, and µi (but not
on τ ) such that

‖sτi (t2)− sτi (t1)‖H ′ ≤ C |t2− t1+ τ |1/2 ∀ 0≤ t1 ≤ t2 ≤ T.

Proof. Thanks to (72), we can apply [Maury et al. 2010, Lemma 3.4] to get∣∣∣∣∫
�

f {sτi (t2)− sτi (t1)} dx
∣∣∣∣≤ ‖∇ f ‖L2(�)Wref(sτi (t1), sτi (t2)) ∀ f ∈ H 1(�).

Thus by duality and thanks to the distance estimate (71) and to the lower bound in (19), we obtain that

‖sτi (t2)− sτi (t1)‖H ′ ≤Wref(sτi (t1), sτi (t2))≤ CWi (sτi (t1), sτi (t2))≤ C |t2− t1+ τ |1/2

for some C depending only on �, 5, (ρi )i , g, (µi )i , K. �

From the previous equicontinuity in time, we deduce full compactness of the capillary pressure:

Lemma 4.3. The family (πτ )τ>0 is sequentially relatively compact in L2(Q)N.

Proof. We use Alt and Luckhaus’ trick [1983] (an alternate solution would consist in slightly adapting the
nonlinear time compactness results [Moussa 2016; Andreianov et al. 2015] to our context). Let h > 0 be a
small time shift; then by monotonicity and Lipschitz continuity of the capillary pressure function π( · , x),

‖πτ ( ·+h)−πτ ( ·)‖2L2((0,T−h);L2(�)N )
≤

1
κ?

∫ T−h

0

∫
�

(
πτ (t+h, x)−πτ (t, x)

)
·
(
sτ∗(t+h, x)−sτ∗(t, x)

)
dx dt

≤
2
√

T
κ?
‖πτ‖L2((0,T );H1(�)N )‖sτ∗( ·+h, ·)−sτ∗‖L∞((0,T−h);H ′)N .

Then it follows from Lemmas 4.1 and 4.2 that there exists C > 0, depending neither on h nor on τ ,
such that

‖π τ ( · + h, · )−π τ‖L2((0,T−h);L2(�)N ) ≤ C |h+ τ |1/2.

On the other hand, the (uniform with respect to τ ) L2((0, T ); H 1(�)N )- and L∞(Q)N -estimates on π τ

ensure that

‖π τ ( · , · + y))−π τ‖L2(0,T ;L2) ≤ C
√
| y|(1+

√
| y|) ∀ y ∈ Rd,

where π τ is extended by 0 outside �. This allows us to apply Kolmogorov’s compactness theorem, see,
for instance, [Hanche-Olsen and Holden 2010], and gives the desired relative compactness. �

Identification of the limit. In this section we prove our main result, Theorem 1.2, and the proof goes in
two steps: we first retrieve strong convergence of the phase contents sτ → s and weak convergence of
the pressures pτ ⇀ p, and then use the strong-weak limit of products to show that the limit is a weak
solution. Throughout this section, (τk)k≥1 denotes a sequence of times steps tending to 0 as k→∞.
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Lemma 4.4. There exist p ∈ L2((0, T ); H 1(�)N+1) and s ∈ L∞(Q)N+1 with s( · , t) ∈ X ∩A for
a.e. t ∈ (0, T ) such that, up to an unlabeled subsequence, the following convergence properties hold:

sτk k→∞
−−−→ s a.e. in Q, (74)

π τk k→∞
−−−⇀π(s∗, · ) weakly in L2((0, T ); H 1(�)N ), (75)

pτk k→∞
−−−⇀ p weakly in L2((0, T ); H 1(�)N+1). (76)

Moreover, the capillary pressure relations (5) hold.

Proof. From Lemma 4.3, we can assume that π τk → z strongly in L2(Q)N for some limit z, thus a.e. up
to the extraction of an additional subsequence. Since z 7→ φ(z, x)= π−1(z, x) is continuous, we have

sτk∗ = φ(π τk , x) k→∞
−−−→φ(π , x)=: s∗ a.e. in Q.

In particular, this yields π τk k→∞
−−−→π(s∗, · ) a.e. in Q. Since we have the total saturation

∑N
i=0 sτk

i (t, x)=
ω(x), we conclude that the first component i = 0 converges pointwise as well. Therefore, (74) holds.
Thanks to Lebesgue’s dominated convergence theorem, it is easy to check that s( · , t) ∈ X ∩A for
a.e. t ∈ (0, T ). The convergences (75) and (76) are straightforward consequences of Lemma 4.1. Lastly,
it follows from (69) that

pτk
i − pτk

0 = πi (sτk∗, · ) ∀i ∈ {1, . . . , N }, ∀k ≥ 1.

We can finally pass to the limit k→∞ in the above relation thanks to (75)–(76) and infer

pi − p0 = πi (s∗, x) in L2((0, T ); H 1(�)), ∀i ∈ {1, . . . , N },

which immediately implies (5) as claimed. �

Lemma 4.5. Up to the extraction of an additional subsequence, the limit s of (sτk )k≥1 belongs to
C([0, T ];A), where A is equipped with the metric W. Moreover, W(sτk (t), s(t)) k→∞

−−−→ 0 for all
t ∈ [0, T ].

Proof. It follows from the bounds (72) on si that for all t ∈ [0, T ], the sequence (sτk
i )k is weakly compact in

L1(�). It is also compact in Ai equipped with the metric Wi due to the continuity of Wi with respect to the
weak convergence in L1(�); this is, for instance, a consequence of [Santambrogio 2015, Theorem 5.10]
together with the equivalence of Wi with Wref stated in (19). Thanks to (71), one has

lim sup
k→∞

Wi (s
τk
i (t2), sτk

i (t1))≤ |t2− t1|1/2 ∀t1, t2 ∈ [0, T ].

Applying a refined version of the Arzelà–Ascoli theorem [Ambrosio et al. 2008, Proposition 3.3.1] then
provides the desired result. �

In order to conclude the proof of Theorem 1.2, it only remains to show that s= lim sτk and p= lim pτk

satisfy the weak formulation (12):



1868 CLÉMENT CANCÈS, THOMAS O. GALLOUËT AND LÉONARD MONSAINGEON

Proposition 4.6. Let (τk)k≥1 be a sequence such that the convergences in Lemmas 4.4 and 4.5 hold. Then
the limit s of (sτk )k≥1 is a weak solution in the sense of Definition 1.1 (with −ρi g replaced by +∇9i in
the general case).

Proof. Let 0 ≤ t1 ≤ t2 ≤ T, and define n j,k = dt j/τke and t̃ j = n j,kτk for j ∈ {1, 2}. Fixing an arbitrary
ξ ∈ C2(�) and summing (70) from n = n1,k + 1 to n = n2,k yields∫

�

(sτk
i (t2)− sτk

i (t1))ξ dx =
n2,k∑

n=n1,k+1

∫
�

(sn
i − sn−1

i )ξ dx

=−

∫ t̃2

t̃1

∫
�

sτk
i

µi
K∇(pτk

i +9i ) ·∇ξ dx dt +O
( n2,k∑

n=n1,k+1

W 2
i (s

n
i , sn−1

i )

)
. (77)

Since 0≤ t̃ j − t j ≤ τk and (sτk
i /µi )K∇(pτk

i +9i ) ·∇ξ is uniformly bounded in L2(Q), one has∫ t̃2

t̃1

∫
�

sτk
i

µi
K∇(pτk

i +9i ) ·∇ξ dx dt =
∫ t2

t1

∫
�

sτk
i

µi
K∇(pτk

i +9i ) ·∇ξ dx dt +O(
√
τk).

Combining the above estimate with the total square distance estimate (29) in (77), we obtain∫
�

(sτk
i (t2)− sτk

i (t1))ξ dx+
∫ t2

t1

∫
�

sτk
i

µi
K∇(pτk

i +9i ) ·∇ξ dx dt =O(
√
τk). (78)

Thanks to Lemma 4.5, and since the convergence in (Ai ,Wi ) is equivalent to the narrow convergence of
measures (i.e., the convergence in C(�)′, see for instance [Santambrogio 2015, Theorem 5.10]), we get∫

�

(sτk
i (t2)− sτk

i (t1))ξ dx k→∞
−−−→

∫
�

(si (t2)− si (t1))ξ dx. (79)

Moreover, thanks to Lemma 4.4, one has∫ t2

t1

∫
�

sτk
i

µi
K∇(pτk

i +9i ) ·∇ξ dx dt k→∞
−−−→

∫ t2

t1

∫
�

si

µi
K∇(pi +9i ) ·∇ξ dx dt. (80)

Combining (78)–(80) yields, for all ξ ∈ C2(�) and all 0≤ t1 ≤ t2 ≤ T,∫
�

(si (t2)− si (t1))ξ dx+
∫ t2

t1

∫
�

si

µi
K∇(pi +9i ) ·∇ξ dx dt = 0. (81)

In order to conclude the proof, it remains to check that the formulation (81) is stronger the formula-
tion (12). Let ε > 0 be a time step, unrelated to that appearing in the minimization scheme (26), and set
Lε = bT/εc. Let φ ∈ C∞c (�× [0, T )), and set φ` = φ( · , `ε) for ` ∈ {0, . . . , Lε}. Since t 7→ φ( · , t) is
compactly supported in [0, T ), there exists ε? > 0 such that φLε ≡ 0 for all ε ∈ (0, ε?]. Then define

φε :�×[0, T ] → R, (x, t) 7→ φ`(x) if t ∈ [`ε, (`+ 1)ε).

Choose t1 = `ε, t2 = (`+ 1)ε, ξ = φ` in (81) and sum over ` ∈ {0, . . . , Lε − 1}. This provides

A(ε)+ B(ε)= 0 ∀ε > 0, (82)
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where

A(ε)=
Lε−1∑
`=0

∫
�

(
si ((`+ 1)ε)− si (`ε)

)
φ` dx, B(ε)=

∫∫
Q

si

µi
K∇(pi +9i ) ·∇φ

ε dx dt.

Due to the regularity of φ, we know ∇φε converges uniformly towards φ as ε tends to 0, so that

B(ε) ε→0
−−→

∫∫
Q

si

µi
K∇(pi +9i ) ·∇φ dx dt. (83)

Reorganizing the first term and using that φLε ≡ 0, we get

A(ε)=−
Lε∑
`=1

ε

∫
�

si (`ε)
φ`−φ`−1

ε
dx−

∫
�

s0
i φ( · , 0) dx.

It follows from the continuity of t 7→ si ( · , t) in Ai equipped with Wi and from the uniform convergence of

(x, t) 7→
φ`(x)−φ`−1(x)

ε
if t ∈ [(`− 1)ε, `ε)

towards ∂tφ that

A(ε) ε→0
−−→−

∫∫
Q

si ∂tφ dx dt −
∫
�

s0
i φ( · , 0) dx. (84)

Combining (82)–(84) shows that the weak formulation (12) is fulfilled. �

Appendix A: A simple condition for the geodesic convexity of (�, di )

The goal of this appendix is to provide a simple condition on the permeability tensor in order to ensure
that condition (22) is fulfilled. For the sake of simplicity, we only consider here the case of isotropic
permeability tensors

K(x)= κ(x)Id ∀x ∈� (85)

with κ? ≤ κ(x)≤ κ? for all x ∈�. Let us stress that the condition we provide is not optimal.
As in the core of the paper, � denotes a convex open subset of Rd with C2 boundary ∂�. For x̄ ∈ ∂�,

we denote by n(x̄) the outward-pointing normal. Since ∂� is smooth, there exists `0 > 0 such that,
for all x ∈ � such that dist(x, ∂�) < `0, there exists a unique x̄ ∈ ∂� such that dist(x, ∂�) = |x− x̄|
(here dist denotes the usual euclidean distance between sets in Rd). As a consequence, one can rewrite
x = x̄− `n(x̄) for some ` ∈ (0, `0).

In what follows, a function f :�→ R is said to be normally nondecreasing (resp. nonincreasing) on
a neighborhood of ∂� if there exists `1 ∈ (0, `0] such that ` 7→ f (x̄ − `n(x̄)) is nonincreasing (resp.
nondecreasing) on [0, `1].

Proposition A.1. Assume that

(i) the permeability field x 7→ κ(x) is normally nonincreasing in a neighborhood of ∂�;

(ii) for all x̄ ∈ ∂�, either ∇κ(x̄) · n(x̄) < 0, or ∇κ(x̄) · n(x̄)= 0 and D2κ(x̄)n(x) · n(x)= 0.
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Then there exists a C2 extension κ̃ : Rd
→
[ 1

2κ?, κ
?
]

of κ and a Riemannian metric

δ̃(x, y)= inf
γ∈P̃(x, y)

(∫ 1

0

1
κ̃(γ (τ ))

|γ ′(τ )|2 dτ
)1/2

∀x, y ∈ Rd (86)

with P̃(x, y)= {γ ∈ C1([0, 1];Rd) | γ (0)=x and γ (1)= y}, such that (�, δ̃) is geodesically convex.

Proof. Since � is convex, for all x ∈ Rd
\� there exists a unique x̄ ∈ ∂� such that dist(x, �)= |x− x̄|.

Then one can extend κ in a C2 way into the whole Rd by defining

κ(x)= κ(x̄)+ |x− x̄|∇κ(x̄) · n(x̄)+ 1
2 |x− x̄|2 D2κ(x̄)n(x̄) · n(x̄), ∀x ∈ Rd

\�.

Thanks to assumptions (i) and (ii), the function ` 7→ κ(x̄− `n(x̄)) is nondecreasing on (−∞, `1] for all
x̄ ∈ ∂�. Since ∂� is compact, there exists `2 > 0 such that

κ(x̄− `n(x̄))≥ 1
2κ? ∀` ∈ (−`2, 0].

Let ρ : R+→ R be a nondecreasing C2 function such that ρ(0)= 1, ρ ′(0)= ρ ′′(0)= 0 and ρ(`)= 0 for
all `≥ `2. Then define

κ̃(x)= ρ(dist(x, �))κ(x)+ (1− ρ(dist(x, �)))1
2κ? ∀x ∈ Rd,

so that the function ` 7→ κ̃(x̄− `n(x̄)) is nonincreasing on (−∞, `1) and bounded from below by 1
2κ?.

Let x, y ∈ �; then there exists ε > 0 such that dist(x, ∂�) ≥ ε, dist( y, ∂�) ≥ ε, and κ is normally
nonincreasing on ∂�ε := {x ∈� | dist(x, ∂�) < ε}. A sufficient condition for (�, δ̃) to be geodesic is
that the geodesic γ opt

x, y from x to y is such that

dist(γ opt
x, y(t), ∂�)≥ ε, ∀t ∈ [0, 1]. (87)

In order to ease the reading, we denote by γ = γ opt
x, y any geodesic such that

δ̃2(x, y)=
∫ 1

0

1
κ̃(γ (τ ))

|γ ′(τ )|2 dτ. (88)

We define the continuous and piecewise C1 path γε from x to y by setting

γε(t)= proj�ε(γ (t)) ∀t ∈ [0, 1], (89)

where �ε := {x ∈ � | dist(x, ∂�) ≥ ε} is convex, and the orthogonal (with respect to the euclidean
distance dist) projection proj�ε onto �ε is therefore uniquely defined.

Assume that condition (87) is violated. Then by continuity there exists a nonempty interval [a, b]⊂[0, 1]
such that

dist(γ (t), ∂�) < ε ∀t ∈ (a, b);

that is, the geodesic between γ (a) and γ (b) coincides with the part of the geodesic between x and y.
Then, changing x into γ (a) and y into γ (b), we can assume without loss of generality that

dist(γ (t), ∂�) < ε ∀t ∈ (0, 1).
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It is easy to verify that

|γ ′ε(t)| ≤ |γ
′(t)| ∀t ∈ [0, 1] and |γ ′ε(t)|< |γ

′(t)| on (a, b) (90)

for some nonempty interval (a, b)⊂ [0, 1]. It follows from (86) that

δ̃2(x, y)≤
∫ 1

0

1
κ̃(γε(τ ))

|γ ′ε(τ )|
2 dτ.

Since κ is normally nonincreasing, one has

δ̃2(x, y)≤
∫ 1

0

1
κ̃(γ (τ ))

|γ ′ε(τ )|
2 dτ.

Thanks to (90), one obtains that

δ̃2(x, y) <
∫ 1

0

1
κ̃(γ (τ ))

|γ ′(τ )|2 dτ,

providing a contradiction with the optimality (88) of γ . Thus condition (87) holds; hence (�, δ) is a
geodesic space. �

Appendix B: A multicomponent bathtub principle

The following theorem can be seen as a generalization of the classical scalar bathtub principle; see, for
instance, [Lieb and Loss 2001, Theorem 1.14]. In what follows, N is a positive integer and � denotes an
arbitrary measurable subset of Rd.

Theorem B.1. Let ω ∈ L1
+
(�), and let m = (m0, . . . ,m N ) ∈ (R

∗
+
)N+1 be such that

∑N
i=0 mi =

∫
�
ω dx.

We define

X ∩A=
{

s=(s0, . . . , sN ) ∈ L1
+
(�)N+1 ∣∣ ∫

�
si dx = mi and

∑N
i=0 si = ω a.e. in �

}
.

Then for any F = (F0, . . . , FN ) ∈ (L∞(�))N+1, the functional

F : s 7→
∫
�

F · s dx

has a minimizer in X ∩A . Moreover, there exists α = (α0, . . . , αN ) ∈ RN+1 such that, defining

λ(x) := min
0≤ j≤N

{F j (x)+α j }, x ∈�,

any minimizer s = (s0, . . . , s N ) satisfies

Fi +αi = λ dsi -a.e. in �, ∀i ∈ {0, . . . , N }.

One can think of this as: si = 0 in {Fi + αi > λ} and Fi + αi ≥ λ everywhere; i.e., si > 0 can only
occur in the “contact set” {x | Fi (x)+αi =min j (F j (x)+α j )}.
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Proof. For the existence part, note that F is continuous for the weak L1 convergence, and that X ∩A is
weakly closed. Since

∑
si = ω and si ≥ 0, we have in particular 0≤ si ≤ ω ∈ L1 for all i and s ∈X ∩A .

This implies that X ∩A is uniformly integrable, and since the mass ‖si‖L1 =
∫

si =mi is prescribed, the
Dunford–Pettis theorem shows that X ∩A is L1-weakly relatively compact. Hence from any minimizing
sequence we can extract a weakly-L1 converging subsequence, and by weak L1 continuity the weak limit
is a minimizer.

Let us now introduce a dual problem: for fixed α = (α0, . . . , αN ) ∈ RN+1 we set

λα(x) :=min
i
{Fi (x)+αi } (91)

and define

J (α) :=
∫
�

λα(x)ω(x) dx−
N∑

i=0

αi mi .

We shall prove below that

(i) supα∈RN+1 J (α)=maxα∈RN+1 J (α) is achieved,

(ii) mins∈X∩A F(s)=maxα∈RN+1 J (α).

The desired decomposition will then follow from equality conditions in (ii), and λ(x)= λᾱ(x) will be
retrieved from any maximizer ᾱ ∈ Argmax J.

Remark B.2. The above dual problem can be guessed by introducing suitable Lagrange multipliers
λ(x),α for the total saturation and mass constraints, respectively, and writing the convex indicator of the
constraints as a supremum over these multipliers. Formally exchanging inf sup and sup inf and computing
the optimality conditions in the rightmost infimum relates λ to α as in (91), which in turn yields exactly
the duality infs F =maxα J.

Let us first establish property (i). For all α ∈ RN+1 and all s ∈X ∩A , we first observe that

J (α)=
∫
�

min
j
{F j (x)+α j }ω(x) dx−

N∑
i=0

αi mi

=

∫
�

min
j
{F j (x)+α j }

N∑
i=0

si (x) dx−
N∑

i=0

αi

∫
�

si (x) dx

=

N∑
i=0

∫
�

(
min

j
{F j (x)+α j }−αi

)
si (x) dx ≤

∫
�

F · s dx = F(s).

In particular J is bounded from above and

sup
α∈RN+1

J (α)≤ min
s∈X∩A

F(s). (92)

Since
∫
ω dx =

∑
mi , the function J is invariant under diagonal shifts, i.e., J (α+ c1)= J (α) for any

constant c ∈ R. As a consequence we can choose a maximizing sequence {αk
}k≥1 such that min j α

k
j = 0
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for all k ≥ 0. Let j (k) be an index such that αk
j (k) = min j α

k
j = 0. Then, since αk is maximizing and

ω(x)≥ 0, we get, for k large enough,

sup J − 1≤ J (αk)=

∫
�

min
j
{F j (x)+αk

j }ω(x) dx−
∑

αk
i mi

≤

∫
�

(
F j (k)(x)+αk

j (k)︸︷︷︸
=0

)
ω(x) dx−

∑
αk

i mi ≤ ‖F‖L∞‖ω‖L1 −

∑
αk

i mi .

Thus
∑
αk

i mi ≤C , and since αk
i ≥ 0 and mi > 0 we deduce that (αk)k is bounded. Hence, up to extraction

of a nonrelabeled subsequence, we can assume that αk converges towards some ᾱ ∈ RN+1
+ . The map J is

continuous; hence ᾱ is a maximizer.

Let us now focus on property (ii). Note from (92) and (i) it suffices to prove the reverse inequality

max
α∈RN+1

J (α)≥ min
s∈X∩A

F(s).

We show below that, for any maximizer ᾱ of J, we can always construct a suitable s ∈X ∩A such that
F(s) = J (ᾱ). This will immediately imply the reverse inequality and thus our claim (ii). In order to
do so, we first observe that J is concave; thus the optimality condition at ᾱ can be written in terms of
superdifferentials as 0RN+1 ∈ ∂ J (ᾱ). Denoting by

3(α)=

∫
�

λαω dx =
∫
�

min
j
{F j (x)+α j }ω(x) dx

the first contribution in J, this optimality can be recast as

m ∈ ∂3(ᾱ). (93)

For fixed x ∈� and by usual properties of the min function, the superdifferential ∂λα(x) of the concave
map α 7→ λα(x) at α ∈ RN+1 is characterized by

∂λα(x)=
{
θ ∈ RN+1

+

∣∣ ∑N
i=0 θi=1 and θi=0 if Fi (x)+αi > λα(x)

}
.

Therefore, it follows from the extension of the formula of differentiation under the integral to the
nonsmooth case, see [Clarke 1990, Theorem 2.7.2], that

∂3(α)=
{
w ∈ RN+1

+

∣∣ w= ∫
�
θ(x)ω(x) dx for some θ(x) ∈ ∂λα(x) a.e. in �

}
. (94)

The optimality criterion (93) at any maximizer ᾱ gives the existence of some function θ as in (94) such that

mi =

∫
�

θi (x)ω(x) dx ∀i ∈ {0, . . . , N }.

Defining
si (x) := θi (x)ω(x) ∀i ∈ {0, . . . , N }, (95)

we have by construction that si ≥ 0,
∫

si =mi , and
∑

si =
(∑

i θi
)
ω=ω a.e.; thus s∈X ∩A . Exploiting

again
∑

si = ω as well as the crucial property that θi = 0 a.e. in {x | Fi + ᾱi > λᾱ}, or in other words
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that Fi + ᾱi = λᾱ for dsi -a.e x ∈�, we get

J (ᾱ)=
∫
�

λᾱω dx−
N∑

i=0

ᾱi mi =

N∑
i=0

∫
�

λᾱsi dx−
N∑

i=0

ᾱi mi =

N∑
i=0

∫
�

(Fi + ᾱi )si dx−
N∑

i=0

ᾱi mi = F(s)

as claimed. Therefore s constructed by (95) is a minimizer of F and

J (ᾱ)= F(s). (96)

In order to finally retrieve the desired decomposition, choose any minimizer s ∈X ∩A of F and any
maximizer ᾱ ∈ RN+1 of J. Then it follows from (96) that

0= F(s)− J (ᾱ)=
N∑

i=0

∫
�

Fi si dx−
∫
�

λᾱω dx+
N∑

i=0

ᾱi mi .

Using once again that
∫

si = mi and
∑

i si = ω, we get that

N∑
i=0

∫
�

(Fi + ᾱi − λᾱ)si dx = 0.

By the definition of λᾱ, the above integrand is nonnegative; hence Fi + ᾱi = λᾱ a.e. in {si > 0}. �
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RESONANCES FOR SYMMETRIC TENSORS
ON ASYMPTOTICALLY HYPERBOLIC SPACES

CHARLES HADFIELD

On manifolds with an even Riemannian conformally compact Einstein metric, the resolvent of the
Lichnerowicz Laplacian, acting on trace-free, divergence-free, symmetric 2-tensors is shown to have a
meromorphic continuation to the complex plane, defining quantum resonances of this Laplacian. For higher-
rank symmetric tensors, a similar result is proven for (convex cocompact) quotients of hyperbolic space.

1. Introduction

This paper studies the meromorphic extension of the resolvent of the Laplacian acting on symmetric tensors
above asymptotically hyperbolic manifolds. The geometric setting of asymptotically hyperbolic manifolds,
modelled on convex cocompact quotients of hyperbolic space, dates back to [Mazzeo 1988; Mazzeo and
Melrose 1987; Fefferman and Graham 1985]. The meromorphic extension with finite-rank poles of the
resolvent of the Laplacian on functions is obtained in [Mazzeo and Melrose 1987], excluding certain
exceptional points in C. Refining the definition of asymptotically hyperbolic manifolds by introducing
a notion of evenness, Guillarmou [2005] provided the meromorphic extension to all of C and showed
that for such an extension, said evenness is essential; see also [Guillopé and Zworski 1995]. By shifting
his viewpoint and studying a Fredholm problem, rather than using Melrose’s pseudodifferential calculus
on manifolds with corners, Vasy [2013a; 2013b] was also able to recover the result of [Guillarmou
2005]. This technique is presented in a very accessible article of Zworski [2016] in a microlocal language
(nonsemiclassical). This alternative method is more appropriate when one considers vector bundles, and,
for symmetric tensors, is lightly explained later in this introduction. Effectively contained in [Vasy 2013a],
the meromorphic extension is explicitly obtained in [Vasy 2017] for the resolvent of the Hodge Laplacian
upon restriction to coclosed forms (or excluding top forms, for closed forms). Such a restriction is natural
in light of works in a conformal setting [Aubry and Guillarmou 2011; Branson and Gover 2005], i.e.,
the boundary of the asymptotic space. In fact, from the conformal geometry viewpoint, Vasy’s method
of placing the asymptotically hyperbolic manifold in an ambient manifold equipped with a Lorentzian
metric is very much in the spirit of both the tractor calculus [Bailey et al. 1994], as well as the ambient
metric construction [Fefferman and Graham 2012].

We give the theorems (with precise definitions of the objects involved left to the body of the article) and
sketch their proofs. Let X be a compact manifold with boundary Y = ∂X. That (X, g) is asymptotically

MSC2010: primary 35P25; secondary 35Q75, 53B21.
Keywords: quantum resonances, asymptotically hyperbolic, meromorphic extension of resolvent.
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hyperbolic means that, locally near Y in X , there exists a chart [0, ε)ρ × Y such that on (0, ε)× Y, the
metric g takes the form

g =
dρ2
+ h
ρ2 ,

where h is a family of Riemannian metrics on Y, depending smoothly on ρ ∈ [0, ε). That g is even means
that h has a Taylor series about ρ = 0 in which only even powers of ρ appear. Above X , we consider the
set of symmetric cotensors of rank m, denoting this vector bundle by E (m) = Symm T∗X. On symmetric
tensors, there exist two common Laplacians. The (positive) rough Laplacian ∇∗∇ and the Lichnerowicz
Laplacian 1, originally defined on 2-cotensors [Lichnerowicz 1961], but easily extendible to arbitrary
degree [Heil et al. 2016]. On functions, these two Laplacians coincide; on one-forms, the Lichnerowicz
Laplacian agrees with the Hodge Laplacian; and in general, for symmetric m-cotensors, the Lichnerowicz
Laplacian differs from the rough Laplacian by a zeroth-order curvature operator

1=∇∗∇ + q(R).

We construct the Lorentzian cone M = R+s × X with metric

η =−ds⊗ ds+ s2g

(and call s the Lorentzian scale). Pulling E (m) back to M we naturally see E (m) as a subbundle of the bundle
of all symmetric cotensors of rank m above M ; this larger bundle is denoted by F = Symm T∗M. On F
we consider the Lichnerowicz d’Alembertian �. Up to symmetric powers of ds/s we may identify F
with the direct sum of E (k) = Symk T∗X for all k ≤ m. Indeed by denoting by E =

⊕m
k=0 E

(k) the bundle
of all symmetric tensors above X of rank not greater than m, we are able to pull back sections of this
bundle and see them as sections of F :

π∗s : C
∞(X; E)→ C∞(M;F ).

A long calculation gives the structure of the Lichnerowicz d’Alembertian with respect to this identification.
It is seen that s2� decomposes as the Lichnerowicz Laplacian 1 acting on each subbundle of E (k)

for 0 ≤ k ≤ m; however, these fibres are coupled via off-diagonal terms consisting of the symmetric
differential d and its adjoint, the divergence δ. (There are also less important couplings due to the trace 3
and its adjoint L.) Also present in the diagonal are terms involving s ∂s and (s ∂s)

2. By conjugating by
s−n/2+m we obtain the operator

Q =∇∗∇ + (s ∂s)
2
+ D+G,

where D is of first order consisting of the symmetric differential and the divergence, while G is a smooth
endomorphism on F . By appealing to the b-calculus of Melrose [1993], we can push this operator acting
on F above M to a family of operators (holomorphic in the complex variable λ) acting on E above X of
the form

Qλ =∇
∗
∇ + λ2

+D+G,
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where D is of first order consisting of the symmetric differential and the divergence, while G is a smooth
endomorphism on E . Explicitly, in matrix notation writing

u =

u(m)
...

u(0)

, u ∈ C∞(X; E), u(k) ∈ C∞(X; E (k)),

the operator Qλ takes the form

1+λ2
−cm−L3 2bm−1d −bm−2bm−1L

−2bm−1δ

−bm−2bm−13

−b0b1L

2b0d

−b0b13 −2b0δ 1+λ2
−c0−L3

0

0


for constants

bk =
√

m− k, ck =
1
4 n2
+m(n+ 2k+ 1)− k(2n+ 3k− 1),

and operators 1 the Lichnerowicz Laplacian, δ the divergence, d the symmetric differential, 3 the trace,
and L the adjoint of the trace. (The operator Qλ naively does not appear self-adjoint for λ ∈ iR since δ is
the adjoint of d. The sign discrepancy is due to the Lorentzian signature of η. The operator is indeed
self-adjoint for λ ∈ iR as detailed in Proposition 5.13.) When this family of operators acts on L2 sections,
denoted by L2

s (X; E) described in (5), it has an inverse for Re λ� 1. This family of operators has the
following meromorphic family of inverses.

Theorem 1.1. Let (Xn+1, g) be even asymptotically hyperbolic. Then the inverse of (Definition 5.11)

Qλ acting on L2
s (X; E),

written as Q−1
λ , has a meromorphic continuation from Re λ� 1 to C,

Q−1
λ : C

∞

c (X; E)→ ρλ+n/2−m
m⊕

k=0

ρ−2kC∞even(X; E
(k))

with finite-rank poles.

Consider u ∈ C∞(X; E). Although the trace operator 3 acting on each subbundle E (k) gives a notion
of u being trace-free, it is more natural to consider the ambient trace operator from F , denoted by 3η
(Section 3B). Pulling u back to M, we have π∗s u ∈ C∞(M;F ) and we may consider the condition that
π∗s u ∈ ker3η. Avoiding extra notation for this subbundle of E (consisting of symmetric tensors above X
which are trace-free with respect to the ambient trace operator 3η) we will simply refer to its sections
using the notation

C∞(X; E)∩ ker(3η ◦π∗s ).
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On this subbundle, the operator Qλ takes the form

1+λ2
−c′m 2bm−1d

−2bm−1δ

2b0d

−2b0δ 1+λ2
−c′0

0

0


with the modified constants

c′k = ck − (m− k)(m− k− 1).

Note that if u = u(m) ∈ C∞(X; E (m)) then u ∈ ker3 if and only if π∗s u ∈ ker3η. Again, a similar
meromorphic extension of the inverse may be obtained.

Theorem 1.2. Let (Xn+1, g) be even asymptotically hyperbolic. Then the inverse of (Definition 5.11)

Qλ acting on L2
s (X; E)∩ ker(3η ◦π∗s ),

written as Q−1
λ , has a meromorphic continuation from Re λ� 1 to C,

Q−1
λ : C

∞

c (X; E)∩ ker(3η ◦π∗s )→ ρλ+n/2−m
( m⊕

k=0

ρ−2kC∞even(X; E
(k))

)
∩ ker(3η ◦π∗s )

with finite-rank poles.

In order to uncouple the Lichnerowicz Laplacian acting on E (m) and obtain the desired meromorphic
extension of the resolvent, we need to restrict further from simply trace-free tensors to trace-free,
divergence-free tensors. Equivalently, we must be able to commute the Lichnerowicz Laplacian with
both the trace operator and the divergence operator. The first commutation is always possible giving
the preceding structure of Qλ; however, unlike in the setting of differential forms (where the Hodge
Laplacian always commutes with the divergence), such a commutation on symmetric tensors depends on
the geometry of (X, g). For m = 2 the condition is that the Ricci tensor be parallel, while for m ≥ 3, the
manifold must be locally isomorphic to hyperbolic space.

Theorem 1.3. Let (Xn+1, g) be even asymptotically hyperbolic and Einstein. Then the inverse of

1− 1
4 n(n− 8)+ λ2 acting on L2(X; E (2))∩ ker3∩ ker δ,

written as Rλ, has a meromorphic continuation from Re λ� 1 to C,

Rλ : C∞c (X; E
(2))∩ ker3∩ ker δ→ ρλ+n/2−2C∞even(X; E

(2))∩ ker3∩ ker δ

with finite-rank poles.
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Theorem 1.4. Let (Xn+1, g) be a convex cocompact quotient of Hn+1. Then the inverse of

1− 1
4(n

2
− 4m(n+m− 2))+ λ2 acting on L2(X; E (m))∩ ker3∩ ker δ,

written as Rλ, has a meromorphic continuation from Re λ� 1 to C,

Rλ : C∞c (X; E
(m))∩ ker3∩ ker δ→ ρλ+n/2−mC∞even(X; E

(m))∩ ker3∩ ker δ

with finite-rank poles.

Note that on Hn+1, the difference between the Lichnerowicz Laplacian and the rough Laplacian is
q(R)=−m(n+m− 1). Thus by introducing a spectral parameter s = λ+ 1

2 n (not to be confused with
the Lorentzian scale), the previous operator 1− cm + λ

2 may be equivalently written as

∇
∗
∇ − s(n− s)−m

in the spirit of [Dyatlov et al. 2015].
In order to demonstrate Theorem 1.1, Vasy’s technique is to consider a slightly larger manifold Xe,

as well as the ambient space Me = R+ × Xe. Using two key tricks near the boundary Y = ∂X : the
evenness property allows us to introduce the coordinate µ= ρ2 and twisting the Lorentzian scale with the
boundary-defining function gives (what is termed the Euclidean scale) t = s/ρ, it is seen that the ambient
metric η may be extended nondegenerately past R+× Y to Me. On Symm T∗Me we construct, analogous
to Q, an operator P replacing appearances of s by t which, on M, is easily related to Q. Again the
b-calculus provides a family of operators P on

⊕m
k=0 Symk T∗Xe above Xe. Section 7 shows precisely

how this family of operators fits into a Fredholm framework giving a meromorphic inverse, and very
quickly also provides Theorem 1.1.

Such theorems are desirable for several reasons. Firstly, the quantum/classical correspondence between
the spectrum of the Laplacian on a closed hyperbolic surface and Ruelle resonances of the generator
of the geodesic flow on the unit tangent bundle [Faure and Tsujii 2013, Proposition 4.1] has been
extended to compact hyperbolic manifolds of arbitrary dimension [Dyatlov et al. 2015], at which point
the correspondence is between Ruelle resonances and the spectrum of the Laplacian acting on trace-free,
divergence-free, symmetric tensors of arbitrary rank. This correspondence is extended in [Guillarmou
et al. 2016] to convex cocompact hyperbolic surfaces using the scattering operator [Graham and Zworski
2003], as well as [Dyatlov and Guillarmou 2016], to obtain Ruelle resonances in this open system.
Theorem 1.4 has been applied, along with results from [Dyatlov et al. 2015; Dyatlov and Guillarmou
2016], in order to provide such a correspondence in the setting of convex cocompact hyperbolic manifolds
of arbitrary dimension [Hadfield 2017]. Secondly, with knowledge of the asymptotics of the resolvent
of the Laplacian on functions, it is possible to construct the Poisson operator, the scattering operator,
and study in a conformal setting, the GJMS operators and the Q-curvature of Branson [Djadli et al.
2008, Chapters 5–6]. This problem should be particularly interesting on symmetric 2-cotensors above
a conformal manifold which, upon extension to a “bulk” Poincaré–Einstein manifold, makes contact
with Theorem 1.3. Finally, and again with respect to Theorem 1.3, the Lichnerowicz Laplacian plays
a fundamental role in problems involving deformations of metrics and their Ricci tensors [Biquard 2000;



1882 CHARLES HADFIELD

Delay 1999; Graham and Lee 1991], as well as to linearised gravity [Wang 2009]. Spectral analysis
of the Lichnerowicz Laplacian [Delay 2002; 2007], as well as the desire to build a scattering operator,
emphasise the importance of considering this Laplacian acting on more general spaces than that of L2

sections. From the viewpoint of gravitational waves, the recent work [Baskin et al. 2015] studies decay
rates of solutions to the wave equation (acting on the trivial bundle) on Minkowski space with metrics
similar to (1). It is very natural to consider this problem on symmetric 2-cotensors acted upon by the
Lichnerowicz d’Alembertian.

Theorem 1.3 requires the global condition that the manifold be Einstein. It is unclear whether such a
condition is necessary. Vasy’s technique deals with the condition of even asymptotic hyperbolicity near the
boundary. Indeed, this is reflected in Theorem 1.2. However to obtain our desired result, uncoupling the
Lichnerowicz Laplacian from the operator Q currently requires a global condition on the base manifold.
One should study whether perturbation techniques could provide a more general theorem, giving precise
conditions for when such a meromorphic continuation exists.

The paper is structured as follows. Section 2 sets up the geometric side of the problem, introducing the
various manifolds of interest as well as the construction of the ambient metric η. This section also includes
a digression into the model geometry X =Hn+1 to motivate Vasy’s construction. Section 3 introduces the
algebraic aspects of symmetric tensors, introduces many notational conventions and establishes several
relationships between symmetric tensors when working relative to the Lorentzian and Euclidean scales.
Section 4 recalls standard notions from microlocal analysis and gives several notions from the b-calculus
framework adapted to vector bundles. Section 5 contains the bulk of the calculations of this paper, relating
Q and Q with the Lichnerowicz Laplacian. Sections 6 and 7 introduce the operators P and P and provide
the desired meromorphic inverse. Section 8 establishes the four theorems. Section 9 details the particular
case of symmetric cotensors of rank m = 2. It is useful to gain insight into this problem via this low-rank
setting, and it is hoped that the presentation of this case will aid the reader particularly during Sections 5
and 8. Finally, Section 10 gives the high energy estimates one would obtain if the microlocal analysis
performed in Section 7 was performed using semiclassical notions.

2. Geometry

2A. Model geometry. It is worth mentioning the model geometry which provides a clear geometric
motivation for the construction of the ambient space, as well as the Minkowski and Euclidean scales.

Let R1,n+1 be Minkowski space with the Lorentzian metric

η := −dx2
0 +

n+1∑
i=1

dx2
i

and set Me to be Minkowski space minus the closure of the backward light cone. The metric gives the
Minkowski distance function, denoted by η2, on R1,n+1 from the origin:

η2(x) := −x2
0 +

n+1∑
i=1

x2
i .
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Hyperbolic space X = Hn+1 is then identified with the (connected) hypersurface

X := {x ∈ R1,n+1
| η2(x)=−1, x0 > 0}

and is given the metric g induced by the restriction of η. The boundary at infinity of hyperbolic space,
i.e., the sphere Y = Sn, is identified with the (connected) submanifold

Y := {x ∈ R1,n+1
| η2(x)= 0, x0 = 1},

which, as an aside, inherits the standard metric, denoted by h, by restriction of η. For completeness we
introduce de Sitter space d Sn+1 as the hypersurface

d Sn+1
:= {x ∈ R1,n+1

| η2(x)= 1}.

We define the forward light cone

M := {x ∈ R1,n+1
| η2(x) < 0, x0 > 0}

and note the decomposition M = R+s × X via the identification

R+s × X 3 (s, x) 7→ s · x ∈ X.

In these coordinates, the metric η restricted to M takes the form

η =−ds⊗ ds+ s2g

and we refer to s as the Minkowski scale. We define Xe to be the subset of the (n+1)-sphere contained
in Me

Xe :=

{
x ∈ R1,n+1

∣∣∣∣ n+1∑
i=0

x2
i = 1, x0 >

−1
√

2

}
and note that the ambient space Me is diffeomorphic to R+t × Xe via the identification

R+t × Xe 3 (t, x) 7→ t · x ∈ Me.

We refer to t as the Euclidean scale. The dilations induced by the Euclidean scale allow the identification

Xe ' X t Y t d Sn+1.

2B. General setting. We now properly introduce the geometric setting of the article. Let (X, g) be a
Riemannian manifold of dimension n+ 1 which is even asymptotically hyperbolic [Guillarmou 2005,
Definition 1.2] with boundary at infinity denoted by Y. We recall the definition of evenness.

Definition 2.1. Let (X, g) be an asymptotically hyperbolic manifold. We say that g is even if there exists
a boundary-defining function ρ and a family of tensors (h2i )i∈N0 on Y = ∂X such that, for all N, one has
the following decomposition of g near Y :

φ∗(ρ2g)= dr2
+

N∑
i=0

h2ir2i
+ O(r2N+2),
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where φ is the diffeomorphism induced by the flow φr of the gradient gradρ2g(ρ):

φ : [0, 1)× Y → φ([0, 1)× Y )⊂ X ,

(r, y) 7→ φr (y).

We define X2
:= (X t X)/Y to be the topological double of X. (For a slicker definition, we stray ever

so slightly from the model geometry.) From the diffeomorphism φ we initially construct a C∞ atlas on
X2 by noting that Y ⊂ X2 is contained in an open set U 2

:= (U− tU+)/Y with U± := φ([0, 1)×Y ) and
we declare this set to be C∞ diffeomorphic to (−1, 1)× Y via

(−1, 1)× Y 'U 2,

(t, y) 7→
{
φ−t(y) ∈U− if t ≤ 0,
φ+t(y) ∈U+ if t ≥ 0.

Charts on the interior of X in X complete the atlas on X2.
We want to consider the boundary-defining function ρ as a function from X2 to [−1, 1] such that X

may be identified with {ρ > 0}. Using the previous chart for U 2
' (−1, 1)× Y we initially set

ρ : (−1, 1)× Y → (−1, 1),

(r, y) 7→ r,

and extend ρ to a continuous function on X2 by demanding that ρ be constant on X2
\U 2. In order to

ensure smoothness at ∂U 2 we deform ρ smoothly on the two subsets (−1,−1+ε)×Y and (1−ε, 1)×Y
of U 2. This achieves our goal. We now define the function µ on X2 by declaring

µ : X2
→ [−1, 1], µ=

{
−ρ2 if ρ ≤ 0,
ρ2 if ρ ≥ 0.

Remark 2.2. Although we have performed a deformation of ρ near ∂U 2 we will continue to think of
ρ and µ as coordinates for the first factor of U 2

= (−1, 1)× Y (if we wanted to be correct, in what
follows we would replace (−1, 1) with (−1+ ε, 1− ε) but this is cumbersome and we prefer to free up
the variable ε). Of course, only the coordinates (µ, y) provide a smooth chart for X2 near Y.

We now weaken the atlas on X2 near Y. By the previous remark, we may think of µ as coordinates for
the first factor of U 2 and we thus demand that the C∞ atlas is with respect to this coordinate rather than ρ
(as was the case for the initial atlas). It is now the case that on X2, only µ (and not ρ) is a smooth function.

We define the set C∞even(X) to be the subset of functions in C∞(X) which are extensible to C∞(X2)

and whose extension is invariant with respect to the natural involution on X2. (For example, consider
the restriction of µ to X. However, such an invariant extension would of course not give the function µ
previously constructed due to a sign discrepancy.) We remark that Ċ∞(X), the subset of functions in
C∞(X) which vanish to all orders at Y, injects naturally into C∞(X2) and may be identified with the
subset of C∞(X2) whose elements vanish on {ρ < 0}. Such constructions may also readily be extended
to the setting of vector bundles above X by using a local basis near Y of such a vector bundle which
smoothly extends across Y.
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Definition 2.3. We denote by Xe the extension of X

Xe := {µ >−1} ⊂ X2

by S the hypersurface
{
µ = − 1

2

}
⊂ Xe, and by Xcs the open submanifold

{
µ > − 1

2

}
⊂ Xe such that

∂X cs = S.

We construct two product manifolds M := R+s × X and Me := R+t × Xe. We supply M with the
Lorentzian cone metric

η := −ds⊗ ds+ s2g

and explain how this structure may be smoothly extended to Me.
Using the even neighbourhood at infinity U := (0, 1)µ×Y, we remark that, on R+s ×U , the Lorentzian

metric takes the form

η =−ds⊗ ds+ s2
(

dµ⊗ dµ
4µ2 +

h
µ

)
,

where h has a smooth Taylor expansion about µ= 0 by the evenness hypothesis. Upon the change of
variables t = s/ρ with t ∈ R+, the metric on R+t ×U takes the form

η =−µdt ⊗ dt − 1
2 t (dµ⊗ dt + dt ⊗ dµ)+ t2h

or, in a slightly more attractive convention,

t−2η =−
µ

2

(dt
t

)2
−

1
2

dt
t
· dµ+ h (1)

with the convention for the symmetric product · introduced in the following section. From this display we
see that, by extending h to a family of Riemannian metrics on Y parametrised smoothly by µ ∈ (−1, 1),
we can extend η smoothly onto the chart R+t ×U 2

⊂Me. We do this, thus furnishing Me with a Lorentzian
metric. As in the model geometry we refer to s (which is only defined on M) as the Minkowski scale,
and to t (which is defined on Me) as the Euclidean scale.

From (1), the measure associated with t−2η on R+t ×U 2 is dt
t

dx where dx = 1
2 dµ dvolh . On U , we

have dx = ρn+2dvolg; hence dx extends smoothly to a measure on Xe, also denoted dx , and agrees with
dvolg on X\U.

3. Symmetric tensors

This section introduces the necessary algebraic aspects of symmetric tensors and establishes conventions,
which follow [Heil et al. 2016].

3A. A single fibre. Let E be a vector space of dimension n+ 1 equipped with an inner product g and
let {ei }

n
i=0 be an orthonormal basis and {ei

}
n
i=0 be the corresponding dual basis for E∗. We denote by

Symk E∗ the k-fold symmetric tensor product of E∗. Elements are symmetrised tensor products

u1 · · · · · uk :=
∑
σ∈5k

uσ(1)⊗ · · ·⊗ uσ(k), ui ∈ E∗,
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where 5k is the permutation group of {1, . . . , k}. By linearity, this extends the operation · to a map from
Symk E∗× Symk′ E∗ to Symk+k′ E∗. Note the inner product takes the form g = 1

2

∑n
i=0 ei

· ei and that
for u ∈ E∗ we write uk to denote the symmetric product of k copies of u. The inner product induces an
inner product on Symk E∗ defined by

〈u1 · · · · · uk, v1 · · · · · vk〉 :=
∑
σ∈5k

g−1(u1, vσ(1)) · · · g−1(uk, vσ(k)), ui , vi ∈ E∗.

For u ∈ E∗, the metric adjoint of the linear map u· : Symk E∗ → Symk+1 E∗ is the contraction uy :
Symk+1 E∗→ Symk E∗ defined by

(u y v)(w1, . . . , wk) := v(u#, w1, . . . , wk), u ∈ E∗, v ∈ Symk E∗, wi ∈ E,

where u# is dual to u relative to the inner product on E . Contraction and multiplication with the metric g
define two additional linear maps:

3 : Symk E∗→ Symk−2 E∗,

u 7→
∑n

i=0 ei y ei y u,
and

L : Symk E∗→ Symk+2 E∗,

u 7→
∑n

i=0 ei
· ei
· u,

which are adjoint to each other. As the notation is motivated by standard notation from complex geometry,
we will refer to these two operators as Lefschetz-type operators.

Let F be the vector space R× E equipped with the standard Lorentzian inner product − f ⊗ f + g,
where f is the canonical vector in R∗. The previous constructions have obvious counterparts on F which
will not be detailed. (For this subsection, we write 〈 · , · 〉F for the Lorentzian inner product on Symm F∗.)
The decomposition of F provides a decomposition of Symm F∗:

Symm F∗ =
m⊕

k=0

ak f m−k
·Symk E∗, ak =

1
√
(m− k)!

and we write

u =
m∑

k=0

ak f m−k
· u(k), u ∈ Symm F∗, u(k) ∈ Symk E∗.

The choice of the normalising constant ak is chosen so that 〈u, v〉F =
∑m

k=0(−1)m−k
〈u(k), v(k)〉. There is

a simple relationship between the terms u(k) in this decomposition of u when u is trace-free.

Lemma 3.1. Let 3F and 3 denote the Lefschetz-type trace operators obtained from the inner products
on F and E respectively. For u ∈ Symm F∗ in the kernel of 3F , we have

3u(k) =−bk−2bk−1u(k−2),

where u =
∑m

k=0 ak f m−k
· u(k) for u(k) ∈ Symk E∗ and constants bk =

√
m− k.
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Proof. Beginning with 3F f m−k
= (m− k)(m− k− 1) f m−k−2 we obtain

3F (ak f m−k
· u(k))= ak+2

√
(m− k)(m− k− 1) f m−k−2

· u(k)+ ak f m−k
·3u(k).

Therefore, as u ∈ ker3F , equating powers of f in the resulting formula for

3F

( m∑
k=0

ak f m−k
· u(k)

)
gives

ak f m−k3u(k)+ ak
√
(m− k+ 2)(m− k+ 1) f m−ku(k−2)

= 0. �

We introduce some notation for finite sequences to simplify the calculations below. Denote by A k the
space of all sequences K = k1 · · · kk with 0≤ kr ≤ n. We write {kr → j}K for the result of replacing the
r-th element of K by j . If j is not present, this implies we remove the r-th element from K , while if
kr is not present, this implies we add j to K to obtain j K . This notation extends to replacing multiple
indices at once. For example, {kp→, kr →}K indicates we first remove the r-th element from K and
then remove the p-th element from {kr →}K . We set

eK
= ek1 · · · · · ekm ∈ ⊗

k E∗, K = k1 · · · km ∈ A k.

3B. Vector bundles. These constructions are naturally extended to vector bundles above manifolds. We
include this subsection in order to introduce our notation and conventions. Consider M and X (with
similar constructions for Me and Xe). We define

F := Symm T∗M, E (k) := Symk T∗X, E :=
m⊕

k=0

E (k).

If we want to make precise that F consists of rank-m symmetric cotensors, we will write F (m). The
Minkowski scale gives the decomposition M = R+s × X and we denote by π the projection onto the
second factor π : M→ X. (Remark that on M this gives the same map as the projection π : Me→ Xe

using the Euclidean scale Me = R+t × Xe.) This enables E (k) to be pulled back to a bundle over M which
we will also denote by E (k).

Given u ∈ C∞(M;F ), we decompose u as

u =
m∑

k=0

ak

(ds
s

)m−k
· u(k), u(k) ∈ C∞(M; E (k)), (2)

where ak is the previously introduced constant ((m − k)!)−1/2. We say that such a decomposition is
relative to the Minkowski scale.

For a fixed value of s, say s0, there is an identification of the corresponding subset of M with X via
the map π|s=s0 . We will thus reuse π for the map

πs=s0 : C
∞(M;F )→ C∞(X; E),

u =
m∑

k=0

ak

(ds
s

)m−k
· u(k) 7→

m∑
k=0

π|s=s0u(k),
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and in order to map from C∞(X; E) to C∞(M;F ), taking into account the Minkowski scale, we introduce

π∗s : C
∞(X; E)→ C∞(M;F ),

u =
m∑

k=0

u(k) 7→
m∑

k=0

ak

(ds
s

)m−k
·π∗u(k).

On M we have two useful metrics. First, s−2η, which takes the model form of the metric on F
introduced in the previous subsection

s−2η =−
1
2

(ds
s

)2
+ g.

Second, we have the metric η, which is geometrically advantageous as it gives the Lorentzian cone metric
on M. Notationally we will distinguish the two constructions by decorating the Lefschetz-type operators
with a subscript of the particular metric used. A similar decoration will be used for the two inner products
on F . There are two useful relationships. First,

3s−2ηu = s43ηu, u ∈ F, (3)

and second,

〈u, v〉s−2η = s2m
〈u, v〉η, u, v ∈ F . (4)

On X , when the metric g is used, no such decoration will be added. We can, however, make use of the
metric s−2η by appealing to π∗s . We introduce 〈 · , · 〉s on C∞(X; E) by declaring

〈u, v〉s := 〈π∗s u, π∗s v〉s−2η, u, v ∈ C∞(X; E).

Note that such a definition does not depend on the value of s ∈ R+ at which point the inner product on F
is applied. With this inner product given, and the measure dvolg previously introduced, we obtain the
notion of L2 sections and define

L2
s (X; E) := L2(X, dvolg; E, 〈 · , · 〉s), (5)

whose inner product is provided by

(u, v)s :=
∫

X
〈u, v〉s dvolg, u, v ∈ C∞c (X; E).

On Xe, we define L2 sections with respect to the measure dx ,

L2
t (Xe; E) := L2(Xe, dx; E, 〈 · , · 〉t).

On X , the necessary correspondences between the constructions using the Lorentzian and Euclidean
scales are given in the following lemma.

Lemma 3.2. There exists J ∈ C∞(X;End E) such that

π∗s u = π∗t Ju, u ∈ C∞(X; E),
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whose entries are homogeneous polynomials of degree at most m in dρ/ρ, upper triangular in the sense
that J (E (k0))⊂

⊕m
k=k0

E (k), and whose diagonal entries are the identity. Moreover,

〈u, v〉s = ρ2m
〈Ju, Jv〉t , u, v ∈ C∞(X; E).

Finally,

L2
s (X; E)= ρ

n/2−m+1 J−1L2
t (X; E).

Proof. As t = s/ρ, the differentials are related by

ds
s
=

dt
t
+

dρ
ρ
,

and hence by the binomial expansion

ak

(ds
s

)m−k
·π∗u(k) =

m−k∑
j=0

ak+ j

(dt
t

)m−k− j
·

(m−k
j

) ak
ak+ j

(dρ
ρ

)j
·π∗u(k),

where u(k) ∈ C∞(X; E (k)). This defines the endomorphism J by declaring

Ju(k) =
m−k∑
j=0

(m−k
j

) ak
ak+ j

(dρ
ρ

)j
· u(k).

The second claim is direct from s−2η = ρ−2t−2η; hence on F , where the inner product requires m appli-
cations of the inverse metric, 〈 · , · 〉s−2η = ρ

2m
〈 · , · 〉t−2η. The final claim follows from the second claim

and the previously mentioned correspondence, dx = ρn+2dvolg. �

4. b-calculus and microlocal analysis

This section introduces the necessary b-calculus formalism on symmetric cotensors. The standard reference
is [Melrose 1993]; in particular we make much use of Chapters 2 and 5. We also recall some now standard
ideas from microlocal analysis.

4A. b-calculus. For convenience we will only work on M = R+s × X rather than on both M and Me.
We define M to be the closure of M seen as a submanifold of Rs × X with its usual topology. Then

M = M t X,

where X is naturally identified with the boundary ∂M = {s = 0}.
We let {ei }

n
i=0 denote a (local) holonomic frame for TX and {ei

}
n
i=0 its dual frame for T∗X. The Lie

algebra of b-vector fields consists of smooth vector fields on M tangent to the boundary X. It is thus
generated by {s ∂s, ei }. This provides the smooth vector bundle bTM. The dual bundle, bT∗M, has basis
{ds/s, ei

}. This dual bundle is used to construct the b-symmetric bundle of m-cotensors, denoted by bF .
On the interior of M, this bundle is canonically isomorphic to F .
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An operator Q belongs to Diffp
b (M;End bF ) if, relative to a frame generated by {ds/s, ei

} the operator
Q may be written as a matrix

Q = [Qi, j ]

whose coefficients Qi, j belong to Diffp
b (M). That is, each Qi, j may be written as

Qi, j =
∑

k,|α|≤p

qi, j,k,α(s ∂s)
k∂αx

for smooth functions qi, j,k,α ∈ C∞(M).
Operators in Diffp

b (M;End bF ) provide indicial families of operators belonging to Diffp(X;End E).
In order to define this mapping we recall the operator πs=s0 defined in the previous section for s0 ∈ R+.
This family of maps clearly has an extension to M giving

πs=s0 : C
∞(M; bF )→ C∞(X; E),

where s0 ∈ [0,∞). The indicial family mapping (with respect to the Minkowski scale s)

Is : Diffp
b (M;End bF )→O(C;Diffp(X;End E))

is defined by
Is(Q, λ)(u) := πs=0(sλ Qs−λ(π∗s u)), u ∈ C∞(X; E).

When the scale s is understood, we will use the convention of removing the bold font from such an
operator and write

Q := Is(Q, · ), Qλ := Is(Q, λ).

Remark 4.1. This definition effectively does three things. First, if Q is written as a matrix, relative to
the decomposition established by the Minkowski scale (2), then Q will take the same form but without
the appearances of ak(ds/s)m−k

· . Next, the functions qi, j,k,α are frozen to their values at s = 0. (These
two results are due to the appearance of πs=0.) Finally, due to the conjugation by sλ, all appearances of
s ∂s in Q are replaced by the complex parameter −λ.

Remark 4.2. The choice to conjugate by s−λ is to ensure that the subsequent operators (in particular P)
acting on L2 sections have physical domains corresponding to Re λ � 1. If one is convinced that
the convention ought to be conjugation by sλ rather than s−λ one can kill two birds with one stone:
Considering the model geometry, which motivates the viewpoint of hyperbolic space “at infinity” inside the
forward light cone of compactified Minkowski space, it would be somewhat more natural to introduce the
coordinate s̃ = s−1 on M, then construct the closure of M as a submanifold of Rs̃× X. The indicial family
would then by constructed via a conjugation of s̃λ and appearances of s̃∂s̃ = −s ∂s would be replaced
by λ. For this article, the aesthetics of such a choice are outweighed by the superfluous introduction of
two dual variables, one for each of s and t .

The b-operators we consider are somewhat simpler than the previous definition in that the coefficients
qi, j,k,α do not depend on s (in the correct basis).
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Definition 4.3. A b-operator Q ∈ Diffp
b (M;

bF ) is b-trivial if, for all s0 ∈ R+,

Is(Q, λ)(u)= πs=s0(s
λ Qs−λ(π∗s u)), u ∈ C∞(X; E).

One advantage of this property is that self-adjointness of Q easily implies self-adjointness of Qλ for
λ ∈ iR.

Lemma 4.4. Suppose Q is b-trivial and formally self-adjoint relative to the inner product

(u, v)s−2η =

∫
M
〈u, v〉s−2η

ds
s

dvolg, u, v ∈ C∞c (M;F ).

Then, the indicial family Q is, upon restriction to λ∈ iR, formally self-adjoint relative to the inner product

(u, v)s =
∫

X
〈u, v〉s dvolg, u, v ∈ C∞c (X; E).

Moreover, for all λ, we have Q∗λ =Q
−λ̄.

Proof. We prove only the first claim. That Q∗λ =Q
−λ̄ for all λ follows by the same reasoning, making the

obvious changes in the second display provided below. Let ψ be a smooth function on R+s with compact
support (away from s = 0) and with unit mass

∫
R+
ψ (ds/s)= 1. Let u, v ∈ C∞c (X; E). The b-triviality

provides

(Qλu, v)s =
∫

R+
(Qλu, v)s ψ

ds
s
= (sλ Qs−λπ∗s u, ψπ∗s v)s−2η.

For λ ∈ iR this develops as

(Qλu, v)s = (π∗s u, sλ Qs−λψπ∗s v)s−2η

= (π∗s u, ψsλ Qs−λπ∗s v)s−2η+ (π
∗

s u, [sλ Qs−λ, ψ]π∗s v)s−2η

= (u,Qλv)s + (π
∗

s u, [sλ Qs−λ, ψ]π∗s v)s−2η,

where the last line has again used the b-triviality. Thus we require

(π∗s u, [sλ Qs−λ, ψ]π∗s v)s−2η = 0. (6)

Consider Q as a matrix Q = [Qi, j ] with respect to a basis in which

Qi, j =
∑

k,|α|≤p

qi, j,k,α(s ∂s)
k∂αx

for qi, j,k,α ∈ C∞(X). The key is to note that we may write

[sλ Qi, j s−λ, ψ] =
∑

k,|α|≤p−1

κi, j,k,α(s ∂s)
k∂αx (7)

for smooth functions (which depend on λ) κi, j,k,α ∈ C∞(X) such that every term in each κi, j,k,α is
smoothly divisible by some nonzero integer (s ∂s)-derivative of ψ . Factoring out these appearances and
integrating over R+ in (6) causes, by the fundamental theorem of calculus, the problematic term to vanish.
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The factorisation claim involving the functions κi, j,k,α follows directly from the following calculation.
First

[sλ Qi, j s−λ, ψ] =
∑

k,|α|≤p

qi, j,k,α[(s ∂s − λ)
k∂αx , ψ] =

∑
k,|α|≤p

k≥1

qi, j,k,α[(s ∂s − λ)
k, ψ]∂αx ,

and for k > 1,

[(s ∂s − λ)
k, ψ] =

k∑
`=1

(k
`

)
(−λ)k−`[(s ∂s)

`, ψ] =

k∑
`=1

∑̀
m=1

(k
`

)
(−λ)k−`

(
`

m

)
((s ∂s)

mψ)(s ∂s)
`−m,

which, due to the appearance of (s ∂s)
mψ gives (7) with the desired structure. �

Remark 4.5. The use of dvolg is unimportant; the result holds for any measure on X given such a
measure also appears as dvolg does in the inner product on M.

We finish this subsection by remarking on the effect that the scale (Minkowski or Euclidean) has on
the indicial family.

Lemma 4.6. For Q ∈Diffp
b (M;

bF ), the indicial families obtained using the scales s and t are related by

Is(Q, λ)= ρλ J−1It(Q, λ)Jρ−λ

with J presented in Lemma 3.2.

Proof. Lemma 3.2 provides π∗s = π
∗
t ◦ J. Dual to this equation, πs=0 = J−1

◦ πt=0. Combining these
observations gives the result

Is(Q, λ)(u)= πs=0(sλ Qs−λ(π∗s u))

= J−1πt=0
(
ρλtλ Qt−λρ−λ(π∗t Ju)

)
= ρλ J−1It(Q, λ)(Jρ−λu). �

4B. Microlocal analysis. We recall standard objects in microlocal analysis (the necessary information
is given in [Zworski 2016] for pseudodifferential operators acting on the trivial bundle; here we merely
indicate the small changes that occur when acting on a vector bundle). Recall the open submanifold
Xcs =

{
µ>−1

2

}
⊂ Xe from Definition 2.3. We will assume that L2

t (Xe; E) provides a notion of sections
above Xcs with Sobolev regularity s, denoted by H s(Xcs; E), with norm ‖ · ‖H s (see Section 7A for
subtleties arising due to the boundary S). Let ζ denote the coefficients of a covector relative to some
local base for T∗Xcs such that we may define the Japanese bracket 〈ζ 〉. We denote by

9
p
scal(Xcs;End E)⊂9 p(Xcs;End E)

the space of properly supported pseudodifferential operators of order p acting on E and which have scalar
principal symbol. For A ∈9a

scal(Xcs;End E) such a symbol is written as

σ(A) ∈ Sa(T∗Xcs\0;End E)/Sa−1(T∗Xcs\0;End E)
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and is scalar. For such operators, it continues to hold that, for B ∈9b
scal(Xcs;End E), the principal symbol

of the composition

σ(AB)= σ(A)σ (B) ∈ Sa+b(T∗Xcs\0;End E)/Sa+b−1(T∗Xcs\0;End E)

remains scalar. However now, as lower-order terms are not required to be diagonal, the commutator has
principal symbol

σ([A, B]) ∈ Sa+b−1(T∗Xcs\0;End E)/Sa+b−2(T∗Xcs\0;End E),

which, in general, is not scalar. In the case that A ∈9a(Xcs)⊂9
a
scal(Xcs;End E) we get

σ
( 1

2i
[A, B]

)
=

1
2

Hσ(B)(σ (A)),

where Hσ(B) is the Hamiltonian vector field associated with σ(B). Exactly as in the case that E is
the trivial bundle, associated with the operator A are the notions of the wave front set WF(A) and the
characteristic variety Char(A).

There are two radial estimates used in the analysis of P (the family of operators introduced in Section 6)
in order to prove Proposition 7.3. The analysis is performed in [Vasy 2013a, Section 2.4] for functions
with an alternative description given in [Dyatlov and Zworski 2017, Section E.5.2]. We will follow the
second approach and translate the results into a (nonsemiclassical) setting adapted to vector bundles. For
this, and to follow closely the referenced works, we introduce [Dyatlov and Zworski 2017, Section E.1.2]
the radially compactified cotangent bundle T∗Xcs and projection map κ : T∗Xcs\0→ ∂T∗Xcs . Consider
P ∈9 p

scal(Xcs;End E) with real principal symbol σ(P) and Hamiltonian vector field Hσ(P). Write P as

P = Re P + i Im P

for

Re P =
P + P∗

2
∈9

p
scal(Xcs;End E), Im P =

P − P∗

2i
∈9 p−1(Xcs;End E).

In the sense of [Dyatlov and Zworski 2017, Definition E.52], let 0+ and 0− be a source and a sink of
σ(P) respectively. Suppose that 〈ζ 〉1−p Hσ(P) vanishes on 0±.

Lemma 4.7. Let s satisfy the following threshold condition on 0+:

〈ζ 〉1−p
(
σ(Im P)+

(
s+ 1− p

2

)
Hσ(P) log〈ζ 〉

)
is negative definite.

Then for all B1 ∈9
0(Xcs) with WF(I − B1)∩0+ =∅, there exists A ∈90(Xcs) with Char(A)∩0+ =∅

such that for any u ∈ C∞c (Xcs; E) (and any N large enough)

‖Au‖H s ≤ C(‖B1 Pu‖H s−p+1 +‖u‖H−N ).

Lemma 4.8. Let s satisfy the following threshold condition on 0−:

〈ζ 〉1−p
(
σ(Im P)+

(
s+ 1− p

2

)
Hσ(P) log〈ζ 〉

)
is negative definite.
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Then for all B1∈9
0(Xcs) with WF(I−B1)∩0−=∅, there exists A, B ∈90(Xcs) with Char(A)∩0−=∅

and WF(B)∩0− =∅ such that for any u ∈ C∞c (Xcs; E) (and any N large enough)

‖Au‖H s ≤ C(‖Bu‖H s +‖B1 Pu‖H s−p+1 +‖u‖H−N ).

Remark 4.9. There are two trivial but important points to make. First, a source for P is a sink for −P
(and similarly a sink for P is a source for −P). Second, we have assumed P has real principal symbol;
therefore, when considering its adjoint P∗, we have Hσ(P∗) = Hσ(P). Less trivially, by approximation
[Dyatlov and Zworski 2017, Lemma E.47], these results do not need to assume u ∈ C∞c (Xcs; E). In
Lemma 4.7, if s > s̃ with s̃ satisfying the threshold condition and u ∈ H s̃(Xcs; E) then the inequality
holds (on the condition that the right-hand side is finite). Similarly in Lemma 4.8, if u is a distribution
such that the right-hand side of the inequality is well defined, then so too is the left-hand side, and the
inequality holds.

5. The Laplacian, the d’Alembertian and the operator Q

This section shows the relationship between the Laplacian on (X, g) and the d’Alembertian on (M, η).
We first introduce several differential operators on X using the Levi-Civita connection ∇ of g extended to
all associated vector bundles associated with the principal orthonormal frame bundle. Let {ei }

n
i=0 be a

local orthonormal frame for TX and {ei
}

n
i=0 be the corresponding dual frame for T∗X. We define two

first-order differential operators. Let the symmetrisation of the covariant derivative, called the symmetric
differential, be denoted by d:

d : C∞(X; E (k))→ C∞(X; E (k+1)),

u 7→
∑n

i=0 ei
· ∇ei u.

Denote by δ its formal adjoint called the divergence:

δ : C∞(X; E (k))→ C∞(X; E (k−1)),

u 7→ −
∑n

i=0 ei y∇ei u.

The two first-order operators behave nicely with L and 3, giving the following commutation relations
[Heil et al. 2016, Equation (8)]:

[3, δ] = 0= [L, d], [3, d] = −2δ, [L, δ] = 2d. (8)

The rough Laplacian on this space will be denoted by ∇∗∇:

∇
∗
∇ : C∞(X; E (k))→ C∞(X; E (k)),

u 7→ ∇∗∇u,

where ∇∗ is the formal adjoint of ∇ : C∞(X; E (k))→ C∞(X;T∗X ⊗ E (k)). Equivalently

∇
∗
∇ u = (− tr ◦∇ ◦∇)(u), u ∈ C∞(X; E (k)),
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where tr : T∗X ⊗T∗X→ R is the trace operator obtained from g and is extended to

tr : T∗X ⊗T∗X ⊗ E (k)→ E (k).

For the Lichnerowicz Laplacian, we introduce the Riemann curvature tensor, which will be denoted by R:

Ru,vw = [∇u,∇v]w−∇[u,v]w, u, v, w ∈ C∞(X; T X).

It is extended to all tensor bundles as a derivation. On symmetric k-cotensors we introduce the curvature
endomorphism which will be denoted by q(R):

q(R) u =
n∑

i, j=0

e j
· ei yRei ,ej u, u ∈ E (k).

The Lichnerowicz Laplacian, hereafter simply referred to as the Laplacian, will be denoted by 1:

1 : C∞(X; E (k))→ C∞(X; E (k)),

u 7→ (∇∗∇ + q(R))u.

We decompose symmetric k-cotensors using the symmetrised basis elements:

u =
∑

K∈A k

uK eK , u ∈ C∞(X; E (k)), uK ∈ C∞(X).

Useful formulae for the preceding operators thus far introduced are given in the following lemma. Recall
the notation for finite sequences A k introduced in the final paragraph of Section 3A.

Lemma 5.1. Let u ∈ C∞(X; E (k)). At a point in X about which {ei } are normal coordinates, the trace is

3u =
∑

K∈A k

∑
kr∈K

∑
kp∈{kr→}K

gkr kp uK e{kp→, kr→}K,

the symmetric differential is

du =
∑

K∈A k

n∑
i=0

(ei uK )e{→i}K,

the divergence is

δu =−
∑

K∈A k

∑
kr∈K

n∑
i=0

gikr (ei uK )e{kr→}K,

and the rough Laplacian is

∇
∗
∇ u =

∑
K∈A k

n∑
i, j=0

(
−gi j (ei ej uK )eK

+

∑
kr∈K

n∑
`=0

gi`uK (e`0
kr
i j )e
{kr→ j}K

)
,

where the connection coefficients are given locally by ∇ei e
k
=−

∑n
j=0 0

k
i j e

j . Finally, (at a point using
normal coordinates), the Riemann curvature takes the form

Rei ,ej e
`
=−

n∑
k=0

Ri j
`
kek, Ri j

`
k = ei0

`
jk − ej0

`
ik .
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In a similar vein to (8) we have the following two useful results, the second of which originates from
[Lichnerowicz 1961, Section 10].

Lemma 5.2. Let u ∈ C∞(X, E (k)). The Laplacian commutes with the Lefschetz-type trace operator

[3,1]u = 0

and commutes with the divergence under the following conditions:

[δ,1]u = 0 if


k = 0, 1,
k = 2 and X is Ricci parallel,
k ≥ 3 and X is locally isomorphic to Hn+1.

Proof. The first result is very standard. As the metric is parallel, the Riemann curvature tensor (acting as
a derivation on E (k)) commutes with L; hence

[L, q(R)]u =
n∑

i, j=0

(Le j y ei y−e j y ei yL)Rei ,ej u

and developing the second term with the aid of the commutation formula [eiy,L] = 2ei
· provides

[L, q(R)]u =
n∑

i, j=0

−2(e j
· ei y+e j y ei

· )Rei ,ej u =
n∑

i, j=0

−2(e j
· ei y+δi j

+ ei
· e jy)Rei ,ej u,

which vanishes due to the skew-symmetry of the Riemann curvature tensor. By duality, [3, q(R)] = 0.
Now using the commutation relations (8) and the characterisation of the Laplacian [Heil et al. 2016,
Proposition 6.2]

1= δd− dδ+ 2q(R)

provides the commutation of 3 with 1.
The second result is more involved as a demonstration via a direct calculation (however, as these

statements are well known, we only sketch said calculations). For k = 0, 1 the Laplacian and divergence
agree with Hodge Laplacian and the adjoint of the exterior derivative. We will thus assume X is Ricci
parallel (and k ≥ 2). We break the calculation into two parts studying [δ,∇∗∇] and [δ, q(R)]. As usual,
we use a frame {ei }

n
i=0 for TX with dual frame {ei

}
n
i=0 and calculate at a point about which the connection

coefficients vanish. We act on u = uK eK
∈ C∞(X; E (k)). That the Ricci tensor is parallel implies, by

the (second) Bianchi identity,
∑

` ∇e`Ri j
`
k = 0. This observation is repeatedly used. Also, the Ricci

endomorphism may be written as
∑

i, j Ric j
i ei
⊗ ej with Ric j

i =
∑

k,` gk`(∇ei0
j
k`−∇ek0

j
`i ).

Consider [δ,∇∗∇]. Calculating simply δ∇∗∇ gives

δ∇∗∇ =−
∑

k

ek y∇ek

(
− tr

∑
i, j

ei
⊗∇ei (e

j
⊗∇ej )

)
=

∑
i, j,k

gi j ek y∇ek∇ei∇ej −

∑
i, j,k,`

gi`(∇ek0
j
i`) ek y∇ej ,
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with a similar calculation for ∇∗∇δ. Combining these results and commuting ∇ek with ∇ei∇ej gives

[δ,∇∗∇] =
∑
i, j,k

gi j ek y [∇ek ,∇ei∇ej ] −

∑
i

(Ric ei ) y∇ei

=−

∑
i, j,k

gi j ek y {∇ei ,Rej ,ek }−

∑
i

(Ric ei ) y∇ei ,

where { · , · } is the anticommutator. After a tedious calculation, we obtain

[δ,∇∗∇]u =
∑

i

(Ric ei ) y∇ei u+ 2(R,∇, u), (9)

where (R,∇, u) is shorthand for the unwieldy term

(R,∇, u)=
∑
i, j

∑
kr∈K

∑
kp∈{kr→}K

Rikr kp
j (∇ei uK )e{kp→ j, kr→}K.

For completeness we outline this calculation:

−

∑
i, j,`

gi j e` y {∇ei ,Rej ,e`}u =−
∑
i, j,`

∑
kr∈K

({∇ei ,R`ikr
j }uK )e` y e{kr→ j}K

=−2
∑
i, j,`

∑
kr∈K

R`ikr
j (∇ei uK )e` y e{kr→ j}K,

where the anticommutator has been removed using
∑

` ∇e`Ri j
`
k = 0. Developing the final term in the

preceding display gives

e` y e{kr→ j}K
= g j`e{kr→}K +

∑
kp∈{kr→}K

gkp`e{kp→ j, kr→}K,

which after a little rearrangement of dummy indices and using the algebraic symmetries of the Riemann
curvature tensor gives

−

∑
i, j,`

gi j e` y {∇ei ,Rej ,e`}u = 2
∑

i

(Ric ei ) y∇ei u+ 2(R,∇, u).

Upon subtraction of
∑

i (Ric ei ) y∇ei u, this provides (9).
Consider [δ, q(R)]. Similar to the previous calculations we obtain

[δ, q(R)] =
∑
i, j,k

−ek y e j
· ei y∇ek Rei ,ej + e j

· ei yRei ,ej (e
k y∇ek )

=

∑
i, j,k

e j
· ei y ek y [Rei ,ej ,∇ek ] − g jkei y∇ek Rei ,ej + e j

· ei y (Rei ,ej e
k) y∇ek .

After an even more tedious calculation treating each of the three terms in the previous display, we obtain

[δ, q(R)]u =−[δ,∇∗∇]u− (∇,R, u), (10)
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where (∇,R, u) represents the even more unwieldy term

(∇,R, u)=
∑
i, j,`

∑
kr∈K

kp∈{kr→}K
ks∈{kp→, kr→}K

g`ks (∇e`Ri
kr kp

j )uK e{ks→i, kp→ j, kr→}K.

Again, we sketch the calculation. One of the three terms is easy to calculate directly, giving∑
i, j,k

e j
· ei y (Rei ,ej e

k) y∇ek u =−(R,∇, u).

Another term is also relatively easy, again using the trick that
∑

` ∇e`Ri j
`
k = 0:

−

∑
i, j,k

g jkei y∇ek Rei ,ej u =−
∑

i

(Ric ei ) y∇ei u− (R,∇, u).

The involved step is treating
∑

i, j,k e j
· ei y ek y [Rei ,ej ,∇ek ]. We first obtain∑

i, j,`

e j
· ei y e` y [Rei ,ej ,∇e`]u =

∑
i,k,`,m

∑
kr∈K

([R j i
kr

m,∇e`]uK ) e j
· ei y e` y e{kr→m}K,

and it is important to realise that whenever the index ` contracts with m (or i or j), the resulting sum
vanishes

(
as
∑

` ∇e`Ri j
`
k = 0

)
. Similarly, if i and m are contracted then, as Ricci is parallel, the resulting

sum vanishes. Expanding the final part of the previous display (and letting terms(g`m, gim) denote any
terms involving g`m or gim) gives

e j
· ei y e` y e{kr→m}K

=

∑
kp∈{kr→}K

g`kp e j
· ei y e{kp→m, kr→}K + terms(g`m)

=

∑
kp∈{kr→}K

ks∈{kp→, kr→}K

g`kp giks e{ks→ j, kp→m, kr→}K + terms(g`m, gim)

and after a little rearrangement of dummy indices, this gives∑
i, j,`

e j
· ei y e` y [Rei ,ej ,∇e`]u =−(∇,R, u),

whence (10) is obtained.
Combining (9) with (10) gives [δ,1]u = −(∇,R, u). For symmetric tensors of rank 2, such a

summation (over kr , kp, ks) does not arrive, so such a term instantly vanishes and the result follows. For
tensors of higher rank, one needs the Riemann curvature to be parallel. This is assured in the constant
curvature setting of Hn+1. �

The objects thus far introduced in this section all have natural analogues in the Lorentzian setting on
(M, η). We denote by M

∇ the Levi-Civita connection of η extended to all associated vector bundles
and MR the Riemann curvature tensor of η. We let dη and δη denote the symmetric differential and
the divergence with respect to η. Finally we let M

∇
∗M
∇ denote the rough d’Alembertian and � the

(Lichnerowicz) d’Alembertian, both constructed with respect to the metric η.
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5A. Minkowski scale and the operator Q. We define the first of our two main operators.

Definition 5.3. The second-order differential operator Q ∈Diff2(M;EndF ) is the following conjugation
of the d’Alembertian:

Q : C∞(M;F )→ C∞(M;F ),

u 7→ sn/2−m+2�s−n/2+m u.

Lemma 5.4. The differential operator Q is formally self-adjoint with respect to the inner product

(u, v)s−2η =

∫
M
〈u, v〉s−2η

ds
s

dvolg, u, v ∈ C∞c (M;F ).

Proof. The d’Alembertian is self-adjoint with respect to the inner product

(u, v)η =
∫

M
〈u, v〉η dvolη, u, v ∈ C∞c (M;F ).

The two inner products on F are related via (4). Tracking the effects of the conjugations by powers of s
on�, as well as the multiplication by s2, in order to obtain Q implies self-adjointness when using the inner
product 〈 · , · 〉s−2η with the measure s−(n+2) dvolη, which gives the result as dvolη= sn+2(ds/s) dvolg. �

Lemma 5.5. The operator Q commutes with the Lefschetz-type trace operator s−23s−2η:

[s−23s−2η, Q]u = 0, u ∈ C∞(M;F ).

Proof. The Lorentzian analogue of Lemma 5.2 is that the d’Alembertian commutes with 3η:

[3η,�] = 0.

This operator is related to our standard Lefschetz-type operator 3s−2η via (3). The result is now a direct
calculation. For clarity we denote differential operators with a superscript (m) to indicate that they act on
symmetric cotensors of rank m. In particular, on C∞(M;F ) we have

s−23s−2η Q(m)
= s23ηsn/2−m+2�(m)s−n/2+m

= s2sn/2−m+2�(m−2)s−n/2+m3η

= sn/2−(m−2)+2�(m−2)s−n/2+(m−2)s23η = Q(m−2)s−23s−2η. �

The rest of this subsection is dedicated to proving:

Proposition 5.6. For u ∈ C∞(M;F ) decomposed relative to the Minkowski scale (2), the conjugated
d’Alembertian Q is given by

Qak

(ds
s

)m−k
· u(k) = ak+2

(ds
s

)m−k−2
· (−bkbk+1L)u(k)

+ ak+1

(ds
s

)m−k−1
· (2bkd)u(k)

+ ak

(ds
s

)m−k
· (1+ (s ∂s)

2
− ck −L3)u(k)

+ ak−1

(ds
s

)m−k+1
· (−2bk−1δ)u(k)

+ ak−2

(ds
s

)m−k+2
· (−bk−2bk−13)u(k)
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with constants
ak = ((m− k)!)−1/2,

bk =
√

m− k,

ck =
1
4 n2
+m(n+ 2k+ 1)− k(2n+ 3k− 1).

Consequently, relative to this scale, there exist D ∈ Diff1(M;EndF ) and G ∈ C∞(M;EndF ) indepen-
dent of s such that

Q =∇∗∇ + (s ∂s)
2
+ D+ G.

Proof. The result will follow from Lemmas 5.8 and 5.9. The conjugation by s−n/2+m is chosen so that
the term

(
s ∂s +

n
2 −m

)2 in Lemma 5.8 becomes simply (s ∂s)
2. �

Proposition 5.6 is a direct calculation which we present in the rest of this subsection. To begin we
state the following lemma whose proof need not be detailed.

Lemma 5.7. In the Minkowski scale, with {ei }
n
i=0 a local holonomic frame on (X, g) with dual frame

{ei
}

n
i=0 such that g =

∑
i, j gi j ei

⊗ e j , the connection M
∇ acts in the following manner:

M
∇s ∂s

ds
s
=−

ds
s
, M
∇ei

ds
s
=−

n∑
j=0

gi j e j,

M
∇s ∂s e

i
=−ei, M

∇ei e
j
= δ

j
i

ds
s
+∇ei e

j.

This lemma provides the following two important formulae for the symmetrised basis:

M
∇s ∂s

(ds
s

)m−k
· eK
=−m

(ds
s

)m−k
· eK (11)

and
M
∇ei

(ds
s

)m−k
· eK
=

(ds
s

)m−k−1
·
(
−(m− k)gi j e{→ j}K )

+

(ds
s

)m−k
·

(
−

∑
kr∈K

0
kr
i j e{kr→ j}K

)

+

(ds
s

)m−k+1
·

(∑
kr∈K

δ
kr
i e{kr→}K

)
, (12)

where the second result is a consequence of

M
∇ei e

K
=

∑
kr∈K

δ
kr
i

ds
s
· e{kr→}K +∇ej e

K

and we recall that the connection coefficients were introduced in Lemma 5.1. We split the calculation of
the d’Alembertian into two calculations, treating the rough d’Alembertian separately from the curvature
endomorphism.
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Lemma 5.8. For u∈C∞(M;F ) decomposed relative to the Minkowski scale (2), the rough d’Alembertian
is given by

s2 M
∇
∗M
∇ ak

(ds
s

)m−k
· u(k) = ak+2

(ds
s

)m−k−2
· (−bkbk+1L)u(k)

+ ak+1

(ds
s

)m−k−1
· (2bkd)u(k)

+ ak

(ds
s

)m−k
·
(
∇
∗
∇ +

(
s ∂s +

1
2 n−m

)2
− c̃k

)
u(k)

+ ak−1

(ds
s

)m−k+1
· (−2bk−1δ)u(k)

+ ak−2

(ds
s

)m−k+2
· (−bk−2bk−13)u(k)

with modified constants

c̃k =
1
4 n2
+m(n+ 2k+ 1)− k(n+ 2k).

Proof. It suffices to consider a single term uK (ds/s)m−k
· eK and we will ignore the normalising

constants ak until the final step. Upon a first application of M
∇ we obtain a section of T∗M ⊗F :

M
∇uK

(ds
s

)m−k
· eK
= s ∂suK

ds
s
⊗

(ds
s

)m−k
· eK
+ uK

ds
s
⊗

M
∇s ∂s

((ds
s

)m−k
· eK

)
+

∑
i

ei uK ei
⊗

(ds
s

)m−k
· eK
+

∑
i

uK ei
⊗

M
∇ei

((ds
s

)m−k
· eK

)
.

Using (11) and (12) to develop the terms involving M
∇s ∂s and M

∇ei we group the result in terms of
symmetric powers of ds/s. In order to handle the equations we write

M
∇uK

(ds
s

)m−k
· eK
= 1 + 2 + 3 + 4 , (13)

where

1 =−(m− k)
∑
i, j

uK gi j ei
⊗

(ds
s

)m−k−1
· e{→ j}K,

2 = (s ∂s −m)uK
ds
s
⊗

(ds
s

)m−k
· eK,

3 =
∑

i

ei uK ei
⊗

(ds
s

)m−k
· eK
−

∑
i, j

uK ei
⊗

(ds
s

)m−k
·

∑
kr∈K

0
kr
i j e{kr→ j}K,

4 =−
∑

i

uK ei
⊗

(ds
s

)m−k+1
·

∑
kr∈K

δ
kr
i e{kr→}K.

Taking the second derivative, we calculate at a point about which {ei } are normal coordinates. Of course,
we only need to keep track of terms which are not subsequently killed upon applying the trace trη (which,
as the notation suggests, is the trace map from T∗M ⊗T∗M→ R built using the metric η).
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1 Considering the first term in (13), applying M
∇s ∂s provides only terms in the kernel of trη and applying

M
∇ei gives∑

`

e`⊗ M
∇e` 1 =−(m− k)

∑
i, j,`

e`uK gi j e`⊗ ei
⊗

(ds
s

)m−k−1
· e{→ j}K

− (m− k)
∑
i, j,`

uK gi j e`⊗ ei
⊗

M
∇e`

((ds
s

)m−k−1
· e{→ j}K

)
+ ker trη

and we immediately apply trη to get

−s2(trη ◦M
∇) 1 = (m−k)

(ds
s

)m−k−1
·

(∑
i

ei uK e{→i}K
)
+ (m−k)uK

∑
j

M
∇ej

((ds
s

)m−k−1
·e{→ j}K

)
.

The first term of the preceding display reduces to the symmetric differential (m−k)(ds/s)m−k−1
·d(uK eK )

by Lemma 5.1. The second term of the preceding display is calculated with the aid of (12) and remembering
that the connection coefficients cancel at the point of interest. Specifically

M
∇ej

((ds
s

)m−k−1
· e{→ j}K

)
=

(ds
s

)m−k−2
·

(
−

∑
i

(m− k− 1)gi j e{→i,→ j}K
)

+

(ds
s

)m−k
·

(
δ

j
j eK
+

∑
kr∈K

δ
kr
j e{→ j, kr→}K

)
.

Observe that
∑

j
∑

kr∈K δ
kr
j e{→ j, kr→}K = keK. Using Lemma 5.1 again this time to recover L, the result is

−s2(trη ◦M
∇) 1 =

(ds
s

)m−k−2
·
(
−(m− k)(m− k− 1)L

)
uK eK

+

(ds
s

)m−k−1
· ((m− k)d)uK eK

+

(ds
s

)m−k
·
(
−(m− k)(n+ 1+ k)

)
uK eK.

2 Considering the second term in (13) is much simpler. A second application of M
∇ provides

M
∇ 2 = (s ∂s −m− 1)(s ∂s −m)uK

ds
s
⊗

ds
s
⊗

(ds
s

)m−k
· eK

− (s ∂s −m)uK

∑
i, j

gi j ei
⊗ e j
⊗

(ds
s

)m−k
· eK
+ ker trη

and the desired result is

−s2(trη ◦M
∇) 2 =

(ds
s

)m−k
·
(
(s ∂s −m+ n)(s ∂s −m)

)
uK eK.

3 Considering the third term in (13) is somewhat similar to the first term in that M
∇s ∂s provides only

terms in the kernel of trη. Remembering that at the point of interest, the connection coefficients vanish,
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applying M
∇ej gives∑
j

e j
⊗

M
∇ej 3 =

∑
i, j

ej ei uK e j
⊗ ei
⊗

(ds
s

)m−k
· eK

+

∑
i, j

ei uK e j
⊗ ei
⊗

M
∇ej

((ds
s

)m−k
· eK

)
−

∑
i, j,`

uK e`⊗ ei
⊗

(ds
s

)m−k
·

∑
kr∈K

(∇e`0
kr
i j )e
{kr→ j}K

+ ker trη,

and we immediately apply trη to recover the rough Laplacian from the first and third terms in the previous
display

−s2(trη ◦M
∇) 3 =

(ds
s

)m−k
· ∇
∗
∇(uK eK )−

∑
i, j

gi j ei uK
M
∇ej

((ds
s

)m−k
· eK

)
,

while the second term in the previous display is first treated using (12) and then Lemma 5.1 to recover
the symmetric differential and the divergence:

−

∑
i, j

gi j ei uK
M
∇ej

((ds
s

)m−k
· eK

)
=

∑
i, j,`

gi j ei uK (m− k)
(ds

s

)m−k−1
· g`j e{→`}K +

∑
i, j,`

gi j ei uK

(ds
s

)m−k+1
·

∑
kr∈K

δ
kr
j e{kr→}K

= (m− k)
(ds

s

)m−k−1
· d(uK eK ) −

(ds
s

)m−k+1
· δ(uK eK ).

The result is

−s2(trη ◦M
∇) 3 =

(ds
s

)m−k−1
· ((m− k)d)uK eK

+

(ds
s

)m−k
· (∇∗∇)uK eK

+

(ds
s

)m−k+1
· (−δ)uK eK.

4 Considering finally the fourth term in (13) we immediately remove the sum over i using the Kronecker
delta. Again M

∇s ∂s provides only terms in the kernel of trη and applying M
∇ei gives∑

i

ei
⊗

M
∇ei 4 =−

∑
i

∑
kr∈K

ei uK ei
⊗ ekr ⊗

(ds
s

)m−k+1
· e{kr→}K

−

∑
i

∑
kr∈K

uK ei
⊗ ekr ⊗

M
∇ei

((ds
s

)m−k+1
· e{kr→}K

)
+ ker trη

and we immediately apply trη to get

−s2(trη ◦M
∇) 4 =

(ds
s

)m−k+1
·

(∑
i

∑
kr∈K

gikr ei uK e{kr→}K
)
+

∑
i

∑
kr∈K

gikr uK
M
∇ei

((ds
s

)m−k+1
·e{kr→}K

)
.
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The first term provides the divergence −(ds/s)m−k+1
· δ(uK eK ), while the second term is treated using

(12) and then Lemma 5.1 to recover a multiple of uK eK and a term involving 3:∑
i

∑
kr∈K

gikr uK
M
∇ei

((ds
s

)m−k+1
· e{kr→}K

)
=−(m− k+ 1)

(ds
s

)m−k
·

∑
i, j

∑
kr∈K

gikr gi j e{→ j, kr→}K −

(ds
s

)m−k+2
·

∑
kr∈K

∑
kp∈{kr→}K

gkr kp e{kp→, kr→}K

=−k(m− k+ 1)
(ds

s

)m−k
· uK eK

−

(ds
s

)m−k+2
·3(uK eK ).

The result is

−s2(trη ◦M
∇) 4 =

(ds
s

)m−k
· (−k(m− k+ 1))uK eK

+

(ds
s

)m−k+1
· (−δ)uK eK

+

(ds
s

)m−k+2
· (−3)uK eK.

Upon summation of these four terms coming from (13) we obtain

s2 M
∇
∗M
∇

(ds
s

)m−k
· u(k) =

(ds
s

)m−k−2
· (−(m− k)(m− k− 1)L)u(k)

+

(ds
s

)m−k−1
· (2(m− k)d)u(k)

+

(ds
s

)m−k
·
(
∇
∗
∇ +

(
s ∂s +

1
2 n−m

)2
− c̃k

)
u(k)

+

(ds
s

)m−k+1
· (−2kδ)u(k)

+

(ds
s

)m−k+2
· (−k(k− 1)3)u(k)

with constant c̃k as given in the proposition. The final step is to reintroduce the normalisation constants
ak . Treating, for example, the term containing (ds/s)m−k−1 amounts to observing

a−1
k+1(m− k)ak =

√
(m− k) �

Lemma 5.9. For u ∈ C∞(M;F ) decomposed relative to the Minkowski scale (2), the curvature endo-
morphism acts diagonally with respect to the Minkowski scale and is given by

s2q(M R)u(k) = (q(R)+ k(n+ k− 1)−L3)u(k).

Proof. We need only concern ourselves with the effect of q(MR) on (ds/s)m−k
· eK. It is easy

to see from Lemma 5.7 that M Rs ∂s ,ei is the zero endomorphism, that M Rei ,ej (ds/s) = 0, and that
η(M Rei ,ej e

∗

k , ds/s) = 0. Therefore we need only calculate the effect of q(MR) on eK. The nontrivial
information of M R is encoded in the equation

M Ri j
k
` = g j`δ

k
i − gi`δ

k
j +R`ikr

j .
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We extend M Rei ,ej to E (k), giving

M Rei ,ej e
K
= Rei ,ej e

K
+

∑
kr∈K

(δ
kr
j gi`− δ

kr
i g j`)e{kr→`}K.

Calculating the interior product requires the metric; in particular,

s2ei yη
M Rei ,ej = ei y M Rei ,ej ,

where yη uses the metric η to identify TM with T∗M. Consequently calculating∑
i

(s2ei yη
M Rei ,ej e

K
− ei yRei ,ej e

K )

gives ∑
i

∑
kr∈K

(δ
kr
j gi`− δ

kr
i g j`)

(
gi`e{kr→}K +

∑
kp∈{kr→}K

gikp e{kp→, kr→`}K
)
.

Applying
∑

j e j
· to the preceding display provides s2q(M R)− q(R). Splitting the calculation into four

terms, the results are ∑
i, j

∑
kr∈K

e j
· δ

kr
j gi`gi`e{kr→}K = k(n+ 1)eK,

−

∑
i, j

∑
kr∈K

e j
· δ

kr
i g j`gi`e{kr→}K =−keK,

∑
i, j

∑
kr∈K

∑
kp∈{kr→}K

e j
· δ

kr
j gi`gikp e{kp→, kr→`}K = k(k− 1)eK,

−

∑
i, j

∑
kr∈K

∑
kp∈{kr→}K

e j
· δ

kr
i g j`gikp e{kp→, kr→`}K =−L3eK.

Upon summation of these four terms, the proof is complete. �

Proposition 5.10. Suppose u ∈C∞(M;F ), decomposed relative to the Minkowski scale (2), is trace-free
with respect to the trace operator 3s−2η. Then the conjugated d’Alembertian Q is given by

Qak

(ds
s

)m−k
· u(k) = ak+1

(ds
s

)m−k−1
· (2bkd)u(k)

+ak

(ds
s

)m−k
· (1+ (s ∂s)

2
− c′k )u

(k)

+ak−1

(ds
s

)m−k+1
· (−2bk−1δ)u(k)

with constants ak , bk given in Proposition 5.6 and the modified constants

c′k = ck − (m− k)(m− k− 1).

Proof. This follows directly from the structure of Q given in Proposition 5.6 and the condition that
3u(k) =−bk−2bk−1u(k−2), coming from Lemma 3.1. �
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5B. The indicial family of Q.

Definition 5.11. Denote by Q the indicial family of the operator Q ∈ Diff2
b(M;F ) relative to the

Minkowski scale s:

Q= Is(Q; λ) ∈ Diff2(X; E).

The previous section introduced Q as a differential operator on F above M ; however, from the
structure of Q given as in Proposition 5.6, it is clear that the operator extends to M. Moreover by the
same proposition we immediately get the structure of Q.

Proposition 5.12. For u =
∑m

k=0 u(k) ∈ C∞(X; E), the operator Q is given by

Qλu(k) = (−bkbk+1L)u(k)+ (2bkd)u(k)+ (1+λ2
− ck−L3)u(k)+ (−2bk−1δ)u(k)+ (−bk−2bk−13)u(k)

with constants
bk =
√

m− k,

ck =
1
4 n2
+m(n+ 2k+ 1)− k(2n+ 3k− 1).

Consequently, there exist D ∈ Diff1(X;End E) and G ∈ C∞(X;End E) independent of λ such that

Qλ =∇
∗
∇ + λ2

+D+G.

Proposition 5.13. The family of differential operators Q is, upon restriction to λ∈ iR, a family of formally
self-adjoint operators with respect to the inner product

(u, v)s =
∫

X

m∑
k=0

(−1)m−k
〈u(k), v(k)〉 dvolg,

where u=
∑m

k=0 u(k), v=
∑m

k=0 v
(k) for u(k), v(k)∈C∞c (X; E (k)). Moreover, for all λ, we have Q∗λ=Q

−λ̄.

Proof. This follows from Lemmas 4.4 and 5.4. �

The operator Q preserves the subbundle F ∩ ker3s−2η by Lemma 5.5. As π∗s is algebraic, we may
consider it as a map from E over X to F over M. We thus obtain the subbundle E∩ker(3s−2η◦π

∗
s ) over X ,

that is, symmetric tensors above X which are trace-free with respect to the ambient trace operator 3s−2η.
It thus follows that Q may also be considered a family of differential operators on this subbundle and we
obtain:

Proposition 5.14. For u =
∑m

k=0 u(k) ∈ C∞(X; E)∩ ker(3s−2η ◦π
∗
s ), the operator Q is given by

(2bkd)u(k)+Qλu(k) = (1+ λ2
− c′k)u

(k)
+ (−2bk−1δ)u(k).

6. The operator P and its indicial family

This section introduces the operator P on Me and its indicial family P on Xe and similar results to those
presented for Q and Q are given. The relationship between these two constructions is also detailed.
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6A. Euclidean scale. The manifold Me=R+t ×Xe has been equipped with the Lorentzian metric η which
agrees with the Lorentzian cone metric put on M. Recalling the smooth chart U = (0, 1)µ×Y ⊂ X ⊂ Xe,
the metric on R+t ×U takes the form of (1) and we may assume that this is the form of η on the larger
chart R+t ×U 2, where U 2

= (−1, 1)µ× Y. For later use we record the behaviour of Me∇.

Lemma 6.1. On the chart R+t × (−1, 1)µ×Y with {ei }
n
i=1 a local holonomic frame on Y with dual frame

{ei
}

n
i=1 such that h =

∑
i, j hi j ei

⊗ e j, the connection Me∇ acts in the following manner:

Me∇t ∂t
dt
t
= 0, Me∇∂µ

dt
t
=0,

Me∇t ∂t dµ=−dµ, Me∇∂µdµ=− dt
t
,

Me∇t ∂t e
i
=−ei, Me∇∂µei

=−
1
2 hi j (∂µh jk)ek,

and
Me∇ei

dt
t
=−(∂µhi j )e j,

Me∇ei dµ=−2((1−µ∂µ)hi j )e j,

Me∇ei e
j
=−δ

j
i

dt
t
−

1
2 h jk(∂µhik)dµ+ Y

∇ei e
j.

Motivated by the structure of Q from the previous section we define the second of a our two main
operators.

Definition 6.2. The second-order differential operator P ∈ Diff2(Me;F ) is the following conjugation of
the d’Alembertian:

P : C∞(M;F )→ C∞(Me;F ),

u 7→ tn/2−m+2�t−n/2+m u.

Note that on M ⊂ Me there is a trivial correspondence between P and Q,

P = ρ−n/2+m−2 Qρn/2−m,

and that, since ρ = 1 on X\U, we have equality P = Q on M\(R+×U ).

Lemma 6.3. The operator P ∈ Diff2(Me;F ) naturally extends to an operator P ∈ Diff2
b(Me;

bF ) and
is b-trivial.

Proof. The important point is to verify that at µ = 0, P fits into the b-calculus framework. This is
reasonably clear from Lemma 6.1. Indeed, the Lie algebra of b-vector fields is generated by {t ∂t , ∂µ, ei },
where {ei }

n
i=1 is a local holonomic frame on Y, while the b-cotangent bundle has basis {dt/t, dµ, ei

} with
{ei
}

n
i=1 the dual frame on T∗Y. Lemma 6.1 thus shows that Me∇ is a b-connection. Taking the trace using

η and then multiplying by t2 is equivalent to taking the trace with t−2η, whose structure (1) indicates
it is a b-metric. Therefore t2 Me∇

∗Me∇ is a b-differential operator. That t2 Me∇
∗Me∇ is b-trivial is also

immediate from Lemma 6.1 and the structure of t−2η. A similar line of reasoning for q(Me R) (which
uses one application of the inverse of the metric η) shows that t2� is also a b-differential operator. The
final conjugation by powers of t preserves the b-structure (and its b-triviality) as it merely conjugates
appearances of t ∂t . This implies the result. �
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Lemma 6.4. The differential operator P is formally self-adjoint with respect to the inner product

(u, v)t−2η =

∫
Me

〈u, v〉t−2η
dt
t

dx, u, v ∈ C∞c (Me;F ).

Proof. By the correspondence between P and Q on M\(R+×U ) and Lemma 5.4, it suffices to verify
this claim when u, v are supported on R+t ×U 2. The d’Alembertian is self-adjoint with respect to the
inner product

(u, v)η =
∫

Me

〈u, v〉η dvolη, u, v ∈ C∞c (R
+

t ×U 2
;F ).

The two inner products on the fibres of F are related via the Euclidean scale analogue of (4). Tracking
the effects of the conjugations by powers of t on �, as well as the multiplication by t2, in order to obtain
P implies self-adjointness when using the inner product 〈 · , · 〉t−2η with the measure t−n−2dvolη. As
det η =− 1

4 t2n+2 det h, we have

t−n−2dvolη =
1
2

dt
t

dµ dvolh . �

6B. The indicial family of P.

Definition 6.5. Denote by P the indicial family of the operator P ∈ Diff2
b(Me;

bF ) relative to the
Euclidean scale t :

Pλ = It(P; λ) ∈ Diff2(Xe; E).

Lemma 4.6 gives the following proposition (whose final statement follows as ρ is constant on X\U ).

Proposition 6.6. On X ⊂ Xe the indicial family operators P and Q are related by

Pλ = ρ−λ−n/2+m−2 JQλ J−1ρλ+n/2−m

with J presented in Lemma 3.2. Moreover, on X\U , we have P =Q.

Proposition 6.7. The family of differential operators P is, upon restriction to λ ∈ iR, a family of formally
self-adjoint operators with respect to the inner product

(u, v)t =
∫

Xe

〈u, v〉t dx, u, v ∈ C∞c (Xe; E).

Moreover, for all λ, we have P∗λ = P
−λ̄.

7. Microlocal analysis

This section constructs an inverse to the family P introduced in the preceding section. This is done by
first showing that the family is a family of Fredholm operators and then by considering a Cauchy problem
which provides an inverse for Re λ� 1. In [Vasy 2013b; Zworski 2016], the procedure is described for
functions, rather than symmetric tensors. We are required to alter only minor details in order to apply the
technique to symmetric tensors.
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7A. Function spaces. From Section 3B, we have the space of L2 sections L2
t (Xe; E). This defines

H s
loc(Xe; E), the space of (locally) H s sections for s ∈ R. For all notions of Sobolev regularity, we will

only use the Euclidean scale; we thus need not decorate these spaces with a subscript t .
As is standard, we denote by Ċ∞(Xcs; E) the set of smooth sections which are extensible to smooth

sections over Xe and whose support is contained in X cs , and by C∞(X cs; E) all smooth sections which
are smoothly extensible to Xe.

Following [Hörmander 1994, Appendix B.2] we obtain, for s ∈ R, the Sobolev spaces

Ḣ s(X cs; E) and H s(Xcs; E),

which are, respectively, the set of elements in H s
loc(Xe; E) supported by X cs and the space of restrictions

to Xcs of H s
loc(Xe; E). Then Ḣ s(X cs; E) gets its norm directly from that of H s

loc(Xe; E), while the norm
of an element in H s(Xcs; E) is that obtained by taking the infimum of the norms of all permissible
extensions of the element which have compact support in Xe. (Such norms will be denoted, for simplicity,
by ‖ · ‖Ḣ s and ‖ · ‖H s . Furthermore, if an object is supported away from S, these norms correspond and
we may simply write ‖ · ‖H s .)

The inner product 〈 · , · 〉t gives the L2 pairing

( · , · )t : Ċ∞(Xcs; E)×C∞(X cs; E)→ C,

which extends by density [Hörmander 1994, Theorem B.2.1] to a pairing between the spaces Ḣ−s(X cs; E)
and H s(Xcs; E), providing the identification of dual spaces

(H s(Xcs; E))∗ ' Ḣ−s(X cs; E), s ∈ R. (14)

Definition 7.1. For s ∈ R, let X s and Y s be the spaces

Y s
= H s(Xcs; E),

X s
= {u : u ∈ Y s,Pu ∈ Y s−1

}.

These spaces come with the standard norms, in particular,

‖u‖X s = ‖u‖Y s +‖Pu‖Y s−1, u ∈ X s.

Remark 7.2. It will be seen that λ does not appear in the principal symbol of P; it is thus unimportant to
state with respect to what value of λ the preceding norm is taken, as all such norms are equivalent.

When restricting to U 2
⊂ Xe, we will let {ei }

n
i=1 denote an orthonormal frame for (Y, h), which depends

on µ ∈ (−1, 1), and by {ei
}

n
i=1 its dual frame. The frames are completed to frames for T U 2 and T∗U 2 by

including ∂µ and dµ respectively. A dual vector will be denoted by

ξdµ+
n∑

i=0

ηi ei
∈ T∗U 2. (15)

The next subsection proves the following two propositions.
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Proposition 7.3. For fixed s, the family of operators

P : X s
→ Y s−1

is Fredholm for Re λ > 1
2 − s.

Proof. See Lemmas 7.6 and 7.7. �

Proposition 7.4. For fixed s, the Fredholm operator Pλ : X s
→ Y s−1 is Fredholm of index 0 for

Re λ > m+ 1
2 − s and it has a meromorphic inverse

P−1
: Y s−1

→ X s

with poles of finite rank.

Proof. See Lemmas 7.8 and 7.9. �

7B. Proofs of Propositions 7.3 and 7.4. On R+t ×U 2, the inverse of the metric η takes the form

t2η−1
=−2t ∂t · ∂µ+ 2µ∂µ · ∂µ+ h−1,

which implies to highest order for t2 Me∇
∗Me∇ that

t2 Me∇
∗Me∇ =−4µ∂2

µ+ 4t ∂t∂µ+1h +Diff1(R+t ×U 2
;EndF ),

where 1h may be considered the rough Laplacian on (Y, h). Considering P , conjugation by t−n/2+m

replaces t ∂t by
(
t ∂t −

1
2 n + m

)
and we can absorb the newly created term 4

(
−

1
2 n + m

)
∂µ into

Diff1(R+t ×U 2
;EndF ). Also, the curvature term is of order zero so

P =−4µ∂2
µ+ 4t ∂t∂µ+1h + A

for some A∈Diff1(R+t ×U 2
;EndF ). This structure of P immediately gives the structure of P to highest

order. Keeping track of the term 4t ∂t∂µ for the moment, we write

Pλ =−4µ∂2
µ− 4λ∂µ+1h +Aλ, (16)

where Aλ ∈ Diff1(U 2
;End E) is the indicial family of A. The most obvious conclusion we draw from

such a presentation of P is that P is a family of elliptic operators on U 2
∩{µ> 0} and a family of strictly

hyperbolic operators for {µ < 0} (with respect to the level sets {µ= constant}). Of course the ellipticity
extends to all of X. The principal symbol on U 2 is also immediately recognisable as

σ(P)= 4µξ 2
+ |η|2

using the notation from (15) and |η|2 =
∑n

i=1 η
2
i . And on U 2, the Hamiltonian vector field associated

with σ(P) is
Hσ(P) = 8µξ∂µ− 4ξ 2∂ξ + H|η|2 .

The strategy to obtain a Fredholm problem is to combine standard results for elliptic and hyperbolic
operators with some analysis performed at the junction Y = {µ= 0}. The analysis was first presented
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in [Vasy 2013a, Section 4.4]. It turns out the dynamics of interest are those of radial sources and
sinks [Dyatlov and Zworski 2017, Definition E.52]. The original radial estimates of Melrose [1994] on
asymptotically Euclidean spaces have been adapted to functions on asymptotically hyperbolic spaces by
Vasy [2013a]. Indeed, to see that such dynamics are relevant for P , consider σ(P) and Hσ(P) given in
the preceding displays. Define the characteristic variety 6 ⊂ T∗Xcs\0 which is contained in T∗U. As
(µ, y, 0, η) 6∈6, we may split 6 as 6 =6+ t6−, given by 6± =6 ∩ {±ξ > 0}. At Y remark that

6 ∩T∗Y U = {(0, y, ξ, 0) : ξ 6= 0} ⊂ N ∗Y

and, recalling the projection κ : T∗U\0→ ∂T∗U , define

0+ = κ(6+ ∩ Y ), 0− = κ(6− ∩ Y ).

In [Vasy 2013b, Section 3.2], it is shown that 0± are respectively a source and a sink for σ(P). In order to
apply Lemmas 4.7 and 4.8, we introduce the principal symbol of the imaginary part of P . By Remark 4.9,
Hσ(P) = Hσ(P∗) and by Proposition 6.7, P∗λ = P

−λ̄, hence σ(ImP) = −σ(ImP∗). Also, by a direct
calculation using the structure of Hσ(P),

〈ξ + η〉−1 Hσ(P) log〈ξ + η〉 = ∓4 on 0±. (17)

In fact Proposition 6.7 along with (16) gives more precisely

ImPλ =
Pλ−P∗λ

2i
= 4i(Re λ)∂µ+

Aλ−A
−λ̄

2i
.

However, as A is of first order, Aλ may be written as the sum of a first-order operator independent of λ
and a zeroth-order operator (which may depend on λ). Therefore

σ(ImPλ)=−4 Re λ ξ. (18)

Bringing this all together in preparation for the proof of Proposition 7.3 we have:

Lemma 7.5. For P , we have 0+ is a source, while 0− is a source for−P . In both situations, the threshold
condition, when working on H s(Xcs; E), is satisfied if

s >−Re λ+ 1
2 .

For P∗, we have 0− is a sink, while 0+ is a sink for −P∗. In both situations, the threshold condition, when
working on H s̃(Xcs; E), is satisfied if

s̃ < Re λ+ 1
2 .

Proof. We explain the first result, all others are similar after taking into account Remark 4.9. On 0+, by
(17) and (18),

〈ξ + η〉−1(σ(ImP)+
(
s− 1

2

)
Hσ(P) log〈ξ + η〉

)
=−4

(
Re λ+ s− 1

2

)
.

For this to be negative definite requires precisely that s >−Re λ+ 1
2 . �

Lemma 7.6. Restricting to s>−Re λ+ 1
2 , the operators Pλ :X s

→Y s−1 have finite-dimensional kernels.



1912 CHARLES HADFIELD

Proof. It suffices to obtain an estimate, for u ∈ X s, of the form

‖u‖H s ≤ C(‖Pλu‖H s−1 +‖ψu‖H−N )

for some ψ supported on
{
µ >−1

2

}
and such that ψ = 1 near

{
µ >− 1

2 + ε
}
. This is done by writing

u = (ψ−+ψ0+ψ+)u with the supports of ψ−, ψ0, ψ+ respectively contained in {µ <−ε}, {|µ|< 2ε},
{µ > ε}. The estimate for ψ+u is due to ellipticity of P . The estimate for ψ−u is due to hyperbolicity,
which allows us to reduce to the estimate for ψ0u:

‖ψ−u‖H s ≤ C(‖Pλu‖H s−1 +‖ψ0u‖H s ).

The estimate for ψ0u is obtained by microlocalising. Away from 6, ellipticity gives the result, while
near 6, propagation of singularities implies that the norms can be controlled by 0±. The high regularity
results for 0+ and 0− from Lemma 4.7 are applicable as these are sources for P and −P respectively.
Lemma 7.5 ensures that the threshold conditions are satisfied (by hypothesis of this proposition). The
desired estimate is obtained. �

Lemma 7.7. Restricting to s > −Re λ + 1
2 , the operators Pλ : X s

→ Y s−1 have finite-dimensional
cokernels.

Proof. To show that the range is of finite codimension we study the adjoint operator P∗. By (14) the dual
space of H s−1(Xcs; E) is Ḣ 1−s(X cs; E) and the dimension of the kernel of P∗ equals the dimension of
the cokernel of P . It suffices to obtain an estimate of the form

v ∈ Ḣ 1−s(X cs; E)∩ kerP∗ =⇒ ‖v‖Ḣ1−s ≤ C‖ψv‖H−N

with ψ as defined in the previous proof. Again, we use the partition v = (ψ− + ψ0 + ψ+)v. Again,
the estimate for ψ+v is due to ellipticity of P∗. This time, the estimates for ψ−v are immediate due
to hyperbolicity and the requirement at S that v vanish to all orders, which implies that v = 0 on
{µ < 0}. The estimate for ψ0v is obtained by microlocalising. (Away from Char(P), the result is
obtained by ellipticity.) The low regularity results for 0− and 0+ from Lemma 4.8 are applicable as
these are sinks for P∗ and −P∗ respectively. Lemma 7.5 ensures that the threshold conditions are
satisfied. Therefore there exist A, B ∈90(Xcs) with Char(A)∩0± =∅ and WF(B)∩0± =∅ such that
‖Aψ0v‖H1−s ≤ C(‖Bψ0v‖H1−s +‖ψv‖H−N ). As v = 0 on {µ< 0} and v is smooth (by ellipticity of P∗)
on {µ > 0}, we have WF(Bψ0v)∩Char(P∗)=∅ so microellipticity gives ‖Bψ0v‖H1−s ≤ C‖ψv‖H−N .
The desired estimate is obtained. �

Lemma 7.8. For Pλ with λ ∈ R acting on H s(Xcs; E), the kernel of Pλ is trivial for λ� 1.

Proof. Consider u ∈ kerPλ. By the estimate obtained in Lemma 7.6, u ∈ C∞(X cs; E). Restricting our
attention to {µ > 0}, Proposition 6.6 gives

ρ−λ−n/2+m−2 JQλ J−1ρλ+n/2−mu = 0,

so defining ũ = J−1ρλ+n/2−mu, we get Qλũ = 0, or by Proposition 5.12,

(∇∗∇ + λ2
+D+G)ũ = 0.
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Now D may be bounded (up to a constant) by ∇ (and G by a constant as the curvature is bounded on X )
so we can find C independent of λ such that

|(Qλũ, ũ)s | ≥ C−1
‖∇ũ‖2s + (λ

2
−C)‖ũ‖2s ,

and taking λ�
√

C shows ũ = 0 on {ρ > 0}. By smoothness, u vanishes on {µ≥ 0} (and so too do all
its derivatives on Y ). Standard hyperbolic estimates give the desired result u = 0 if we can show a type of
unique continuation result that u = 0 on {µ >−ε}.

To this end we work on U 2 and consider P written in the form

Pλ =−µ∂2
µ+1h +Bλ

for Bλ =−4λ∂µ+Aλ ∈Diff1(U 2
;End E). Let 〈 · , · 〉h,t on T∗Y ⊗E denote the coupling of the metrics h

on T∗Y with 〈 · , · 〉t on E . For ease of presentation, we will assume throughout this proof that all objects
are real-valued. Consider u, v ∈ C∞c (U

2, E) (and we may assume supp u ⊂ (−1, 0]× Y ). Then we have
the formula

〈
Y
∇u, Y

∇v〉h,t = 〈1hu, v〉t + div,

where div denotes any term which is of divergence nature on Y, and hence vanishes upon integrating
over Y (using dvolh). Indeed such an equation is obtained by considering f ∈ C∞(Y ) and calculating, at
some value µ,∫

Y
〈

Y
∇u, Y

∇v〉h,t f dvolh =
∫

Y
〈

Y
∇u, Y

∇( f v)〉h,t −〈Y∇u, Y
∇ f ⊗ v〉h,t dvolh

=

∫
Y
(〈1hu, v〉t + div) f dvolh,

where the second term was dealt with in the following way:∫
Y
〈

Y
∇u, Y

∇ f ⊗ v〉h,t dvolh =
∫

Y

∑
i

〈
Y
∇ei u, v〉t trh(ei

⊗
Y
∇ f ) dvolh

=

∫
Y

Y
∇
∗

(∑
i

〈
Y
∇ei u, v〉t e

i
)

f dvolh .

With this formula established we define, for given u,

H(µ)= |µ|〈∂µu, ∂µu〉t +〈Y∇u, Y
∇u〉h,t +〈u, u〉t

and on {µ < 0} (using v = ∂µu in the previously established formula)

−∂µH=−2〈Pu, ∂µu〉t +〈(2Bλ− ∂µ)u, ∂µu〉t + div− H̃,

where H̃ has the same structure as H but with appearances of h (used to construct the various inner
products) replaced by its Lie derivative, L∂µh. Recall that supp u ⊂ (−1, 0] × Y and u is smooth, and
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hence ∂N
µ u = 0 at {µ= 0} for all N. Continuing to work on {µ < 0},

−∂µ(|µ|
−NH)+ |µ|−N div

=−N |µ|−N−1H− 2|µ|−N Re〈Pλu, ∂µu〉t + |µ|−N
〈(2Bλ− ∂λ)u, ∂µu〉t − |µ|−N H̃.

Now suppose that u ∈ kerPλ. Fix δ > 0 small and let 0< ε < δ. We take the previous display and insert
it into the operator

∫
−ε

−δ

∫
Y · · · dµ dvolh . The first term on the left-hand side of the previous display is

treated with the fundamental theorem of calculus, and the second term vanishes due to the appearance of∫
Y div dvolh . We claim the right-hand side is negative for large N. Indeed the second term vanishes as u

is assumed in the kernel of Pλ. Considering the third term, 〈(2Bλ− ∂λ)u, ∂µu〉t is quadratic in u, Y
∇u,

and ∂µu; hence for N large enough, it may be bounded by N |µ|−1H. Thus the third term’s potential
positivity may be absorbed by the negativity of the first term. The fourth term may be treated in a similar
manner upon consideration of the Taylor expansion of h at Y. We obtain

δ−N
∫

Y
H(−δ) dvolh ≤ ε−N

∫
Y
H(−ε) dvolh .

As u is smooth and vanishes to all orders at µ= 0, we may bound
∫

Y H(−ε) dvolh by C |µ|K on [−ε, 0]
for arbitrarily large K . We can obtain a similar bound for

∫
Y H(−ε) dvolh , in particular, for K > N. This

produces

δ−N
∫

Y
H(−δ) dvolh ≤ Cε−N+K

and letting ε→ 0+ shows
∫

Y H(−δ) dvolh = 0; hence H(−δ) = 0. Doing this for all δ less than the
original δ gives H= 0 near 0. Hence ∂µu and ∇Y u vanish and u = 0 near 0. This suffices to conclude
the proof. �

Lemma 7.9. For P∗λ with λ ∈ R acting on Ḣ 1−s(X cs; E), the kernel of P∗λ is trivial for λ� 1.

Proof. Take λ satisfying the threshold condition and consider v ∈ kerP∗λ. Hyperbolicity, as used in
Lemma 7.7, implies v = 0 on {µ≤ 0}, and that v is smooth on X due to ellipticity. The strategy given in
Lemma 7.7 implies v ∈ Ḣ s̃(X cs; E) for all s̃ < λ+ 1

2 , which with λ� n implies v is continuous. By the
same logic, again by taking λ sufficiently large, we may assume v is regular enough to conclude ∂N

µ v|Y = 0

for N ≤ 1
2λ. Equivalently, v|X ∈ ρ2N C∞even(X; E). Meanwhile, direct calculations on C∞(X; E) give

ρN
∇
∗
∇ρ−N

=∇
∗
∇ − N 2

− N (1 log ρ)+ 2N∇ρ ∂ρ ,

ρN dρ−N
= d − N dρ

ρ
· ,

ρN δρ−N
= δ+ N dρ

ρ
y ,

where 1 log ρ = n−
( 1

2

∑
i j hi jρ ∂ρhi j

)
∈ n− ρ2C∞even(X; E). Also for ũ ∈ C∞c (X; E) we have

|(2N∇ρ ∂ρ ũ, ũ)s | =
∣∣∣∣N ∫

X
‖u‖2s∂ρ

(
dρ dvolh
ρn

)∣∣∣∣≤ C N‖u‖2s .
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So consider the difference operator (Qλ − N 2
+ 2N∇ρ ∂ρ )− ρ

NQλρ
−N acting on ũ ∈ C∞c (X; E). All

terms are of order N and of differential order 0. Similar to the previous proof (and using the preceding
remark in order to treat the term involving N∇ρ ∂ρ ) we may obtain

|(ρNQλρ
−N ũ, ũ)s | ≥ C−1

‖∇ũ‖2s + (λ
2
− N 2

−C N )‖ũ‖2s ,

and provided N � C , the final term in the preceding display may be written with coefficient λ2
− 2N 2.

Set N =
⌊ 1

2λ
⌋

with λ� 2C so that

|(ρNQλρ
−N ũ, ũ)s | ≥ C−1

‖∇ũ‖2s +
1
2λ

2
‖ũ‖2s .

Considering the Hilbert space {w ∈ L2
s (X; E) : B(w,w) <∞} with B(w,w) = ‖ρNQλρ

−Nw‖2s <∞,
the previous inequality shows that w 7→ (w, f̃ )s is a linear functional for f̃ ∈ L2

s (X; E) so by the Riesz
representation theorem, there exists ũ ∈ L2

s (X; E) with (ρNQλρ
−Nw, ũ)s = (w, f̃ )s for all w. To show

v vanishes on X , it suffices to show ( f, v)t = 0 for all f ∈ C∞c (X; E). Let f ∈ C∞c (X; E) and

f̃ = ρλ+n/2−m+2 J−1ρ−N f ∈ C∞c (X; E).

Then the preceding argument gives ũ ∈ L2
s (X; E) such that ρ−NQλρ

N ũ = f̃ ; hence Pλu = f , where

u = Jρ−λ−n/2+mρN ũ ∈ ρ−(1/2)λ+1L2
t (X; E)

(the inclusion is a consequence of Lemma 3.2). This gives u enough regularity to perform the following
pairing which provides the desired result:

( f, v)t = (Pλu, v)t = (u,P∗λv)t = (u, 0)t = 0. �

8. Proofs of theorems

8A. Proof of Theorem 1.1. Proposition 6.6 gives

Qλ = J−1ρλ+n/2−m+2Pλρ−λ−n/2+m J

By Propositions 7.3 and 7.4, there is a meromorphic family P−1 on C mapping Ċ∞(X; E) to C∞(Xcs; E).
Hence an extension of Q−1 from Re λ� 1 to all of C as a meromorphic family is given by

Q−1
λ = J−1ρλ+n/2−mrXP−1

λ ρ−λ−n/2+m−2 J,

where rX is the restriction of sections above Xcs to sections above X. The previous display implies

Q−1
λ : Ċ

∞(X; E)→ ρλ+n/2−m J−1C∞even(X; E)

and for f ∈ Ċ∞(X; E), we may write near ∂X

Q−1
λ f

|U = µ
λ/2+n/4−m/2 J−1

m∑
k=0

k∑
`=0

(dµ)k−` · ũ(`), ũ(`) ∈ C∞even([0, 1)× Y ;Sym` T∗Y ).
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The proof of Lemma 3.2 shows that the part of J (or J−1) which sends E (k) to E (k+p) for 0≤ p ≤ m− k
is, up to a constant, (dµ/µ)p. Therefore,

Q−1
λ f

|U ∈ µ
λ/2+n/4−m/2

m⊕
k=0

m−k⊕
p=0

(dµ
µ

)p
·

k⊕
`=0

(dµ)k−` ·C∞even([0, 1)× Y ;Sym` T∗Y ).

Hence on X ,

Q−1
λ f ∈ ρλ+n/2−m

m⊕
k=0

m−k⊕
p=0

ρ−2pC∞even(X; E
(k+p)),

which is contained in ρλ+n/2−m ⊕m
k=0 ρ

−2kC∞even(X; E (k)).

Remark 8.1. Suppose that, for f ∈ Ċ∞(X; E), it were possible to write in the preceding proof that
near ∂X

Q−1
λ f

|U = ρ
λ+n/2−m J−1ũ(m), ũ(m) ∈ C∞even(U ; E

(m)).

Then as J−1 acts as the identity upon restriction to E (m), we would obtain

Q−1
λ f ∈ ρλ+n/2−mC∞even(X; E

(m)).

This will be useful for the asymptotics given in Theorems 1.3 and 1.4.

8B. Proof of Theorem 1.2. The meromorphic inverse of Qλ is precisely that given in the preceding
proof:

Q−1
λ = J−1ρλ+n/2−mrXP−1

λ ρ−λ−n/2+m−2 J.

All we must check is that, given f ∈ Ċ∞(X; E)∩ ker(3s−2η ◦ π
∗
s ), the resulting section u = Q−1

λ f is
indeed trace-free with respect to the ambient trace operator. To this end, we first lift the equation Qλu = f
to an equation on M involving Q, giving

sλ Qs−λ(π∗s u)= π∗s f.

We apply 3s−2η to obtain an equation on F (m−2). Using the hypothesis 3s−2ηπ
∗
s f = 0 and Lemma 5.5 to

commute s−23s−2η with Q gives

s2sλ Qs−λs−23s−2η(π
∗

s u)= 0.

Freezing this differential equation at s = 0 with πs=0 to obtain the indicial family of Q provides the
equation

Is(Q, λ+ 2)πs=03s−2η(π
∗

s u)= 0.

Section 7 ensures that, for Re λ� 1, this operator has trivial kernel; hence

πs=03s−2η(π
∗

s u)= 0

and u ∈ ker(3s−2η ◦π
∗
s ) as required.
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8C. Proof of Theorems 1.3 and 1.4. We are finally in a position to consider the original problem of
proving Theorems 1.3 and 1.4. Let

f ∈ Ċ∞(X; E (m))∩ ker3∩ ker δ

and define, using Theorem 1.1,

u =
m∑

k=0

u(k) =Q−1
λ f, u(k) ∈ ρλ+n/2−m−2kC∞even(X; E

(k)).

Note that the growth near ∂X of u(k) and δu(k) may be controlled by the size of Re λ; hence for Re λ� 1
we may assume that they are sections of L2

s (X; E (k)) and L2
s (X; E (k−1)) respectively. We claim, for

Re λ� 1 and | Im λ| � 1, that

u = u(m) ∈ ρλ+n/2−mC∞even(X; E
(k))∩ ker3∩ ker δ,

at which point the equation Qλu = f decouples giving

(1+ λ2
− cm)u = f,

and by uniqueness of the L2 inverse of the Laplacian, we have the formula, for Re λ� 1 and | Im λ| � 1,

(1+ λ2
− cm)

−1
= J−1ρλ+n/2−mrXP−1

λ ρ−λ−n/2+m−2 J,

with the right-hand side giving the meromorphic extension of the resolvent stated in the theorems.
To this end take Re λ� 1 and | Im λ| � 1. By Theorem 1.2, we deduce u is trace-free with respect to

the ambient trace operator; thus Qλ takes the form detailed in Proposition 5.14. We begin by remarking
that while working on L2

s (X; E (k)), if R(k)
λ is any operator of the form (1+ λ2

+ O(1))−1 (which has
order O(|λ|−2), then the operator dR(k)

λ δ has norm of order O(1). We define R(0)
λ = (1+λ

2
− c′0)

−1 and
for 0< k < m,

R(k)
λ =

(
1+ λ2

− c′k + 4(m− k+ 1)dR(k−1)
λ δ

)−1
.

The component of Qλu = f in E (0) is

(1+ λ2
− c′0)u

(0)
= 2
√

mδu(1);

hence u(0) = 2
√

mR(0)
λ δu

(1). The component of Qλu = f in E (1) now reads as

(1+ λ2
− c′1+ 4mdR(0)

λ δ)u
(1)
= 2
√

m− 1δu(2);

hence u(1) = 2
√

m− 1R(1)
λ δu

(2). Continuing, we obtain on E (m),

(1+ λ2
− cm + 4dR(m−1)

λ δ)u(m) = f.

Applying the divergence, we recall Lemma 5.2. For this, we must assume that if m = 2 then X has parallel
Ricci curvature, and if m ≥ 3 then X is locally isomorphic to Hn+1. We obtain

(1+ λ2
− cm + 4δdR(m−1)

λ )δu(m) = 0.
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Again, δdR(m−1)
λ has norm of order O(1) so we may invert this equation and deduce that δu(m) = 0. This

implies, for all k < m,

u(k) = 2
√

m− kR(k)
λ δu

k+1
= 0.

Therefore u = u(m). By Remark 8.1, u ∈ ρλ+n/2−mC∞even(X; E (m)). By Theorem 1.2, u ∈ ker3, and as
previously mentioned u ∈ ker δ. This completes the proof.

9. Symmetric cotensors of rank 2

This section details the results stated in Sections 5 and 8 for rank-2 symmetric cotensors. In this low rank,
writing the action of the d’Alembertian, or its conjugation Q, on F = Sym2 T∗M is tractable.

9A. The operator Q for 2-cotensors. Using the decomposition given by the Minkowski scale, we write

u =
[

1 ds
s
·

1
√

2

(ds
s

)2
]u(2)

u(1)

u(0)

, u ∈ C∞(M;F ), u(k) ∈ C∞(M; E (k)).

The change of basis matrix J takes the form

J =


1 dρ
ρ
·

1
√

2

(dρ
ρ

)2

0 1
√

2 dρ
ρ
·

0 0 1

.
Propositions 5.6 and 5.10 become:

Proposition 9.1. For u ∈ C∞(M;F ) decomposed relative to the Minkowski scale (2), the conjugated
d’Alembertian Q is given by

Qu =
[

1 ds
s
·

1
√

2

(ds
s

)2
]1+ (s ∂s)

2
− c2−L3 2d −

√
2L

−2δ 1+ (s ∂s)
2
− c1 2

√
2d

−
√

23 −2
√

2δ 1+ (s ∂s)
2
− c0

u(2)

u(1)

u(0)


with constants

c2 =
1
4 n(n− 8), c1 =

1
4(n

2
+ 16), c0 =

1
4(n

2
+ 8n+ 8).

If , furthermore, u is trace-free with respect to the trace operator 3s−2η, then 3u(2) =−
√

2u(0), and

Qu =
[

1 ds
s
·

1
√

2

(ds
s

)2
]1+ (s ∂s)

2
− c′2 2d 0

−2δ 1+ (s ∂s)
2
− c′1 2

√
2d

0 −2
√

2δ 1+ (s ∂s)
2
− c′0

u(2)

u(1)

u(0)


with modified constants

c′2 = c2, c′1 = c1, c′0 =
1
4(n

2
+ 8n).
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9B. The indicial family of Q for 2-cotensors. Propositions 5.12 and 5.14 become:

Proposition 9.2. For u =
∑2

k=0 u(k) ∈ C∞(X; E) the operator Q is given by

Qλu =

1+ λ2
− c2−L3 2d −

√
2L

−2δ 1+ λ2
− c1 2

√
2d

−
√

23 −2
√

2δ 1+ λ2
− c0

u(2)

u(1)

u(0)


and if , furthermore, u ∈ ker(3s−2η ◦π

∗
s ) then

Qλu =

1+ λ2
− c′2 2d 0

−2δ 1+ λ2
− c′1 2

√
2d

0 −2
√

2δ 1+ λ2
− c′0

u(2)

u(1)

u(0)


with previously given constants.

9C. Illustration of proof for 2-cotensors. Let f ∈ Ċ∞(X; E (2))∩ ker3∩ ker δ and defineu(2)

u(1)

u(0)

= J−1ρλ+n/2−2rXP−1ρ−λ−n/2 J

 f
0
0

.
Take Re λ� 1 and | Im λ| � 1. By Theorem 1.1,

u(k) ∈ ρλ+n/2−2−2kC∞even(X; E
(k)),

and by Proposition 6.6, Qλu = f . Theorem 1.2 forces

3s−2η

(
u(2)+ ds

s
· u(1)+ 1

√
2

(ds
s

)2
· u(0)

)
= 0;

hence 3u(2) =−
√

2u(0), and Qλu = f reads explicitly as1+ λ2
− c2 2d 0

−2δ 1+ λ2
− c1 2

√
2d

0 −2
√

2δ 1+ λ2
− c′0

u(2)

u(1)

u(0)

=
 f

0
0

.
Introducing the resolvents R(0)

λ and R(1)
λ provides1+ λ2

− c2+ 4dR(1)
λ δ 0 0

−2δ 1+ λ2
− c1+ 8dR(0)

λ δ 0

0 −2
√

2δ 1+ λ2
− c′0


u(2)

u(1)

u(0)

=
 f

0
0


and applying δ, assuming that X is Einstein, provides the homogeneous equation1+ λ2

− c2+ 4δdR(1)
λ 0 0

−2δ 1+ λ2
− c1+ 8δdR(0)

λ 0

0 −2
√

2δ 1+ λ2
− c′0


δu(2)δu(1)

δu(0)

=
0

0
0

.
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The lower triangular nature of this system implies δu(k)= 0 for all k. Hence the system Qλu= f collapses.
So u(0) and u(1) vanish and by Remark 8.1,

u = u(2) ∈ ρλ+n/2−2C∞even(X; E
(k)),

giving (1+ λ2
− c2)u = f .

10. High energy estimates via semiclassical analysis

This article shows the meromorphic continuation of the resolvent of the Laplacian on symmetric tensors
using microlocal techniques. This direction means one does not talk about introducing complex absorbers
but rather studies the problem on a manifold with boundary. If one were to follow more closely the track
established by Vasy, one obtains semiclassical estimates. We state these estimates.

On X , whose smooth structure at infinity is the even structure given by µ rather than ρ, we have the
semiclassical spaces H s

|λ|−1(X; E).

Theorem 10.1. Suppose that X is an even asymptotically hyperbolic manifold which is nontrapping.
Then the meromorphic continuation, written as Q−1

λ , of the inverse of Qλ initially acting on L2
s (X; E) has

nontrapping estimates holding in every strip |Re λ|< C , |Im λ| � 0: for s > 1
2 +C ,

‖ρ−λ−n/2+mQ−1
λ f ‖H s

|λ|−1 (X;E) ≤ C |λ|−1
‖ρ−λ−n/2+m−2 f ‖H s−1

|λ|−1 (X;E)
.

If X is furthermore Einstein, then restricting to symmetric 2-cotensors, the meromorphic continuation Rλ

of the inverse of
1− 1

4 n(n− 8)+ λ2

initially acting on L2(X; E (2))∩ker3∩ker δ has nontrapping estimates holding in every strip |Re λ|<C ,
|Im λ| � 0: for s > 1

2 +C ,

‖ρ−λ−n/2+2Rλ f ‖H s
|λ|−1 (X;E(2)) ≤ C |λ|−1

‖ρ−λ−n/2 f ‖H s−1
|λ|−1 (X;E(2))

.
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CONSTRUCTION OF TWO-BUBBLE SOLUTIONS
FOR THE ENERGY-CRITICAL NLS

JACEK JENDREJ

We construct pure two-bubbles for the energy-critical focusing nonlinear Schrödinger equation in space
dimension N � 7. The constructed solution is global in (at least) one time direction and approaches a
superposition of two stationary states both centered at the origin, with the ratio of their length scales
converging to 0. One of the bubbles develops at scale 1, whereas the length scale of the other converges
to 0 at rate jt j�

2
N�6 . The phases of the two bubbles form the right angle.

1. Introduction

Setting of the problem. We consider the Schrödinger equation with the focusing energy-critical power
nonlinearity given by

i@tu.t; x/C�u.t; x/Cf .u.t; x//D 0; f .z/ WD jzj
4

N�2 z; t 2 R; x 2 RN: (1-1)

This equation can be studied in space dimensionN � 3, but we will restrict our attention to the caseN � 7.
The energy functional associated with this equation is defined for u0 2 PH 1.RN IC/ by the formula

E.u0/ WD

Z
RN

1
2
jru0.x/j

2
�F.u0.x// dx;

where

F.z/ WD
N � 2

2N
jzj

2N
N�2 :

Note that E.u0/ is well-defined due to the Sobolev embedding theorem. The differential of E is
DE.u0/D��u0�f .u0/; hence we have the following Hamiltonian form of (1-1):

@tu.t/D�iDE.u.t//:

Equation (1-1) is locally well-posed in the space PH 1.RN /, as was proved by Cazenave and Weissler
[1990]; see also a complete review of Cauchy theory in [Kenig and Merle 2006] for N 2 f3; 4; 5g and
[Killip and Visan 2010] for N � 6. By “well-posed” we mean that for any initial data u0 2 PH 1.RN /

there exists � > 0 and a linear subspace S � C.Œt0 � �; t0 C ��I PH
1.RN // such that there exists a

unique weak solution u.t/ 2 S of (1-1) satisfying u.t0/D u0, and that this solution is continuous with
respect to the initial data. By standard arguments, there exists a maximal time of existence .T�; TC/,
�1� T�< t0<TC�C1, and a unique solution u2C..T�; TC/I PH 1.RN //. Moreover, if u0 2X1 WD

MSC2010: 35B40.
Keywords: nonlinear Schrödinger equation, energy-critical, multisoliton.
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PH 2.RN /\ PH 1.RN /, then u 2 C..T�; TC/IX1/. If TC <C1, then u.t/ leaves every compact subset
of PH 1.RN / as t approaches TC. A crucial property of the solutions of (1-1) is that the energy E is a
conservation law. If u0 2 L2, then the mass ku.t/k2

L2
is another conservation law, but we will never use

this fact.
In this paper, we always assume that the initial data are radially symmetric. This symmetry is preserved

by the flow. We denote by E the space of radially symmetric functions in PH 1.RN IC/.
For a function v 2 E , we define

v�.x/ WD
1

�
N�2
2N

v

�
x

�

�
:

A change of variables shows that
E..u0/�/DE.u0/:

Equation (1-1) is invariant under the same scaling: if u.t/ is a solution of (1-1) and � > 0, then
t 7! u.t0C �

�2t /� is also a solution with initial data .u0/� at time t D 0. This is why (1-1) is called
energy-critical.

The solutions of the corresponding defocusing equation exist globally and scatter. This was proved by
Bourgain [1999] and Tao [2005] for radial solutions, and by Colliander, Keel, Staffilani, Takaoka and Tao
[Colliander et al. 2008], Ryckman and Visan [2007], and Visan [2007] for nonradial data.

The study of the dynamical behavior of solutions of the focusing equation (1-1) for large initial data
was initiated by Kenig and Merle [2006]. In this case, an important role is played by the family of
stationary solutions u.t/� ei�W�, where

W.x/D

�
1C

jxj2

N.N � 2/

��N�2
2

:

The functions ei�W� are called ground states or bubbles (of energy). They are the only radially symmetric
solutions of the critical elliptic problem

��u�f .u/D 0:

The ground states achieve the optimal constant in the critical Sobolev inequality, which was proved by
Aubin [1976] and Talenti [1976]. They are the “mountain passes” for the potential energy.

Kenig and Merle [2006] exhibited the special role of the ground states ei�W� as the threshold elements
for nonlinear dynamics of the solutions of (1-1) in space dimensions N D 3; 4; 5 for radial data. They
proved the so-called threshold conjecture by completely classifying the dynamical behavior of solu-
tions u.t/ of (1-1) such that E.u.t// < E.W /. An analogous result in higher dimensions, for nonradial
data, was obtained by Killip and Visan [2010].

A much stronger statement about the dynamics of solutions is the soliton resolution conjecture, which
predicts that a bounded (in an appropriate sense) solution decomposes asymptotically into a sum of energy
bubbles at different scales and a radiation term (a solution of the linear Schrödinger equation). This was
proved for the radial energy-critical wave equation in dimension N D 3 by Duyckaerts, Kenig and Merle
[Duyckaerts et al. 2013]; see also [Duyckaerts et al. 2017] for the nonradial case. For (1-1) this problem
is completely open.
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Solutions slightly above the ground state energy threshold were studied by Ortoleva and Perelman [2013]
in dimension N D 3; see also [Perelman 2014] for the closely related critical equivariant Schrödinger
map equation with values in the sphere. They constructed global solutions which stay close to ei�W�
in the energy space, with � converging to 0 as time t goes to C1. These solutions decompose into a
concentrating bubble and a radiation term, in accordance with the soliton resolution conjecture. The
works of Ortoleva and Perelman follow the approach developed by Krieger, Schlag and Tataru [Krieger
et al. 2008; 2009] for wave equations. For the Schrödinger maps, following a different approach, Merle,
Rodnianski and Raphaël [Merle et al. 2013] obtained blow-up solutions which are stable relative to a set
of finite codimension in some space which contains the bubble.

On the classification side, it is unknown whether the soliton resolution conjecture holds even with an
additional assumption that the solution remains close to the family of the ground states. In the mass-critical
case and for a solution blowing up in finite time, this was proved by Merle and Raphaël [2004; 2005]; see
also [Fan 2016].

Main results. In view of the soliton resolution conjecture, solutions which exhibit no dispersion in one
or both time directions play a distinguished role. One obvious example of such solutions are the static
solutions ei�W�. In this paper, we consider the simplest nontrivial case; namely we construct global
radial solutions which approach, in the energy space, a sum of two bubbles. The ratio of the scales at
which these bubbles develop tends to 0.

Theorem 1. There exists a solution u W .�1; T0�! E of (1-1) such that

lim
t!�1

u.t/� .�iW CW 1
�
.�jt j/�2=.N�6//


E D 0;

where � is an explicit constant.

Remark 1.1. For the value of �, see (3-4).

Remark 1.2. More precisely, we will prove thatu.t/� .�iW CW 1
�
.�jt j/�2=.N�6//


E � C1jt j

� 1
2.N�6/

for some constant C1 > 0.

Remark 1.3. We construct here pure two-bubbles; that is, the solution approaches a superposition of
two stationary states, with no energy transformed into radiation. By the conservation of energy and
the decoupling of the two bubbles, we necessarily have E.u.t// D 2E.W /. Pure one-bubbles cannot
concentrate and are completely classified; see [Duyckaerts and Merle 2009].

Remark 1.4. For energy-critical wave equations, similar objects were constructed in [Jendrej 2016].

Remark 1.5. In dimension N D 6 one can expect an analogous result, with an exponential concentration
rate.

Remark 1.6. In higher dimension, fast dispersion or dissipation sometimes excludes the possibility of a
concentration of a bubble of energy for solutions which belong to a small neighborhood of a bubble. This
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was proved in [Collot et al. 2017] in the case of the critical heat equation; Perelman addressed the case
for the Schrödinger equation in a lecture given at an IHES seminar in July 2016. We prove here that once
we leave a small neighborhood of a bubble, concentration of a bubble of energy is possible in arbitrarily
high dimension.

A similar phenomenon was observed by Martel and Raphaël [2015] for the mass-critical NLS.

Remark 1.7. We expect that the phases of the two bubbles forming the right angle is the only configuration
in which a two-bubble can form.

Outline of the proof. The overall structure is similar to the earlier work of the author on the critical wave
equations [Jendrej 2016]. We build a sequence un W ŒTn; T0�! E of solutions of (1-1) with Tn!�1
and un.t/ close to a two-bubble solution for t 2 ŒTn; T0�. Taking a weak limit finishes the proof. This
type of argument goes back to the works of Merle [1990] and Martel [2005]. The heart of the analysis is
to obtain uniform energy bounds for the sequence un. This is achieved by means of a bootstrap argument,
which can be resumed as follows.

We study solutions of (1-1) close to a sum of two bubbles:

u.t/D ei�.t/W�C ei�.t/W�.t/Cg.t/:

One should think of �.t/ as being close to ��
2

, �.t/ ' 1, �.t/ � 0, �.t/� 1 and kg.t/kE � 1. In
order to specify the values of the modulation parameters, we impose the orthogonality conditions, which
make disappear terms linear in g in the modulation equations. There is essentially a unique choice of
such orthogonality conditions. In Lemma 3.1 we establish bounds on the evolution of the modulation
parameters under some bootstrap assumptions. The goal is to improve these bounds, thus closing the
bootstrap. The essential point is to improve the estimate of g, which is the infinite-dimensional part. The
novelty of this paper is to use the energy conservation to deal with this. Namely, the energy of the initial
data is chosen close to 2E.W / and is conserved by the flow. It turns out that if we control the modulation
parameters sufficiently well, we can improve the bound on kgkE by simply expanding the formula for
E.u/ and using coercivity of the energy near a ground state; see Step 3 of the proof of Proposition 4.4.

It remains to control the modulation parameters. Note that the interaction between the two bubbles
appears explicitly in the modulation equation for �0.t/; see (3-11). In fact, the configuration of the two
bubbles (phases forming the right angle) is chosen so as to maximize the size of the term appearing in
(3-11) and leading to the growth of the parameter �. The critical part of the proof consists in improving
the bound (3-7) on �.t/. To this end, we add a localized virial correction to �.t/ to cancel the main
quadratic, which is K.t/ in the modulation equation (3-12). Note that the size of the term

K.t/

�.t/2kW k2
L2

in (3-12) is O.jt j�
N�5
N�6 /. Adding the virial correction allows us to gain a small constant on the right-hand

side of (3-12), which is decisive for closing the bootstrap.
Finally, in order to deal with the linear instabilities of the flow, we use a classical topological argument

based on the Brouwer fixed point theorem.
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Notation. For z D xC iy 2 C we define <.z/D x and =.z/D y. For two functions v;w 2 L2.RN ;C/
we define

hv;wi WD <

Z
RN

v.x/ �w.x/ dx:

In this paper all the functions are radially symmetric. We write L2 WDL2rad.R
N IC/ and E WD PH 1

rad.R
N IC/.

We will think of them as of real vector spaces. We define X1 WD E \ PH 2.RN /.

2. Variational estimates

Linearization near a ground state. Recall that for z 2 C we define

f .z/ WD jzj
4

N�2 z and F.z/ WD
N � 2

2N
jzj

2N
N�2:

For z 2 C we define the R-linear function f 0.z/ W C! C by

f 0.z/z1 WD jzj
4

N�2

�
z1C

4

N � 2
z<.z�1z1/

�
(with the convention f 0.0/z1 D 0). It is easy to check that for any z1; z2; z 2 C,

<
�
Nz2.f

0.z/z1/
�
D<

�
Nz1.f

0.z/z2/
�
D<

�
.f 0.z/z2/z1

�
: (2-1)

Integrating this identity on RN we see that for a complex-valued function u.x/ the operator g 7! f 0.u/g

is symmetric with respect to the real L2 scalar product. We define

jf 0.z/j WD
N C 2

N � 2
jzj

4
N�2 ;

which is the norm of f 0.z/ as a linear map up to a constant. For u W RN ! C we define kf 0.u/kLp WD�R
RN
jf 0.u.x//jp dx

� 1
p for 1� p <C1 and kf 0.u/kL1 WD supx2RN jf

0.u.x//j.

Lemma 2.1. Let N � 7. For z1; z2; z3 2 C,

jf 0.z1C z2/�f
0.z1/j. jf 0.z2/j; jf 0.z1C z2/�f 0.z1/j. jz1j�

N�6
N�2 jz2j if z1 ¤ 0; (2-2)

jf .z1C z2/�f .z1/j. jf 0.z1/jjz2jC jf .z2/j; (2-3)

jf .z1C z2/�f .z1/�f
0.z1/z2j. f .jz2j/;

jf .z1C z2/�f .z1/�f
0.z1/z2j. jz1j�

N�6
N�2 jz2j

2
if z1 ¤ 0; (2-4)

jF.z1C z2/�F.z1/�<.f .z1/z2/j. jf 0.z1/jjz2j2CF.z2/; (2-5)

jF.z1C z2/�F.z1/�<.f .z1/z2/�<.f 0.z1/z2z2/j. F.z2/: (2-6)

Remark 2.2. In (2-2), jf 0.z1Cz2/�f 0.z1/j denotes the norm of f 0.z1Cz2/�f 0.z1/ as an R-linear map.

Remark 2.3. Note that (2-4) implies f 0.z/ is the derivative (in the real sense) of f at z; in particular, f
is a C 1 function.
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Proof. All the bounds are immediate if jz2j� 1
2
jz1j; hence we can assume jz2j< 1

2
jz1j, in particular z1¤0.

The formulas f 0.z1/z2Df .z1/f 0.1/.z�11 z2/ and f 0.z1Cz2/z3Df .z1/f 0.1Cz�11 z2/.z
�1
1 z3/ allow

us to reduce the proof to the case z1D1. For jzj< 1
2

, the mappingsF.1Cz/, f .1Cz/ and f 0.1Cz/ are real-
analytic with respect to z and the required bounds follow by writing standard asymptotic expansions. �

We denote by Z�;� WD i�C if 0.ei�W�/ the linearization of i�uC if .u/ near uD ei�W�. In order
to express Z�;� in a more explicit way, we introduce the following notation:

V C WD �
N C 2

N � 2
W

4
N�2; V � WD �W

4
N�2; LC WD ��CV C; L� WD ��CV �:

We also introduce the generators of the PH 1-critical and the L2-critical scaling. For a function v WRN !C

we define

ƒv WD �
@

@�

ˇ̌̌̌
�D1

.v�/D

�
N � 2

2
C x � r

�
v;

ƒ0v WD �
@

@�

ˇ̌̌̌
�D1

�
1

�
v�

�
D

�
N

2
C x � r

�
v:

It is known that for all g 2 E we have hg;L�gi � 0 and kerL�D span.W /. The operator LC has one
simple strictly negative eigenvalue and, restricting to radially symmetric functions, kerLC D span.ƒW /;
see for instance [Nakanishi and Roy 2016].

For future reference, we provide here the values of some integrals involving W and ƒW :Z
RN

W 2 dx D 1
2
.N.N � 2//

N
2 B

�
N � 4

2
;
N

2

�
; (2-7)Z

RN
W

NC2
N�2 dx D

1

N
.N.N � 2//

N
2 ; (2-8)

�
N C 2

N � 2

Z
RN

W
4

N�2ƒW dx D
N � 2

2N
.N.N � 2//

N
2 : (2-9)

For the first integral, we use the formula B.x; y/D
RC1
0 tx�1.1C t /�x�y dt . For the second, we write

W
NC2
N�2 D��W and we integrate by parts. For the last integral, we write

�
N C 2

N � 2
W

4
N�2ƒW D V CƒW D�ƒW

and we integrate by parts.
Using the definition of f 0, one can check that if g1 D<g and g2 D=g, then

Z�;�.e
i�g�/D

ei�

�2
.L�g2� iL

Cg1/�:

In particular, we obtain

Z�;�.ie
i�W�/D

ei�

�2
.L�W /� D 0;

Z�;�.e
i�ƒW�/D

ei�

�2
.�iLCƒW /� D 0:

This can also be seen by differentiating i�.ei�W�/C if .ei�W�/ with respect to � and �.
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Consider now the operator Z�
�;�

. We claim that fei�W�; iei�ƒW�g � kerZ�
�;�

. Indeed, we have

hei�W�; Z�;�.e
i�g�/i D

�
ei�W�;

ei�

�2
.L�g2� iL

Cg1/�

�
D hW;L�g2i D hL

�W;g2i D 0; (2-10)

hiei�ƒW�; Z�;�.e
i�g�/i D

�
iei�ƒW�;

ei�

�2
.L�g2� iL

Cg1/�

�
D�hƒW;LCg1i D �hL

CƒW; g1i D 0: (2-11)

One can show that there exist real functions Y.1/;Y.2/ 2 S and a real number � > 0 such that

LCY.1/ D��Y.2/; L�Y.2/ D �Y.1/ (2-12)

(the proof given in [Duyckaerts and Merle 2009, Section 7] for N D 5 works in any dimension N � 5).
We can assume that kY.1/kL2 D kY.2/kL2 D 1. We define

˛C
�;�
WD

ei�

�2
.Y.2/
�
C iY.1/

�
/; ˛��;� WD

ei�

�2
.Y.2/
�
� iY.1/

�
/: (2-13)

For g D g1C ig2 we have

h˛C
�;�
; ei�g�i D hY.2/; g1iC hY.1/; g2i and h˛��;�; e

i�g�i D hY.2/; g1i � hY.1/; g2i:

Note that
hW;Y.1/i D 1

�
hW;L�Y.2/i D 1

�
hL�W;Y.2/i D 0;

hƒW;Y.2/i D �1
�
hƒW;LCY.1/i D �1

�
hLC.ƒW /;Y.1/i D 0:

It follows that

h˛C
�;�
; iei�W�i D h˛

�
�;�; ie

i�W�i D 0; (2-14)

h˛C
�;�
; ei�ƒW�i D h˛

�
�;�; e

i�ƒW�i D 0: (2-15)

Since Y.2/ ¤W , we also have

hY.1/;Y.2/i D 1

�
hY.2/; L�Y.2/i> 0: (2-16)

We claim that ˛C
�;�

and ˛�
�;�

are eigenfunctions of Z�
�;�

, with eigenvalues �
�2

and � �
�2

respectively.
Indeed, we have

h˛C
�;�
; Z�;�.e

i�g�/i D

�
˛C
�;�
;

ei�

�2
.L�g2� iL

Cg1/�

�
D

1

�2

�
hY.2/; L�g2i � hY.1/; LCg1i

�
D

1

�2

�
hL�Y.2/; g2i � hLCY.1/; g1i

�
D

�

�2

�
hY.1/; g2iC hY.2/; g1i

�
D

�

�2
h˛C
�;�
; ei�g�i: (2-17)

Similarly, h˛�
�;�
; Z�;�.ei�g�/i D � �

�2
h˛�
�;�
; ei�g�i.
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Coercivity of the energy near a two-bubble. We consider u 2 E of the form u D ei�W�C ei�W�C g
with ˇ̌

�C �
2

ˇ̌
Cj�� 1jC j� jC�CkgkE � 1:

Moreover, we will assume that g satisfies

hiei�ƒW�; gi D h�ei�W�; gi D hiei�ƒW�; gi D h�ei�W�; gi D 0: (2-18)

This choice of the orthogonality conditions is dictated by the kernel of Z�
�;�

; see (2-10) and (2-11). In
this section this has little importance, but will be crucial in the sequel.

When �, �, � , � and g are known from the context, we define

aC1 WD h˛
C

�;�
; gi; a�1 WD h˛

�
�;�; gi; aC2 WD h˛

C

�;�
; gi; a�2 WD h˛

�
�;�; gi:

Our objective to prove the following result.

Proposition 2.4. There exist constants �; C0; C > 0 depending only on N such that for all u 2 E of the
form uD ei�W�C ei�W�Cg, with

ˇ̌
�C �

2

ˇ̌
Cj�� 1jC j� jC�CkgkE � � and g verifying (2-18), we

have

jE.u/�2E.W /j �C
��ˇ̌
�C�

2

ˇ̌
Cj��1jCj� jC�

�
�
N�2
2 Ckgk2E

�
; (2-19)

kgk2ECC0��
N�2
2 �C

�
�
N�2
2

�ˇ̌
�C�

2

ˇ̌
Cj��1jCj� j3C�

�
CE.u/�2E.W /C

X
jD1;2

�
.aCj /

2
C.a�j /

2
��
: (2-20)

The scheme of the proof is the following. Inequality (2-6) yields the Taylor expansion of the energy:ˇ̌
E.u/�E.ei�W�Cei�W�/�

˝
DE.ei�W�Cei�W�/;g

˛
�
1
2

˝
D2E.ei�W�Cei�W�/g;g

˛ˇ̌
.kgk

2N
N�2

E : (2-21)

We just have to compute all the terms with a sufficiently high precision. We split this computation into a
few lemmas.

Lemma 2.5. Let �, �, � , � be as in Proposition 2.4. Thenˇ̌
E.ei�W�Cei�W�/�2E.W /� 1

N
.N.N�2//

N
2 ��

N�2
2

ˇ̌
�C�

N�2
2

�ˇ̌
�C �

2

ˇ̌
Cj��1jCj� j3C�

�
; (2-22)

with a constant C depending only on N.

Proof. Expanding the energy we find

E.ei�W�C ei�W�/DE.e
i�W�/CE.ei�W�/C<

Z
RN

ei.���/r.W�/ � r.W�/ dx

�

Z
RN

�
F.ei�W�C ei�W�/�F.e

i�W�/�F.ei�W�/
�

dx: (2-23)

By scaling invariance, E.ei�W�/CE.ei�W�/D 2E.W /. Integrating by parts we get

<

Z
RN

ei.���/r.W�/ � r.W�/ dx D�<
Z

RN
ei�W��.e

i�W�/ dx D<
Z

RN
ei�W� �f .e

i�W�/ dx:



CONSTRUCTION OF TWO-BUBBLE SOLUTIONS FOR THE ENERGY-CRITICAL NLS 1931

Hence (2-23) yields

E.ei�W�C ei�W�/

D 2E.W /�

Z
RN

�
F.ei�W�C ei�W�/�F.e

i�W�/�F.ei�W�/�<.ei�W� �f .e
i�W�//

�
dx: (2-24)

In the region jxj �
p
�, using (2-5) with z1 D ei�W� and z2 D ei�W�, we obtainˇ̌

F.ei�W�C ei�W�/�F.e
i�W�/�F.ei�W�/�<.ei�W� �f .e

i�W�//
ˇ̌
.W 2

� ;

and we see thatZ
jxj�
p
�

W 2
� D �

2

Z
jxj�1=

p
�

W 2 dx . �2
Z C1
1=
p
�

r�2NC4rN�1 dr D �2C
N�4
2 D �

N
2 :

In the region jxj �
p
� the last term in (2-24) is negligible, because j<.ei�W� � f .ei�W�//j .W� andR

jxj�
p
�
W� dx.�

NC2
2

R 1=p�
0 r�NC2rN�1 dr ��

N
2 . Similarly, the term F.ei�W�/ is negligible. Using

(2-5) with z1 D ei�W� and z2 D ei�W�, we obtainˇ̌
F.ei�W�C ei�W�/�F.e

i�W�/�<.ei�W� �f .e
i�W�//

ˇ̌
.W

4
N�2

�
;

and we see thatZ
jxj�
p
�

W
4

N�2

�
dx D �N�2

Z
jxj�1=

p
�

W
4

N�2 dx . �N�2
Z C1
1=
p
�

r�4rN�1 dr D �N�2�
N�4
2 D �

N
2 :

In order to complete the proof of (2-22), we thus need to check thatˇ̌̌̌
�

Z
jxj�
p
�

<.ei�W� �f .ei�W�// dx� 1

N
.N.N � 2//

N
2 ��

N�2
2

ˇ̌̌̌
. �

N�2
2

�ˇ̌
�C �

2

ˇ̌
Cj�� 1jC j� j3C�

�
: (2-25)

The following holds:ˇ̌̌̌Z
jxj�
p
�

<.ei�W� �f .ei�W�// dx�<.ei.���//
Z

RN
W

NC2
N�2

�
dx
ˇ̌̌̌

.
Z
jxj�
p
�

jW�� 1jW
NC2
N�2

�
dxC

Z
jxj�
p
�

W
NC2
N�2

�
dx

. .j�� 1jC�/
Z
jxj�
p
�

W
NC2
N�2

�
C

Z
jxj�
p
�

W
NC2
N�2

�
dx

. .j�� 1jC�/�
N�2
2 C�

N�2
2

Z
jxj�1=

p
�

W
NC2
N�2 dx . .j�� 1jC�/�

N�2
2

and Z
RN

W
NC2
N�2

�
dx D �

N�2
2

Z
RN

W
NC2
N�2 dx D 1

N
.N.N � 2//

N
2 �

N�2
2 :
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We have
j<.�ie�i� /C � j D j=.e�i� /C � j. j� j3

and, using (2-8),
jei.���/C ie�i� j D jei� C i j �

ˇ̌
�C �

2

ˇ̌
I

hence
j<.ei.���//C � j. j� j3C

ˇ̌
�C �

2

ˇ̌
. jt j�

3
N�6 : (2-26)

The bound (2-25) follows now from (2-26), which finishes the proof. �

Lemma 2.6. Under the assumptions of Proposition 2.4, we haveˇ̌˝
DE.ei�W�C ei�W�/; g

˛ˇ̌
. kgkE ��

NC2
4 : (2-27)

Proof. Using the fact that DE.ei�W�/D DE.ei�W�/D 0, (2-27) is seen to be equivalent toˇ̌˝
f .ei�W�C ei�W�/�f .e

i�W�/�f .ei�W�/; g
˛ˇ̌
. kgkE ��

NC2
4 :

By the Sobolev inequality, it suffices to check thatf .ei�W�C ei�W�/�f .e
i�W�/�f .ei�W�/


L2N=.NC2/

. �
NC2
4 :

As usual, we consider separately the regions jxj �
p
� and jxj �

p
�. In the first region we haveW�.W�;

hence (2-3) with z1 DW� and z2 DW� yieldsˇ̌
f .ei�W�C ei�W�/�f .e

i�W�/�f .ei�W�/
ˇ̌
.W

4
N�2

�
W�CW

NC2
N�2
� .W

4
N�2

�
W� .W

4
N�2

�
:

By a change of variable we obtain

kW
4

N�2

�
k
L2N=.NC2/.jxj�

p
�/
D �N �

NC2
2N
�N�2

2
� 4
N�2 kW

4
N�2 k

L2N=.NC2/.jxj�1=
p
�/

. �
N�2
2

�Z 1=
p
�

0

r�4
2N
NC2 rN�1 dr

�NC2
2N

� �
N�2
2
�
.N�6/N
2.NC2/

�
NC2
2N D �

NC2
4 :

In the region jxj �
p
� we have W� .W�; hence (2-3) with z1 DW� and z2 DW� yieldsˇ̌

f .ei�W�C ei�W�/�f .e
i�W�/�f .ei�W�/

ˇ̌
.W

4
N�2
� W�CW

NC2
N�2

�
.W

4
N�2
� W� .W�;

and we have

kW�kL2N=.NC2/.jxj�
p
�/
D �2kW k

L2N=.NC2/.jxj�1=
p
�/

. �2
�Z C1

1=
p
�

r�.N�2/�
2N
NC2 rN�1 dr

�NC2
2N

� �2C
.N�6/N
2.NC2/

�
NC2
2N D �

NC2
4 : �

We now examine coercivity of the quadratic part in (2-21).
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Lemma 2.7. There exist constants c; C > 0 such that

� for any real-valued radial g 2 E ,

hg;LCgi � c

Z
RN
jrgj2 dx�C

�
hW;gi2ChY.2/; gi2

�
; (2-28)

hg;L�gi � c

Z
RN
jrgj2 dx�C hƒW; gi2; (2-29)

� if r1 > 0 is large enough, then for any real-valued radial g 2 E ,

.1� 2c/

Z
jxj�r1

jrgj2 dxC c
Z
jxj�r1

jrgj2 dxC
Z

RN
V Cjgj2 dx � �C

�
hW;gi2ChY.2/; gi2

�
; (2-30)

.1� 2c/

Z
jxj�r1

jrgj2 dxC c
Z
jxj�r1

jrgj2 dxC
Z

RN
V �jgj2 dx � �C hƒW; gi2; (2-31)

� if r2 > 0 is small enough, then for any real-valued radial g 2 E ,

.1� 2c/

Z
jxj�r2

jrgj2 dxC c
Z
jxj�r2

jrgj2 dxC
Z

RN
V Cjgj2 dx � �C

�
hW;gi2ChY.2/; gi2

�
; (2-32)

.1� 2c/

Z
jxj�r2

jrgj2 dxC c
Z
jxj�r2

jrgj2 dxC
Z

RN
V �jgj2 dx � �C hƒW; gi2: (2-33)

Proof. In the proofs of (2-28) and (2-29) we repeat with minor modifications the arguments of Nakanishi
and Roy [2016]. We include them for the reader’s convenience.

Let us show that

g 2 E ; hY.2/; gi D 0 D) hg;LC; gi � 0: (2-34)

Suppose the contrary. Let .a; b/ 2 R2 n f.0; 0/g and consider agC bY.1/ 2 E . Since Y.2/ ¤W , (2-12)
yields

hY.1/; LCY.1/i D ��hY.1/;Y.2/i D �hL�Y.2/;Y.2/i< 0; (2-35)

so we obtain

hagC bY .1/; LC.agC bY.1//i D a2hg;LCgiC 2abhg;LCY.1/iC b2hY.1/; LCY.1/i

D a2hg;LCgi � 2ab�hg;Y.2/iC b2hY.1/; LCY.1/i< 0:

This is impossible, because LC has only one negative direction. This proves (2-34).
Suppose (2-28) fails. Then there exists a sequence gn 2 E such that kgnkE D 1 and

hgn; L
Cgni � cn�Cn

�
hW;gni

2
ChY.2/; gi2

�
; cn! 0; Cn!C1: (2-36)

Upon extracting a subsequence, we can assume that gn*g 2 E . Since jhgn; LCgnij. kgnk2E D 1, from
(2-36) we immediately get hW;giD hY.2/; giD 0. Also, by standard arguments hgn; V Cgni!hg; V Cgi.
Hence by the Fatou property

hg;LCgi � lim inf
n
hgn; L

C; gni � lim inf
n

cn D 0:
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Thus g is a minimizer for the quadratic form associated with LC on the hyperplane orthogonal to Y.2/.
This implies hh;LCgi D 0 for all h 2 E such that hY.2/; hi D 0. But we also have hY.1/; LCgi D
hLCY.1/; gi D��hY.2/; gi D 0 and hY.1/;Y.2/i ¤ 0, see (2-35), so we obtain hh;LCgi D 0 for all h 2 E .
Hence g DƒW . But hW;ƒW i D �kW k2

L2
¤ 0, so we get a contradiction. This proves (2-28).

The proof of (2-29) is similar. We obtain that the weak limit g is a minimizer for the quadratic form asso-
ciated withL� (without constraints); hence gDW , which is incompatible with the orthogonality condition.

Once we have (2-28) and (2-29), the bounds (2-30)–(2-33) follow by repeating the proof of Lemma 2.1
in [Jendrej 2015]. �

We now use this lemma to study the linearization around ei�W� for a complex-valued perturbation g.

Proposition 2.8. There exist constants c; C > 0 such that for any � 2 R and � > 0,

� for any complex-valued radial g 2 E ,Z
RN
jrgj2 dx�<

Z
RN
Ng �f 0.ei�W�/g dx

� c

Z
RN
jrgj2 dx�C

�
h��2ei�W�; gi

2
Ch��2iei�ƒW�; gi

2
Ch˛C

�;�
; gi2Ch˛��;�; gi

2
�
; (2-37)

� if r1 > 0 is large enough, then for any complex-valued radial g 2 E ,

.1� 2c/

Z
jxj�r1

jrgj2 dxC c
Z
jxj�r1

jrgj2 dx�<
Z

RN
Ng �f 0.ei�W�/g dx

� �C
�
h��2ei�W�; gi

2
Ch��2iei�ƒW�; gi

2
Ch˛C

�;�
; gi2Ch˛��;�; gi

2
�
; (2-38)

� if r2 > 0 is small enough, then for any complex-valued radial g 2 E ,

.1� 2c/

Z
jxj�r2

jrgj2 dxC c
Z
jxj�r2

jrgj2 dx�<
Z

RN
Ng �f 0.ei�W�/g dx

� �C
�
h��2ei�W�; gi

2
Ch��2iei�ƒW�; gi

2
Ch˛C

�;�
; gi2Ch˛��;�; gi

2
�
: (2-39)

Remark 2.9. Note that the scalar products on the right-hand side of these estimates are the ones which
appear in the orthogonality conditions (2-18). For the definition of ˛˙

�;�
, see (2-13).

Proof. Without loss of generality we can assume that � D 0 and �D 1. Let g D g1C ig2. Observe that

�f 0.W /.g1C ig2/D�W
4

N�2 .g1C ig2/�
4

N � 2
W

4
N�2g1 D V

Cg1C iV
�g2;

which gives

�<

Z
RN
Ng �f 0.W /g dx D

Z
RN

V Cg21 dxC
Z

RN
V �g22 dx:

Also, hW;gi D hW;g1i and hiƒW; gi D hƒW; g2i. We have Y.2/ D 1
2
.˛C0;1C˛

�
0;1/, so

hY.2/; g1i2 D hY.2/; gi2 � 1
2

�
h˛C0;1; gi

2
Ch˛�0;1; gi

2
�
:

Applying (2-28) with g D g1 and (2-29) with g D g2 we obtain (2-37). The proofs of (2-38) and (2-39)
are similar. �
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One consequence of the last proposition is the coercivity near a sum of two bubbles at different scales:

Lemma 2.10. There exist �; C > 0 such that if �� ��, then for all g 2 E satisfying (2-18),

1
C
kgk2E �

1
2

˝
D2E.ei�W�C ei�W�/g; g

˛
C 2

�
.aC1 /

2
C .a�1 /

2
C .aC2 /

2
C .a�2 /

2
�
� Ckgk2E :

Proof. It is essentially the same as the proof of [Jendrej 2015, Lemma 3.5]. �

Proof of Proposition 2.4. Bound (2-19) follows immediately from (2-21), Lemmas 2.5, 2.6 and 2.10 and
the triangle inequality.

For any c > 0 we have kgk
2N
N�2

E � ckgk2E if � is chosen small enough; hence (2-21) and Lemmas 2.5
and 2.6 yieldˇ̌
E.u/� 2E.W /� 1

N
.N.N � 2//

N
2 ��

N�2
2 �

1
2

˝
D2E.ei�W�C ei�W�/g; g

˛ˇ̌
� C

�ˇ̌
�C �

2

ˇ̌
Cj�� 1jC j� j3C�

�
�
N�2
2 C ckgk2E I

hence

1
N
.N.N � 2//

N
2 ��

N�2
2 C

1
2
hD2E.ei�W�C ei�W�/g; gi

�E.u/� 2E.W /CC
�ˇ̌
�C �

2

ˇ̌
Cj�� 1jC j� j3C�

�
�
N�2
2 C ckgk2E :

Choosing c small enough and invoking Lemma 2.10 finishes the proof of (2-20). �

3. Modulation

Bounds on the modulation parameters. We study solutions of the form

u.t/D ei�.t/W�.t/C ei�.t/W�.t/Cg.t/; (3-1)

with
j�.t/� 1j � 1;

ˇ̌
�.t/C �

2

ˇ̌
� 1; �.t/� 1; j�.t/j � 1 and kgkE � 1: (3-2)

We will often omit the time variable and write � for �.t/ etc.
Differentiating (3-1) in time we obtain

@tuD �
0iei�W��

�0

�
ei�ƒW�C � 0iei�W��

�0

�
ƒW�C @tg:

On the other hand, using �.W�/Cf .W�/D�.W�/Cf .W�/D 0 we get

i�uC if .u/D i�gC i
�
f .ei�W�C ei�W�Cg/�f .e

i�W�/�f .ei�W�/
�
I

hence (1-1) yields

@tg D i�gC i
�
f .ei�W�C ei�W�Cg/�f .e

i�W�/�f .ei�W�/
�

� �0iei�W�C
�0

�
ei�ƒW�� � 0iei�W�C

�0

�
ei�ƒW�: (3-3)

Since we work with nonclassical solutions, it is worth pointing out that the equation above should be
understood as a notational simplification. Any computation involving g.t/ could be rewritten in terms of
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u.t/ and the modulation parameters �, �, � , �. Most of the time we only use the fact that (3-3) holds in
the weak sense, but later we will also need to compute the time derivative of a quadratic form in g.t/, in
which case the rigorous meaning of the computation is less clear.

We impose the orthogonality conditions (2-18). By standard arguments using the implicit function
theorem, they uniquely determine the modulation parameters.

We need precise bootstrap assumptions about the parameters quantifying (3-2). In order to formulate
them, set

� WD

 
N � 6

N �B
�
N�4
2
; N
2

�! 2
N�4

: (3-4)

Lemma 3.1. Let c > 0 be an arbitrarily small constant. Let T0 < 0 with jT0j large enough (depending
on c) and T < T1 � T0. Suppose that for T � t � T1 we haveˇ̌

�.t/C �
2

ˇ̌
� jt j�

3
N�6 ; (3-5)

j�.t/� 1j � jt j�
3

N�6 ; (3-6)

j�.t/j � jt j�
1

N�6 ; (3-7)ˇ̌
�.t/� 1

�
.�jt j/�

2
N�6

ˇ̌
� jt j�

5
2.N�6/ ; (3-8)

kgkE � jt j
� N�1
2.N�6/ : (3-9)

Then

j�0.t/j � cjt j�
N�3
N�6 ; (3-10)

j�0.t/j � cjt j�
N�3
N�6 ;ˇ̌̌̌

�0.t/�
2�

N�4
2

N � 6
�.t/

N�4
2

ˇ̌̌̌
� cjt j�

2N�7
2.N�6/ ; (3-11)ˇ̌̌̌

� 0.t/C
.N � 2/�

N�4
2

N � 6
�.t/�.t/

N�6
2 �

K.t/

�.t/2kW k2
L2

ˇ̌̌̌
� cjt j�

N�5
N�6 (3-12)

for T � t � T1, where

K WD �
˝
ei�ƒW�; f .e

i�W�C ei�W�Cg/�f .e
i�W�C ei�W�/�f

0.ei�W�C ei�W�/g
˛
: (3-13)

Remark 3.2. We will not really use (3-8), but only the fact that �.t/� jt j�
2

N�6.

Proof. We use the usual method of differentiating the orthogonality conditions in time, which will yield a
linear system of the form 0BB@

M11 M12 M13 M14

M21 M22 M23 M24

M31 M32 M33 M34

M41 M42 M43 M44

1CCA
0BB@
�2�0

��0

�2� 0

��0

1CCAD
0BB@
B1
B2
B3
B4

1CCA:
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Here, the coefficients Mij and Bi depend on g, �, �, � and �. We will now compute all these coefficients
and prove appropriate bounds.

First row. Differentiating hiei�ƒW�; gi D 0 and using (3-3) we obtain

0D
d
dt
hiei�ƒW�; gi D ��0hei�ƒW�; gi �

�0

�
hiei�ƒƒW�; giC hiei�ƒW�; @tgi

D �0
�
�hiei�ƒW�; iei�W�i � hei�ƒW�; gi

�
C
�0

�

�
hiei�ƒW�; ei�ƒW�i � hiei�ƒƒW�; gi

�
C � 0hiei�ƒW�;�iei�W�iC

�0

�
hiei�ƒW�; ei�ƒW�i

C
˝
iei�ƒW�; i�gC i

�
f .ei�W�C ei�W�Cg/�f .e

i�W�/�f .ei�W�/
�˛
:

Note that h�ƒW�; W�i D kW�k2L2 D �
2kW k2

L2
; hence we get

M11 D �
�2
�
�hiei�ƒW�; iei�W�i � hei�ƒW�; gi

�
D kW k2

L2
CO.kgkE/D kW k

2
L2
CO.jt j�

N�1
2.N�6/ /;

M12 D �
�2
�
hiei�ƒW�; ei�ƒW�i � hiei�ƒƒW�; gi

�
DO.kgkE/DO.jt j

� N�1
2.N�6/ /;

M13 D �
�2
hiei�ƒW�;�iei�W�i DO.1/;

M14 D �
�2
hiei�ƒW�; ei�ƒW�i DO.1/:

Let us consider the term

B1 D�
˝
iei�ƒW�; i�gC i

�
f .ei�W�C ei�W�Cg/�f .e

i�W�/�f .ei�W�/
�˛
:

From (2-11) (with � replaced by � and � replaced by �) we obtain

B1 D��
�2
˝
iei�ƒW�; i

�
f .ei�W�C ei�W�Cg/�f .e

i�W�/�f .ei�W�/�f
0.ei�W�/g

�˛
D���2

˝
ei�ƒW�;

�
f .ei�W�C ei�W�Cg/�f .e

i�W�/�f .ei�W�/�f
0.ei�W�/g

�˛
:

First we show thatˇ̌˝
ei�ƒW�; f .ei�W�C ei�W�Cg/�f .e

i�W�C ei�W�/�f
0.ei�W�C ei�W�/g

˛ˇ̌
. kgk2E : (3-14)

Note that (3-5) and (3-7) imply jei�W� C ei�W�j & W�; hence (2-4) with z1 D ei�W� C ei�W� and
z2 D g yieldsˇ̌

f .ei�W�C ei�W�Cg/�f .e
i�W�C ei�W�/�f

0.ei�W�C ei�W�/g
ˇ̌
.W �

N�6
N�2

� jgj2:

Using the fact that jƒW j.W and the Hölder inequality, we arrive at (3-14).
Next we show thatˇ̌˝

ei�ƒW�; f .ei�W�C ei�W�/�f .e
i�W�/�f .ei�W�/

˛ˇ̌
. �

N�2
2 : (3-15)

Using (2-3) we getˇ̌
f .ei�W�C ei�W�/�f .e

i�W�/�f .ei�W�/
ˇ̌
. jW�j

4
N�2W�Cjf .W�/j:
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The second term is easy. We have f .W / 2 L1 and we check that kf .W�/kL1 � �
N�2
2 by a change of

variable. Consider the first term. In the region jxj � 1 we write

kW�kL1.jxj�1/ D �
NC2
2 kW kL1.jxj���1/ . �

NC2
2

Z ��1

0

r�NC2rN�1 dr � �
N�2
2 :

As for jxj � 1, we notice that kW�kL1.jxj�1/ . �
N�2
2 and jƒW�jjW�j

4
N�2 is bounded in L1.

Finally, we show thatˇ̌˝
ei�ƒW�; .f 0.ei�W�C ei�W�/�f

0.ei�W�//g
˛ˇ̌
. �

N�2
4 kgkE : (3-16)

In the region jxj �
p
� it suffices to use the bound

jf 0.ei�W�C ei�W�/�f
0.ei�W�/j.W

4
N�2

�

and the fact that

kW
4

N�2

�
k
L2N=.NC2/.jxj�

p
�/
D �

N�2
2 kW

4
N�2 kL2N=.NC2/.jxj���1=2/ . �

NC2
4 ;

where the last inequality follows from W
4

N�2 .x/. jxj�4. In the region jxj �
p
� we use Hölder and the

fact that

kW�kL2N=N�2.jxj�
p
�/
D kW kL2N=.N�2/.jxj���1=2/ .

�Z C1
��1=2

r�2N rN�1 dr
�N�2
2N

. �
N�2
4 :

Taking the sum of (3-14), (3-15), (3-16) and using (3-8), (3-9) we obtain

jB1j. jt j�
N�2
N�6 : (3-17)

Second row. Differentiating h�ei�W�; gi D 0, we obtain

0D
d
dt
h�ei�W�; gi D ��0hiei�W�; giC

�0

�
hei�ƒW�; gi � hei�W�; @tgi

D �0
�
hei�W�; iei�W�i � hiei�ƒW�; gi

�
C
�0

�

�
�hei�W�; ei�ƒW�iC hei�ƒW�; gi

�
C � 0hei�W�; iei�W�iC

�0

�
h�ei�W�; ei�ƒW�i

�
˝
ei�W�; i�gC i

�
f .ei�W�C ei�W�Cg/�f .e

i�W�/�f .ei�W�/
�˛
;

which yields

M21 D �
�2
�
hei�W�; iei�W�i � hiei�W�; gi

�
DO.kgkE/;

M22 D �
�2
�
�hei�W�; ei�ƒW�iC hei�ƒW�; gi

�
D kW k2

L2
CO.kgkE/;

M23 D �
�2
hei�W�; iei�W�i DO.1/;

M24 D �
�2
h�ei�W�; ei�ƒW�i DO.1/:

Consider now the term

B2 D
˝
ei�W�; i�gC i

�
f .ei�W�C ei�W�Cg/�f .e

i�W�/�f .ei�W�/
�˛

D
˝
ei�W�; i

�
f .ei�W�C ei�W�Cg/�f .e

i�W�/�f .ei�W�/�f
0.ei�W�/g

�˛
;
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where the second equality follows from (2-10). The proof of (3-17) yields

jB2j. jt j�
N�2
N�6 :

Third row. Differentiating hiei�ƒW�; gi D 0 we obtain

0D
d
dt
hiei�ƒW�; gi D ��

0
hei�ƒW�; gi �

�0

�
hiei�ƒƒW�; giC hie

i�ƒW�; @tgi

D �0hiei�ƒW�;�ie
i�W�iC

�0

�
hiei�ƒW�; e

i�ƒW�i

C � 0
�
hiei�ƒW�;�ie

i�W�i � he
i�ƒW�; gi

�
C
�0

�

�
hiei�ƒW�; e

i�ƒW�i � hie
i�ƒƒW�; gi

�
C
˝
iei�ƒW�; i�gC i

�
f .ei�W�C ei�W�Cg/�f .e

i�W�/�f .ei�W�/
�˛
;

which yields

M31 D �
�2
hiei�ƒW�;�ie

i�W�i DO.�
2/DO.jt j�

4
N�6 /;

M32 D �
�2
hiei�ƒW�; e

i�ƒW�i DO.�
2/DO.jt j�

4
N�6 /;

M33 D �
�2
�
hiei�ƒW�;�ie

i�W�i � he
i�ƒW�; gi

�
D kW k2

L2
CO.kgkE/D kW k

2
L2
CO.jt j�

N�1
2.N�6/ /;

M34 D �
�2
�
hiei�ƒW�; e

i�ƒW�i � hie
i�ƒƒW�; gi

�
DO.kgkE/DO.jt j

� N�1
2.N�6/ /:

Let us consider the term

B3 D�
˝
iei�ƒW�; i�gC i

�
f .ei�W�C ei�W�Cg/�f .e

i�W�/�f .ei�W�/
�˛

D�
˝
iei�ƒW�; i

�
f .ei�W�C ei�W�Cg/�f .e

i�W�/�f .ei�W�/�f
0.ei�W�/g

�˛
D�

˝
ei�ƒW�; f .e

i�W�C ei�W�Cg/�f .e
i�W�/�f .ei�W�/�f

0.ei�W�/g
˛
;

where the second equality follows from (2-11). Comparing this formula with (3-13) we obtain

B3�K D�
˝
ei�ƒW�; f .e

i�W�C ei�W�/�f .e
i�W�/�f .ei�W�/

˛
�
˝
ei�ƒW�;

�
f 0.ei�W�C ei�W�/�f

0.ei�W�/
�
g
˛
: (3-18)

First we treat the second line by showing thatˇ̌˝
ei�ƒW�;

�
f 0.ei�W�C ei�W�/�f

0.ei�W�/
�
g
˛ˇ̌
. �

N
4 kgkE : (3-19)

We consider separately jxj � � and jxj � � with  D N�4
2.N�2/

. In the region jxj � � we use the bound

jf 0.ei�W�C ei�W�/�f
0.ei�W�/j.W

�N�6
N�2

�
W�:

It implies

jei�ƒW�j
ˇ̌�
f 0.ei�W�C ei�W�/�f

0.ei�W�/
�
g
ˇ̌
.W

4
N�2

�
jgj
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pointwise and it suffices to see that

kW
4

N�2

�
kL2N=.NC2/.jxj�� /D�

N�2
2 kW

4
N�2 kL2N=.NC2/.jxj���1/.�

N�2
2

�Z ��1

0

r�4
2N
NC2 rN�1 dr

�NC2
2N

.�
N�2
2 �.�1/

N.N�6/
NC2

�
NC2
2N D�

N�2
2
�
N.N�6/
4.N�2/ D�

N2�2NC8
4.N�2/ ��

N
4 :

In the region jxj � � we have

kƒW�kL2N=.N�2/.jxj�� / . kW�kL2N=.N�2/.jxj�� / D kW kL2N=.N�2/.jxj���1/

.
�Z C1

��1
r�2N rN�1 dr

�N�2
2N

. �.1�/N
N�2
2N D �

N
4 ;

which yields the required bound by Hölder.
We are left with the first line in (3-18). We will prove thatˇ̌̌̌˝
ei�ƒW�;f .e

i�W�Cei�W�/�f .e
i�W�/�f .ei�W�/

˛
�
.N�2/�

N�4
2 kW k2

L2

N�6
��

N�2
2

ˇ̌̌̌
. jt j�

N
N�6 : (3-20)

For this, we first check thatˇ̌˝
ei�ƒW�; f .e

i�W�C ei�W�/�f .e
i�W�/�f .ei�W�/�f

0.ei�W�/.e
i�W�/

˛ˇ̌
. �

N
2 : (3-21)

In the region jxj �
p
� we have W� .W�, which impliesˇ̌

f .ei�W�C ei�W�/�f .e
i�W�/�f .ei�W�/�f

0.ei�W�/.e
i�W�/

ˇ̌
.W

4
N�2

�
W�I

hence the required bound follows from jƒW j.W and

kW
NC2
N�2

�
k
L1.jxj�

p
�/
. �

N�2
2

Z C1
��1=2

r�N�2rN�1 dr � �
N
2 :

In the region jxj �
p
� we have W� .W�, which impliesˇ̌

f .ei�W�C ei�W�/�f .e
i�W�/�f .ei�W�/�f

0.ei�W�/.e
i�W�/

ˇ̌
.W

NC2
N�2
� I

hence the required bound follows from

kW�kL1.jxj�
p
�/
. �

NC2
2

Z ��1=2

0

r�NC2rN�1 dr � �
N
2 :

Finally, we need to check thatˇ̌̌̌
hei�ƒW�; f

0.ei�W�/.e
i�W�/i �

.N � 2/�
N�4
2 kW k2

L2

N � 6
��

N�2
2

ˇ̌̌̌
. jt j�

N
N�6 : (3-22)

The definition of f 0.z/ yields

f 0.ei�W�/.e
i�W�/DW�W

4
N�2

�

�
ei� C

4

N � 2
ei�<.ei.���//

�
I (3-23)
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hence

hei�ƒW�; f
0.ei�W�/.e

i�W�/i D
N C 2

N � 2
<.ei.���//

Z
W�W

4
N�2

�
ƒW� dx: (3-24)

Since ˇ̌̌̌Z
W�W

4
N�2

�
ƒW� dx

ˇ̌̌̌
. �

N�2
2 . jt j�

N�2
N�6 ;

we obtainˇ̌̌̌
NC2

N�2
<.ei.���//

Z
W�W

4
N�2

�
ƒW� dxC

NC2

N�2
�

Z
W�W

4
N�2

�
ƒW� dx

ˇ̌̌̌
. jt j�

NC1
N�6 �jt j�

N
N�6 : (3-25)

Next, we prove thatˇ̌̌̌Z
W

4
N�2

�
ƒW� dx�

Z
W�W

4
N�2

�
ƒW� dx

ˇ̌̌̌
. �

N
2 Cj�� 1j�

N�2
2 . jt j�

N
N�6 : (3-26)

Indeed, in the region jxj �
p
� both terms satisfy the bound. In the region jxj �

p
� we have

jW���
�N�2

2 j. jxj2 . � and j��
N�2
2 � 1j. j�� 1j;

from which (3-26) follows.
From (2-9) and (2-7) we get

N C 2

N � 2

Z
W

4
N�2

�
ƒW� dx D�

.N � 2/�
N�4
2 kW k2

L2

N � 6
�
N�2
2 ;

and (3-22) follows from (3-24)–(3-26).
From (3-18)–(3-20) and the triangle inequality we inferˇ̌̌̌

B3�KC
.N � 2/�

N�4
2 kW k2

L2

N � 6
��

N�2
2

ˇ̌̌̌
. jt j�

N
N�6 Cjt j�

N
2.N�6/ kgkE . jt j�

2N�1
2.N�6/ :

In particular, since j��
N�2
2 j � jt j�

N�1
N�6 , we have

jB3j. jt j�
N�1
N�6 Cjt j�

N
N�6 Cjt j�

N
2.N�6/ kgkE Ckgk

2
E . jt j

�N�1
N�6 CC 20 jt j

� N
N�6 . jt j�

N�1
N�6 :

Fourth row. Differentiating h�ei�W�; gi D 0 we obtain

0D
d
dt
h�ei�W�; gi D ��

0
hiei�W�; giC

�0

�
hei�ƒW�; gi � he

i�W�; @tgi

D �0hiei�W�; ie
i�W�i �

�0

�
hei�W�; e

i�ƒW�i

C � 0
�
hei�W�; ie

i�W�i � hie
i�W�; gi

�
C
�0

�

�
h�ei�W�; e

i�ƒW�iC he
i�ƒW�; gi

�
�
˝
ei�W�; i�gC i

�
f .ei�W�C ei�W�Cg/�f .e

i�W�/�f .ei�W�/
�˛
;
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which yields

M41 D �
�2
hiei�W�; ie

i�W�i DO.�
2/DO.jt j�

4
N�6 /;

M42 D �
�2
hei�W�; e

i�ƒW�i DO.�
2/DO.jt j�

4
N�6 /;

M43 D �
�2
�
hei�W�; ie

i�W�i � hie
i�W�; gi

�
DO.kgkE/DO.jt j

� N�1
2.N�6/ /;

M44 D �
�2
�
h�ei�W�; e

i�ƒW�iC he
i�ƒW�; gi

�
D kW k2

L2
CO.kgkE/D kW k

2
L2
CO.jt j�

N�1
2.N�6/ /:

Let us consider the term

B4 D
˝
ei�W�; i�gC i

�
f .ei�W�C ei�W�Cg/�f .e

i�W�/�f .ei�W�/
�˛

D
˝
ei�W�; i

�
f .ei�W�C ei�W�Cg/�f .e

i�W�/�f .ei�W�/�f
0.ei�W�/g

�˛
;

where the last equality follows from (2-10).
First we show thatˇ̌˝
ei�W�; i

�
f .ei�W�C ei�W�Cg/�f .e

i�W�C ei�W�/�f
0.ei�W�C ei�W�/g

�˛ˇ̌
. kgk2E : (3-27)

Note that (3-5) and (3-7) imply jei�W� C ei�W�j & W�; hence (2-4) with z1 D ei�W� C ei�W� and
z2 D g yieldsˇ̌

f .ei�W�C ei�W�Cg/�f .e
i�W�C ei�W�/�f

0.ei�W�C ei�W�/g
ˇ̌
.W �

N�6
N�2

�
jgj2:

Using the fact that jƒW j.W and the Hölder inequality we arrive at (3-27).
The proof of (3-19) yieldsˇ̌˝

ei�W�; i
�
f 0.ei�W�C ei�W�/�f

0.ei�W�/
�
g
˛ˇ̌
. �

N
4 kgkE : (3-28)

The proof of (3-21) yieldsˇ̌˝
ei�W�; i

�
f .ei�W�C ei�W�/�f .e

i�W�/�f .ei�W�/�f
0.ei�W�/.e

i�W�/
�˛ˇ̌
. �

N
2 : (3-29)

Finally, we show thatˇ̌̌̌˝
ei�W�; if

0.ei�W�/.e
i�W�/

˛
�
2�

N�4
2 kW k2

L2

N � 6
�
N�2
2

ˇ̌̌̌
. jt j�

N
N�6 : (3-30)

Using again (3-23) we get˝
ei�W�; if

0.ei�W�/.e
i�W�/

˛
D<.iei.���//

Z
W�W

NC2
N�2

�
dx: (3-31)

We have j<.e�i� /� 1j. j� j2 � jt j� 2
N�6 and jiei.���/� e�i� j D jei� C i j. j�j � jt j� 3

N�6 ; hence

j<.iei.���//� 1j. jt j�
2

N�6 :
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Since
ˇ̌R
W�W

NC2
N�2

�
dx
ˇ̌
. �N�22 . jt j�N�2N�6 , we obtainˇ̌̌̌
<.iei.���//

Z
W�W

NC2
N�2

�
dx�

Z
W�W

NC2
N�2

�
dx
ˇ̌̌̌
. jt j�

N
N�6 : (3-32)

The proof of (3-26) yieldsˇ̌̌̌Z
W

NC2
N�2

�
dx�

Z
W�W

NC2
N�2

�
dx
ˇ̌̌̌
. �

N
2 Cj�� 1j�

N�2
2 . jt j�

N
N�6 : (3-33)

From (2-8) we get Z
W

NC2
N�2

�
dx D

2�
N�4
2 kW k2

L2

N � 6
�
N�2
2 I

hence (3-30) follows from (3-31)–(3-33).
From (3-27)–(3-30) and the triangle inequality we obtainˇ̌̌̌

B4�
2�

N�4
2 kW k2

L2

N � 6
�.t/

N�2
2

ˇ̌̌̌
. jt j�

N
N�6 Ckgk2E ;

in particular

jB4j. jt j�
N�2
N�6 Ckgk2E . jt j

�N�2
N�6 : �

Remark 3.3. A computation similar to the proof of (3-14) shows that jKj . kgk2E � jt j�
N�1
N�6 , so we

obtain the following simple consequence of Lemma 3.1:

j�0.t/jC

ˇ̌̌̌
�0.t/

�.t/

ˇ̌̌̌
Cj� 0.t/jC

ˇ̌̌̌
�0.t/

�.t/

ˇ̌̌̌
. jt j�1 (3-34)

(for the last term, this bound is sharp).

Control of the stable and unstable component. An important step is to control the stable and unstable
components a˙1 .t/D h˛

˙
�.t/;�.t/

; g.t/i and a˙2 .t/D h˛
˙
�.t/;�.t/

; g.t/i. Recall that � > 0 is the positive
eigenvalue of the linearized flow; see (2-12).

Lemma 3.4. Under assumptions of Lemma 3.1, for t 2 ŒT; T1� we haveˇ̌̌̌
d
dt
aC1 .t/�

�

�.t/2
aC1 .t/

ˇ̌̌̌
�

c

�.t/2
jt j�

N
2.N�6/ ; (3-35)ˇ̌̌̌

d
dt
a�1 .t/C

�

�.t/2
a�1 .t/

ˇ̌̌̌
�

c

�.t/2
jt j�

N
2.N�6/ ;ˇ̌̌̌

d
dt
aC2 .t/�

�

�.t/2
aC2 .t/

ˇ̌̌̌
�

c

�.t/2
jt j�

N
2.N�6/ ; (3-36)ˇ̌̌̌

d
dt
a�2 .t/C

�

�.t/2
a�2 .t/

ˇ̌̌̌
�

c

�.t/2
jt j�

N
2.N�6/ ; (3-37)

with c! 0 as jT0j !C1.
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Proof. We will give a proof of (3-35) and (3-36), the other two inequalities being analogous.
Applying the chain rule to the formula aC1 .t/D h˛

C

�.t/;�.t/
; g.t/i and using the definition of ˛C

�;�
we

obtain

d
dt
aC1 D�

�0

�

�
ei�

�2

�
ƒ�1Y.2/� C iƒ�1Y

.1/
�

�
; g

�
C �0

�
ei�

�2

�
iY.2/� �Y.1/�

�
; g

�
Ch˛C

�;�
; @tgi:

Thanks to (3-34) and (3-9), the size of the first two terms is . jt j�1jt j�
N�1
2.N�6/ D jt j�

3N�13
2.N�6/ �jt j�

N
2.N�6/ .

We are left with the third term, and we expand @tg according to (3-3).
Let us consider, one by one, the contributions of the four terms in the second line of (3-3):

(1) The term h˛C
�;�
;��0iei�W�i is equal to 0 thanks to (2-14).

(2) The term
˝
˛C
�;�
; �
0

�
ei�ƒW�

˛
is equal to 0 thanks to (2-15).

(3) Consider the term h˛C
�;�
;�� 0iei�W�i. We have k˛C

�;�
k PH1 . 1; hence

jh˛C
�;�
;�� 0iei�W�ij. j� 0jk˛C�;�k PH1kW�k PH�1 . j�

0
j�2;

and (3-34) yields j� 0j�2 . jt j�1jt j� 4
N�6 D jt j�

N�2
N�6 � jt j�

N
2.N�6/.

(4) The term
˝
˛C
�;�
; �
0

�
ei�ƒW�

˛
is treated as the previous one, using

ˇ̌
�0

�

ˇ̌
. jt j�1 instead of j� 0j. jt j�1.

Let us finally consider the contribution of the first line of (3-3). We have

i�gC i
�
f .ei�W�C ei�W�Cg/�f .e

i�W�/�f .ei�W�/
�

DZ�;�gC i
�
f .ei�W�C ei�W�Cg/�f .e

i�W�/�f .ei�W�/�f
0.ei�W�/g

�
:

From (2-17) we obtain h˛C
�;�
; Z�;�gi D

�
�2
aC1 ; hence we need to show thatˇ̌˝

˛C
�;�
; i
�
f .ei�W�C ei�W�Cg/�f .e

i�W�/�f .ei�W�/�f
0.ei�W�/g

�˛ˇ̌
� jt j�

N
2.N�6/ :

The proof of (3-17) yields the bound jt j�
N�2
N�6 � jt j�

N
2.N�6/ .

We turn to the proof of (3-36). Applying the chain rule to the formula aC2 .t/D h˛
C

�.t/;�.t/
; g.t/i and

using the definition of ˛C
�;�

we obtain

d
dt
aC2 D�

�0

�

�
ei�

�2

�
ƒ�1Y

.2/

�
C iƒ�1Y

.1/

�

�
; g

�
C � 0

�
ei�

�2

�
iY.2/
�
�Y.1/

�

�
; g

�
Ch˛C

�;�
; @tgi:

The first two terms are treated as in the case of aC1 . In the third term, we expand @tg using (3-3). Let us
consider, one by one, the contributions of the four terms in the second line of (3-3):

(1) In order to bound the term h˛C
�;�
;��0iei�W�i, notice that

k˛C
�;�
kL1 .

Z
RN

1

�2

�
jY.1/
�
jC jY.2/

�
j
�

dx . �
N�2
2 . jt j�

N�2
N�6 � jt j�

N
2.N�6/ :

This is sufficient since k��0iei�W�kL1 . 1.

(2) The term
˝
˛C
�;�
; �
0

�
ei�ƒW�

˛
is analogous.
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(3) The term h˛C
�;�
;�� 0iei�W�i is equal to 0 thanks to (2-14).

(4) The term
˝
˛C
�;�
; �
0

�
ei�ƒW�

˛
is equal to 0 thanks to (2-15).

Let us finally consider the contribution of the first line of (3-3). We have

i�gC i
�
f .ei�W�C ei�W�Cg/�f .e

i�W�/�f .ei�W�/
�

DZ�;�gC i
�
f .ei�W�C ei�W�Cg/�f .e

i�W�/�f .ei�W�/�f
0.ei�W�/g

�
:

From (2-17) we obtain h˛C
�;�
; Z�;�gi D

�
�2
aC2 ; hence we need to show that

�2
ˇ̌˝
˛C
�;�
; i
�
f .ei�W�C ei�W�Cg/�f .e

i�W�/�f .ei�W�/�f
0.ei�W�/g

�˛ˇ̌
� jt j�

N
2.N�6/ : (3-38)

The proof of (3-19) yields

�2
ˇ̌˝
˛C
�;�
; i
�
f 0.ei�W�Cei�W�/�f

0.ei�W�/
�
g
˛ˇ̌
.�

N
4 kgkE . jt j�

N
2.N�6/

� N�1
2.N�6/�jt j�

N
2.N�6/ : (3-39)

The proof of (3-27) yields

�2
ˇ̌˝
˛C
�;�
; i
�
f .ei�W�C ei�W�Cg/�f .e

i�W�C ei�W�/�f
0.ei�W�C ei�W�/g

�˛ˇ̌
. kgk2E � jt j

� N
2.N�6/ : (3-40)

Using (2-3) we getf .ei�W�C ei�W�/�f .e
i�W�/�f .ei�W�/


L1
. kW

4
N�2

�
W�kL1 .

1

�2
:

By a change of variable, k�2˛C
�;�
kL1 . �

NC2
2 ; hence

�2
ˇ̌˝
˛C
�;�
; i
�
f .ei�W�C ei�W�/�f .e

i�W�/�f .ei�W�/
�˛ˇ̌
. �

N�2
2 . jt j�

N�2
N�6 � jt j�

N
2.N�6/ : (3-41)

Taking the sum of (3-39)–(3-41) and using the triangle inequality, we obtain (3-38). �

4. Bootstrap

We turn to the heart of the proof, which consists in establishing bootstrap estimates. We consider a
solution u.t/, decomposed according to (3-1), (3-2) and (2-18). The initial data at time T � T0 is chosen
as follows.

Lemma 4.1. There exists T0 < 0 such that for all T � T0 and for all �0, a01, a02 satisfyingˇ̌
�0� 1

�
.�jT j/�

2
N�6

ˇ̌
�
1
2
jT j�

5
2.N�6/ ; ja01j �

1
2
jT j�

N
2.N�6/ ; ja02j �

1
2
jT j�

N
2.N�6/ ; (4-1)

there exists g0 2X1 satisfying

hƒW; g0i D hiW; g0i D hiƒW�0 ; g
0
i D h�W�0 ; g

0
i D 0; (4-2)

h˛�
��
2
;1
; g0i D 0; h˛C

��
2
;1
; g0i D a01; h˛

�

0;�0
; g0i D 0; h˛C

0;�0
; g0i D a02; (4-3)

kg0kE . jT j�
N

2.N�6/ : (4-4)

This g0 is continuous for the X1 topology with respect to �0, a01 and a02.
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Remark 4.2. For the continuity, we just claim that the function g0 constructed in the proof is continuous
with respect to �0, a01 and a02. Clearly, g0 is not uniquely determined by (4-2)–(4-4).

Remark 4.3. Condition (4-2) is exactly (2-18) with
�
�; �; �; �

�
D
�
�
�
2
; 1; 0; �0

�
. Hence, if we consider

the solution u.t/ of (1-1) with initial data u.T /D�iW CW�0Cg
0 and decompose it according to (3-1),

then g.T / D g0 and the initial values of the modulation parameters are
�
�.T /; �.T /; �.T /; �.T /

�
D�

�
�
2
; 1; 0; �0

�
.

Proof. We consider functions of the form

g0DaC1 i˛
�

��
2
;1
�a�1 i˛

C

��
2
;1
Cb1WCc1.�iƒW /Ca

C
2 .�

0/2i˛�
0;�0
�a�2 .�

0/2i˛C
0;�0
Cb2iW�0Cc2ƒW�0 ;

with aC1 , a�1 , b1, c1, aC2 , a�2 , b2, c2 being real numbers. Let ˆ W R8! R8 be the linear map defined as

ˆ.aC1 ; a
�
1 ; b1; c1; a

C
2 ; a

�
2 ; b2; c2/ WD

�
h˛C
��
2
;1
; g0i; h˛�

��
2
;1
; g0i; hƒW; g0i; hiW; g0i;

h˛C
0;�0

; g0i; h˛�
0;�0

; g0i;
˝
.�0/�2iƒW�0 ; g

0
˛
;
˝
�.�0/�2W�0 ; g

0
˛�
:

Using (2-14)–(2-16) and the fact that �0 is small we obtain that the matrix of ˆ is strictly diagonally
dominant, which implies the result. �

In the remaining part of this section, we will analyze solutions u.t/ of (1-1) with the initial data
u.T /D�iW CW�0 Cg

0, where g0 is given by the previous lemma.

Proposition 4.4. There exists T0 < 0 with the following property. Let T < T1 < T0 and let �0; a01; a
0
2

satisfy (4-1). Let g0 2X1 be given by Lemma 4.1 and consider the solution u.t/ of (1-1) with the initial
data u.T /D�iW CW�0 Cg

0. Suppose that u.t/ exists on the time interval ŒT; T1�, that for t 2 ŒT; T1�
conditions (3-5)–(3-9) hold, and moreover that

jaC1 .t/j � jt j
� N
2.N�6/ ; jaC2 .t/j � jt j

� N
2.N�6/ : (4-5)

Then for t 2 ŒT; T1�, ˇ̌
�.t/C �

2

ˇ̌
�
1
2
jt j�

3
N�6 ; (4-6)

j�.t/� 1j � 1
2
jt j�

3
N�6 ; (4-7)

j�.t/j � 1
2
jt j�

1
N�6 ; (4-8)

kg.t/kE �
1
2
jt j�

N�1
2.N�6/ : (4-9)

Before we give a proof, we need a little preparation.

A virial-type correction. The delicate part of the proof of Proposition 4.4 will be to control �.t/. For
this, we will need to use a virial functional, which we now define.

Lemma 4.5. For any c > 0 and R > 0 there exists a radial function q.x/D qc;R.x/ 2 C 3;1.RN / with
the following properties:

(P1) q.x/D 1
2
jxj2 for jxj �R.
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(P2) There exists zR > 0 .depending on c and R/ such that q.x/� const for jxj � zR.

(P3) jrq.x/j. jxj and j�q.x/j. 1 for all x 2 RN, with constants independent of c and R.

(P4)
P
1�j;k�N .@xjxkq.x// Nvj vk � �c

PN
jD1 jvj j

2 for all x 2 RN , vj 2 C.

(P5) �2q.x/� c � jxj�2, for all x 2 RN.

Remark 4.6. We require C 3;1 regularity in order not to worry about boundary terms in Pohozaev
identities; see the proof of (4-13).

Proof. It suffices to prove the result for RD 1 since the function qR.x/ WDR2q
�
x
R

�
satisfies the listed

properties if and only if q.x/ does.
Let r denote the radial coordinate. Define q0.x/ by the formula

q0.r/ WD

8̂<̂
:
1
2
r2; r � 1;

N.N � 2/r

.N � 1/.N � 3/
�

N

2.N � 4/
C

N

2.N � 3/.N � 4/rN�4
�

1

2.N � 1/rN�2
; r � 1:

A direct computation shows that for r > 1 we have

q00.r/D
N.N � 2/

.N � 1/.N � 3/
�

N

2.N � 3/rN�3
C

N � 2

2.N � 1/rN�1
;

q000.r/D
N

2rN�2
�
N � 2

2rN
> 0 (so q0.x/ is convex);

q0000 .r/D
N.N � 2/

2

�
�

1

rN�1
C

1

rNC1

�
;

�2q0.r/D�N.N � 2/r
�3 < 0:

In particular,
lim
r!1C

�
q0.r/; q

0
0.r/; q

00
0.r/; q

000
0 .r/

�
D
�
1
2
; 1; 1; 0

�
:

Hence q0 2 C 3;1 and it satisfies all the listed properties except for (P2). We correct it as follows.
Let ej .r/ WD .1=j Š/rj ��.r/ for j 2 f1; 2; 3g, where �.r/ is the standard cut-off function:

� 2 C1..0;C1/;R/; �.r/D 1 for r � 1; �.r/D 0 for r � 2:

Let R0� 1. We define

q.r/ WD

�
q0.r/; r �R0;

q0.R0/C
P3
jD1 q

.j /
0 .R0/ �R

j
0 � ej .�1CR

�1
0 r/; r �R0:

Note that q00.R0/ � 1, q000.R0/ � R
�NC2
0 and q0000 .R0/ � R

�NC1
0 . It is clear that q.x/ 2 C 3;1.RN /.

Property (P1) holds since R0 > 1. By the definition of the functions ej we have q.r/D q0.R0/D const
for r � 3R0; hence (P2) holds with zRD 3R0. From the definition of q.r/ we get jq0.r/j. jq00.R0/j. r
and jq00.r/j . jq000.R0/j . R

�NC2
0 . 1 for r � R0, with a constant independent of R0, which implies

(P3). Similarly, j@xixj q.x/j . R�10 for jxj � R0, which implies (P4) if R0 is large enough. Finally
j�2q.x/j.R�30 for jxj �R0 and �2q.x/D 0 for jxj � 3R0. This proves (P5) if R0 is large enough. �
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In the sequel q.x/ always denotes a function of class C 3;1.RN / verifying (P1)–(P5) with sufficiently
small c and sufficiently large R.

For � > 0 we define the operators A.�/ and A0.�/ as

ŒA.�/h�.x/ WD
N � 2

2N�2
�q

�
x

�

�
h.x/C

1

�
rq

�
x

�

�
� rh.x/;

ŒA0.�/h�.x/ WD
1

2�2
�q

�
x

�

�
h.x/C

1

�
rq

�
x

�

�
� rh.x/:

Combining these definitions with the fact that q.x/ is an approximation of 1
2
jxj2 we see that A.�/ and

A0.�/ are approximations (in a sense not yet made precise) of ��2ƒ and ��2ƒ0 respectively. We will
write A and A0 instead of A.1/ and A0.1/ respectively. Note the following scale-change formulas, which
follow directly from the definitions:

for all h 2 E ; A.�/.h�/D �
�2.Ah/�; A0.�/.h�/D �

�2.A0h/�: (4-10)

Lemma 4.7. The operators A.�/ and A0.�/ have the following properties:

� For � > 0, the families fA.�/g, fA0.�/g, f�@�A.�/g, f�@�A0.�/g are bounded in L .E I PH�1/ and
the families f�A.�/g, f�A0.�/g are bounded in L .E IL2/, with the bound depending on the choice
of the function q.x/,

� For all complex-valued h1; h2 2X1.RN / and � > 0,

hA.�/h1; f .h1C h2/�f .h1/�f
0.h1/h2i D �hA.�/h2; f .h1C h2/�f .h1/i; (4-11)

hh1; A0.�/h2i D �hA0.�/h1; h2i; and hence iA0.�/ is a symmetric operator. (4-12)

� For any c0 > 0, if we choose c in Lemma 4.5 small enough, then for all h 2X1,

hA0.�/h;�hi �
c0

�2
khk2E �

1

�2

Z
jxj�R�

jrh.x/j2 dx: (4-13)

In dimensionN D6 and for real-valued functions, this was proved in [Jendrej 2016, Lemma 3.12]. Most
arguments apply without change, but we provide here a full computation for the reader’s convenience.

Proof. Since rq.x/ and r2q.x/ are continuous and of compact support, it is clear that A and A0 are
bounded operators E! PH�1. From the invariance (4-10) we see thatA.�/ andA0.�/ have the same norms
as A and A0 respectively. For �A.�/, �A0.�/, �@�A.�/ and �@�A0.�/ the proof is similar. We compute

@�A.�/D�
N � 2

N�3
�q

�
x

�

�
�
N � 2

2N�4
x � r�q

�
x

�

�
�
1

�3
x � r2q

�
x

�

�
� r:

Since rq.x/, r2q.x/ and r3q.x/ are continuous and of compact support, we get boundedness of
@�A.1/, and boundedness f�@�A.�/g follows by the scaling invariance.

In (4-11), we may assume without loss of generality that � D 1. Notice that both sides are con-
tinuous with respect to the topology kh1kX1 C kh2kX1 . Indeed, A is continuous from X1 to E and
.h1; h2/ 7!

�
f .h1C h2/� f .h1/� f

0.h1/h2; f .h1C h2/� f .h1/
�

is continuous from E to PH�1 by
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Sobolev and dual Sobolev. We may therefore assume that h1; h2 2 C10 . Observe that for any h 2 C10
we have f .h/ NhD 2N

N�2
F.h/ and <.f .h/r Nh/Dr.F.h//; hence

hAh; f .h/i D <

Z
RN

�
N � 2

2N
�q NhCrq � r Nh

�
f .h/ dx D

Z
RN

�q �F.h/Crq � r
�
F.h/

�
dx D 0:

Using this for hD h1C h2 and for hD h1, (4-11) is seen to be equivalent to

hAh2; f .h1/iC hAh1; f
0.h1/h2i D 0: (4-14)

Expanding the left side using the definition of A we obtain

hAh2; f .h1/iChAh1; f
0.h1/h2i D <

Z
RN

N�2

2N
�q � Nh2 �f .h1/Crq �r Nh2 �f .h1/ dx

C<

Z
RN

N�2

2N
�q � Nh1 �f

0.h1/h2Crq �r Nh1 �f
0.h1/h2 dx: (4-15)

We have

<

Z
RN
rq � r Nh2 �f .h1/ dx D�<

Z
RN

Nh2 ��q �f .h1/ dx�<
Z

RN

Nh2 � rq � rf .h1/ dx:

Using (2-1) and the fact that f 0.h1/h1 D NC2
N�2

f .h1/ we get

<

Z
RN

N � 2

2N
�q� Nh1�f

0.h1/h2 dxD<
Z

RN

N � 2

2N
Nh2��q�f

0.h1/h1 dxD<
Z

RN

Nh2�
N C 2

2N
�q�f .h1/ dx:

Using (2-1) and the fact that f 0.h1/rh1 Dr.f .h1// we get

<

Z
RN
rq � r Nh1 �f

0.h1/h2 dx D<
Z

RN

Nh2 � rq �f
0.h1/rh1 dx D<

Z
RN

Nh2 � rq � r.f .h1// dx:

Plugging the last three formulas into (4-15) we obtain

hAh2;f .h1/iChAh1;f
0.h1/h2i

D

�
h2;

N�2

2N
�q�f .h1/��q�f .h1/�rq�r.f .h1//C

NC2

2N
�q�f .h1/Crq�r.f .h1//

�
Dhh2;0iD 0;

which proves (4-14).
Identity (4-12) follows by an integration by parts.
In (4-13), we can again assume that �D 1 and h 2 C10 (we use the fact that q 2 C 3;1, and hence �2q

is bounded and of compact support). Inequality (4-13) follows easily from (P1), (P4) and (P5), once we
check the following identity:

<

Z
RN

�h �
�
1

2
�q � NhCrq � r Nh

�
dx D 1

4

Z
RN
.�2q/jhj2 dx�

Z
RN

NX
i;jD1

@ij q @i Nh @jh dx: (4-16)
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We can assume that q 2 C10 , and (4-16) follows from integration by parts:

<

Z
RN

1
2
�h��q� NhC�h�rq�r Nhdx

D<

Z
RN

NX
j;kD1

�
1
2
@jjh�@kkq� NhC@jjh�@kq�@k Nh

�
dx

D<

Z
RN
�
1
2

X
j;k

@jh.@kkq @j NhC@jkkq� Nh/C
X
j

1
2
@j .j@jhj

2/@j qC
X
j¤k

�
�
1
2
@kj@jhj

2@kq�@jkq @j Nh@kh
�

dx

D<

Z
RN
�
1
2

X
j;k

�
@kkqj@jhj

2
�
1
2
@jjkkq�jhj

2
�
�
1
2

X
j

@jj qj@jhj
2
C
1
2

X
j¤k

@kkqj@jhj
2
�

X
j¤k

@jkq @j Nh@khdx

D

Z
RN

1
4

X
j;k

@jjkkq�jhj
2
�

X
j;k

@jkq @j Nh@khdx: �

Closing the bootstrap.

Proof of Proposition 4.4. We split the proof into three steps. First we prove (4-6) and (4-7). Then we
use the virial functional and variational estimates to prove (4-8), with 1

2
replaced by any strictly positive

constant. To do this, we have to deal somehow with the term kW k�2
L2
K in the modulation equation (3-12).

It involves terms quadratic in g, which is the critical size. However, it turns out that we can use a virial
functional to absorb the essential part of K. Proving (4-8) is the most difficult step. Finally, (4-9) will
follow from variational estimates.

Step 1. Integrating (3-10) on ŒT; t � and using the fact that �.T /D��
2

we getˇ̌
�.t/C �

2

ˇ̌
D
ˇ̌
�.t/� �.T /

ˇ̌
D

ˇ̌̌̌Z t

T

�0.�/ d�
ˇ̌̌̌
� c

Z t

T

j� j�
N�3
N�6 d� � c �

N � 6

3
jt j�

3
N�6 �

1
2
jt j�

3
N�6 ;

provided that c � 3
2.N�6/

. Recall that c > 0 can be made arbitrarily small by choosing jT0j large enough,
in particular smaller than 3

2.N�6/
. The proof of (4-7) is similar.

Step 2. First, let us show that for t 2 ŒT; T1� we have

ja�1 .t/j< jt j
� N
2.N�6/ ; ja�2 .t/j< jt j

� N
2.N�6/ : (4-17)

This is verified initially; see (4-3). Suppose that T2 2 .T; T1/ is the last time for which (4-17) holds for
t 2 ŒT; T2/. Let for example a�1 .T2/ D jT2j

� N
2.N�6/ . But since kg.T2/k2E . jT2j�

N�1
N�6 � jT2j

� N
2.N�6/ ,

(3-37) implies d
dt a
�
1 .T2/ < 0, which contradicts the assumption that a�1 .t/ < jT2j

� N
2.N�6/ for t < T2. The

proof of the other inequality is similar.
Let c0 > 0. We will prove that if T0 is chosen large enough (depending on c0), then

j�.t/j � c0jt j
� 1
N�6 ; for t 2 ŒT; T1�: (4-18)

By the conservation of energy, (2-19) and (4-4) we have

jE.u/� 2E.W /j D jE.u.T //� 2E.W /j. jT j�
N
N�6 � jt j�

N
N�6 I
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hence (2-20) yields

��
N�2
2 . jt j�

N
N�6 D) � . jt j�

N
N�6
CN�2
N�6 D jt j�

2
N�6 � jt j�

1
N�6 : (4-19)

It remains to prove that
� � �c0jt j

� 1
N�6 : (4-20)

To this end, we consider the real scalar function

 .t/ WD �.t/�
1

2kW k2
L2

hg.t/; iA0.�.t//g.t/i:

We will show that for t 2 ŒT; T1� we have

 0.t/� �c1jt j
�N�5
N�6 ; (4-21)

with c1 > 0 as small as we like, by eventually enlarging jT0j.
From (4-19) we get ���

N�6
2 � jt j�

N�5
N�6 ; hence, taking in Lemma 3.1, say, c D 1

4
c1 and choosing

jT0j large enough, (3-12) yields

 0 � �
.N � 2/�

N�4
2

N � 6
��

N�6
2 C

K

�2kW k2
L2

�
c1

4
jt j�

N�5
N�6 C

1

2kW k2
L2

d
dt
hg; iA0.�/gi

�
1

kW k2
L2

�
1

�2
K �

1

2

d
dt
hg; iA0.�/gi

�
�
c1

2
jt j�

N�5
N�6 ;

(4-22)

so we need to compute 1
2

d
dt hg; iA0.�/gi, up to terms of order� jt j�

N�5
N�6 . In this proof, the sign ' will

mean “up to terms of order� jt j�
N�5
N�6 as jT0j !C1”.

Since iA0.�/ is symmetric, we have

1

2

d
dt
hg; iA0.�/gi D

1

2
�0hg; i@�A0.�/giC h@tg; iA0.�/gi: (4-23)

The first term is of size .
ˇ̌
�0

�

ˇ̌
� kgk2E � jt j

�N�5
N�6 , and hence is negligible. We expand @tg according

to (3-3). Consider the terms in the second line of (3-3). It follows from (3-34) and the fact that
kA0.�/gk PH�1 . kgkE that their contribution is . jt j�1kgkE � jt j�

3N�13
2.N�6/ � jt j�

N�5
N�6 , and hence is

negligible, so we can write

1

2

d
dt
hg; iA0.�/gi '

˝
�gCf .ei�W�C ei�W�Cg/�f .e

i�W�/�f .ei�W�/; A0.�/g
˛
: (4-24)

We now check thatˇ̌˝
f .ei�W�C ei�W�/�f .e

i�W�/�f .ei�W�/; A0.�/g
˛ˇ̌
� jt j�

N�5
N�6 : (4-25)

The function A0.�/g is supported in the ball of radius zR�. In this region we have W��W�; hence (2-3)
yields jf .ei�W�C ei�W�/�f .ei�W�/�f .ei�W�/j. jW�j

4
N�2 . By a change of variable we obtain

kW
4

N�2

�
k
L2.jxj� zR�/

D �
N�2
2 kW

4
N�2 k

L2.jxj� zR/
. jt j�

N�2
N�6 :
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By the first property in Lemma 4.7, kA0.�/gkL2 . ��1kgkE . jt j
� N�5
2.N�6/ ; hence the Cauchy–Schwarz

inequality implies (4-25) (with a large margin). By the triangle inequality, (4-24) and (4-25) yield

1

2

d
dt
hg; iA0.�/gi '

˝
�gCf .ei�W�C ei�W�Cg/�f .e

i�W�C ei�W�/; A0.�/g
˛
:

We transform the right-hand side using (4-11), (4-13) and the fact that A0.�/g D 1
N�2

�q
�
�

�

�
gCA.�/g.

Note that for any c2 > 0 we have
c0

�2
kgk2E �

c2

2
jt j�

N�5
N�6

if we choose c0 small enough; thus

1

2

d
dt
hg; iA0.�/gi

� c2jt j
�N�5
N�6�

1

�2

�Z
jxj�R�

jrgj2 dx�
˝
f .ei�W�Cei�W�Cg/�f .e

i�W�Cei�W�/; 1N�q
�
�

�

�
g

�̨
�
˝
A.�/.ei�W�Cei�W�/;f .e

i�W�Cei�W�Cg/�f .e
i�W�Cei�W�/�f

0.ei�W�Cei�W�/g
˛
; (4-26)

where c2 can be made arbitrarily small. Consider the second line. We will check thatˇ̌˝
f .ei�W�C ei�W�Cg/�f .e

i�W�C ei�W�/; 1N�q
�
�

�

�
g
˛
� hf 0.ei�W�/g; gi

ˇ̌
� jt j�

N�1
N�6 : (4-27)

Indeed, �q is bounded; hence
 1
N
�q
�
�

�

�
g

L
2N
N�2
. kgkE . By (2-4) we have

f .ei�W�C ei�W�Cg/�f .e
i�W�C ei�W�/�f

0.ei�W�C ei�W�/g

L2N=.NC2/

. kgk
NC2
N�2

E �kgkE :

Now from (2-2) we obtain�f 0.ei�W�C ei�W�/�f
0.ei�W�/

�
g

L2N=.NC2/.jxj� zR�/

. kf 0.ei�W�/kLN=2.jxj� zR�/kgkE �kgkE :

We have obtainedˇ̌˝
f .ei�W�C ei�W�Cg/�f .e

i�W�C ei�W�/; 1N�q
�
�

�

�
g
˛
�
˝
f 0.ei�W�/g; 1N�q

�
�

�

�
g
˛ˇ̌
� jt j�

N�1
N�6 :

But 1
N
�q
�
x
�

�
D 1 for jxj �R� and kf 0.ei�W�/kLN=2.jxj�R�/� 1 for R large. This proves (4-27).

The bounds (4-5) and (4-17) together with (2-38) implyZ
jxj�R�

jrgj2 dx� hf 0.ei�W�/
�
g; gi � �c3kgk

2
E ;

with c3 as small as we like by enlarging R. Thus, we have obtained that the second line in (4-26) is
� c2jt j

�N�5
N�6 , with c2 which can be made arbitrarily small.

We are left with the third line of (4-26). We will show that it equals 1
�2
K up to negligible terms. The

support of A.�/.ei�W�/ is contained in jxj � zR� and kA.�/.ei�W�/kL1 . ��2; hence

kA.�/.ei�W�/kL2N=N�2 .
�
�N��

4N
N�2

�N�2
2N D �

N�6
2 � jt j�1:
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From (2-4) and Hölder we have

kf .ei�W�Cei�W�Cg/�f .e
i�W�Cei�W�/�f

0.ei�W�Cei�W�/gkL2N=.NC2/ . kgk
NC2
N�2

E �jt j�
1

N�6 :

Thus, in the third line of (4-26) we can replace A.�/.ei�W�C ei�W�/ by A.�/.ei�W�/. Property (P3)
implies jAW �ƒW j.W pointwise, with a constant independent of c and R used in the definition of
the function q. After rescaling and phase change we obtain

ˇ̌
A.�/.ei�W�/� 1

�2
ei�ƒW�

ˇ̌
. 1
�2
W�. But

A.�/W D 1
�2
ƒW� for jxj �R�, so we obtainˇ̌̌̌�

A.�/.ei�W�/�
1

�2
ei�ƒW�; f .e

i�W�C ei�W�Cg/�f .e
i�W�C ei�W�/�f

0.ei�W�C ei�W�/g
�ˇ̌̌̌

.
1

�2

Z
jxj�R�

W� �
ˇ̌
f .ei�W�C ei�W�Cg/�f .e

i�W�C ei�W�/�f
0.ei�W�C ei�W�/g

ˇ̌
dx:

Since j� � � j ' �
2

, we have jei�W�C ei�W�j&W�; hence (2-4) yields

W� �
ˇ̌
f .ei�W�C ei�W�Cg/�f .e

i�W�C ei�W�/�f
0.ei�W�C ei�W�/g

ˇ̌
.W

4
N�2

�
jgj2:

Integrating over jxj �R� and using Hölder we findˇ̌̌̌�
A.�/.ei�W�/�

1

�2
ei�ƒW�; f .e

i�W�C ei�W�Cg/�f .e
i�W�C ei�W�/�f

0.ei�W�C ei�W�/g
�ˇ̌̌̌

. c2jt j�
N�5
N�6 ; with c2 arbitrarily small as R!C1:

Resuming all the computations starting with (4-23), we have shown that

1

2

d
dt
hg; iA0.�/gi �

c1

2
jt j�

N�5
N�6 C

1

�2
K:

Hence (4-22) yields (4-21).
Since �.T /D 0, we have j�.T /j. kg.T /k2E � jT j�

1
N�6 . Integrating (4-21) on ŒT; t � we get  .t/&

�c1jt j
� 1
N�6 . But

jhg.t/; A0.�/g.t/ij. kg.t/k2E � jt j
�N�1
N�6 � jt j�

1
N�6 I

hence we obtain �.t/& �c1jt j�
1

N�6 , which yields (4-20) if c1 is chosen small enough. This finishes the
proof of (4-8).

Step 3. From (2-20) we obtain kgk2E CC0��
N�2
2 � C1jt j

� N
N�6 ; hence

kgk2E � �C0��
N�2
2 CC1jt j

� N
N�6 �

1
8
jt j�

N�1
N�6 CC1jt j

� N
N�6 ;

provided that c0 in (4-18) is small enough. This yields (4-9). �

Choice of the initial data by a topological argument. The bootstrap in Proposition 4.4 leaves out the
control of �.t/, aC1 .t/ and aC2 .t/. We will tackle this problem here.
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Proposition 4.8. Let jT0j be large enough. For all T < T0 there exist �0, a01, a02 satisfying (4-1) such that
the solution u.t/ with the initial data u.T /D�iW CW�0Cg

0 exists on the time interval ŒT; T0� and for
t 2 ŒT; T0� the bounds (4-6)–(4-9) andˇ̌

�.t/� 1
�
.�jt j/�

2
N�6

ˇ̌
�
1
2
jt j�

5
2.N�6/ ; (4-28)

jaC1 .t/j �
1
2
jt j�

N
2.N�6/ ; (4-29)

jaC2 .t/j �
1
2
jt j�

N
2.N�6/ (4-30)

hold.

The proof will be split into some lemmas. For t 2 ŒT; T0�, Q� > 0, Qa1 2 R and Qa2 2 R we define

Xt . Q�; Qa1; Qa2/ WD
�
1
�
.�jt j/�

2
N�6 C Q�jt j�

5
2.N�6/ ; Qa1jt j

� N
2.N�6/ ; Qa2jt j

� N
2.N�6/

�
:

We see that �.t/, aC1 .t/ and aC2 .t/ satisfy (4-28)–(4-30) if and only if

X�1t
�
�.t/; aC1 .t/; a

C
2 .t/

�
2Q WD

�
�
1
2
; 1
2

�3
:

Lemma 4.9. Assume that �.t/, aC1 .t/ and aC2 .t/ satisfy (3-11), (3-35) and (3-36) on the time interval
t 2 .T1; T2/ and that

.p0; p1; p2/ WDX
�1
t

�
�.t/; aC1 .t/; a

C
2 .t/

�
2Q n @Q for all t 2 .T1; T2/:

Then for all t 2 .T1; T2/, ˇ̌̌̌
p00.t/�

2N � 13

2.N � 6/
jt j�1p0.t/

ˇ̌̌̌
� cjt j�1; (4-31)ˇ̌̌̌

p01.t/�
�

�.t/
p1.t/

ˇ̌̌̌
�

c

�.t/
; (4-32)ˇ̌̌̌

p02.t/�
�

�.t/
p2.t/

ˇ̌̌̌
�

c

�.t/
; (4-33)

where c > 0 can be made arbitrarily small by taking T0 large enough.

Proof. By the definition of p0.t/ we have

�.t/D 1
�
.�jt j/�

2
N�6 Cp0.t/jt j

� 5
2.N�6/ : (4-34)

Differentiating in time we obtain

�0.t/D
2

N � 6
.�jt j/�

N�4
N�6 C

5

2.N � 6/
jt j�

2N�7
2.N�6/p0.t/Cjt j

� 5
2.N�6/p00.t/:

Applying the Newton formula
�
the binomial expansion with power N�4

2

�
to (4-34) and using the fact

that jp0j. 1 we get

�.t/
N�4
2 D ��

N�4
2 .�jt j/�

N�4
N�6 C

N � 4

2
��

N�6
2 .�jt j/�1p0.t/jt j

� 5
2.N�6/ CO.jt j�

N�3
N�6 /:
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Thus

�0.t/�
2�

N�4
2

N � 6
�.t/

N�4
2 D

�
5

2.N � 6/
�
N � 4

N � 6

�
jt j�

2N�7
2.N�6/p0.t/Cjt j

� 5
2.N�6/p00.t/CO.jt j

�N�3
N�6 /:

Using (3-11) and multiplying both sides by jt j
5

2.N�6/ we obtain (4-31).
We have aC1 .t/D jt j

� N
2.N�6/p1.t/, which yields

d
dt
aC1 �

�

�
aC1 D jt j

� N
2.N�6/

�
p01.t/�

�

�
p1.t/

�
CO

�
jt j�

N
2.N�6/

�1
�
;

so (3-35) implies (4-32). The proof of (4-33) is similar. �

For C > 1, j 2 f0; 1; 2g and p 2 R3 we define

Vj .C; p/ WD
˚
pC .r0; r1; r2/ W sign.rj /D sign.pj / and max

j
jrj j< C jrj j

	
:

Lemma 4.10. Assume that �.t/, aC1 .t/ and aC2 .t/ satisfy (3-8), (3-11), (4-5), (3-35) and (3-36) for
t 2 .T1; T2/. There exists a constant C > 0, depending on T1 and T2, such that if for some T3 2 .T1; T2/
and j 2 f0; 1; 2g we have jpj .T3/j � 1

4
, then for all t 2 .T3; T2/ we have p.t/ 2 Vj .C; p.T3//.

Proof. From the previous lemma we infer that there exist strictly positive constants c1 and C1, depending
on T1 and T2, such that jp0j .t/j � C1 and

jpj .t/j �
1
4
D) jp0j .t/j � c1 and signp0j .t/D signpj .t/:

It is sufficient to take C > C1
c1

. �

Proof of Proposition 4.8. The proof proceeds by contradiction. Supposing that the result does not hold,
we will construct a continuous retraction ˆ WQ! @Q, ˆ.p/D p for p 2 @Q. It is a well-known fact
from topology that such a function ˆ does not exist.

Let p0 2Q. Take .�0; Qa01; Qa
0
2/DXT .p

0/ and let g0 be given by Lemma 4.1. Let u W ŒT; TC/! E be
the solution of (1-1) for the initial data u.T / D �iW CW�0 C g

0. We will say that the solution u is
associated with p0 2Q.

Let T2 be the infimum of the values of t 2 ŒT; TC/ such that (4-6), (4-7), (4-8), (4-9), (4-28), (4-29) or
(4-30) does not hold. By our assumption that Proposition 4.8 is false, we have that T2 exists and T2 < T0.
Indeed, if all the listed conditions were satisfied for t 2 ŒT; TC/, then Corollary A.3 would imply TC>T0;
hence all the conditions would hold on ŒT; T0�, which contradicts the assumption.

Set p1 WDX�1T2
�
�.T2/; a

C
1 .T2/; a

C
2 .T2/

�
. By continuity p1 2Q, and we will show that in fact p1 2 @Q.

Indeed, by continuity of the flow, the assumptions of Proposition 4.4 are satisfied for T1 D T2C � for
some � > 0. Hence (4-6)–(4-9) continue to hold on ŒT2; T2C ��, so one of the conditions (4-28), (4-29)
or (4-30) is violated somewhere on ŒT2; T2C �� for every � > 0. By continuity of the parameters with
respect to time, this yields p1 2 @Q.

We set
ˆ WQ! @Q; ˆ.p0/ WD p1:

It is immediate from the definition that ˆ.p/Dp for p 2 @Q, and it remains to show that ˆ is continuous.
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Let p0 2Q, ˆ.p0/D p1 2 @Q and " > 0. Let C be the constant from Lemma 4.10 for T1 D T and
T2 D T0. We will consider the case p10 D

1
2

, the other cases being similar. It is clear that for ı > 0 small
enough Vı WD V0

�
C; 1

2
� ı; p11 ; p

1
2

�
\ @Q is an "-neighborhood of p1. Thus, by Lemma 4.10, in order to

finish the proof it suffices to show that if q0 2Q with jq0�p0j small enough, then the solution associated
with q passes through Vı .

If p0Dp1 2 @Q, this is obvious, since Vı is in this case a neighborhood of p0. In the case p0 2Qn@Q,
the solution associated with p0 passes through Vı before reaching @Q. Thus, by the continuous dependence
on the initial data, the solution associated with q0 passes through Vı if jq0�p0j is small enough. �

Proof of Theorem 1. Let T0 < 0 be given by Proposition 4.8 and let T0; T1; T2; : : : be a decreasing
sequence tending to �1. For n� 1, let un be the solution given by Proposition 4.8. Inequalities (4-6),
(4-7), (4-8), (4-28) and (4-9) yieldun.t/� .�iW CW 1

�
.�jt j/�2=.N�6//


E . jt j

� 1
2.N�6/ (4-35)

for all t 2 ŒTn; T0� and with a constant independent of n. Upon passing to a subsequence, we can assume
that un.T0/* u0 2 E . Let u be the solution of (1-1) with the initial condition u.T0/D u0. Corollary A.4
implies u exists on the time interval .�1; T0� and for all t 2 .�1; T0� we have un.t/ * u.t/. Passing
to the weak limit in (4-35) finishes the proof. �

Appendix: Cauchy theory

Profile decomposition. We recall briefly the profile decomposition method of Bahouri and Gérard [1999]
and Merle and Vega [1998]. In the case of the energy-critical defocusing NLS, the corresponding theory
was developed by Keraani [2001]. For the focusing NLS in high dimensions, which is the case discussed
in this paper, see [Killip and Visan 2010].

Proposition A.1 (Killip, Visan). Let u0;n be a bounded sequence in E . There exists a subsequence of
u0;n, still denoted u0;n, such that there exist a family of solutions of the linear Schrödinger equation
U
j
L .t/D eit�U j0 and a family of sequences of parameters tjn and �jn satisfying the pseudo-orthogonality

condition

j ¤ k D) lim
n!C1

�
j
n

�kn
C
�kn

�
j
n

C
jt
j
n � t

k
n j

�
j
n

DC1

such that for all J � 0

u0;n D

JX
jD1

U
j
L

�
�t
j
n

�
j
n

�
�
j
n

CwJn ; (A-1)

with
lim

J!C1
lim sup
n!C1

keit�wJn kL2.NC2/=.N�2/t;x
D 0:

Moreover, for any J � 0,

lim
n!C1

ˇ̌̌̌
ku0;nk

2
E �

JX
jD1

kU
j
0 k

2
E �kw

J
n k
2
E

ˇ̌̌̌
D 0: �
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Formula (A-1) is called the linear profile decomposition. In the applications, we regard u0;n as a
sequence of initial data of solutions un of (1-1). In order to approximate the solutions un, we introduce
nonlinear profiles. The nonlinear profile U j corresponding to the linear profile U jL is defined as the
solution of (1-1) such that

lim
n!C1

U j��tjn
�
j
n

�
�U

j
L

�
�t
j
n

�
j
n

�
E
D 0:

The next proposition is a version of the result of Keraani for the focusing NLS. Its statement is very
similar to Proposition 2.8 in [Duyckaerts et al. 2011].

Proposition A.2. Let u0;n be a sequence in E with a linear profile decomposition (A-1) and let U j W
.T�.U

j /; TC.U
j //! E be the nonlinear profiles. Let �n > 0 be a sequence such that for all j and n

�n� t
j
n

.�
j
n/
2
< TC.U

j /; lim sup
n!C1

kU j kL2.NC2/=.N�2/.I�RN / <C1; where I D
�
�t
j
n

.�
j
n/
2
;
�n� t

j
n

.�
j
n/
2

�
:

Let un be the solution of (1-1) with the initial data un.0/D u0;n. Then, for n large, un exists on the time
interval Œ0; �n�, lim supn!C1 kunkL2.NC2/=.N�2/.Œ0;�n��RN / <C1 and for all J � 0,

un.t/D

JX
jD1

U j
�
t � t

j
n

.�
j
n/
2

�
�
j
n

CwJn .t/C r
J
n .t/;

with
lim

J!C1
lim sup
n!C1

�
krJn kL2.NC2/=.N�2/.Œ0;�n��RN /C sup

t2Œ0;�n�

krJn kE
�
D 0:

Proof. See [Duyckaerts et al. 2011, proof of Proposition 2.8] and [Killip and Visan 2010, proof of
Lemma 3.2]. �

Corollaries.

Corollary A.3. There exists a constant � > 0 such that the following holds. Let u W Œt0; TC/! E be a
maximal solution of (1-1) with TC <C1. Then for any compact set K � E there exists � < TC such that
dist.u.t/;K/ > � for t 2 Œ�; TC/.

Proof. See [Jendrej 2016, Corollary A.4]. �

Corollary A.4. There exists a constant � > 0 such that the following holds. Let K � E be a compact set
and let un W ŒT1; T2�! E be a sequence of solutions of (1-1) such that

dist.un.t/;K/� � for all n 2 N and t 2 ŒT1; T2�:

Suppose that un.T1/ * u0 2 E . Then the solution u.t/ of (1-1) with the initial condition u.T1/D u0 is
defined for t 2 ŒT1; T2� and

un.t/ * u.t/ for all t 2 ŒT1; T2�:

Proof. See [Jendrej 2016, Corollary A.6]. �
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BILINEAR RESTRICTION ESTIMATES
FOR SURFACES OF CODIMENSION BIGGER THAN 1

JONG-GUK BAK, JUNGJIN LEE AND SANGHYUK LEE

In connection with the restriction problem in Rn for hypersurfaces including the sphere and paraboloid,
the bilinear (adjoint) restriction estimates have been extensively studied. However, not much is known
about such estimates for surfaces with codimension (and dimension) larger than 1. In this paper we show
sharp bilinear L2 �L2! Lq restriction estimates for general surfaces of higher codimension. In some
special cases, we can apply these results to obtain the corresponding linear estimates.

1. Introduction and statement of results

For a smooth hypersurface S such as the sphere or paraboloid in Rn, n� 3, the Lp-Lq boundedness of
the (adjoint) restriction operator (or the extension operator) bf d� has been extensively studied since the
late 1960s. Here d� denotes the induced Lebesgue measure on S. Specifically, when S is the sphere,
it was conjectured by E. M. Stein [1993] that bf d� should map Lp.S/ boundedly to Lq.Rn/, precisely
when q �p0.nC1/=.n�1/ and q > 2n=.n�1/. Since then, a large amount of literature has been devoted
to this problem. Over the last couple of decades, the bilinear and multilinear approaches have proven to
be quite effective, and through them substantial progress has been made. We refer the reader to [Bennett
et al. 2006; Bourgain and Guth 2011; Guth 2016] for the most recent developments.

On the other hand, when the dimension of the manifold is 1, namely, when the associated surface is a
curve, the restriction estimate is by now fairly well understood [Bak et al. 2002; 2009; 2013; Stovall 2016].

However, not much is known about the intermediate cases, namely, when the codimension k of the
manifold is between 1 and n� 1. The restriction problem for quadratic surfaces of codimension k � 2
was first studied by Christ [1982] and Mockenhaupt [1996]. They also considered the problem in a more
general setting and found some necessary conditions on the curvature and codimension of the surface.
For some surfaces they also established the optimal L2!Lq linear estimates, which may be regarded as
generalizations of the Stein–Tomas restriction theorem; see also [Banner 2002]. Although there are some
known cases in which the Lp-Lq boundedness is completely characterized, see for example [Bak and
Ham 2014; Bak and Lee 2004; Oberlin 2005], for most surfaces with codimension bigger than 1, the
current state of the restriction problem is hardly beyond that of the Stein–Tomas theorem.

J. Lee is supported in part by NRF grant No. 2017R1D1A1B03036053 (Republic of Korea). S. Lee is supported by NRF grant
No. 2015R1A2A2A05000956 (Republic of Korea). J. Bak was supported in part by the Basic Science Research Institute (BSRI),
POSTECH.
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In this paper, we are concerned with restriction estimates for surfaces of codimension k � 2. To be
more specific, let us set k � 1 and I D Œ�1; 1�. Let ˆ W Id ! Rk be a smooth function given by

ˆ.�/D .'1.�/; '2.�/; : : : ; 'k.�//:

The adjoint restriction operator (the extension operator) E DEˆ for the surface .�;ˆ.�// 2 Rd �Rk is
defined by

Ef .x; t/D

Z
Id
e2�i.x��Ct �ˆ.�//f .�/ d�; .x; t/ 2 Rd �Rk:

Specific examples of such operators with 2� k � d � 2 can be found in [Bak and Ham 2014; Bak and
Lee 2004; Christ 1982; Mockenhaupt 1996; Oberlin 2005]. (Also, see Section 5.)

There are some classes of surfaces for which the optimal L2-Lq boundedness of E is well understood.
In fact, using a Knapp-type example it is easy to see that E may be bounded from Lp to Lq only if
.d C 2k/=q � d.1� 1=p/. Hence, the best possible L2-Lq bound is that for q D 2.d C 2k/=d . Christ
[1982] and Mockenhaupt [1996] showed that this is true for a class of surfaces satisfying a suitable
curvature condition. In particular, letM be a linear map from Rk to the space of d�d symmetric matrices
and suppose that

R
Sk�1 j detM.t/j� d�.t/ <1 for  D k=d . Then it was proven in [Mockenhaupt

1996] that the extension operator E defined by ˆD � tM.t/� is bounded from L2 to L2.dC2k/=d.
In order to obtain estimates for some q < 2.d C 2k/=d and p > 2, it seems necessary to consider

methods other than the T T � argument, which solely relies on the decay estimate for the Fourier transform
of the surface measure. For this reason we wish to consider the bilinear restriction estimates for surfaces
of codimension greater than 1 and try to obtain the best possible estimates.

Let S1, S2 be closed cubes contained in Id and define

Eif .x; t/D

Z
Si

e2�i.x��Ct �ˆ.�//f .�/ d�; i D 1; 2:

Let us consider the estimate

kE1f E2gkLq.RdCk/ � Ckf kLp.Rd /kgkLp.Rd /: (1-1)

For the elliptic surfaces, bilinear estimates can be thought of as a generalization of linear estimates,
since a linear restriction estimate follows from the corresponding bilinear one by an argument involving a
Whitney decomposition; see, e.g., [Tao et al. 1998]. The advantage of the bilinear estimates is that a wider
rage of boundedness is possible than for the linear estimate, provided that a separation condition holds
between the supports of the functions f , g. For surfaces with codimension 1, the sharp bilinear (adjoint)
restriction estimate for the cone was obtained by Wolff [2001], and for the paraboloid the corresponding
estimate was proved by Tao [2003]. The bilinear approach has also been applied to the restriction problem
for hyperbolic surfaces: Vargas [2005] used it for the saddle surface in R3 and, independently, Lee [2006]
proved the bilinear estimate by extending Tao’s method.1 From these bilinear restriction estimates the
corresponding linear ones have been obtained as well.

1For more general negatively curved surfaces in R3 and higher dimensions, Lee [2006] showed the bilinear restriction
estimates. However, in higher dimensions the linear estimate could not be deduced from the bilinear one, because the separation
condition needed to prove the bilinear estimate for hyperbolic surfaces was more complex than that for the elliptic surfaces.
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In order to state our results, we first introduce some notation. For �1, �2 2 Id, we define the k � d
matrix D.�1; �2/ by

D.�1; �2/D

0B@r'1.�2/�r'1.�1/:::

r'k.�2/�r'k.�1/

1CA :
Here r'j is a row vector. Let H' denote the Hessian of ' and Dt .�1; �2/ be the transpose of D.�1; �2/.
The following is our main theorem.

Theorem 1.1. Let t D .t1; : : : ; tk/, k � 1. Suppose that, for � 2 S1[S2 and jt j D 1,

det
� kX
iD1

tiH'i .�/

�
¤ 0 (1-2)

and, for �1 2 S1, �2 2 S2, jt j D 1 and for � D �1; �2,

det
�
D.�1; �2/

� kX
jD1

tjH'j .�/

��1
Dt .�1; �2/

�
¤ 0: (1-3)

Then, for

q >
d C 3k

d C k
and

1

p
C
d C 3k

d C k

1

2q
< 1;

the estimate (1-1) holds.

As special cases of Theorem 1.1, one can deduce the known bilinear restriction theorems for the elliptic
surfaces in [Tao 2003] and the negatively curved ones in [Vargas 2005; Lee 2006].

Let us set

M .t; �1; �2; �/ WD

 
0 D.�1; �2/

Dt .�1; �2/
Pk
iD1 tiH'i .�/

!
:

Assuming the condition (1-2), it is easy to see that (1-3) is equivalent to

det M .t; �1; �2; �/¤ 0 (1-4)

for �1 2 S1, �2 2 S2, jt j D 1 and for � D �1; �2.
�
One can use the block matrix formula det

�
A
C
B
D

�
D

det.D/ det.A�BD�1C/:
�

The condition (1-4) may seem rather complicated, but such a condition appears
naturally when one considers the bilinear L2 �L2! L2 estimate. When k D 1, it is closely related to
the “rotational curvature”; see [Lee 2006] for more details. The necessity of the condition (1-4) will
become clear in the course of the proof of Proposition 1.3 below.

From the condition (1-3) it follows that D.�1; �2/ has rank k. So, the vectors

fr'i .�2/�r'i .�1/ W i D 1; : : : ; kg

are linearly independent. This means d � k. If d D k, then (1-4) implies (1-3), but otherwise (1-4) may
hold without (1-3) being satisfied.
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In fact, it is possible to obtain a local version (Theorem 1.2 below) of Theorem 1.1, which holds
under a weaker assumption. Let n1; : : :nd�k be orthonormal vectors (seen as row vectors), which are
perpendicular to the span of fr'i .�2/�r'i .�1/ W i D 1; : : : ; kg and set

N .�2; �1/D

0B@ n1
:::

nd�k

1CA :
Then we can replace the condition (1-4) with

det
�
N .�2; �1/

� kX
iD1

tiH'i .�/

�
N t .�2; �1/

�
¤ 0 (1-5)

whenever �1 2 S1, �2 2 S2, jt j D 1 and � D �1; �2. It is easy to see that the value of this determinant is
independent of the particular choice of orthonormal vectors n1; : : : ;nd�k , and that the condition (1-5) is
equivalent to (1-4) under the assumption (1-2).2 If we have (1-5) instead of (1-3), then we don’t need
(1-2) to get (1-6) for any ˛ > 0. More precisely, we have

Theorem 1.2. Suppose that, for any �1 2 S1, �2 2 S2, the vectors r'i .�2/�r'i .�1/, i D 1; : : : ; k, are
linearly independent and that (1-5) holds for �1 2 S1, �2 2 S2, jt j D 1 and for � D �1; �2. Then, for any
˛ > 0, there is a constant C˛ such that

kE1f E2gkL.dC3k/=.dCk/.QR/ � C˛R
˛
kf k2 kgk2; (1-6)

where QR is a cube of side length R� 1.

However, to obtain the global estimates L2�L2!Lq , for q > .d C3k/=.d Ck/, we need to impose
a decay condition on the Fourier transform of the surface measure, since it is needed to apply the epsilon
removal lemma [Bourgain and Guth 2011]. Under the condition (1-2) such a decay estimate follows from
the stationary phase method.

For q� 2, the estimate (1-1) is relatively easier to prove under the conditions (1-2), (1-3). The following
may be thought of as a generalization of Theorem 2.3 in [Tao et al. 1998], which is concerned with elliptic
hypersurfaces; see also Theorem 4.2 in [Moyua et al. 1999]. A generalization to general hypersurfaces
had already been observed in [Lee 2006]. As a byproduct this gives estimates for the endpoint cases of
.p; q/ satisfying

1

p
C
d C 3k

d C k

1

2q
D 1; q � 2:

Proposition 1.3. Suppose the condition (1-4) holds for �1 2 S1, �2 2 S2 and jt j D 1. Then, for q � 2 and

1

p
C
d C 3k

d C k

1

2q
� 1;

the estimate (1-1) holds.
2Indeed, if H, N and D are matrices of sizes d�d , .d�k/�d and k�d , respectively, such that NDt D 0, detH ¤ 0

and rank.N t Dt / D d , then det.NHN t / ¤ 0 if and only if det.DH�1Dt / ¤ 0 because
�NH
D

�
.N t Dt / D

�NHN t
0

NHDt

DDt

�
and

� N
DH�1

�
.N t Dt /D

� NN t

DH�1N t
0

DH�1Dt

�
.
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Remark 1.4. In the proof of the above results we may assume that the aforementioned conditions hold
uniformly, by breaking up the extension operator by decomposing S1, S2 into sufficiently small pieces.
That is to say, there is a constant c > 0 such that for � 2 S1[S2 and jt j D 1,ˇ̌̌̌

det
� kX
iD1

tiH'i .�/

�ˇ̌̌̌
� c (1-7)

and, for �1; �01 2 S1, �2; �02 2 S2, jt j � 1 and for � 2 S1[S2,ˇ̌̌̌
det
�
D.�1; �2/

� kX
jD1

tjH'j .�/

��1
Dt .�01; �

0
2/

�ˇ̌̌̌
� c: (1-8)

The same holds also for the conditions (1-4) and (1-5).

Necessary conditions for (1-1). By modifying the examples in [Tao and Vargas 2000] with some specific
surfaces we see that (1-1) cannot hold in general, unless

q �
d C k

d
; (1-9)

1

p
C
d C 3k

d C k

1

2q
� 1; (1-10)

2.d � k/

p
C
d C 3k

q
� 2d: (1-11)

In fact,

(i) (1-9) is necessary for (1-1) to hold under (1-2), and

(ii) so is (1-10) under the assumption that the matrix D.�1; �2/ has rank k for �j 2 Sj , j D 1; 2.

However, in general, (1-11) is not necessarily required for (1-1), but as is well known there are various ˆ
satisfying (1-2) and (1-3) for which (1-1) fails if

2.d � k/

p
C
d C 3k

q
> 2d:

We show (i) and (ii) in the following paragraphs.

(i) By making use of the stationary phase method together with the condition (1-2) it is not difficult to see
that, with suitable choice of x0, there is a cube Q of side length R� 1 such that jE1.e�2�ix0�� /j �
jE2 .x/j �R

�d=2 on Q provided that supports of  1,  2 are small enough. We insert these into (1-1)
to see R�d=2R�d=2R.dCk/=q . 1; from which we get (1-9) by letting R!1. (This can also be shown
by making use of a wave packet decomposition, see Lemma 4.2, and randomization.)

(ii) For j D 1; 2, let †j be the surface f.�;ˆ.�// W � 2 Sj g, and denote by d�j the induced Lebesgue
measure on †j . To see (1-9) it is more convenient to consider f !1f d�j , instead of dealing with the
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operator Ej . Also, let �j be the center of cube Sj and let �j D .�j ; ˆ.�j // 2†j , j D 1; 2. The normal
space Nj to †j at �j is spanned by

nj;i D .�r'i .�j /; ei /; i D 1; 2; : : : ; k;

where ei 2 Rk is the usual unit vector with its i-th entry being equal to 1. Clearly, these vectors are
linearly independent because D.�1; �2/ has rank k. Let pn, nD 1; : : : ; d � k, be an orthonormal basis
of the orthogonal complement of spanfnj;i W i D 1; 2; : : : ; k; j D 1; 2g. Let us set, for j D 1; 2,

ƒj D
˚
� 2†j W j.� � �j / �n3�j;i j � ı; j.� � �j / �pnj � ı

1
2 ; i D 1; : : : ; k; nD 1; : : : ; d � k

	
:

Now, we set fj D �ƒj , j D 1; 2. Then it is easy to see j2fj d�j .x; t/j& ı.dCk/=2, j D 1; 2, provided that

j.x; t/ �n`;i j � cı
�1; j.x; t/ �pnj � cı

� 1
2; i D 1; : : : ; k; `D 1; 2; nD 1; : : : ; d � k

with sufficiently small c > 0. (For example, see the proof Lemma 4.2.) Since (1-1) implies

k2f1 d�12f2 d�2kq . kf1kp kf2kp;
we get ıdCk�.dC3k/=.2q/ � Cı.dCk/=p and (1-10) by letting ı! 0.

Restriction to complex surfaces. Using the above theorem we can obtain a bilinear restriction estimate
for complex quadratic surfaces. To define the (Fourier) extension operator for a complex surface we first
distinguish the dot product and the inner product for complex variables, and define an auxiliary productˇ.
For z; w 2 Cm, we define z �w, hz; wi, zˇw by

z �w D

mX
jD1

zjwj ; hz; wi D

mX
jD1

zj Nwj ; zˇw D Rehz; wi:

Hence, if z D xC iy and w D uC iv for x; y; u; v 2 Rm, then zˇw D x �uCy � v. If we identify Cm

with R2m in the usual way, then zˇw is just the inner product on R2m.
Let n� 1 be an integer and let D be a real symmetric invertible matrix. Then we define the complex

quadratic surface  � CnC1 by

.z/D
�
z; 1
2
ztDz

�
; z 2 Cn: (1-12)

Now we define the extension operator Ef by

Ef .w/D

Z
Cn
e2�iŒwˇ.z/�f .z/ dz; w 2 CnC1;

where we have written dz for dx dy, zD xC iy. The operator Ef is an extension operator for surfaces
of codimension 2 in R2n, which is given by

�
x; y; 1

2
Re.x C iy/tD.x C iy/; 1

2
=.x C iy/tD.x C iy/

�
,

x; y 2 Rn. From Theorem 1.1 we can establish the following.

Corollary 1.5. Let S1, S2 be closed cubes in Cn. Suppose that, for any z1 2 S1 and z2 2 S2,

j.z2� z1/
tD.z2� z1/j ¤ 0: (1-13)
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Then, whenever f , g are supported on S1, S2, respectively, for

q >
nC 3

nC 1
and

1

p
C
nC 3

nC 1

1

2q
< 1;

there is a constant C such that

kEf EgkLq.CnC1/ � Ckf kLp.Cn/kgkLp.Cn/:

This theorem can also be stated without using the complex number notation, but its use makes it
easier to derive the linear estimates from the bilinear one. The condition (1-13) in C2 can be contrasted
with that in R2. If S1; S2 � R2 and the eigenvalues of D have the same sign, then the condition
(1-13) is always valid if dist.S1; S2/ ¤ 0. But, when S1; S2 � C2, the condition (1-13) may fail even
if the separation condition is satisfied. For instance, if D is the 2 � 2 identity matrix, the condition
(1-13) becomes j.v1 �w1/2C .v2 �w2/2j & 1 with z1 D .v1; v2/ and z2 D .w1; w2/. Since we may
factor .v1 �w1/2 C .v2 �w2/2 as Œ.v1 �w1/C i.v2 �w2/�Œ.v1 �w1/� i.v2 �w2/�, the expression
j.v1�w1/

2C .v2�w2/
2j may vanish even if dist.S1; S2/& 1. When D has eigenvalues with different

signs, this phenomenon may occur even when S1; S2 �R2; for instance, if D is the 2�2 diagonal matrix
with diagonal entries 1 and �1, then we have

x �Dx D x21 � x
2
2 D .x1C x2/.x1� x2/:

This real-variable case was studied by Lee [2006] and Vargas [2005]. In the special case that the surface
is two-dimensional they could deduce a linear estimate from the bilinear one.

By adapting their argument, we can obtain the following linear estimate.

Theorem 1.6. Let nD 2 and  be given by (1-12) with a nonsingular real symmetric matrix D. Then, for
q > 10

3
and 1

p
C
2
q
< 1,

kEf kLq.C3/ � Ckf kLp.C2/ (1-14)

whenever f is supported in a bounded set.

By analogy with the corresponding problem for the paraboloid (elliptic or hyperbolic) in R3, it may be
conjectured that (1-14) holds if and only if q > 3 and 1

p
C
2
q
� 1. Theorem 1.6 extends the known .p; q/

range for the operator Ef whenD is a nonsingular real symmetric matrix. This result is an analog of the
adjoint Fourier restriction estimates for the hyperbolic paraboloid in R3, which is known to hold for the
same range of p, q. As a special case of the results by Christ [1982, Lemma 4.3] and Mockenhaupt [1996,
Theorem 2.11], it was previously known that Ef maps L2.R4/ boundedly to L4.R6/. Also, the slightly
stronger Lorentz space estimate kEf kL4;2.R6/ � Ckf kL2.R4/ can be deduced by applying Theorem 1.1
in [Bak and Seeger 2011]. It is quite likely that the multilinear approach will yield further progress on
these problems. We hope to return to this problem in the near future.

Notation. We adopt the usual convention to let C or c represent strictly positive constants, whose value
may vary from line to line. But these constants will always be independent of f , for instance. We write
A. B or B & A to mean A� CB , and A� B means both A. B and B . A.
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2. L
4.dCk/
3dCk �L

4.dCk/
3dCk !L2 estimates and proof of Proposition 1.3

In this section we show Proposition 1.3. Our proof here is different from that in [Tao et al. 1998]. Instead
of making use of the boundedness of the averaging operator, we directly exploit the oscillatory decay
estimate which is concealed in the averaging operator. For this we need the following lemma.

Lemma 2.1 [Greenleaf and Seeger 2002, Section 1.1]. Let a 2 C1c .R
d �Rd �RN / and set

T�f .x/D

Z
Rd

Z
RN

ei��.x;y;�/a.x; y; �/ d� f .y/ dy;

where � is a smooth function on the support of a. Suppose

det

 
�00
��

�00
x�

�00
y�

�00xy

!
¤ 0

on the support of a whenever �0
�
D 0. Then, kT�f k2 . ��.dCN/=2kf k2.

Proof of Proposition 1.3. By interpolation with the trivial L1 �L1! L1 estimate, it suffices to show

kE1f1E2f2k2 . kf1k 4.dCk/
3dCk

kf2k 4.dCk/
3dCk

:

For fixed �2, set
ˆ�2.�1; �1/Dˆ.�1/Cˆ.�2/�ˆ.�1/�ˆ.�1C �2� �1/

and

I �2.f1; Nf1/D

“
ı.ˆ�2.�1; �1// f1.�1/ Nf1.�1/ d�1 d�1;

where ı is the delta function. Its composition is well defined, since the vectors r'i .�2/ � r'i .�1/,
i D 1; : : : ; k, are linearly independent.

By Plancherel’s theorem

kE1f1E2f2k
2
2 D

““
ı
�
�1C �2� �1� �2; ˆ.�1/Cˆ.�2/�ˆ.�1/�ˆ.�2/

�
� f1.�1/ f2.�2/ Nf1.�1/ Nf2.�2/ d�1 d�2 d�1 d�2

D

•
ı.ˆ�2.�1; �1// f1.�1/ Nf1.�1/ f2.�2/ Nf2.�1C �2� �1/ d�1 d�2 d�1;

where f1, f2 are assumed to be supported in S1, S2, respectively. We claim that

kE1f1E2f2k
2
2 . kf1kp;1 kf2k1 k Nf1kp;1 k Nf2k1; (2-1)

where p D .d C k/=d: Here kf kr;s denotes the norm of Lorentz space Lr;s. For this we may obviously
assume that the functions f1; Nf1; f2; Nf2 are nonnegative. In order to show (2-1) it suffices to prove

jI �2.f; g/j. kf kp;1 k Ngkp;1: (2-2)

Let  be a smooth function with compact Fourier support contained in B.0; 1/ such that O D 1

on B
�
0; 1
2

�
. Since h.0/ D limj!1 2jk

R
Rk
 .2jx/ h.x/ dx for any Schwartz function h, we have
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ı D limj!1 2jk .2jx/: So, we may write

ı D

1X
jD�1

Œ2.jC1/k .2jC1x/� 2jk .2jx/�D

1X
jD�1

2jk�.2jx/;

where �.x/ WD 2k .2x/� .x/. By the choice of  we see that the Fourier support of � is contained in˚
� W 1

2
< j�j � 2

	
. We decompose I �2.f; g/ by making use of the above decomposition of ı to get

I �2.f; g/D

1X
jD�1

Ij .f; g/;

where

Ij .f; g/ WD 2
kj

“
�.2jˆ�2.�1; �1// f .�1/ g.�1/ d�1 d�1:

It should be noted that we are assuming that f , g are supported on S1 and �1C �2� �1 2 S2. Using the
Fourier transform we write Ij .f1; Nf2/ as

Ij .f; g/D 2
kj

Z �“
O�.�/ e2

j � �ˆ�2 .�1;�1/ d� f .�1/ d�1

�
g.�1/ d�1:

Now, we will apply Lemma 2.1 to the double integral inside the parentheses. If we set �.�1; �1; �/D
� �ˆ�2.�1; �1/, thenˇ̌̌̌

ˇdet

 
�00�� �00

��1

�00�1� �
00
�1�1

!ˇ̌̌̌
ˇD

ˇ̌̌̌
ˇdet

 
0 D.�1; �1C �2� �1/

D.�1; �1C �2� �1/
t

Pk
jD1 �jH'j .�1; �1C �2� �1/

!ˇ̌̌̌
ˇ:

So, by the condition (1-4) the last expression does not vanish since j� j � 1. Hence, by Lemma 2.1 it
follows that

jIj .f; g/j. 2�j
d�k
2 kf k2 kgk2:

On the other hand, we have the trivial bound jIj .f; g/j. 2kj kf k1 kgk1. Now we may use a summation
method (usually called Bourgain’s summation trick) to obtain (2-2).

Considering .f1; Nf1; f2; Nf2/!kEf1Ef2k22 as a quadrilinear mapping (replacing Nf1, Nf2 on the left-
hand side by Nf3 and Nf4, respectively), we apply Christ’s multilinear trick [1985]. By symmetry and
interpolation we get the estimatesˇ̌̌̌“

Ef1Ef2Ef3Ef4 dx dt

ˇ̌̌̌
.

4Y
jD1

kfj kpj ;1

for
�
1
p1
; 1
p2
; 1
p3
; 1
p4

�
contained in the convex hull of the four points

v1 D
�
1

p
;
1

p
; 1; 0

�
; v2 D

�
1

p
;
1

p
; 0; 1

�
; v3 D

�
1; 0;

1

p
;
1

p

�
; v4 D

�
0; 1;

1

p
;
1

p

�
which is contained in the 3-plane …D

˚
u1Cu2Cu3Cu4 D 1C

2
p

	
. The convex hull has a nonempty

interior in …, because det.v1; v2; v3; v4/ ¤ 0 as long as 1
p
¤

1
2

. Hence we may apply the multilinear
trick to get

kEf1Ef2k
2
2 . kf1k 4.dCk/

3dCk
;4
kf2k 4.dCk/

3dCk
;4
k Nf1k 4.dCk/

3dCk
;4
k Nf2k 4.dCk/

3dCk
;4
: �
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3. Transversality and the curvature conditions

In this section we prove several lemmas that will play crucial roles in proving Theorem 1.1. These lemmas
are related to the curvature conditions.

For R� 1 and � 2 S1[S2, we set

�� D

�
.x; t/ W

ˇ̌̌̌
xC

� kX
jD1

tjr'j .�/

�ˇ̌̌̌
�R

1
2

�
; Rı�� D �� CO.R

1
2
Cı/:

Here, for any set A� RdCk and � > 0, we have ACO.�/D fu 2RdCk W dist.u; A/� C�g.

Lemma 3.1. Suppose that the vectors r'j .�2/�r'j .�1/, 1� j � k, are linearly independent for all
�1 2 S1 and �2 2 S2. Then, there is a constant C such that

��1 \��2 � B.0; CR
1
2 /:

Proof. Since the set fr'j .�2/�r'j .�1/gkjD1 is linearly independent for all �1 2 S1 and �2 2 S2, the
map .t1; : : : ; tk/! .t1; : : : ; tk/

tD.�1; �2/ is injective. So, by continuity and compactness it follows that
there is a constant C such that, for all �1 2 S1 and �2 2 S2,

j.t1; : : : ; tk/
tD.�1; �2/j � C j.t1; : : : ; tk/j:

If .x; t/ 2 ��1 \��2 , then
ˇ̌
xC

�Pk
jD1 tjr'j .�i /

�ˇ̌
�R

1
2 for i D 1; 2. This gives

j.t1; : : : ; tk/
tD.�1; �2/j � 2R

1
2 :

Hence, the above inequality yields j.t1; : : : ; tk/j � CR
1
2 . So, we also get jxj � CR

1
2 . �

As was already shown in [Lee 2006; Vargas 2005], a simple transversality condition between the two
wave packets is not enough to obtain a bilinear estimate beyond the range of the linear L2!Lq estimate.
So, we need to consider the Fourier supports of the wave packets to put a restriction on the permissible
wave packets. This makes the geometry of the associated wave packets more favorable.

For given �1 2 S1 and �02 2 S2 we define …�1;�
0
2

1 by

…�1;�
0
2

1 D
˚
�01 2 S1 W �

0
1C �

0
2� �1 2 S2; ˆ.�1/Cˆ.�

0
1C �

0
2� �1/Dˆ.�

0
1/Cˆ.�

0
2/
	
: (3-1)

Since fr'j .�2/�r'j .�1/gkjD1 are linearly independent, by the implicit function theorem we may assume
that …�1;�

0
2

1 is a smooth (d�k)-dimensional surface.3 We now set

��1;�
0
2

1 .R/D
[

�012…
�1;�
0
2

1

Rı��01
;

which is an O.R
1
2
Cı/ neighborhood of the conical set with k null directions. The transversality between

��1;�
0
2

1 and the opposite plates ��2 is important. Such a transversality is made precise in the following
(see Figure 1).

3 We may need to assume that S1 and S2 are small enough.
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��1;�
0
2

1 .R/

��2

Figure 1. Transversality when k D 1 and d D 2.

Lemma 3.2. Let 0 < ı� 1, u 2 RdCk and set

z��1;�
0
2

1 .R;Rı/D
˚
.x; t/ 2 ��1;�

0
2

1 .R/ WR1�ı � j.x; t/j � CR
	
:

Suppose that the conditions (1-2) and (1-3) hold. Then, if S1 and S2 are sufficiently small, there exist a
constant C, independent of �1; �02, R, and a vector u 2 RdCk such that for some u0 2 RdCk,

z��1;�
0
2

1 .R;Rı/\ .Rı��2 Cu/� B.u
0; CR

1
2
CCı/:

Note that the set z��1;�
0
2

1 .R;Rı/ can be represented as an O.R
1
2
Cı/ neighborhood of a surface. Let

us define the map ˆ�1;�
0
2

1 W…�1;�
0
2

1 �Rk! RdCk by

ˆ�1;�
0
2

1 .�; t/D

�
�

kX
jD1

tjr'j .�/; t

�
:

Then it is easy to see that

z��1;�
0
2

1 .R;Rı/�
˚
ˆ�1;�

0
2

1 .�; t/ W � 2…�1;�
0
2

1 ; cR1�ı � jt j � CR
	
CO.R

1
2
Cı/:

Proof. After scaling it is sufficient to show that the intersection of the two sets

�1 D
˚
ˆ�1;�

0
2

1 .�; t/ W � 2…�1;�
0
2

1 ; R�ı � jt j � C
	
CO.R�

1
2
Cı/

and

C2.R
� 1
2
Cı/D

��
�

kX
jD1

tjr'j .�2/; t

�
W jt j � C

�
C QuCO.R�

1
2
Cı/

is contained in a ball of radius CR�
1
2
CCı. For j � �C, let us set

�
j
1 .R

� 1
2
Cı/D

˚
ˆ�1;�

0
2

1 .�; t/ W � 2…�1;�
0
2

1 ; 2�j�1 � jt j � 2�j
	
CO.R�

1
2
Cı/:

Using homogeneity and a dyadic decomposition in t for �1, the matter can be reduced to the case
2�1 � jt j � 1. That is to say,

�01 .R
� 1
2
Cı/\C2.R

� 1
2
Cı/� B.u; C0R

� 1
2
Cı/ (3-2)

for some u and C0 > 0. In fact, applying the scaling change of variables .x; t/! 2�j .x; t/, followed
by (3-2) and the reverse change of variables, we see that �j1 .R

� 1
2
Cı/\C2.R

� 1
2
Cı/ is contained in a
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ball of radius C0R�
1
2
Cı. Since �1 �

S
2�1R�ı�2j�C �

j
1 , we know �1\C2.R

� 1
2
Cı/ is contained in the

union of as many as � logR such balls of radius C0R�
1
2
Cı. This union of balls is obviously contained

in a ball of radius CR�
1
2
CCı since the set �1\C2.R

� 1
2
Cı/ is connected.

Since we may assume that S1 and S2 are sufficiently small, in order to show (3-2) it is enough
to show that the tangent spaces of the surfaces ˆ�1;�

0
2

1 W …�1;�
0
2

1 � f2�1 � jt j � 1g ! RdCk and˚�Pk
jD1 tjr'j .�2/; t

�
W jt j � C

	
are uniformly transversal to each other. In fact, since all the underlying

sets are compact, by continuity it is enough to check this at each point.
Let u0 D ˆ�1;�

0
2

1 .�0; t0/ for �0 2 …�1;�
0
2

1 and 2�1 � jt0j � 1. Let v1; : : : ; vd�k be orthonormal
vectors spanning the tangent space T�0…

�1;�
0
2

1 . Then the tangent space of the parametrized surface
ˆ�1;�

0
2

1 W…�1;�
0
2

1 � f2�1 � jt j � 1g ! RdCk at u0 is spanned by the vectors

.r'1.�0/;�1; 0; : : : ; 0/; .r'2.�0/; 0;�1; 0; : : : ; 0/; : : : ; .r'k.�0/; 0; : : : ; 0;�1/ (3-3)

and �
vi

� kX
jD1

t0;jH'j .�0/

�
; 0; : : : ; 0

�
; i D 1; : : : ; d � k: (3-4)

On the other hand, the k-dimensional plane
˚�
�
Pk
jD1 tjr'j .�2/; t

�
W jt j � C

	
is spanned by

.r'1.�2/;�1; 0; : : : ; 0/; .r'2.�2/; 0;�1; 0; : : : ; 0/; : : : ; .r'k.�2/; 0; : : : ; 0;�1/: (3-5)

Hence it suffices to show that these dCk vectors are linearly independent, or equivalently that the
determinant of the matrix with these vectors as row vectors is nonzero. After Gaussian elimination it is
enough to show

det

 
V
�Pk

jD1 t0;jH'j .�0/
�

D.�0; �2/

!
¤ 0; (3-6)

where V is the .d �k/�d matrix having v1; : : : ; vd�k as its row vectors. Now by (3-1) we note that the
vectors v1; : : : ; vd�k are orthogonal to the span of the vectors

r'j .�0C �
0
2� �1/�r'j .�0/; j D 1; : : : ; k:

Assuming S2 is small enough, we may replace D.�0;�2/ by D.�0; �0C�
0
2��1/. For simplicity we set Q�2D

�0C�
0
2��1.

�
We may assume there is a c >0 such that

ˇ̌
det
�
N .�2;�1/

�Pk
iD1 tiH'i .�/

�
N t .�2;�1/

�ˇ̌
>c

for �1 2 S2 and �2 2 S2; see Remark 1.4.
�

Since
�Pk

jD1 t0;jH'j .�0/
�

is invertible, we need only show

det A ¤ 0; where A D

 
V

D.�0; Q�2/
�Pk

jD1 t0;jH'j .�0/
��1! :

Since VDt .�0; Q�2/D 0, we note that the matrix A
�
V t Dt .�0; Q�2/

�
equals 

Id�k 0

D.�0; Q�2/
�Pk

jD1 t0;jH'j .�0/
��1

V t D.�0; Q�2/
�Pk

jD1 t0;jH'j .�0/
��1

Dt .�0; Q�2/

!
:

This matrix is clearly invertible thanks to (1-3). Hence, so is the matrix A. �
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Below we show that the following version of Lemma 3.2 holds, where we assume (1-5) instead of
(1-3), dropping the condition (1-2).

Lemma 3.3. Suppose that, for any �1 2 S1, �2 2 S2, r'i .�2/�r'i .�1/, i D 1; : : : ; k are linearly
independent and (1-5) holds for �1 2 S1, �2 2 S2, jt j D 1 and for �D �1; �2. If S1 and S2 are sufficiently
small, there is a constant C, independent of �1; �02, R, and u such that, for some u0 2 RdC1,

z��1;�
0
2

1 .R;Rı/\ .Rı��2 Cu/� B.u
0; CR

1
2
CCı/:

Proof. It is sufficient to show that (3-6) holds. As before, under the assumption that S2 is small enough,
we can replace D.�0; �2/ with D.�0; Q�2/, where Q�2 D �0C �02� �1. We need only show that

det

 
V
�Pk

jD1 t0;jH'j .�0/
�

D.�0; Q�2/

!
¤ 0:

Since vectors v1; : : : ; vd�k are orthogonal to the row vectors of D.�0; Q�2/, by multiplying the nonsingular
matrix .V t Dt .�0; Q�2// by the matrix inside the determinant from the right, we see that the above is
equivalent to

det

 
V
�Pk

jD1 t0;jH'j .�0/
�
V t V

�Pk
jD1 t0;jH'j .�0/

�
Dt .�0; Q�2/

0 D.�0; Q�2/D
t .�0; Q�2/

!
¤ 0:

Since the matrix D.�0; Q�2/Dt .�0; Q�2/ is nonsingular, it is clear that the above is equivalent to

det
�
V

� kX
jD1

t0;jH'j .�0/

�
V t

�
¤ 0;

which is the condition (1-5). �

4. Proof of Theorem 1.1

In this section we will prove Theorem 1.1. Our proof is similar to that in [Lee 2006]; also see [Tao 2003].
To prove Theorem 1.1, we need only show that, for p > .d C 3k/=.d C k/,

kE1f E2gkp � Ckf k2 kgk2

since we can obtain the desired conclusion by interpolating this estimate with the trivial estimate
kE1f E2gk1�kf k1 kgk1: By an �-removal argument [Tao and Vargas 2000; Bourgain and Guth 2011],
it is sufficient to show that (1-6) holds for any ˛ > 0. In fact, by the assumption that

Pk
jD1 tjH'j .�/ is

nonsingular for � 2 suppf [ suppg as long as jt j D 1, it follows that

jE�.a�/.x; t/j. .jxjC jt j/�
d
2 ; � D 1; 2;

where a1, a2 are smooth bump functions which vanish on the supports of f and g, respectively. This can
be shown by the stationary phase method. Hence, the arguments in the papers mentioned above work
here without modification.
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Proposition 4.1. Let 0 < ı� 1. If (1-6) holds, then for any � > 0

kE1f E2gkL.dC3k/=.dCk/.QR/ � C�R
max.˛.1�ı/;Cı/C�

kf k2 kgk2; (4-1)

with C independent of ı.

By iterating finitely many times the implication in Proposition 4.1, we can easily obtain the estimate
(1-6) for any ˛ > 0.

Wave packet decomposition. In this section we decompose the function Ef into wave packets. Let
R� 1. We define

LD L.R/ WDR
1
2Zd ; V D V.R/ WDR�

1
2Zd:

Let  be a nonnegative Schwartz function such that O is supported on B.0; 1/ and
P
k2Zd  . � �k/D 1.

Also, let � be a smooth function supported on B.0; 1/ and
P
k2Zd �. � � k/D 1.

For ` 2 L, � 2 V we set  `.x/ WD ..x� `/=R
1
2 /, ��.�/DW �.R

1
2 .���//; and for a given function f ,

we define f`;� by
f`;� D F. `F�1.��f //;

where F , F�1 denote the Fourier transform and the inverse Fourier transform, respectively. Then, it
follows that f D

P
�2V

P
`2L f`;� : Hence we may write

Ef D
X
�2V

X
`2L

Ef`;� : (4-2)

Lemma 4.2. If jt j.R, then

jEf`;�.x; t/j � CN

�
1CR�

1
2

ˇ̌̌̌
x� `C

kX
jD1

tjr'j .�/

ˇ̌̌̌��N
M.F�1.��f //.`/ (4-3)

for all N � 0. Here, Mf is the Hardy–Littlewood maximal function of f .

Proof. Since f`;� is supported in B.�; 3R�
1
2 /, multiplying by a harmless smooth bump function Q�

supported in B.0; 5/ and satisfying Q�D 1 on B.0; 3/, we may write

Ef`;�.x; t/D

Z
K.x� z; t/ `.z/F�1f�.z/ dz;

where K.x; t/D
R
e2�i.x��Ct �ˆ.�//�.R

1
2 .� � �// d�: Changing variables �!R�

1
2 �C �,

K.x; t/DR�
d
2 e2�ix��

Z
e2�i.R

�1=2x��Ct �ˆ.R�1=2�C�//�.�/ d�:

Since jt j . R, we know r�.R�
1
2x � � C t �ˆ.R�

1
2 � C �//D R�

1
2

�
xC

Pk
jD1 tjr'j .�/

�
CO.1/: This

follows by Taylor’s expansion. Hence, by repeated integration by parts we get

jK.x; t/j � CNR
�d
2

�
1CR�

1
2

ˇ̌̌̌
xC

kX
jD1

tjr'j .�/

ˇ̌̌̌��N
:

Once this is established, (4-3) follows by a standard argument. See [Lee 2006] for the details. �
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From the above lemma we see that Ef`;� is essentially supported on

�`;� D �� C .`; 0/: (4-4)

If � D �`;� , we define �.�/D �, which may be considered as the (generalized) direction of � .

The following is the main lemma of this section.

Lemma 4.3. Let R� 1. Then, Ef can be rewritten as

Ef .x; t/D
X

.`;�/2L�V

c`;�P`;�.x; t/ (4-5)

and c`;� , P`;� satisfy the following:

(i) F.P`;�. � ; t // is supported in the disc D.�; CR�
1
2 /.

(ii) If jt j.R, then for any N � 0

jP`;�.x; t/j � CNR
�d
4

�
1CR�

1
2

ˇ̌̌̌
x� `C

� kX
jD1

tjr'j .�/

�ˇ̌̌̌��N
:

(iii)
�P

.`;�/2L�V jc`;� j
2
� 1
2 . kf k2.

(iv) If jt j.R, then
P

.`;�/2W P`;�. � ; t /
2
2
. #W for any W � L�V .

Proof. We define c`;� and P`;� by

c`;� DR
d
4M.F�1f�/.`/; P`;�.x; t/D c

�1
`;�Ef`;�.x; t/;

where M denotes the Hardy–Littlewood maximal function. Then we have (4-5) from (4-2). Since
Ef`;�. � ; y/ D F�1.e2�iyˆf`;�/, we know Ef`;�. � ; y/ has Fourier support contained in suppf`;� ,
which is in turn contained in D.�; CR�

1
2 /. Thus (i) follows and so does (ii) from Lemma 4.2.

In order to show (iii), note thatX
.`;�/2L�V

jcT j
2
DR

d
2

X
.`;�/2L�V

M.F�1.��f //.`/2: (4-6)

Since ��f is supported on B.�; CR
1
2 /, we haveM.F�1.��f //.x/�M.F�1.��f //.x0/ if jx�x0j.R 1

2 .
Hence, from the Hardy–Littlewood maximal theorem and Plancherel’s theorem we have that, for each �,

R
d
2

X
.`;�/2L�V

jM.F�1.��f //.`/j2 .
Z
jM.F�1.��f //.x/j2 dx . k��f k22:

Combining this and (4-6) we obtain
P
.`;�/2L�V jc`;� j

2 .
P
�2V k��f k

2
2 . kf k

2
2; and (iii).

Finally, we consider (iv). Since
P
`W.`;�/2W P`;�. � ; t / is Fourier-supported in D.�; CR�

1
2 /, which

has bounded overlap as � varies over V , by Plancherel’s theorem, X
.`;�/2W

P`;�. � ; t /

2
2

.
X
�2V

 X
`W.`;�/2W

P`;�. � ; t /

2
2

:
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From (ii) it is easy to see that
P

`W.`;�/2W P`;�. � ; t /
2
2
. #f` W .`; �/ 2Wg. Hence, combining this with

the above gives (iv). �

Dyadic pigeonholing and reduction. In the remainder of this section we will prove Proposition 4.1. For
simplicity we set

p0 D
d C 3k

d C k
:

By translation invariance we may assume that QR is centered at the origin. Let

Wi �
˚
.`; �/ 2 L�V W � 2 Si CO.R�

1
2 /
	
; i D 1; 2:

By Lemma 4.3 and the standard reduction with pigeonholing, which may only cause a loss of .logR/C,
see [Lee 2006; Tao 2003], the matter is reduced to showing X

!12W1

P!1

X
!22W2

P!2


Lp0 .QR/

/ .R.1�ı/˛CRCı/.#W1#W2/
1
2

whenever P!1 , P!2 satisfy (i), (ii), (iv) in Lemma 4.3. Here A/ B means A� C�R�B for any � > 0.
By a further pigeonholing argument we specify the associated quantities in dyadic scales. Let Q be a

collection of almost disjoint cubes of the same side length � R
1
2 which cover QR. For each q 2 Q

we define

Wj .q/D f!j 2Wj W �!j \R
ıq ¤∅g:

For dyadic numbers �1; �2 with 1� �1; �2 �R100d, we define

Q.�1; �2/D fq 2Q W �j � #Wj .q/ < 2�j ; j D 1; 2g: (4-7)

For ! 2W1[W2, we set

�.!I �1; �2/D #fq 2Q.�1; �2/ W �! \Rıq ¤∅g:

For a dyadic number 1� ��R100d, we define

Wj Œ�I �1; �2�D f!j 2Wj W �� �.!j I �1; �2/ < 2�g; j D 1; 2: (4-8)

By a standard pigeonhole argument, it is sufficient to show� X
q2Q.�1;�2/

 X
!12W1Œ�1I�1;�2�

P!1

X
!22W2Œ�2I�1;�2�

P!2

p0
Lp0 .q/

� 1
p0

/ .R.1�ı/˛CRCı/.#W1 #W2/
1
2 : (4-9)

For the rest of the proof we assume that q 2Q.�1; �2/, !1 2W1Œ�1I �1; �2� and !2 2W2Œ�1I �1; �2� if
it is not mentioned otherwise. So, the above sums are denoted simply by

P
q ,
P
!1

, and
P
!2

, respectively.
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Induction argument. For brevity let us put

�D
[

q2Q.�1;�2/

q:

Let fBg be a collection of almost disjoint cubes of the same side length R1�ı, which cover QR. Then

the left-hand side of (4-9)�
X
B

X
!1

P!1

X
!2

P!2


Lp0 .�\B/

: (4-10)

We define a relation � between !1 (or !2) and the cubes in fBg. For each ! 2 W1Œ�1I �1; �2� [

W2Œ�2I �1; �2�, we define B�.!/ 2 fBg to be the cube which maximizes the quantity

#
˚
q 2Q.�1; �2/ W �! \Rıq ¤∅; q\B ¤∅

	
: (4-11)

Then the relation � is defined as

! � B if B \ 10B�.!/¤∅:

Here 10B�.!/ is the cube which has the same center as B�.!/ and side length 10 times as large as that
of B�.!/. Using this relation we divide the sum into three parts to getX
B

X
!1

P!1

X
!2

P!2


Lp0 .�\B/

�

X
B

X
!1W
!1�B

P!1

X
!2W
!2�B

P!2


Lp0 .�\B/

C

X
B

X
!1W
!1�B

P!1

X
!2W
!2œB

P!2


Lp0 .�\B/

C

X
B

X
!1W
!1œB

P!1

X
!2

P!2


Lp0 .�\B/

:

We will first show thatX
B

 X
!1W
!1�B

P!1

X
!2W
!2�B

P!2


Lp0 .�\B/

.R.1�ı/˛.#W1#W2/
1
2 : (4-12)

By applying the hypothesis (1-6), (iv) in Lemma 4.3, and the Cauchy–Schwarz inequality,

X
B

 X
!1W
!1�B

P!1

X
!2W
!2�B

P!2


Lp0 .�\B/

� CR.1�ı/˛
2Y

jD1

�X
B

#f!j W !j � Bg
�1
2

:

From the definition of the relation � it is clear that #fB W !j � Bg � C . Hence, for j D 1; 2X
B

#f!j W !j � Bg D
X
!j

#fB W !j � Bg.Wj :

By inserting this into the previous inequality, we get (4-12).
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Now, to prove (4-9) it is enough to show X
!1W
!1�B

P!1

X
!2W
!2œB

P!2


Lp0 .�\B/

/RCı.#W1 #W2/
1
2

and  X
!1W
!1œB

P!1

X
!2

P!2


Lp0 .�\B/

/RCı.#W1 #W2/
1
2 : (4-13)

The proofs of these two estimates are similar. So, we will only prove (4-13). By Plancherel’s theorem,
kEf . � ; t /k2 � kf k2 for all t 2 Rk. Integration in t gives kEf kL2.QR/ .R

k=2kf k2. By the Schwarz
inequality it follows that

kE1fE2gkL1.QR/ .R
k
kf k2 kgk2:

Combining this with (iv) in Lemma 4.3 yields X
!1W
!1œB

P!1

X
!2

P!2


L1.�\B/

.Rk.#W1#W2/
1
2 : (4-14)

Hence, the (4-13) follows from interpolation between (4-14) and X
!1W
!1œB

P!1

X
!2

P!2


L2.�\B/

/RCıR�
d�k
4 .#W1#W2/

1
2 : (4-15)

Now it remains to show the L2-estimate (4-15).

L2 estimate. To prove (4-15) it suffices to showX
q2Q.�1;�2/
q�2B

 X
!1W
!1œB

P!1

X
!2

P!2

2
L2.q/

/RCıR�
d�k
2 #W1#W2: (4-16)

For j D 1; 2, let us set

Wj .q/D f!j 2Wi Œ�j I �1; �2� W !j \R
ıq ¤∅g; WœB

j .q/D f!j 2Wj .q/ W !j œ Bg:

Then by (ii) in Lemma 4.3 we may discard some harmless terms, whose contributions are O.R�Cı/.
Hence, it suffices to showX

q2Q.�1;�2/
q�2B

 X
!12WœB

1 .q/

P!1

X
!2.q/

P!2

2
2

/RCıR�
d�k
2 #W1 #W2: (4-17)

By using Plancherel’s theorem we write X
!12WœB

1 .q/

P!1

X
!22W2.q/

P!2

2
2

D

X
!12WœB

1 .q/

X
!022W2.q/

X
!012W

œB
1 .q/

X
!22W2.q/

h yP!1 �
yP!2 ;
yP!01
� yP!02

i:
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Let us write!j D . j̀ ; �j /, !0j D .`
0
j ; �
0
j /, j D1; 2. For any �12S1, �022S2, we define WœB

1 .qI �1; �
0
2/ by

WœB
1 .qI �1; �

0
2/D

˚
!01D.`

0
1; �
0
1/ 2W

œB
1 .q/ W �01 2…

�1;�
0
2

1 CO.R�
1
2 /
	
:

Then yP!1 � yP!2 is supported on the O.R�
1
2 /-neighborhood of the point .�1C �2; ˆ.�1/Cˆ.�2//. So

the inner product h yP!1 � yP!2 ; yP!01 �
yP!02
i vanishes unless

�1C �2 D �
0
1C �

0
2CO.R

� 1
2 /; ˆ.�1/Cˆ.�2/Dˆ.�

0
1/Cˆ.�

0
2/CO.R

� 1
2 /:

Thus, for given �1 and �02, we see that �01 is contained in an O.R�
1
2 /-neighborhood of …�1;�

0
2

1 , which is
defined by (3-1). Once �1, �01 and �02 are given, then there are only O.1/ many �2, since �2 should be in
an O.R�

1
2 /-neighborhood of the point �1C �01� �

0
2. Therefore, X

!12WœB
1 .q/

P!1

X
!22W2.q/

P!2

2
2

.R�
d�k
2

X
!12WœB

1 .q/

X
!022W2.q/

#WœB
1 .qI �1; �

0
2/;

where we also used

jhP!1 P!2 ; P!01
P!02
ij.R�

d�k
2 :

This follows from (ii) in Lemma 4.3 and the transversality between �!1 (�!01) and �!2 (�!02), respectively.
Hence, (4-17) follows if we show

max
q�2B; �1;�

0
2

#WœB
1 .qI �1; �

0
2/

X
q2Q.�1;�2/
q�2B

#WœB
1 .q/#W2.q/.RCı#W1 #W2: (4-18)

We will prove (4-18), assuming for the moment that

max
q�2B; �1;�

0
2

#WœB
1 .qI �1; �

0
2/.R

Cı #W2

�1�2
: (4-19)

To this end it is enough to show X
q2Q.�1;�2/
q�2B

#WœB
1 .q/#W2.q/. �1�2#W1:

Recalling #W2.q/. �2, we see that the left-hand side is bounded by

C�2
X

q2Q.�1;�2/

#W1.q/:

Changing the order of summation, we see this in turn is bounded byC�2
P
!1

#fq2Q.�1; �2/ W�w1\Rıqg.
Since

#fq 2Q.�1; �2/ W �w1 \R
ıqg. �1;

the desired inequality (4-18) follows.
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Proof of (4-19). Fix q � 2B , �1 2 S1 and �02 2 S2. Let us consider the set

S WD
˚
. Qq; !1; !2/ 2Q.�1; �2/�WœB

1 .qI �1; �
0
2/�W2

W �!1 \R
ı
Qq ¤∅; �!2 \R

ı
Qq ¤∅; dist. Qq; q/�R1�ı

	
:

To prove (4-19) it suffices to show

R�Cı�1�2#WœB
1 .qI �1; �

0
2//. #S .RCı#W2: (4-20)

For the lower bound it is enough to show that, for each !1 2WœB
1 .qI �1; �

0
2/,

#
˚
. Qq; !2/ 2Q.�1; �2/�W2 W �!1 \R

ı
Qq ¤∅; �!2 \R

ı
Qq ¤∅; dist. Qq; q/�R1�ı

	
�R�Cı�1�2:

By (4-8), !1 contains as many as O.�1/ cubes Qq in Q.�1; �2/. (Recall that we are assume assuming
q 2 Q.�1; �2/, !1 2 W1Œ�1I �1; �2� and !2 2 W2Œ�1I �1; �2�.) Let B�.!1/ 2 Q be the cube which
maximizes the quantity given by (4-11) with ! D !1. Since !1 œ B , it follows from the definition of the
relation � that dist.B�.!1/; B/&R1�ı. Since �!1 CO.R

1
2
Cı/ can be covered by RCı cubes B, by a

simple pigeonholing argument we get

#
˚
Qq 2Q.�1; �2/ W �!1 \R

ı
Qq ¤∅; dist. Qq; q/�R1�ı

	
&R�Cı�1:

Next, for the upper bound it suffices to show that, for any !2 2W2,

#
˚
. Qq; !1/ 2Q.�1; �2/�WœB

1 .qI �1; �
0
2/

W �!1 \R
ı
Qq ¤∅; �!2 \R

ı
Qq ¤∅; dist. Qq; q/&R1�ı

	
.RCı : (4-21)

Let z0 be the center of q. Then, by the definition of WœB
1 .q0I �1; �

0
2/, it follows that[

!12WœB
1 .qI�1;�

0
2/

�!1 � �
�1;�
0
2

1 .CR
1
2
Cı/C z0:

If !2 2W2, then it follows from Lemma 3.2 that the intersection

�!2 \

� [
!12WœB

1 .qI�1;�
0
2/

�!1

�

is contained in a cube of side length O.R
1
2
Cı/. Thus, there are at most O.RCı/ choices of balls Qq 2

Q.�1; �2/ such that . Qq; !1/ is contained in the set in (4-21). On the other hand, since dist. Qq; q/&R1�Cı,
we have

#
˚
w1 2WœB

1 .qI �1; �
0
2/ W �!1 \R

ı
Qq ¤∅; �!1 \R

ıq ¤∅
	
.RCı: (4-22)

To see this, by scaling it is enough to check that the map S1 3 � 7!
Pk
iD1 tjr'i .�/ is one-to-one whenever

jt j D 1. But this follows from the condition (1-2) if we take S1 to be small enough. Thus we obtain the
claim (4-21). Hence, we also have (4-9), which finishes the proof of Proposition 4.1. This completes the
proof of Theorem 1.1. �
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Proof of Theorem 1.2. Thanks to Lemma 3.3, the line of argument in the proof of Theorem 1.1 works
without modification except that we need to show (4-22). However, to prove (4-22) we don’t need to show
S1 3 � 7!

Pk
iD1 tjr'i .�/ is one-to-one. Instead, as is clear after rescaling, it is enough to show that

…�1;�
0
2 3 � 7!

Pk
iD1 tjr'i .�/ is one-to-one. Let t1; : : : ; td�k be a set of vectors spanning the tangent

space of …�1;�
0
2 at �0. Then the above follows if we show that the matrix

.tt1; : : : ; t
t
d�k/

� kX
iD1

tjH'i .�0/

�
has rank d � k for jt j D 1. In fact, t1; : : : ; td�k are almost normal to the span of fr'i .�2/�r'i .�1/ W
i D 1; : : : ; kg. These vectors are close to n1; : : : ;nd�k . Hence, assuming that S1 and S2 are small
enough, the above follows if we show N .�2; �1/

Pk
iD1tjH'i .�0/ has rank d � k. This clearly follows

from (1-5). �

5. Restriction estimates for complex surfaces

In this section we provide the proofs of Corollary 1.5 and Theorem 1.6. In what follows we set k D 2,
d D 2n.

Proof of Corollary 1.5. Let '1, '2 be given by 1
2
ztDz D '1C i'2 so that

'1.x; y/D .x
tDx�ytDy/; '2.x; y/D x

tDy; .x; y/ 2 Rn �Rn:

In order to prove Corollary 1.5 we need only to show that the condition (1-13) implies the assumptions in
Theorem 1.1.

Let us set zj D xj C iyj 2 Cn for j D 1; 2, ıx D x2 � x1, and ıy D y2 � y1. Then a computation
shows that the associated matrix M .t; z1; z2; z/ is given by

M .t; z1; z2; z/D

0BB@
0 0 ıtxD �ı

t
yD

0 0 ıtyD ıtxD

Dıx Dıy t1D t2D

�Dıy Dıx t2D �t1D

1CCA :
Note that

2X
jD1

tjH'j D

�
t1D t2D

t2D �t1D

�
:

Then, it is easy to see that the inverse of
P2
jD1 tjH'j is

.t21 C t
2
2 /
�1

�
t1D
�1 t2D

�1

t2D
�1 �t1D

�1

�
:

So, the assumption (1-2) holds. Hence, it suffices to show that (1-13) implies (1-3). By the block matrix
formula we only need to check

det
��
ıtxD �ı

t
yD

ıtyD ıtxD

��
t1D
�1 t2D

�1

t2D
�1 �t1D

�1

��
Dıx Dıy
�Dıy Dıx

��
¤ 0:
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By a direct computation it is not difficult to see that the left-hand side equals4

�.t21 C t
2
2 /
�
.ıtxDıx � ı

t
yDıy/

2
C 4.ıtxDıy/

2
�
:

Since .z2� z1/tD.z2� z1/D ıtxDıx � ı
t
yDıy C 2iı

t
xDıy , it is now clear that (1-13) implies (1-3). �

Proof of Theorem 1.6. From the bilinear estimate we can get the linear estimate by adapting the arguments
in [Tao et al. 1998; Vargas 2005; Lee 2006]. Since D is nonsingular and symmetric, by making use of
linear transforms we may assume that

D D

�
1 0

0 ˙1

�
;

and so we have eitherˆ.z1; z2/Dz21Cz
2
2D .z1Ciz2/.z1�iz2/ orˆ.z1; z2/Dz21�z

2
2D .z1Cz2/.z1�z2/.

By a linear change of variables the problem can be further reduced to showing Theorem 1.6 when
ˆ.z1; z2/D z1z2.

The following is an immediate consequence of Theorem 1.1 and the translation invariance of the
bilinear estimate.

Lemma 5.1. Let ˆ.z1; z2/D z1z2 and Q1;Q2 � C2 be closed cubes. Assume that

24 � jz1�w1j � 2
�1 and 24 � jz2�w2j � 2

�1

whenever .z1; z2/ 2Q1 and .w1; w2/ 2Q2. If supp.f /�Q1 and supp.g/�Q2, then for q > 10
3

and
1
p
C

5
3q
< 1,

kEf Egkq
2
� Cp;q kf kp kgkp:

In the next lemma the hypothesis of “nonvanishing rotational curvature” is weakened to the usual
separation condition. But then, for the conclusion to hold, the pair

�
1
p
; 1
q

�
needs to satisfy a more restrictive

condition. This lemma is an analog of Proposition 4.1 in [Lee 2006].

Lemma 5.2. Let Q1, Q2 be closed cubes in C2 such that dist.Q1;Q2/ � 1. If supp.f / � Q1 and
supp.g/�Q2, then there is a constant Cp;q such that

kEf Egkq
2
� Cp;q kf kp kgkp if 1

p
C
2
q
< 1; q > 10

3
;

or
kE�F E�Gkq

2
. kf kp;1 kgkp;1 if 1

p
C
2
q
D 1; q > 10

3
:

By translation it is clear that in Lemmas 5.1 and 5.2 the same estimate holds with Q1, Q2 replaced
by Q1 C a, Q2 C a, respectively, for any a 2 C2. It is possible to prove the strong-type estimate
kE�F E�Gkq=2 . kf kp kgkp for 1

p
C
2
q
D 1, q > 10

3
by making use of the asymmetric estimates which

are obtained in the course of proof of Proposition 1.3 and the bilinear interpolation; see, e.g., [Bergh and
Löfström 1976, Section 3.13, 5(b)]. However, we have decided not to include the details here, because it
does not seem to have any consequences for linear estimates.

4In fact, the product of the three matrices is equal to
� t1
t2

�t2
t1

�� ıtxDıx�ıtyDıy
2ıtxDıy

2ıtxDıy

ıtyDıy�ı
t
xDıx

�
.
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Proof of Lemma 5.2. By interpolation it suffices to consider the case 10
3
< q � 4 and p � q. By

decomposition of the domains, followed by translation and scaling, we may assume that Q1 DH1 �K
and Q2 DH2 �K, where dist.H1;H2/� 2�1 and K is the unit cube in C, centered at the origin.

By a Whitney decomposition, we get

.K �K/ nD D
[
j>1

[
.k;k0/W

I
j

k
�I

j

k0

I
j

k
� I

j

k0

where D D f.z2; w2/ W z2 D w2g, and fI j
k
gk are the dyadic cubes in C of side length 2�j, and as usual

the notation I j
k
� I

j

k0
means that the parent cubes of I j

k
and I j

k0
are adjacent, while I j

k
and I j

k0
are not.

Let us set

f
j

k
.z1; z2/D �Ij

k

.z2/f .z1; z2/; g
j

k
.w1; w2/D �Ij

k

.w2/g.w1; w2/:

Then, since the cubes I j
k
� I

j

k0
are almost disjoint, we may write

Ef Eg D
X
j

X
.k;k0/W

I
j

k
�I

j

k0

E.f
j

k
/E.g

j

k0
/:

Since q > 10
3

, we get

kEf Egkq
2
�

X
j

 X
I
j

k
�I

j

k0

E.f
j

k
/E.g

j

k0
/


q
2

.
X
j

� X
I
j

k
�I

j

k0

kE.f
j

k
/E.g

j

k0
/k
q
2
q
2

�2
q

;

where the last inequality follows from Lemma 6.1 in [Tao et al. 1998]. Here, we used the fact that for
each fixed j the supports of the Fourier transforms of E.f j

k
/E.g

j

k0
/ have uniformly bounded overlap as

.k; k0/ varies, provided that I j
k
� I

j

k0
. This is a consequence of the Whitney decomposition. We now

claim that if I j
k
� I

j

k0
, then

kE.f
j

k
/E.g

j

k0
/kq
2
. 24j.

1
p
C 2
q
�1/
kf

j

k
kp kg

j

k0
kp (5-1)

when 1
p
C

5
3q
< 1, q > 10

3
. This is an easy consequence of a translated version of Lemma 5.1. Assuming

this for the moment, we will finish the proof. Since q � p, for 1
p
C

5
3q
< 1, 4 > q > 10

3
, we have

kEf Egkq
2
�

X
j

24j.
1
p
C 2
q
�1/

� X
I
j

k
�I

j

k0

kf
j

k
k

q
2
p kg

j

k0
k

q
2
p

�2
q

.
X
j

24j.
1
p
C 2
q
�1/

�X
Ij

kf
j

k
k
p
p

�1
p
�X
J j

kg
j

k0
k
p
p

�1
p

.
X
j

24j.
1
p
C 2
q
�1/
kf kp kgkp:

Now take f D �F and g D �G for measurable sets F , G contained in V1, V2, respectively. Fix p, q
with 4 > q > 10

3
, 1
p
C
2
q
D 1, and choose p1 and p2 such that 1

pj
C

5
3q
< 1, j D 1; 2, and

1
p1
C
2
q
� 1D �; 1

p2
C
2
q
� 1D��
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for some small � > 0. Then by applying the last estimate for p D p1 and p D p2, we obtain

kE�F E�Gkq
2
.
X
j

min
˚
24j�jF j�C1�

2
q jGj�C1�

2
q ; 2�4j�jF j��C1�

2
q jGj��C1�

2
q
	

. jF j1�
2
q jGj1�

2
q D jF j1=pjGj

1
p:

This shows the estimate kE�F E�Gkq=2 . kf kp;1 kgkp;1 for 1
p
C
2
q
D 1, 4 > q > 10

3
.

Now it remains to show (5-1). Clearly, I j
k

and I j
k0

are contained in a ball of radius 22�j and
dist.I j

k
; I
j

k0
/� 2�1�j. Hence, by a change of variables,

E.f
j

k
/.w/D 2�2j E.f

j

k
. � ; 2�j � //.w1; 2

�jw2; 2
�jw3/;

E.g
j

k0
/.w/D 2�2j E.g

j

k0
. � ; 2�j � //.w1; 2

�jw2; 2
�jw3/:

Then we see that suppf j
k
. � ; 2�j � /�H1� QI1 and gj

k0
. � ; 2�j � /�H2� QI2 if dist. QI1; QI2/�2�1 and QI1; QI2

are contained in a ball of radius � 23. The assumption of Lemma 5.1 is satisfied with f D f j
k
. � ; 2�j � /

and g D gj
k0
. � ; 2�j � /. Hence we may apply it to E.f j

k
. � ; 2�j � //E.f

j

k
. � ; 2�j � // and get (5-1). �

Once Lemma 5.2 is established, the usual argument in [Tao et al. 1998], used to deduce linear estimates
from bilinear ones, works without modification. We omit the details. �
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COMPLETE EMBEDDED COMPLEX CURVES IN THE BALL OF C2

CAN HAVE ANY TOPOLOGY

ANTONIO ALARCÓN AND JOSIP GLOBEVNIK

In this paper we prove that the unit ball B of C2 admits complete properly embedded complex curves of any
given topological type. Moreover, we provide examples containing any given closed discrete subset of B.

1. Introduction

Yang [1977a; 1977b] raised the question of whether there exist complete bounded complex submanifolds
of a complex Euclidean space CN (N > 1). Recall that an immersed k-dimensional complex submanifold
ψ :Mk

→CN (1≤ k< N ) is said to be complete if the Riemannian metric induced on M by the Euclidean
metric in CN via ψ is complete in the classical sense, or equivalently, if the image by ψ of any divergent
path on M has infinite Euclidean length.

The case of main interest to us in this paper is when k = 1 and N = 2, i.e., complex curves in the
complex Euclidean plane C2. There are many known examples of complete bounded immersed complex
curves in C2, which have been obtained by different methods; see the works of Jones [1979] for discs,
Martín, Umehara, and Yamada [Martín et al. 2009] for some finite topologies, Alarcón and López [2013a]
for examples with arbitrary topology, and Alarcón and Forstnerič [2013] and Alarcón, Drinovec Drnovšek,
Forstnerič, and López [Alarcón et al. 2015] for examples normalized by any given bordered Riemann
surface. Furthermore, the curves in [Alarcón and López 2013a; Alarcón and Forstnerič 2013; Alarcón
et al. 2015] can be chosen to be proper in any given convex domain of C2, in particular, in the open unit
Euclidean ball, which throughout this paper will be denoted by B.

On the other hand, using the techniques developed in the cited sources and taking into account that
the general position of complex curves in CN is embedded for all N ≥ 3, it is not very hard to construct
complete bounded embedded complex curves in CN for any such N ; see again [Alarcón and Forstnerič
2013; Alarcón et al. 2015]. For submanifolds of higher dimension, Alarcón and Forstnerič [2013] provided
examples of complete bounded embedded k-dimensional complex submanifolds of C3k for any k ∈N,
whereas Drinovec Drnovšek [2015] proved that every bounded, strictly pseudoconvex, smoothly bounded
domain of Ck admits a complete proper holomorphic embedding into the unit ball of CN provided that
the codimension N − k is sufficiently large.

However, constructing complete bounded embedded complex curves in C2 (and, more generally,
complete bounded embedded complex hypersurfaces of CN for N > 1) is a much more arduous task; the
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main reason why is that self-intersections of complex curves in C2 are stable under small deformations.
It is therefore not surprising that the first known examples of such curves were only found almost four
decades after Yang posed his question; they were given in [Alarcón and López 2016]. Their method,
which in fact furnishes complete properly embedded complex curves in any convex domain of C2, is rather
involved and relies, among other things, on a subtle self-intersection removal procedure that does not
allow for the inference of any information on the topological type of the examples. A little later Globevnik
[2015; 2016b], using a different technique, extended the results in [Alarcón and López 2016] by proving
the existence of complete properly embedded complex hypersurfaces in any pseudoconvex domain D
of CN for any N > 1; this settles the embedded Yang problem in an optimal way in all dimensions. His
examples are given as level sets of highly oscillating holomorphic functions D→C, and hence, again, no
information on their topology is provided. In light of the above, the following questions naturally appear;
see [Alarcón and López 2016, Question 1.5; Globevnik 2015, Questions 13.1 and 13.2]:

Problem 1.1. Is there any restriction on the topology of a complete bounded embedded complex hyper-
surface of CN ? What if N = 2? For instance, do there exist complete proper holomorphic embeddings of
the unit disk D⊂ C into the unit ball B⊂ C2?

The first approach to this problem was recently made in [Alarcón et al. 2016] by Alarcón, Globevnik,
and López, who, with a conceptually new method based on the use of holomorphic automorphisms
of CN, constructed complete closed complex hypersurfaces in the unit ball of CN for any N > 1 with
certain restrictions on their topology. In particular, for N = 2, they showed that the unit ball of C2 admits
complete properly embedded complex curves with arbitrary finite topology, see Corollary 1.2 of that paper,
thereby affirmatively answering the third question in Problem 1.1. Going further in this line, Globevnik
[2016a] proved the existence of complete proper holomorphic embeddings D ↪→B whose image contains
any given closed discrete subset of B. This is reminiscent of an old result by Forstnerič, Globevnik, and
Stensønes [Forstnerič et al. 1996] asserting that, given a pseudoconvex Runge domain D ⊂ CN (N > 1)
and a closed discrete subset 3 ⊂ D, there is a proper holomorphic embedding D ↪→ D whose image
contains 3. It is nevertheless true that these embeddings are not ensured to be complete in any case.

The aim of this paper is to settle Problem 1.1 for N = 2 by proving the existence of complete properly
embedded complex curves in B with arbitrary topology (possibly infinite). This completely solves the
problem and, in particular, generalizes the existence result [Alarcón et al. 2016, Corollary 1.2], which
only deals with finite topological types. Moreover, we provide examples of such curves which contain
any given closed discrete subset of B, thereby extending the above-mentioned hitting result by Globevnik
[2016a, Theorem 1.1].

The main theorem of this paper can be stated as follows.

Theorem 1.2. Let 3 be a closed discrete subset of the unit ball B ⊂ C2. On each open connected
orientable smooth surface M there exists a complex structure such that the open Riemann surface M
admits a complete proper holomorphic embedding M ↪→ B whose image contains 3.

It is perhaps worth mentioning that, choosing any closed discrete subset 3 ⊂ B such that 3̄ \3 =
bB= {ζ ∈ C2

: |ζ |=1}, Theorem 1.2 trivially implies the following:
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Corollary 1.3. The unit ball B ⊂ C2 contains complete properly embedded complex curves with any
given topology and whose limit set equals bB.

Although it is not explicitly stated there, Corollary 1.3 in the simply connected case straightforwardly
follows from the results by Globevnik [2016a].

Our method of proof exploits some ideas from both [Alarcón et al. 2016] and [Globevnik 2016a]
(in particular, our construction technique is based on the use of holomorphic automorphisms of C2),
but also from [Alarcón and López 2013b], where the authors constructed properly embedded complex
curves in C2 with arbitrary topology. The latter contributes to the so-called embedding problem for
open Riemann surfaces in C2, a long-standing open question in Riemann surface theory asking whether
every open Riemann surface properly embeds in C2 as a complex curve [Bell and Narasimhan 1990,
Conjecture 3.7, page 20]; for recent advances and a history of this classical problem we refer to [Forstnerič
and Wold 2009; 2013]. It is shown in [Forstnerič and Wold 2009] that given a compact bordered Riemann
surface M = M ∪ bM admitting a smooth embedding f : M ↪→ C2 which is holomorphic in M, there is
a proper holomorphic embedding f̃ : M ↪→ C2 which is as close as desired to f uniformly on a given
compact subset of M. (A compact bordered Riemann surface M is a compact Riemann surface with
boundary ∅ 6= bM ⊂ M consisting of finitely many pairwise disjoint smooth Jordan curves; its interior
M = M \ bM is called a bordered Riemann surface.) This fact and the arguments in its proof were key in
the construction method in [Alarcón and López 2013b], which will be used in the proof of Theorem 1.2.

We strongly expect that the new construction techniques developed in this paper may be adapted to
prove the statement of Theorem 1.2 but replacing the ball B by any convex domain of C2. The following
questions, concerning pseudoconvex domains, remain open and seem to be much more challenging.

Problem 1.4. Let D ⊂ C2 be a pseudoconvex Runge domain. Does there exist a complete proper
holomorphic embedding D ↪→ D? Given a closed discrete subset 3⊂ D, do there exist complete properly
embedded complex curves in D containing 3?

As we have already mentioned, every bordered Riemann surface M admits a complete proper holomor-
phic immersion M→ B [Alarcón and Forstnerič 2013], and if in addition there is a smooth embedding
M→ C2 that is holomorphic in M, then M properly holomorphically embeds into C2 [Forstnerič and
Wold 2009]. It is however an open question, likely very difficult, whether every bordered Riemann
surface admits a holomorphic embedding in C2 (even without requiring the embedding to have any global
condition such as completeness or properness); see, e.g., the introduction of [Forstnerič and Wold 2009]
or Section 8.9 in the monograph [Forstnerič 2011] for more information. Thus, one is also led to ask:

Problem 1.5. Let M =M∪bM be a compact bordered Riemann surface and assume that there is a smooth
embedding M ↪→ C2 which is holomorphic in M. Does M admit complete holomorphic embeddings
M ↪→ C2 with bounded image?

We hope to return to these interesting questions in a future work.

Organization of the paper. In Section 2 we set the notation that will be used throughout the paper and,
with the aim of making it self-contained, state some already known results which will be used in the
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proof of Theorem 1.2. In Section 3 we prove an approximation result by properly embedded complex
curves in the unit ball B⊂ C2 (see Theorem 3.1) from which Theorem 1.2 will be easily derived.

2. Preliminaries

We denote by | · | and B= {ζ ∈ C2
: |ζ |< 1} the Euclidean norm and the unit Euclidean ball in C2. For a

subset C ⊂C2 we denote by C , C̊ , and bC =C \C̊ the topological closure, interior, and frontier of C in C2,
respectively. Also, given a point ξ ∈C2 and a number r ∈R+=[0,+∞[we write ξ+rC={ξ+rζ : ζ ∈C}.

Let A be a smoothly bounded compact domain in an open Riemann surface and let k∈Z+={0, 1, 2, . . . }.
We denote by A k(A) the space of functions A→C of class C k(A) which are holomorphic on the interior
Å = A \ bA. If N ∈ N we will simply write A k(A) instead of

A k(A)N
= A k(A)×

N times
· · · ×A k(A)

when there is no place for ambiguity. Given an immersion ψ : A→ CN (N > 1) of class C 1(A), we
denote by distψ : A× A→ R+ the Riemannian distance in A induced by the Euclidean metric of CN

via ψ ; that is,

distψ(p, q) := inf{length(ψ(γ )) : γ ⊂ A path connecting p and q}, p, q ∈ A,

where length( · ) denotes the Euclidean length in CN.

Tangent balls. Given a point ζ ∈C2
\ {0} and a number r > 0, we denote by T (ζ, r) the closed ball with

center ζ and radius r in the real affine hyperplane Hζ tangent to the sphere b(|ζ |B) at the point ζ ; that is,

T (ζ, r) := {ξ ∈ Hζ : |ξ − ζ | ≤ r} ⊂ C2.

According to [Alarcón et al. 2016, Definition 1.3], the set T (ζ, r) above is called the tangent ball of
center ζ and radius r . A collection F= {T (ζ j , rj )}j∈J of tangent balls in B⊂ C2 will be called tidy, see
Definition 1.4 of the same paper, if it satisfies the following requirements:

• T (ζ j , rj )⊂ B for all j ∈ J and the tangent balls in F are pairwise disjoint.

• t B intersects finitely many tangent balls in the family F for all 0< t < 1.

• If T (ζ, r), T (ζ ′, r ′) ∈ F and |ζ | = |ζ ′|, then r = r ′.

• If T (ζ, r), T (ζ ′, r ′) ∈ F and |ζ |< |ζ ′|, then T (ζ, r)⊂ |ζ ′|B.

Notice that a tidy collection F= {T (ζ j , rj )}j∈J of tangent balls in B consists of countably many elements;
and so we may assume that J ⊂ N= {1, 2, 3, . . . }. We denote by

|F| :=
⋃
j∈J

T (ζ j , rj )

the union of all the tangent balls in a tidy collection. Note that if J is finite then |F| is compact, whereas
if J is infinite then |F| is a proper subset of B.

The following two results, involving tidy collections of tangent balls, are proved in [Alarcón et al.
2016], and will be invoked in our argumentation.
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Lemma 2.1 [Alarcón et al. 2016, Lemma 2.4]. Given numbers 0 < r < r ′ < 1 and ` > 0 there is
a finite tidy collection F of tangent balls in B such that |F| ⊂ r ′B \ rB and the length of any path
γ : [0, 1] → r ′B \ ((rB)∪ |F|) with |γ (0)| = r and |γ (1)| = r ′ is at least `.

The next result is not explicitly stated in [Alarcón et al. 2016] but straightforwardly follows from an
inspection of the proof of Theorem 1.6 of that paper as a standard finite recursive application of their
Lemma 3.1.

Lemma 2.2. Let 0< r < r ′ < 1 be numbers and let F be a finite tidy collection of tangent balls in B with
|F| ⊂ r ′B \ rB. Then, given a properly embedded complex curve Z ⊂ C2 and a number ε > 0, there is a
holomorphic automorphism 8 : C2

→ C2 satisfying the following properties:

(i) 8(Z)∩ |F| =∅.

(ii) |8(ζ)− ζ |< ε for all ζ ∈ rB.

Hitting and approximation lemmas. In this subsection we state two results which will also be used in
our construction. The first one, due to Globevnik, will be key in order to achieve the hitting condition in
the statement of Theorem 1.2.

Lemma 2.3 [Globevnik 2016a, Lemma 7.2]. Given a finite subset 3⊂ B there exist numbers η > 0 and
µ > 0 such that the following holds. Given a number 0< δ < η and a map ϕ :3→ C2 such that

|ϕ(ζ )− ζ |< δ for all ζ ∈3,

there exists a holomorphic automorphism 9 : C2
→ C2 satisfying the following conditions:

(i) 9(ϕ(ζ ))= ζ for all ζ ∈3,

(ii) |9(ζ)− ζ |< µδ for all ζ ∈ B.

The second result, which will help us to increase the topology in the recursive construction, is a
particular case of [Alarcón and López 2013b, Theorem 4.5]; it also easily follows from the results in
[Forstnerič and Wold 2009].

Lemma 2.4. Let M = M ∪ bM be a compact bordered Riemann surface and let K ⊂ M be a connected,
smoothly bounded, Runge compact domain which is a strong deformation retract of M. Let φ : K ↪→ C2

be an embedding of class A 1(K ) and assume that there exists a number s > 0 such that

φ(bK )∩ sB=∅.

Then, given ε > 0, there are an open domain �⊂ M and a proper holomorphic embedding φ̃ :� ↪→ C2

such that:

(i) K ⊂� and � is a deformation retract of M and homeomorphic to M.

(ii) |φ̃(p)−φ(p)|< ε for all p ∈ K.

(iii) φ̃(� \ K̊ )∩ sB=∅.
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Recall that a compact subset K of an open Riemann surface M is said to be Runge or holomorphically
convex if every continuous function K →C, holomorphic in K̊, may be approximated uniformly on K by
holomorphic functions M→ C. The classical Mergelyan theorem ensures that K ⊂ M is Runge if and
only if M \ K has no relatively compact connected components in M ; see [Bishop 1958; Runge 1885;
Mergelyan 1951].

3. Proof of the main theorem

In this section we prove the following more precise version of Theorem 1.2.

Theorem 3.1. Let M be an open connected Riemann surface, let K ⊂ M be a connected, smoothly
bounded, Runge compact domain, let 0< s < r < 1 be numbers, and assume that there is an embedding
ψ : K → C2 of class A 1(K ) such that

ψ(bK )⊂ rB \ sB. (3-1)

Let 3⊂ B be a closed discrete subset such that

3∩ rB⊂ ψ(K̊ )∩ sB. (3-2)

Then, given ε > 0, there are a domain D⊂ M and a complete proper holomorphic embedding ψ̃ : D ↪→B

satisfying the following properties:

(i) K ⊂ D and D is a deformation retract of M (and hence homeomorphic to M).

(ii) |ψ̃(ζ )−ψ(ζ )|< ε for all ζ ∈ K.

(iii) 3⊂ ψ̃(D).

(iv) ψ̃(D \ K )∩ sB=∅.

Proof. Pick a number s < s ′0 < r such that

ψ(bK )⊂ rB \ s ′0B. (3-3)

Such an s ′0 exists in view of (3-1) by compactness of ψ(bK ). Without loss of generality we assume that
3 is infinite, and hence, since it is closed in B and discrete, 3 is in bijection with N and for any ordering
3= {pi }i∈N of 3 we have limi→∞ |pi | = 1. Thus, there are sequences of numbers {rj }j∈N, with r1 = r ,
{r ′j }j∈N, {sj }j∈N, and {s ′j }j∈N, satisfying the following properties:

(a) s ′j−1 < rj < r ′j < sj < s ′j for all j ∈ N.

(b) limj→∞ rj = 1.

(c) 3⊂ sB∪
(⋃

j∈N(s
′

j B \ sj B)
)
, taking into account (3-2).

Write 30 :=3∩ sB =3∩ s ′0B and 3j =3∩ (s ′j B \ sj B), j ∈ N, and observe that 3j is finite for all
j ∈ Z+. We also assume without loss of generality that 3j 6=∅ for all j ∈ Z+. By (a) and (c) we have

3=
⋃

j∈Z+

3j , 3i ∩3j =∅ for all i, j ∈ Z+, i 6= j . (3-4)
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Let {εj }j∈N↘ 0 be a decreasing sequence of positive numbers such that∑
j∈N

εj < ε. (3-5)

The precise values of the numbers εj , j ∈ N, will be specified later.
Write M0 := K and let

M0 b M1 b M2 b · · ·b M =
⋃

j∈Z+

Mj (3-6)

be an exhaustion of M by connected, smoothly bounded, Runge compact domains such that the Euler
characteristic satisfies χ(Mj \M̊j−1)∈{0,−1} for all j ∈N. Such an exhaustion exists by basic topological
arguments; see, e.g., [Alarcón and López 2013b, Lemma 4.2] for a simple proof.

Write D0 := M0 = K and set ψ0 := ψ. Fix a point p0 ∈ K̊. We shall recursively construct a sequence
4j = {Dj , ψj }, j ∈ N, where Dj is a connected, smoothly bounded, Runge compact domain in M and
ψj : Dj ↪→ C2 is an embedding of class A 1(Dj ) such that the following hold for all j ∈ N:

(1j ) Dj−1 b Dj b Mj and Dj is a strong deformation retract of Mj .

(2j ) |ψj (p)−ψj−1(p)|< εj for all p ∈ Dj−1.

(3j ) distψj (p0, bDj ) > j .

(4j ) ψj (bDj )⊂ rj+1B \ s ′j B.

(5j ) ψj (Dj \ D̊j−1)∩ s ′j−1B=∅.

(6j ) 3i ⊂ ψj (D̊i ) for all i ∈ {0, . . . , j}.

Assume for a moment that we have already constructed a sequence {4j }j∈N enjoying the above
conditions. By (1j ) and (3-6), we obtain that

D :=
⋃

j∈Z+

Dj

is a domain in M satisfying property (i) in the statement of the theorem. We claim that, if the number
εj > 0 is chosen small enough at each step in the recursive construction, the sequence {ψj }j∈Z+ converges
uniformly on compacta in D to a limit map

ψ̃ = lim
j→∞

ψj : D→ C2

satisfying the conclusion of the theorem. Indeed, by (2j ) and (3-5) the limit map ψ̃ exists and satisfies (ii);
recall that K = D0. Since each map ψj is an embedding of class A 1(Dj ), choosing the number εj > 0
sufficiently small at each step in the recursive construction, we have ψ̃ :D→C2 is an injective holomorphic
immersion. Moreover, (3j ) ensures that ψ̃ is complete, whereas (5j ), (a), and (b) guarantee (iv) and the
facts that ψ̃(D)⊂ B and that ψ̃ : D→B is a proper map; recall that s< s ′0 and observe that limj→∞ s ′j = 1.
Thus, ψ̃ :D ↪→B is a proper embedding. Finally, (6j ) and (3-4) imply that3⊂ ψ̃(D), thereby proving (iii).

To conclude the proof, it therefore suffices to construct a sequence 4j = {Dj , ψj }, j ∈N, satisfying
properties (1j )–(6j ) above. We proceed by induction. The basis is given by the compact domain D0



1994 ANTONIO ALARCÓN AND JOSIP GLOBEVNIK

and the map ψ0; observe that (30) holds since p0 ∈ D̊0 and ψ0 is an immersion, (40)= (3-3) (recall that
r1 = r ), (60) is implied by (c) and (3-2), and (20), (50), and the first part of (10) are vacuous conditions.
Finally, the second part of (10) is obvious since D0 = M0.

For the inductive step, assume that we have 4j−1 = {Dj−1, ψj−1} enjoying the desired properties for
some j ∈ N and let us construct 4j = {Dj , ψj }. We distinguish two cases.

Case 1: Assume that χ(Mj \ M̊j−1)= 0. In this case Mj−1 is a strong deformation retract of Mj .
Write 3′ =

⋃ j
i=03i and let η > 0 and µ> 0 be the numbers given by Lemma 2.3 applied to the finite

subset 3′ ⊂ B.
By (3j−1) and (4j−1) there is another number η′ > 0 with the following property:

(A1) If φ : Dj−1 → C2 is an immersion of class A 1(Dj−1) such that |φ(p)− ψj−1(p)| < η′ for all
p ∈ Dj−1, then distφ(p0, bDj−1) > j − 1 and φ(bDj−1)⊂ rj B \ s ′j−1B.

On the other hand, Lemma 2.1 gives a finite tidy collection F of tangent balls in B satisfying the
following conditions:

(A2) |F| ⊂ r ′j B \ rj B.

(A3) The length of any path γ : [0, 1]→r ′j B\((rj B)∪|F|)with |γ (0)|=rj and |γ (1)|=r ′j is greater than 2.

Thus, there is a third number η′′ > 0 enjoying the following property:

(A4) If α : [0, 1]→ r ′j B\rj B is a path satisfying that there is another path γ : [0, 1]→ r ′j B\((rj B)∪|F|)

such that |γ (0)| = rj , |γ (1)| = r ′j , and |γ (x)− α(x)| < η′′ for all x ∈ [0, 1], then the length of α
is greater than 1.

Next, pick a number t such that s ′j−1 < t < rj and

ψj−1(bDj−1)⊂ rj B \ t B; (3-7)

the existence of such number t is ensured by (a) and (4j−1). Finally, choose a number

0< δ <min
{
η,

η′

µ+ 1
,
η′′

µ+ 1
,
εj

µ+ 1
,

t − s ′j−1

µ
,

rj+1− s ′j
2µ

}
. (3-8)

Also fix a number τ1 > 0 which will be specified later.
Taking into account (3-7), Lemma 2.4 furnishes an open domain �b M̊j and a proper holomorphic

embedding φ1 :� ↪→ C2 such that the following hold:

(B1) Dj−1⊂� and� is a deformation retract of M̊j and is homeomorphic to M̊j . In particular, the second
part of (1j−1) and the fact that Mj−1 is a strong deformation retract of Mj ensure that � \ Dj−1

consists of a finite collection of pairwise disjoint open annuli.

(B2) |φ1(p)−ψj−1(p)|< τ1 for all p ∈ Dj−1.

(B3) φ1(� \ D̊j−1)∩ t B=∅.

In view of (3-7) and (B2), and choosing τ1 > 0 small enough, we also have:

(B4) φ1(bDj−1)⊂ rj B \ t B.
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Now, given a number τ2 > 0 which will be specified later and taking into account (A2), Lemma 2.2
provides a holomorphic automorphism 8 : C2

→ C2 such that

(C1) 8(φ1(�))∩ |F| =∅.

(C2) |8(ζ)− ζ |< τ2 for all ζ ∈ rj B.

Write
φ2 :=8 ◦φ1 :� ↪→ C2. (3-9)

By (B1), (B3), (B4), (C2), and (a), and choosing τ2 > 0 sufficiently small, we have:

(D1) φ2(bDj−1)⊂ rj B \ t B.

(D2) φ2(� \ D̊j−1)∩ t B=∅.

and, taking into account (B1), (D1), and the maximum principle for the function |φ2|, there exists a
smoothly bounded compact domain ϒ ⊂� such that:

(D3) Dj−1 b ϒ and Dj−1 is a strong deformation retract of ϒ.

(D4) φ2(bϒ)⊂ b(t ′B) and meets transversely there for some number t ′ with r ′j < t ′ < sj .

Next, choose a point q0 ∈ bϒ and a smooth embedded compact path λ ⊂ C2
\ t ′B having φ2(q0) as

an endpoint, meeting b(t ′B) transversely there, and being otherwise disjoint from t ′B. Assume also that

3j ⊂ λ⊂ s ′j B \ t ′B. (3-10)

Also take a smooth embedded compact path γ ⊂�\ϒ̊ having q0 as an endpoint, meeting bϒ transversely
there, and being otherwise disjoint from ϒ. Extend φ2, with the same name, to a smooth embedding
ϒ ∪ γ ↪→ C2 such that

φ2(γ )= λ. (3-11)

Observe that ϒ ∪γ is a Runge compact subset of �; take into account (B1) and (D3). Thus, given τ3 > 0
to be specified later, Mergelyan’s theorem applied to φ2 :ϒ ∪γ ↪→C2 ensures the existence of a smoothly
bounded compact domain ϒ ′ ⊂� and an embedding φ3 : ϒ

′ ↪→ C2 of class A 1(ϒ ′) such that:

(E1) ϒ∪γ ⊂ ϒ̊ ′ and ϒ ′ is a strong deformation retract of Mj . In particular, Dj−1 is a strong deformation
retract of ϒ ′; see (D3).

(E2) |φ3(p)−φ2(p)|< τ3 for all p ∈ ϒ ∪ γ.

Furthermore, if we take ϒ ′ close enough to ϒ ∪ γ and if τ3 > 0 is chosen sufficiently small, we obtain
in view of (E2) that:

(E3) φ3(ϒ
′
\ ϒ̊)⊂ s ′j B \ r ′j B. See (D4), (a), (3-10), and (3-11).

(E4) φ3(bDj−1)⊂ rj B \ t B. See (D1) and (D3).

(E5) φ3(ϒ
′
\ D̊j−1)∩ t B=∅. See (D2).

(E6) φ3(ϒ
′)∩ |F| =∅. See (3-9), (C1), (E3), and (A2).
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Given τ4 > 0 to be specified later, applying Lemma 2.4 once again, we obtain, in view of (E3), a
domain �′ b Mj and a proper holomorphic embedding φ4 :�

′ ↪→ C2 such that:

(F1) ϒ ′ ⊂ �′ and �′ is a deformation retract of M̊j and homeomorphic to M̊j . In particular, �′ \ϒ ′

consists of a finite collection of pairwise disjoint open annuli. See (B1).

(F2) |φ4(p)−φ3(p)|< τ4 for all p ∈ ϒ ′.

(F3) φ4(�
′
\ ϒ̊ ′)∩ r ′j B=∅.

If τ4 > 0 is chosen sufficiently small then, in view of (F2), we also have:

(F4) φ4(bDj−1)⊂ rj B \ t B. See (E4).

(F5) φ4(�
′
\ D̊j−1)∩ t B=∅. See (F3) and (E5), and recall that t < rj < r ′j .

(F6) φ4(�
′)∩ |F| =∅. See (E6), (F3), and (A2).

Assume now that the numbers τi , i = 1, . . . , 4, are chosen small enough such that
∑4

i=1 τi < δ, where
δ > 0 is the number in (3-8). Thus, by (B2), (C2), (3-9), (E2), and (F2), we have:

(F7) |φ4(p)−ψj−1(p)|<
∑4

i=1 τi < δ for all p ∈ Dj−1.

(F8) |φ4(p)−φ2(p)|< τ3+ τ4 <
∑4

i=1 τi < δ for all p ∈ ϒ ∪ γ.

By (6j−1), (c), (3-10), and (3-11), we infer that 3i ⊂ ψj−1(D̊i ), i = 0, . . . , j − 1, and 3j ⊂ φ2(γ ).
Thus, (F7) and (F8) guarantee the existence of an injective map ϕ :3′→ φ4(�

′)⊂ C2 such that:

(G1) |ϕ(ζ )− ζ |< δ for all ζ ∈3′.

(G2) ϕ(3i )⊂ φ4(D̊i ) for all i ∈ {0, . . . , j − 1}.

(G3) ϕ(3j )⊂ φ4(γ )⊂ φ4(ϒ̊
′
\ϒ).

Observe that, since 0< δ < η where η is given by Lemma 2.3 for the subset 3′ ⊂ B, see (3-8), every map
ϕ :3′→ C2 satisfying (G1) is injective. In view of (3-8) and (G1), Lemma 2.3 provides a holomorphic
automorphism 9 : C2

→ C2 such that:

(H1) 9(ϕ(ζ ))= ζ for all ζ ∈3′.

(H2) |9(ζ)− ζ | < µδ for all ζ ∈ B, where µ is the number given by Lemma 2.3 for the set 3′ which
appears in (3-8).

Consider the proper holomorphic embedding

φ :=9 ◦φ4 :�
′ ↪→ C2.

Properties (F4), (F7), (H2), and (3-8), together with the maximum principle, ensure that

|φ(p)−ψj−1(p)|< (µ+ 1)δ <min{η′, η′′, εj } for all p ∈ Dj−1. (3-12)

This inequality and (A1) guarantee that

distφ(p0, bDj−1) > j − 1 (3-13)
and

φ(bDj−1)⊂ rj B \ s ′j−1B. (3-14)
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Furthermore, since φ4 : �
′ ↪→ C2 is a proper holomorphic embedding, (F4), (F1), and the maximum

principle ensure the existence of a smoothly bounded compact domain Dj ⊂ M̊j satisfying condition (1j )
and such that

φ4(bDj )⊂ (rj+1−µδ)B \ (s ′j +µδ)B⊂ B; (3-15)

observe that rj+1−µδ > s ′j +µδ > rj by (3-8) and (a). Thus, (H2) gives that

φ(bDj )⊂ rj+1B \ s ′j B. (3-16)

Moreover, (3-15) and the maximum principle imply that φ4(Dj )⊂ (rj+1−µδ)B⊂ B, and hence (H2)
gives that

|φ(p)−φ4(p)|< µδ for all p ∈ Dj . (3-17)

Set
ψj := φ|Dj : Dj → C2.

We claim that the pair 4j = {Dj , ψj } satisfies conditions (1j )–(6j ). Indeed, (1j ) has been already checked,
(2j ) is implied by (3-12), and (4j )= (3-16). On the other hand, since φ4(Dj )⊂ B, properties (F5) and
(H2) ensure that ∅ = ψj (Dj \ D̊j−1)∩ (t −µδ)B ⊃ ψj (Dj \ D̊j−1)∩ s ′j−1B, where the latter inclusion
follows from the fact that s ′j−1 < t−µδ; see (3-8). This proves (5j ). Further, (G2) and (H1) guarantee that
3i ⊂ψj (D̊i ) for all i ∈ {0, . . . , j − 1}, whereas (G3), (H1), and (3-16) ensure that 3j ⊂ψj (D̊j ); thereby
proving (6j ). Finally, (3-14), (3-16), (3-17), (F6), and (A4) guarantee that distψj (bDj−1, bDj ) > 1; take
into account that s ′j > r ′j in view of (a). This and (3-13) prove (3j ); recall that p0 ∈ D̊j−1 b Dj .

This concludes the construction of 4j in Case 1.

Case 2: Assume that χ(Mj \ M̊j−1) = −1. In this case there is a smooth embedded compact path
γ ⊂ M̊j \ D̊j−1 with its two endpoints lying in bDj−1, meeting transversely there, and otherwise disjoint
from Dj−1, such that Dj−1 ∪ γ is a strong deformation retract of Mj .

By (4j−1) we may extend ψj−1, with the same name, to a smooth embedding Dj−1∪γ ↪→C2 such that
ψj−1(γ )⊂ rj B\s ′j−1B. Thus, in view of properties (1j−1)–(6j−1), Mergelyan’s theorem with interpolation
applied to ψj−1 : Dj−1 ∪ γ ↪→ C2 guarantees the existence of a connected, smoothly bounded, compact
domain D′j−1⊂ M̊j and an embedding ψ ′j−1 : D

′

j−1 ↪→C2 of class A 1(D′j−1) with the following properties:

(1′j−1) Dj−1 b D′j−1 b Mj and D′j−1 is a strong deformation retract of Mj .

(2′j−1) |ψ ′j−1(p)−ψj−1(p)|< εj/2 for all p ∈ Dj−1.

(3′j−1) distψ ′j−1
(p0, bD′j−1) > j − 1.

(4′j−1) ψ ′j−1(bD′j−1)⊂ rj B \ s ′j−1B.

(5′j−1) ψ ′j−1(D
′

j−1 \ D̊j−1)∩ s ′j−1B=∅.

(6′j−1) 3i ⊂ ψ
′

j−1(D̊i ) for all i ∈ {0, . . . , j − 1}.

Since χ(Mj \ D̊′j−1)= 0, this reduces the proof to Case 1 and hence concludes the construction of the
sequence 4j = {Dj , ψj } meeting properties (1j )–(6j ), j ∈ N.

This completes the proof of Theorem 3.1. �
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To finish the paper we show how Theorem 3.1 implies Theorem 1.2.

Proof of Theorem 1.2. Let 3 and M be as in Theorem 1.2 and assume without loss of generality that
0 ∈ 3. By [Alarcón and López 2013b, Main Theorem, page 1795], there exists a complex structure
on M such that the open Riemann surface M admits a proper holomorphic embedding φ : M ↪→ C2; up
to composing with a translation, we may assume that 0 ∈ φ(M). Take a number 0 < r < 1 such that
3∩ rB = {0}; since 3 ⊂ B is closed and discrete, every small enough r > 0 meets this requirement.
Thus, there are a small number 0 < s < r and a smoothly bounded compact disk K ⊂ M such that
φ(bK )⊂ rB \ sB and 0 ∈ φ(K̊ ).

Now, Theorem 3.1 applied to ψ :=φ|K furnishes a domain D⊂M homeomorphic to M and a complete
proper holomorphic embedding ψ̃ : D ↪→ B with 3⊂ ψ̃(D). Since D is homeomorphic to the smooth
surface M, there exists a complex structure on M (possibly different from the one used in the previous
paragraph) such that the open Riemann surface M is biholomorphic to D. �
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[Forstnerič and Wold 2009] F. Forstnerič and E. F. Wold, “Bordered Riemann surfaces in C2”, J. Math. Pures Appl. (9) 91:1
(2009), 100–114. MR Zbl
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FINITE-TIME DEGENERATION OF HYPERBOLICITY WITHOUT BLOWUP
FOR QUASILINEAR WAVE EQUATIONS

JARED SPECK

In three spatial dimensions, we study the Cauchy problem for the wave equation−∂2
t 9+(1+9)

P19= 0
for P ∈ {1, 2}. We exhibit a form of stable Tricomi-type degeneracy formation that has not previously
been studied in more than one spatial dimension. Specifically, using only energy methods and ODE
techniques, we exhibit an open set of data such that 9 is initially near 0, while 1+9 vanishes in finite
time. In fact, generic data, when appropriately rescaled, lead to this phenomenon. The solution remains
regular in the following sense: there is a high-order L2-type energy, featuring degenerate weights only
at the top-order, that remains bounded. When P = 1, we show that any C1 extension of 9 to the future
of a point where 1+9 = 0 must exit the regime of hyperbolicity. Moreover, the Kretschmann scalar of
the Lorentzian metric corresponding to the wave equation blows up at those points. Thus, our results
show that curvature blowup does not always coincide with singularity formation in the solution variable.
Similar phenomena occur when P = 2, where the vanishing of 1+9 corresponds to the failure of strict
hyperbolicity, although the equation is hyperbolic at all values of 9.

The data are compactly supported and are allowed to be large or small as measured by an unweighted
Sobolev norm. However, we assume that initially the spatial derivatives of9 are nonlinearly small relative
to |∂t9|, which allows us to treat the equation as a perturbation of the ODE (d2/dt2)9 = 0. We show that
for appropriate data, ∂t9 remains quantitatively negative, which simultaneously drives the degeneracy
formation and yields a favorable spacetime integral in the energy estimates that is crucial for controlling
some top-order error terms. Our result complements those of Alinhac and Lindblad, who showed that if
the data are small as measured by a Sobolev norm with radial weights, then the solution is global.

1. Introduction

Many authors have studied model nonlinear wave equations as a means to gain insight into more challenging
wave-like quasilinear equations, such as Einstein’s equations of general relativity, the compressible Euler
equations without vorticity, and the equations of elasticity. Motivated by the same considerations, in this
paper, we study model quasilinear wave equations in three spatial dimensions. To simplify the presentation,
we have chosen to restrict our attention to the 3-dimensional case only; with only modest additional effort,
our results could be generalized to apply in any number of spatial dimensions. In a broad sense, we are
interested in finding initial conditions without symmetry assumptions that lead to some kind of stable
breakdown. In our main results, which we summarize just below (1A-2), we exhibit a type of stable degen-

Speck gratefully acknowledges support from NSF grant DMS-1162211, from NSF CAREER grant DMS-1454419, from a Sloan
Research Fellowship provided by the Alfred P. Sloan foundation, and from a Solomon Buchsbaum grant administered by the
Massachusetts Institute of Technology.
MSC2010: primary 35L80; secondary 35L05, 35L72.
Keywords: degenerate hyperbolic, strictly hyperbolic, Tricomi equation, weakly hyperbolic.
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erate solution behavior, distinct from blowup, that, to the best of our knowledge, has not previously been
studied in the context of quasilinear equations in more than one spatial dimension. Roughly, we show that
there exists an open set of data such that certain principal coefficients in the equation vanish in finite time
without a singularity forming in the solution. More precisely, the vanishing of the coefficients corresponds
to the vanishing of the wave speed, which in turn is tied to other kinds of degeneracies described below. We
note that Wong [2016] has obtained similar constructive results for axially symmetric timelike minimal sub-
manifolds of Minkowski spacetime, a setting in which the equations of motion are a system of (effectively
one-space-dimensional) quasilinear wave equations with principal coefficients that depend on the solution
(but not its derivatives). Specifically, he showed that all axially symmetric solutions (without any smallness
assumption) lead to a finite-time degeneracy caused by the vanishing of a principal coefficient in the evolu-
tion equations. We also note that in the case of one spatial dimension, results similar to ours are obtained in
[Kato and Sugiyama 2013; Sugiyama 2013; 2016a; 2016b] using proofs by contradiction that rely on the
method of Riemann invariants. However, since the method of Riemann invariants is not applicable in more
than one spatial dimension and since we are interested in direct proofs, our approach here is quite different.

Through our study of model problems, we are aiming to develop approaches that might be useful for
studying the kinds of degeneracies that might develop in solutions to more physically relevant quasilinear
equations. One consideration behind this aim is that there are relatively few breakdown results for
quasilinear equations compared to the semilinear case. A second consideration is that many of the
techniques that have been used to study semilinear wave equations do not apply in the quasilinear case;
see Section 1D for further discussion. A third consideration concerns fundamental limitations of semilinear
model equations: they are simply incapable of exhibiting some of the most important degeneracies that
can occur in solutions to quasilinear equations. In particular, the degeneracy exhibited by the solutions
from our main results cannot occur in solutions to semilinear wave equations with principal part equal to
the linear wave operator1 �m . As a second example of breakdown that is unique to the quasilinear case,
we note that the phenomenon of shock formation, described in more detail at the end of Section 1F, cannot
occur in solutions to semilinear equations since, in the semilinear case, the evolution of characteristics is
not influenced in any way2 by the solution.

In view of the above discussion, it is significant that our analysis has robust features and could be
extended to apply to a large class3 of quasilinear equations. The robustness stems from the fact that our
proofs are based only on energy estimates, ODE-type estimates, and the availability of an important
monotonic spacetime integral (which we describe below) that arises in the energy estimates. However,
rather than formulating a theorem about a general class of equations, we prefer to keep the paper short
and to exhibit the main ideas by studying only the model equation (1A-1a) below in the cases P = 1, 2.

1Here,�m :=−∂
2
t +1 denotes the standard linear wave operator corresponding to the Minkowski metric m :=diag(−1,1,1,1)

on R1+3.
2In the works on shock formation for quasilinear equations described in Section 1F, the intersection of the characteristics is

tied to the blowup of some derivative of the solution.
3Of course, we can only hope to treat wave equations whose principal spatial coefficients vanish when evaluated at some finite

values of the solution variable; equations such as −∂2
t 9 + (1+9

2)19 = 0 are manifestly immune to the kind of degeneracies
under study here.
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1A. Statement of the equations and summary of the main results. Specifically, in the cases P = 1, 2,
we study the following model Cauchy problem on R1+3:

−∂2
t 9 + (1+9)

P19 = 0, (1A-1a)

(9|60, ∂t9|60)= (9̊, 9̊0), (1A-1b)

where (x0
:= t, x1, x2, x3) is a fixed set of standard rectangular coordinates on R1+3, 1 :=

∑3
a=1 ∂

2
a is

the standard Euclidean Laplacian on R3, and throughout,4 6t := {t}×R3
' R3. We sometimes denote

the spatial coordinates by x := (x1, x2, x3). Note that we can rewrite (1A-1a) as5 (g−1)αβ(9)∂α∂β9 = 0,
where g is the Lorentzian (for 9 >−1) metric

g := −dt2
+ (1+9)−P

3∑
a=1

(dxa)2. (1A-2)

This geometric perspective will be useful at various points in our discussion.
We now summarize our results; see Theorem 4.1 and Proposition 4.2 for precise statements.

Summary of the main results: In the case P = 1, there exists an open subset of H 6(R3) × H 5(R3)

comprising compactly supported initial data (9̊, 9̊0) such that the solution 9, its spatial derivatives, and
its mixed space-time derivatives initially satisfy a nonlinear smallness condition compared to6 max60[9̊0]−

and 1/‖9̊0‖L∞(60), and such that the solution has the following property: the coefficient 1+9 in (1A-1a)
vanishes at some time T? ∈ (0,∞). In fact, the finite-time vanishing of 1+9 always occurs if 9̊0 is
nontrivial and the data are appropriately rescaled; see Remark 2.4. Moreover,

9 ∈ C
(
[0, T?), H 6(R3)

)
∩ L2(

[0, T?], H 6(R3)
)
∩C

(
[0, T?], H 5(R3)

)
,

while for any N < 5,

∂t9 ∈ C
(
[0, T?), H 5(R3)

)
∩ L∞

(
[0, T?], H 5(R3)

)
C
(
[0, T?], H N (R3)

)
.

In addition, the Kretschmann scalar Riem(g)αβγ δ Riem(g)αβγ δ blows up precisely at points where 1+9
vanishes, where Riem(g) denotes the Riemann curvature of g. Finally, the solution exits the regime of
hyperbolicity at time T? and thus it cannot be continued beyond T? as a classical solution to a hyperbolic
equation. In the case P = 2, similar results hold, the main differences being that 9 is not necessarily an
element of L2

(
[0, T?], H 6(R3)

)
and that the strict hyperbolicity7 breaks down when 1+9 vanishes but

hyperbolicity8 does not.9 This leaves open, in the case P = 2, the possibility of classically extending the
solution past time T?; see Section 1C2.

4Here we use the notation “'” to mean “diffeomorphic to”.
5Throughout we use Einstein’s summation convention.
6Throughout, [p]− := |min{p, 0}|.
7Equation (1A-1a) is said to be strictly hyperbolic in the direction ω if the symbol p(ξ) := −ξ2

0 + (1+9)
P ∑3

a=1 ξ
2
a has

the following property: for any one-form ξ 6= 0, the polynomial s→ p(ξ + sω) has two distinct real roots. It is straightforward
to see that (1A-1a) is strictly hyperbolic in the direction ω := (1, 0, 0, 0) if 1+9 > 0, and that it is not strictly hyperbolic in any
direction if 1+9 = 0.

8Here, by hyperbolic (in the direction ω), we mean that for all one-forms ξ 6= 0, the polynomial s → p(ξ + sω) from
Footnote 7 has only real roots. Such polynomials are known as hyperbolic polynomials.

9In the literature, equations exhibiting this kind of degeneracy are often referred to as weakly hyperbolic.
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1B. Paper outline. The remainder of the paper is organized as follows.

• In Section 1C, we provide some initial remarks expanding upon various aspects of our results.

• In Section 1D, we mention some techniques that have been used in studying the breakdown of
solutions to semilinear equations. As motivation for the present work, we point out some limitations
of the semilinear techniques for the study of quasilinear equations.

• In Section 1E we provide a brief overview of the proof of our main results.

• In Section 1F, we describe some connections between our results and prior work on degenerate
hyperbolic PDEs.

• In Section 1G we summarize our notation.

• In Section 2, we state our assumptions on the initial data and introduce bootstrap assumptions.

• In Section 3, we use the bootstrap and data-size assumptions of Section 2 to derive a priori pointwise
estimates and energy estimates. From the energy estimates, we deduce improvements of the bootstrap
assumptions.

• In Section 4, we use the estimates of Section 3 to prove our main results.

1C. Initial remarks on the main results. As far as we know, there are no prior results in the spirit of
our main results in more than one spatial dimension. There are, however, examples in which the Cauchy
problem for a quasilinear wave equation has been solved (for suitable data without symmetry assumptions)
and such that it was shown that some derivative of the solution blows up in finite time while the solution
itself remains bounded. One class of such examples comprises shock formation results, which we describe
in more detail at the end of Section 1F. A second example is [Luk 2013] on the formation of weak null
singularities in a family of solutions to the Einstein-vacuum equations. Specifically, Luk exhibited a stable
family of solutions such that the Christoffel symbols (which are, roughly speaking, the first derivatives
of the solution) blow up along a null boundary, while the metric (that is, the solution itself) extends
continuously past the null boundary. We stress that the degeneracy we have exhibited in our main results
is much less severe than in the above results; there is no blowup in our solutions, except possibly at the
top derivative level, due to the degeneracy of the weights in the energy (1E-1).

We also point out a connection between our work here and our joint works [Rodnianski and Speck
2014a; 2014b], in which we proved stable blowup results (without symmetry assumptions) for solutions to
the linearized and nonlinear Einstein-scalar field and Einstein-stiff fluid systems. In the nonlinear problem,
the wave speed became, relative to a geometrically defined coordinate system,10 infinite at the singularity.
Although the infinite wave speed is in the opposite direction of the degeneracy exhibited by our main results
(in which the wave speed vanishes11), the analysis in [Rodnianski and Speck 2014a; 2014b] shares a key
feature with that of the present work: the solution regime studied is such that the time derivatives dominate
the evolution. That is, the spatial derivatives remain negligible, all the way up to the degeneracy; see

10Specifically, the 6t have constant mean curvature and the spatial coordinates are transported along the unit normal to 6t .
11Note that the effective wave speed for (1A-1a) is (1+9)P/2.
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Section 1E for further discussion regarding this issue for the solutions under study here. Hence, those works
and the present work all exhibit the stability of ODE-type behavior in some solutions to wave equations.

1C1. Remarks on small data. The methods of Alinhac [2003] and Lindblad [2008] yield that small-data
solutions to (1A-1a) exist globally,12 where the size of the data is measured by Sobolev norms with radial
weights. Consequently, if (9̊, 9̊0) are compactly supported data to which our main results apply, then
for λ sufficiently large, the solution corresponding to the data (λ−19̊, λ−19̊0) is global. On the other
hand, our main results apply to data that are allowed to be small in certain unweighted norms, as long as
the spatial derivatives are “very small”. How can we reconcile these two competing statements? The
answer is that our data assumptions are nonlinear in nature and are not invariant under the rescaling
(9̊, 9̊0)→ (λ−19̊, λ−19̊0) if λ is too large. We can sketch the situation as follows (see Section 2C for
the precise nonlinear smallness assumptions that we use to close our proof): if ε is the size of ∇9 at
time 0 (where ∇ denotes the spatial coordinate gradient) and δ is the size of ∂t9 at time 0, then, roughly
speaking, some parts of our proof rely on13 the assumption that ε exp(Cδ−1). 1. The point is that if λ
is too large, then the assumption is not satisfied, the reason being that ε and δ both scale like λ−1. One
can contrast this against the discussion in Section 2D, where we note that a different scaling of the data
always leads to our nonlinear smallness assumptions being satisfied.

1C2. Remarks on extending the solution past the degeneracy. It is of interest to know if and when
the solutions provided by our main results can be extended, as solutions with some kind of Sobolev
regularity,14 past the time of first vanishing of 1+9. Although we do not address this question in this
article, in this subsubsection, we describe what is known and some of the difficulties that one would
encounter in attempting to answer it. The cases P = 1 and P = 2 in (1A-1a) correspond to different
phenomena and hence we will discuss them separately, starting with the case P = 1.

Interesting results have recently been obtained in [Lerner et al. 2015] for equations related to (1A-1a).
They suggest that in the case P = 1, it might not be possible to continue the solutions from our main
results as Sobolev-class solutions in a spacetime neighborhood of a point at which 1 + 9 vanishes.
Perhaps this is not surprising since, for the solutions under study, the case P = 1 corresponds to (1A-1a)
changing from hyperbolic to elliptic type past the degeneracy (at least for C1 solutions). Specifically,
those authors proved a type of Hadamard ill-posedness for certain initial data for a class of quasilinear
first-order systems in n spatial dimensions of the form

∂t u+
n∑

a=1

Aa(t, x, u) ∂au = F(t, x, u), (1C-1)

12Since the equations do not satisfy the null condition, the asymptotics of the solution can be distorted compared to the case
of solutions to the linear wave equation.

13For example, a careful analysis of the proof of inequality (3C-4) yields that the constant C in front of the ε̊2 term on
the right-hand side depends on exp(δ̊−1

∗ ), where δ̊∗ is defined in (2A-2). See Section 3A for our conventions regarding the
dependence of constants on various parameters.

14The Cauchy–Kovalevskaya theorem could be used to prove an (admittedly unsatisfying) result showing that in the cases
P = 1, 2, one can extend analytic solutions to (1A-1a) to exist in a spacetime neighborhood of a point at which 1+9 vanishes.
Note that this shows that the blowup of the curvature of the metric of (1A-1a) that occurs when 1+9 = 0 is not always an
obstacle to continuing the solution classically.
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where (t, x)∈R1+n, u is a map from R1+n to RN with n and N arbitrary, and the Aa are real N×N matrices.
The authors proved several types of results in [Lerner et al. 2015], but here we describe only the ones that
are most relevant for (1A-1a). Roughly, in Theorem 1.3 of that paper, for systems of type (1C-1) that
satisfy some technical conditions, the authors studied perturbations of a background solution, denoted by
φ = φ(t, x), with the following property: the system (1C-1) is hyperbolic when evaluated at (t, x, u)=
(0, x, φ̊(x)), where φ̊(x) := φ(0, x), but necessarily becomes elliptic at (t, x, u)= (t, x, φ(t, x)) at any
t > 0 due to the branching15 of the eigenvalues of the principal symbol. The assumptions of their
Theorem 1.3 guarantee that the branching is stable under small perturbations. Roughly, for the solutions
to (1A-1a) from our main results, a similar transition to ellipticity would occur in the case P = 1 if one
were able to classically extend the solution16 past the time of first vanishing of 1+9. We now summarize
the main aspects of [Lerner et al. 2015, Theorem 1.3]. We will use the notation ů to denote initial data
for the system (1C-1) and u to denote the corresponding solution (if it exists). The theorem is, roughly,
as follows: for any m ∈ R and α ∈

( 1
2 , 1

]
, and any sufficiently small T > 0, there is no H m-neighborhood

U of φ̊ whose elements launch corresponding solutions obeying a bound roughly17 of the type18

sup
ů∈U

‖u−φ‖W 1,∞
x L∞t ([0,T ])

‖ů− φ̊‖αHm

<∞.

Put differently, there exist data arbitrarily close to φ̊ (as measured by a Sobolev norm of arbitrarily high
order) such that either the solution does not exist or such that its deviation from φ becomes arbitrarily
large in the low-order norm ‖ · ‖W 1,∞

x
in an arbitrarily short amount of time. It would be interesting to

determine whether or not a similar result holds for initial data close to that of the data induced by the
solutions to (1A-1a) from our main results at the time of first vanishing of 1+9.

We now discuss the case P=2. We are not aware of any results for Sobolev-class solutions to quasilinear
equations that are relevant for extending solutions to (1A-1a) to exist in a spacetime neighborhood of a point
at which 1+9 vanishes. As we will explain, the main technical difficulty that one encounters is that the
solution might lose regularity past the degeneracy. In the case P = 2, even though the strict hyperbolicity
(see Footnote 7) of (1A-1a) breaks down when 1+9 vanishes (corresponding to a wave of zero speed),
the hyperbolicity (see Footnote 8) of the equation nonetheless persists for all values of 9. The degeneracy
is therefore less severe compared to the case P = 1 and thus in principle, when P = 2, the Sobolev-class
solutions from our main results might be extendable, as a Sobolev-class solution, to a neighborhood of the
points where 1+9 first vanishes. As we alluded to above, the lack of results in this direction might be tied
to the following key difficulty: the best energy estimates available for degenerate19 linear hyperbolic wave

15In [Lerner et al. 2015], the definition of hyperbolicity is that the polynomial (in λ) p := det
(
λI −

∑n
a=1 ξa Aa(t, x, u)

)
should have only real roots, which are eigenvalues of

∑n
a=1 ξa Aa(t, x, u). Moreover, branching roughly means that the

eigenvalues are real at t = 0 but can have nonzero imaginary parts at arbitrarily small values of t > 0.
16As we will explain, the solutions from our main results are such that 9 is strictly decreasing in time at points where 1+9

vanishes.
17The precise results of [Lerner et al. 2015, Theorem 1.3] are localized in space, but here we omit those details for brevity.
18If f = f (t, x), then ‖ f ‖W 1,∞

x L∞t ([0,T ])
:= ess supt∈[0,T ] ‖ f (t, · )‖W 1,∞ .

19By degenerate, we mean that the wave equation is allowed to violate strict hyperbolicity at one or more points.
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equations exhibit a loss of derivatives. By this, we roughly mean that the estimates for solutions 9 to the
linear equation are of the form ‖9‖H N (6t ). ‖9̊‖H N+d (60)+‖9̊0‖H N+d (60), where the loss of derivatives d
(relative to the data) depends in a complicated way on the details of the degeneration of the coefficients
in the equation; see Section 1F for further discussion. As is described in [Dreher 1999], in some cases,
the loss of derivatives in the estimates is known to be saturated. Since proofs of well-posedness for
nonlinear equations typically rely on estimates for linearized equations, any derivative loss would pose a
serious obstacle to extending (in the case P = 2) the solution of (1A-1a) as a Sobolev-class solution in a
spacetime neighborhood of points at which 1+9 vanishes. At the very least, one would need to rely
on a method capable of handling a finite loss of derivatives in solutions to quasilinear equations. As is
well-known [Hamilton 1982], in some cases, it is sometimes possible to handle a finite loss of derivatives
using the Nash–Moser framework.

Despite the lack of results concerning extending the solution to (1A-1a) as a Sobolev-class solution past
points at which 1+9 vanishes, there are constructive results in the class C∞. Specifically, in one spatial
dimension, Manfrin [1996] obtained well-posedness results that, for C∞ initial data, allow one to locally
continue the solution to (1A-1a) in the case P = 2 to a C∞ solution that exists in a spacetime neighborhood
of a point at which 1+9 vanishes; see Section 1F for further discussion. Manfrin [1999] also derived
similar results in more than one spatial dimension, again treating the case of C∞ data/solutions. We are
also aware of a few results [Dreher 1999; Han et al. 2003] for quasilinear equations in more than one spatial
dimension in which the authors proved local well-posedness in Sobolev spaces for equations featuring a
degeneracy related to — but distinct from — the one under study here. However, the degeneracy in those
works was created by a “prescribed semilinear factor” rather than a quasilinear-type solution-dependent
factor. For this reason, it is not clear that the techniques used in those works are of relevance for trying to
extend solutions to (1A-1a) beyond points where 1+9 vanishes; see the paragraph below (1F-5) for
further discussion.

To close this subsubsection, we note that there are various well-posedness results [D’Ancona and
Spagnolo 1992; Ebihara 1985; Ebihara et al. 1986] for degenerate wave equations of Kirchhoff type. An
example of an equation of this type is

−∂2
t 9 + F

(∫
�

|∇9|2 dx
)
19 = 0, (1C-2)

where � is a bounded open set in Rn and F = F(s) ≥ 0 satisfies various technical conditions (with
F = 0 corresponding to the degeneracy). However, it remains open whether or not the techniques used in
studying Kirchhoff-type equations are of relevance for proving local well-posedness for (1A-1a) (in the
case P = 2) in regions where 1+9 is allowed to vanish.

1D. Remarks on methods used for studying blowup in solutions to semilinear wave equations. Al-
though we are not aware of any other results in the spirit of the present work, there are many results
exhibiting the most well-known type of degeneracy that can occur in solutions to wave equations in three
spatial dimensions: the finite-time blowup of initially smooth solutions. Our main goal in this subsection
is to recall some of the most important of these results but, at the same time, to describe some limitations
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of the proof techniques for the study of more general equations. We will focus only on constructive20

results, by which we mean that the proofs provide a detailed description of the degeneracy formation and
the mechanisms driving it, as in the present work. Constructive results, especially those proved via robust
techniques, are clearly desirable if one aims to understand the mechanisms of breakdown in solutions to
realistic physical and geometric systems. They are also important if one aims to continue the solution
past the breakdown, as is sometimes possible if it is not too severe; see, for example, [Christodoulou and
Lisibach 2016] for a recent result in spherical symmetry concerning weakly locally extending solutions to
the relativistic Euler equations past the first shock singularity. Importantly, we will confine our discussion
to prior results for semilinear equations since, as we mentioned earlier, aside from the shock formation
results described at the end of Section 1F, most constructive breakdown results for wave equations in
three spatial dimensions are blowup results for semilinear equations.

Specifically, most constructive breakdown results for wave equations in three spatial dimensions are
blowup results for semilinear equations (or systems) of the form �m9 = f (9, ∂9), where f is a smooth
nonlinear term. Many important21 approaches have been developed to prove constructive blowup for
such equations, especially for scalar equations with f = f (9) given by a power law and for systems of
wave-map type; see, for example, [Kenig and Merle 2008; Donninger 2010; Donninger and Schörkhuber
2012; 2014; Krieger and Schlag 2014; Krieger et al. 2008; 2009; Donninger et al. 2014; Rodnianski and
Sterbenz 2010; Raphaël and Rodnianski 2012; Duyckaerts et al. 2012; Martel et al. 2014; Donninger and
Krieger 2013]. There are also related results that are conditional in the sense that they do not guarantee
that the solution will blow up. Instead they characterize the possible behaviors of the solution by providing
information such as (i) how the singularity would form if the solution is not global and (ii) the structures
of the data sets that lead to the various outcomes; see, for example, [Payne and Sattinger 1975; Struwe
2003; Nakanishi and Schlag 2011a; 2011b; 2012a; 2012b; Krieger et al. 2013a; 2013b; 2014; 2015; Killip
et al. 2014].

Although the above results and others like them have yielded major advancements in our understanding
of the blowup of solutions to semilinear equations, their proofs fundamentally rely on tools that are not
typically applicable to quasilinear equations. Here are some important examples, where for brevity, we
are not specific about exactly which semilinear equations have been treated with the stated technique:

• The existence of a conserved energy (which is not available for some important quasilinear equations,
such as Einstein’s equations22). This allows, among other things, for the application of techniques from
Hamiltonian mechanics.

20Constructive proofs of blowup stand, of course, in contrast to proofs of breakdown by contradiction. There are many
examples in the literature of proofs of blowup by contradiction for wave or wave-like equations. Two of the most important ones
are Sideris’ blowup result [1985] (proved by virial identity arguments) for the compressible Euler equations under a polytropic
equation of state and John’s proof [1981] of breakdown for several classes of semilinear and quasilinear wave equations in
three spatial dimensions. See also the influential work [Levine 1974], in which he proved a nonconstructive blowup result for
semilinear wave equations on an abstract Hilbert space.

21Arguably, the most sophisticated blowup results of this type have been proved for nonlinearities that correspond to energy
critical equations.

22For asymptotically flat solutions to Einstein’s equations, the ADM mass is conserved. However, in three spatial dimensions
without symmetry assumptions, this quantity has thus far proven to be too weak to be of any use in controlling solutions.
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• The invariance of the solutions under appropriate rescalings (which is not a feature of some important
quasilinear equations, such as the compressible Euler equations23).

• The availability of well-posedness results in low regularity spaces such as the energy space (Lindblad
[1998] showed that low regularity well-posedness fails for a large class of quasilinear equations in three
spatial dimensions).

• The existence of a nontrivial ground state solution (corresponding to the existence of a soliton solution)
and sharp classification results for the possible behaviors of the solution for initial data with energy
less than the ground state: either there is finite-time blowup in both time directions or global existence,
according to the sign of a functional (for quasilinear equations, there is no known analog of this kind
of dichotomy). Moreover, in some cases, there are more complicated classification results available for
solutions with energy just above the ground state.

• A characterization of a certain norm of the ground state as a size threshold separating global scattering
solutions from ones that can blow up or exhibit other degenerate behavior (again, for quasilinear equations,
there is no known analog of this kind of dichotomy).

• A characterization of the ground state as the universal blowup-profile under various assumptions.

• The availability of profile decompositions for sequences bounded in the natural energy space, which
allows one to view the sequence as a superposition of linear solutions plus a small error (for quasilinear
equations, there is no known analog of this).

• Channel-of-energy-type arguments showing that a portion of the solution propagates precisely at
speed one (again, for quasilinear equations, there is no known24 analog of this phenomenon).

• The possibility of sharply characterizing the spectrum, see for example [Costin et al. 2012], of linear
operators tied to the dynamics (which, for quasilinear equations in many solution regimes, is exceedingly
difficult).

Although the above methods are impressively powerful within their domain of applicability, since they
do not seem to apply to quasilinear equations, we believe that it is important to develop new methods for
studying the kinds of breakdown that can occur in the quasilinear case. It is for this reason that we have
chosen to study the model wave equations (1A-1a).

1E. Brief overview of the analysis. As we mentioned earlier, the solutions that we study are such that 9̊,
∇9̊0 (where ∇ denotes the spatial coordinate gradient), and sufficiently many of their spatial derivatives
are “nonlinearly small” (in appropriate norms) compared to [9̊0]− := |min{9̊0, 0}| and 1/‖9̊0‖L∞(60).
A key aspect of our work is that we are able to propagate the smallness, long enough for the coefficient
1+9 in (1A-1a) to vanish. Put differently, our main results show that under the smallness assumptions,
the solution to (1A-1a) behaves in many ways like a solution to the second-order ODE (d2/dt2)9 = 0.
The reason that 9 vanishes for the first time is that ∂t9 is sufficiently negative at one or more spatial

23In particular, the fluid equation of state does not generally enjoy any useful scaling transformation properties.
24It is conceivable that channel-of-energy-type results might hold for certain quasilinear wave equations in various solution

regimes, since channel-of-energy-type arguments seem to be somewhat stable under perturbations.
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points, a condition that persists by the previous remarks. To control solutions, we use the (nonconserved)
energy25

E[2,5](t) :=
5∑

k′=2

∫
6t

|∂t∇
k′9|2+ (1+9)P

|∇∇
k′9|2+ |∇k′9|2 dx . (1E-1)

We avoid using low-order energies corresponding to k ′ = 0, 1 in (1E-1) because for the solution regime
under consideration such energies would contain terms that are allowed to be large, and we prefer to work
only with small energies. Hence, to control the low-order derivatives of 9, we derive ODE-type estimates
that rely in part on the energy estimates for its higher derivatives and Sobolev embedding. Analytically,
the main challenge is that the vanishing of 1+9 leads to the degeneracy of the top-order spatial derivative
terms in (1E-1), which makes it difficult to control some top-order error integrals in the energy estimates.

To close the energy estimates, we exploit the following monotonicity, which is available due to our
assumptions on the data:

∂t9 is quantitatively strictly negative in a neighborhood of points where 1+9 is close to 0.

This quantitative negativity yields, in our energy identities, the spacetime error integral∫ t

s=0

∫
6s

(∂t9)(1+9)P−1
|∇∇

k′9|2 dx ds, (1E-2)

which has a “friction-type” sign in regions where 1+9 is close to 0 but positive; see the spacetime integral
on the left-hand side of (3C-3). It turns out that the availability of this spacetime integral compensates
for the degeneracy of the energy (1E-1) and yields integrated control over the spatial derivatives up to
top-order; this is the key to closing the proof.

1F. Comparing with and contrasting against other results for degenerate hyperbolic equations. For
solutions such that 1+9 is near 0, (1A-1a) can be viewed as a “nearly degenerate” quasilinear hyperbolic
PDE. For this reason, the proofs of our main results have ties to some prior results on degenerate hyperbolic
PDEs, which we now discuss. In one spatial dimension, various aspects of degenerate hyperbolic PDEs
have been explored in the literature, such as the branching of singularities [Alinhac 1978; Amano and
Nakamura 1981; 1982; 1983; 1984], uniqueness of solutions for equations that are hyperbolic in one region
but that can change type [Ruziev and Reissig 2016], and conditions that are necessary for well-posedness
[Yagdzhyan 1989]. However, in the rest of this subsection, we will discuss only well-posedness results
since they are most relevant in the context of our main results.

In one spatial dimension, there are many results on well-posedness, in various function spaces, for
degenerate linear wave equations for the form

−∂2
t 9 + a(t, x) ∂2

x9 + b(t, x) ∂x9 + c(t, x) ∂t9 = f (t, x), (1F-1)

where a(t, x) ≥ 0 and a(t, x) = 0 corresponds to degeneracy via a breakdown of strict hyperbolicity.
For example, if the coefficients a(t, x), b(t, x), and c(t, x) are analytic and satisfy certain technical
assumptions, then it is known [Nishitani 1984] that (1F-1) is well-posed for C∞ data; see also [Nishitani

25Throughout, dx := dx1dx2dx3 denotes the standard Euclidean volume form on 6t .
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1980] for similar results. There are also results on well-posedness for degenerate semilinear equations.
For example, in [D’Ancona and Trebeschi 2001], the authors used a Nash–Moser argument to prove C∞

local well-posedness for semilinear equations of the form

−∂2
t 9 + a(t, x) ∂2

x9 = f (t, x, 9, ∂t9, ∂x9), (1F-2)

where a(t, x)≥ 0 is analytic and a and f satisfy appropriate technical assumptions. We clarify that in
contrast to our work here, in the above works, the authors solved the equation in a spacetime neighborhood
of points at which the degeneracy occurs.

A serious limitation of the above results is that techniques relying on analyticity assumptions are of little
use for studying quasilinear Cauchy problems with Sobolev-class data, such as the problems we consider
here. Fortunately, well-posedness results for degenerate linear equations that do not rely on analyticity
assumptions are also known; see, for example, [Oleı̆nik 1970; Taniguchi and Tozaki 1980; D’Ancona
1994; Han et al. 2006; Herrmann 2012; Herrmann et al. 2013; Han and Liu 2015]. We note in particular
that the results of [Oleı̆nik 1970; Taniguchi and Tozaki 1980; Han et al. 2006; Herrmann 2012; Herrmann
et al. 2013; Han and Liu 2015] provide Sobolev estimates for the solution in terms of a Sobolev norm
of the data, with a finite loss of derivatives. We also mention the related works [Ascanelli 2006; 2007], in
which the author proves well-posedness results (in C∞ and Gevrey spaces) for linear wave equations with
two kinds of degeneracies: (i) the breakdown of strict hyperbolicity (corresponding to the vanishing of
certain coefficients) and (ii) the blowup of the time derivatives of certain coefficients in the wave equation.
We also mention the works [Ivriı̆ 1975; Ishida and Yagdjian 2002], in which the authors obtain necessary
and sufficient conditions for the Gevrey space well-posedness of degenerate linear hyperbolic equations.

Most relevant for our work here is Manfrin’s aforementioned proof [1996] of C∞ well-posedness
for various degenerate quasilinear wave equations in one spatial dimension (see also [Manfrin 1999]
for a similar result in more than one spatial dimension and the related work [Boiti and Manfrin 2000]),
including those of the form

−∂2
t 9 +9

2ka(t, x, 9) ∂2
x9 = f (t, x, 9), (1F-3)

where k ≥ 1 is an integer and a(t, x, 9) is uniformly bounded from above and from below, strictly away
from 0 (and 9 = 0 corresponds to the degeneracy). More precisely, for C∞ initial data, Manfrin used
weighted energy estimates and Nash–Moser estimates to prove local well-posedness for solutions to
(1F-3). The energy estimate weights are complicated to construct and are based on dividing spacetime into
various regions with the help of “separating functions” adapted to the degeneracy. Note that Manfrin’s
results apply to our model equation26 (1A-1a) in the case P = 2. However, it is an open problem whether
or not his results can be extended to yield a local well-posedness result for (1F-3) with data in Sobolev
spaces.

To further explain these results and their connection to our work here, we consider the simple Tricomi-
type equation

−∂2
t 9 + a(t)19 = 0, (1F-4)

26More precisely, the role of “1+9” in (1A-1a) is played by “9” in (1F-3).
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where a(t) ≥ 0. It is known [Colombini and Spagnolo 1982] that in one spatial dimension, the linear
(1F-4) can be ill-posed,27 even if a = a(t) is C∞. Hence, it should not be taken for granted that we can
(for suitable data) solve (1A-1a) in Sobolev spaces all the way up to the time of first vanishing of 1+9.
Roughly, what can go wrong in an attempt to solve the linear equation (1F-4) is that a(t) can be highly
oscillatory near a point t0 with a(t0)=0. In fact, in the example from [Colombini and Spagnolo 1982], a(t)
oscillates infinitely many times near t0. This generates, in the basic energy identity, an uncontrollable term
involving the ratio ((d/dt)a(t))/a(t) and leads to ill-posedness in domains [A, B)×R when t0 ∈ [A, B).

In all of the aforementioned well-posedness results, the technical conditions imposed on the coefficients
rule out the infinite oscillatory behavior from [Colombini and Spagnolo 1982] that led to ill-posedness. To
provide a more concrete example, we note that in one spatial dimension, Han [2010] derived degenerate
energy estimates for linear wave equations of the form

−∂2
t 9 + a(t, x) ∂2

x9 + b0(t, x) ∂t9 + b(t, x) ∂x9 + c(t, x)9 = f (t, x), (1F-5)

where the coefficients satisfy certain technical conditions, including, roughly speaking, that a(t, x)≥ 0
behaves like tm

+ cm−1(x)tm−1
+ · · ·+ c1(x)t + c0(x). In particular, even though a is allowed to vanish

at some points, it does not exhibit highly oscillatory behavior in the t-direction. In [Han et al. 2006],
similar results were derived in n ≥ 1 spatial dimensions.

We now describe Dreher’s Ph.D. thesis [1999], which involves the study of equations that share some
common features with (1A-1a) near the degeneracy 1+9 = 0. Specifically, in his thesis, Dreher proved
local well-posedness results in Sobolev spaces for several classes of quasilinear hyperbolic PDEs in any
number of dimensions with various kinds of space and time degeneracies. However, a key difference
between the equations studied by Dreher in his thesis and our work is that the degeneracies there were
“prescribed” in the sense that they were caused only by degenerate semilinear factors that explicitly
depend on the time and space variables. That is, if one deletes the degenerate semilinear factors, then
one obtains a strictly hyperbolic PDE for which local well-posedness follows from standard techniques.
Dreher made technical assumptions on the degenerate semilinear factors that were sufficient for proving
well-posedness. In contrast, the degeneracy caused by 1+9 = 0 in (1A-1a) is “purely quasilinear” in
nature. The following model equation in one spatial dimension gives a sense of the kinds of prescribed
degeneracy treated by Dreher:

−∂2
t 9 + t2 f (9) ∂2

x9 = 0, (1F-6)

where f is smooth and satisfies f (9) > 0. We stress that the absence of strict hyperbolicity in a
neighborhood of 60 is not caused by the quasilinear factor f (9), but rather by the semilinear factor t2.
A related example, coming from geometry, is the aforementioned work [Han et al. 2003], in which the
authors proved the existence of local Ck embeddings of surfaces of nonnegative Gaussian curvature
into R3. The quasilinear system of PDEs studied there degenerated at points where the Gauss curvature of
the surface vanishes. As in [Dreher 1999], the degeneracy was “prescribed” in the sense that it was caused

27In [Colombini and Spagnolo 1982], which addressed solutions in one spatial dimension, the authors exhibited a smooth
function a(t)≥ 0 with a(t0)= 0 for some t0 > 0 and data such that there is no distributional solution to (1F-4) with the given
data that extends past time t0.
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by the Gauss curvature (which is “known”). Hence, the authors were free to make technical assumptions
on the Gauss curvature to ensure the local well-posedness of the PDE system.

We now give another example of prior work that is closely connected to our main results. In [Ruan
et al. 2016], the authors proved local well-posedness in homogeneous Sobolev spaces on domains of the
form [0, T )×Rn for semilinear Tricomi equations of the form

−∂2
t 9 + t P19 = f (9), (1F-7)

where P ∈ N and f is a nonlinearity such that f and f ′ obey certain P, n−dependent power-law growth
bounds at∞. See [Ruan et al. 2015a; 2015b] for related results. Note that the coefficient t P in (1F-7)
does not oscillate; once again, this is the key difference compared to the ill-posedness result for (1F-4)
mentioned above. As we described in Section 1E, (1F-7) is a good model for the solutions to (1A-1a)
provided by our main results in the sense that the degenerating coefficient (1+9)P in (1A-1a) behaves
in some ways, when 1+9 is small, like28 the coefficient t P (near t = 0) in (1F-7).

In view of the above discussion, we believe that one should not expect to be able to solve (1A-1a)
in Sobolev spaces all the way up to points with 1+9 = 0 unless one makes assumptions on the data
that preclude highly oscillatory behavior in regions where 1+ 9 is small. In this article, we avoid
the oscillatory behavior by exploiting the relative largeness of [∂t9]− and the relative smallness of
∂2

t 9 in regions where 1+9 is small, which are present at time 0 and which we propagate; see the
estimates (3B-2) and (3C-5c). As we have mentioned, the relative largeness of [∂t9]− can be viewed
as a kind of monotonicity in the problem. One might say that this monotonicity makes up for the lack
of remarkable structure in (1A-1a), including that it is not an Euler–Lagrange equation, its solutions
admit no known coercive conserved quantities, and the nonlinearities are not signed. As we described
in Section 1E, this monotonicity yields an important signed spacetime integral that we use to close the
energy estimates; see the spacetime integral on the left-hand side of (3C-4). The largeness of [∂t9]− is
connected to so-called Levi-type conditions that have appeared in the literature. Roughly, a Levi condition
is a quantitative relationship between the sizes of various coefficients in the equation and their derivatives.
As an example, we note that in their study [D’Ancona and Trebeschi 2001] of well-posedness for (1F-2)
with analytic coefficients, the authors studied linearized equations of the form (1F-1) under the Levi
condition |b(t, x)|. |a(t, x)|+|∂t

√
a(t, x)|; the Levi condition allowed them, for the linearized equation,

to construct suitable weights for the energy estimates (even at points where a vanishes), which were
sufficient for proving well-posedness. In the problems under study here, the largeness of [∂t9]− at points
with 1+9 = 0 can be viewed as a Levi-type condition for the coefficient (1+9)P in (1A-1a), which
allows us to control various error terms that arise when we derive energy estimates for the solution’s
higher derivatives.

The degenerate energy estimates featured in our proofs have some features in common with the
foundational works [Alinhac 1999a; 1999b; 2001; 2002; Christodoulou 2007] on the formation of shock
singularities in solutions to quasilinear wave equations in two or three spatial dimensions; see also the

28The key point is that since our solutions are such that ∂t9 < 0 when 1+9 = 0, it follows that 1+9 behaves, to first order,
linearly in t near points where it vanishes.
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follow-up works [Christodoulou and Miao 2014; Speck et al. 2016; Speck 2016; Ding et al. 2015a; 2015b;
2017] and the survey article [Holzegel et al. 2016]. In those works, the authors constructed a dynamic
geometric coordinate system that degenerated in a precise fashion29 as the shock formed. Consequently,
relative to the geometric coordinates, the solution remains rather smooth,30 which was a key fact used
to control error terms. A crucial feature of the proofs is that the energy estimates31 contained weights
that vanished at the shock, which is in analogy with the vanishing of the weight (1+9)P in (1E-1) at
the degeneracy. A second crucial feature of the proofs of shock formation is that they relied on the fact
that the weight has a quantitatively strictly negative time derivative in a neighborhood of points where it
vanishes. This yields a critically important monotonic spacetime integral that is in analogy with the one,
(1E-2), that we use to control various error terms in the present work.

We close this subsection by noting that the degeneracy that we encounter in our study of (1A-1a) is
related to — but distinct from — a particular kind of absence of strict hyperbolicity that has been studied in
the context of the compressible Euler equations for initial data satisfying the physical vacuum condition;
see, for example, [Coutand et al. 2010; Coutand and Shkoller 2011; 2012; Jang and Masmoudi 2009;
2011]. The key difference between those works and ours is that in those works, the degeneracies occurred
along the fluid-vacuum boundary in spacelike directions rather than a timelike one. In particular, the
degeneracy was already present at time 0. More precisely, at time 0, the fluid density vanished at a certain
rate, meaning that the density’s derivative in the (spacelike) normal direction to the vacuum boundary
satisfied a quantitative signed condition. It turns out that this condition yields a signed integral in the
energy identities that is essential for closing the energy estimates. The signed integral exploited in those
works is analogous to the integral (1E-2), but the integrals in the above papers were available because
the solution’s (spacelike) normal derivative had a sign, which is in contrast to the sign of the timelike
derivative ∂t9 exploited in the present work. With the help of the signed integral, the authors of the
above papers were able to prove degenerate energy estimates with weights that vanished at a certain rate
in the normal direction to the vacuum boundary. Ultimately, these degenerate estimates allowed them to
prove local well-posedness in Sobolev spaces with weights that degenerate at the fluid-vacuum boundary.

1G. Notation. In this subsection, we summarize some notation that we use throughout.

• {xα}α=0,1,2,3 denotes the standard rectangular coordinates on R1+3
= R×R3, and ∂α := ∂/∂xα denotes

the corresponding coordinate partial derivative vector fields; x0
∈ R is the time coordinate and x :=

(x1, x2, x3) ∈ R3 are the spatial coordinates.

• We often use the alternate notation x0
= t and ∂0 = ∂t .

29In essence, the authors straightened out the characteristics via a solution-dependent change of coordinates.
30The high-order geometric energies were allowed to blow up at the shock, which led to enormous technical complications

in the proofs. Note that this possible high-order energy blowup is distinct from the formation of the shock singularity, which
corresponds to the blowup of a low-order Cartesian coordinate partial derivative of the solution.

31There are many shock-formation results for solutions to quasilinear equations in one spatial dimension, with important
contributions coming from Riemann [1860], Oleı̆nik [1957], Lax [1957], Klainerman and Majda [1980], John [1974; 1981;
1984], and many others. However, those results are based exclusively on the method of characteristics and hence, unlike in the
case of two or more spatial dimensions, the proofs do not rely on energy estimates.
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• Greek “spacetime” indices such as α vary over 0, 1, 2, 3 and Latin “spatial” indices such as a vary over
1, 2, 3. We use primed indices, such as a′, in the same way that we use their nonprimed counterparts. We
use Einstein’s summation convention in that repeated indices are summed over their respective ranges.

• We raise and lower indices with g−1 and g respectively (not with the Minkowski metric!).

• We sometimes omit the arguments of functions appearing in pointwise inequalities. For example, we
sometimes write | f | ≤ C ε̊ instead of | f (t, x)| ≤ C ε̊.

• ∇
k9 denotes the array comprising all derivatives of order k of 9 with respect to the rectangular

spatial coordinate vector fields. We often use the alternate notation ∇9 in place of ∇19. For example,
∇9 := (∂19, ∂29, ∂39).

• |∇
≤k9| :=

∑k
k′=0 |∇

k′9|.

• |∇
[a,b]9| :=

∑b
k′=a |∇

k′9|.

• H N (6t) denotes the standard Sobolev space of functions on 6t with corresponding norm

‖ f ‖H N (6t ) :=

{ ∑
a1+a2+a3≤N

∫
x∈R3
|∂

a1
1 ∂

a2
2 ∂

a3
3 f (t, x)|2 dx

}1/2

.

In the case N = 0, we use the notation “L2” in place of “H 0”.

• L∞(6t) denotes the standard Lebesgue space of functions on6t with corresponding norm ‖ f ‖L∞(6t ) :=

ess supx∈R3 | f (t, x)|.

• If A and B are two quantities, then we often write A. B to indicate that “there exists a constant C > 0
such that A ≤ C B”.

• We sometimes write O(B) to denote a quantity A with the following property: there exists a constant
C > 0 such that |A| ≤ C |B|.

2. Assumptions on the initial data and bootstrap assumptions

In this short section, we state our assumptions on the data (9|60, ∂t9|60) := (9̊, 9̊0) for the model
equation (1A-1a) and formulate bootstrap assumptions that are convenient for studying the solution. We
also show that there exist data satisfying the assumptions.

2A. Assumptions on the data. We assume that the initial data are compactly supported and satisfy the
size assumptions

‖∇
≤49̊‖L∞(60)+‖∇

[1,3]9̊0‖L∞(60)+‖∇
29̊‖H4(60)+‖∇

29̊0‖H3(60) ≤ ε̊, ‖9̊0‖L∞(60) ≤ δ̊, (2A-1)

where ε̊ and δ̊ are two data-size parameters that we will discuss below (roughly, ε̊ will have to be small
for our proofs to close). Roughly speaking, in our analysis, we will approximately propagate the above
size assumptions all the way up until the time of breakdown in hyperbolicity, except at the top derivative
level. More precisely, we are not able to uniformly control the top-order spatial derivatives of 9 in the
norm ‖ · ‖L2(6t ) up to the time of breakdown due to the presence of degenerate weights in our energy (see
Definition 3.4).
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Before we can proceed, we must first introduce the crucial parameter δ̊∗ that controls the time of first
breakdown in hyperbolicity; our analysis shows that for ε̊ sufficiently small, the time of first breakdown
is {1+O(ε̊)}δ̊−1

∗
; see also Remark 2.2.

Definition 2.1 (the parameter that controls the time of breakdown in hyperbolicity). We define the
data-dependent parameter δ̊∗ as

δ̊∗ :=max
60
[9̊0]−. (2A-2)

Remark 2.2 (the relevance of δ̊∗). The solutions that we study are such that32 9̊ ∼ 0 and ∂2
t 9 ∼ 0

(throughout the evolution). Hence, by the fundamental theorem of calculus, we have ∂t9(t, x)∼ 9̊0(x)
and 1+9(t, x)∼ 1+ t9̊0(x). From this last expression, we see that 1+9 is expected to vanish for the
first time at approximately t = δ̊−1

∗
. See Lemma 3.1 for the precise statements.

2B. Bootstrap assumptions. In proving our main results, we find it convenient to rely on a set of bootstrap
assumptions, which we provide in this subsection.

The size of T(Boot): We assume that T(Boot) is a bootstrap time with

0< T(Boot) ≤ 2δ̊−1
∗
. (2B-1)

The assumption (2B-1) gives us a sufficient margin of error to prove that finite-time degeneration of
hyperbolicity occurs, as we explained in Remark 2.2.

Degeneracy has not yet occurred: We assume that for (t, x) ∈ [0, T(Boot))×R3 we have

0< 1+9(t, x). (2B-2)

L∞ bootstrap assumptions: We assume that for t ∈ [0, T(Boot)), we have

‖9‖L∞(6t ) ≤ 2δ̊−1
∗
δ̊+ ε1/2, (2B-3a)

‖∂t9‖L∞(6t ) ≤ δ̊+ ε
1/2, (2B-3b)

‖∇
[1,3]9‖L∞(6t ) ≤ ε, ‖∂t∇

[1,3]9‖L∞(6t ) ≤ ε, ‖∂
2
t ∇
≤19‖L∞(6t ) ≤ ε, (2B-3c)

where ε > 0 is a small bootstrap parameter; we describe our smallness assumptions in the next subsection.

Remark 2.3 (the solution remains compactly supported in space). From (2B-3a), we deduce that the
wave speed (1 + 9)P/2 associated to (1A-1a) remains uniformly bounded from above for (t, x) ∈
[0, T(Boot))×R3. Hence, there exists a large, data-dependent ball B ⊂ R3 such that 9(t, x) vanishes for
(t, x) ∈ [0, T(Boot))× Bc, where Bc denotes the complement of B in R3.

2C. Smallness assumptions. For the rest of the article, when we say that “A is small relative to B,”
we mean that B > 0 and that there exists a continuous increasing function f : (0,∞)→ (0,∞) such
that A ≤ f (B). In principle, the functions f could always be chosen to be polynomials with positive

32Here “A ∼ B” imprecisely indicates that A is well-approximated by B.
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coefficients or exponential functions. However, to avoid lengthening the paper, we typically do not specify
the form of f .

Throughout the rest of the paper, we make the following relative smallness assumptions. We continually
adjust the required smallness in order to close our estimates.

• The bootstrap parameter ε from Section 2B is small relative to δ̊−1, where δ̊ is the data-size parameter
from (2A-1).

• ε is small relative to the data-size parameter δ̊∗ from (2A-2).

The first assumption will allow us to control error terms that, roughly speaking, are of size εδ̊k for some
integer k ≥ 0. The second assumption is relevant because the expected degeneracy-formation time is
approximately δ̊−1

∗
(see Remark 2.2); the assumption will allow us to show that various error products

featuring a small factor ε remain small for t ≤ 2δ̊−1
∗

, which is plenty of time for us to show that 1+9
vanishes.

Finally, we assume that

ε3/2
≤ ε̊ ≤ ε, (2C-1)

where ε̊ is the data smallness parameter from (2A-1).

2D. Existence of data. It is easy to construct data such that the parameters ε̊, δ̊, and δ̊∗ satisfy the relative
size assumptions stated in Section 2C. For example, we can start with any smooth compactly supported
data (9̊, 9̊0) such that minR3 9̊0 < 0. We then consider the one-parameter family((λ)

9̊(x),
(λ)
9̊0(x)

)
:=
(
λ−19̊(x), 9̊0(λ

−1x)
)
.

One can check that for λ > 0 sufficiently large, all of the size assumptions of Section 2C are satisfied.
The proof relies on the simple scaling identities

∇
k (λ)9̊(x)= λ−1(∇k 9̊)(x), (2D-1a)

∇
k (λ)9̊0(x)= λ−k(∇k 9̊0)(λ

−1x) (2D-1b)

and

‖∇
k (λ)9̊‖L2(60) = λ

−1
‖9̊‖L2(60), (2D-2a)

‖∇
k (λ)9̊0‖L2(60) = λ

3/2−k
‖9̊0‖L2(60). (2D-2b)

Remark 2.4 (degeneracy occurs for solutions launched by any appropriately rescaled nontrivial data).
The discussion in Section 2D can easily be extended to show that if 9̊0 is nontrivial, then one always
generates data to which our results apply by considering the rescaled data (

(λ)
9̊,

(λ)
9̊0) with λ sufficiently

large. More precisely, if minR3 9̊0 = 0, then we must have maxR3 9̊0 > 0; in this case, the degeneracy in
the solution generated by the rescaled data occurs in the past rather than the future.
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3. A priori estimates

In this section, we use the data-size assumptions and the bootstrap assumptions of Section 2 to derive
a priori estimates for the solution. This is the main step in the proof our results.

3A. Conventions for constants. In our estimates, the explicit constants C > 0 and c> 0 are free to vary
from line to line. These constants are allowed to depend on the data-size parameters δ̊ and δ̊−1

∗
from

Section 2A. However, the constants can be chosen to be independent of the parameters ε̊ and ε whenever
ε̊ and ε are sufficiently small relative to δ̊−1 and δ̊∗ in the sense described in Section 2C. For example,
under our conventions, we have that δ̊−2

∗
ε =O(ε).

3B. Pointwise estimates. In this subsection, we derive pointwise estimates for 9 and the inhomogeneous
terms in the commuted wave equation.

We start with a simple lemma that provides sharp pointwise estimates for 9 and ∂t9.

Lemma 3.1 (pointwise estimates for 9 and ∂t9). Under the data-size assumptions of Section 2A, the
bootstrap assumptions of Section 2B, and the smallness assumptions of Section 2C, the following pointwise
estimates hold for (t, x) ∈ [0, T(Boot))×R3:

9(t, x)= t9̊0(x)+O(ε), (3B-1a)

∂t9(t, x)= 9̊0(x)+O(ε). (3B-1b)

Proof. To derive (3B-1b), we first use the bootstrap assumptions to deduce ‖(1+9)P19‖L∞(6t ) ≤ Cε.
Hence, from (1A-1a), we deduce the pointwise bound |∂2

t 9|≤Cε. From this estimate and the fundamental
theorem of calculus, we conclude the desired bound (3B-1b). The bound (3B-1a) then follows from the
fundamental theorem of calculus, (3B-1b), and the small-data bound ‖9̊‖L∞(60) ≤ ε̊ ≤ ε. �

The next proposition captures the monotonicity that is present at points where 1+9 is small. It is of
critical importance for the energy estimates.

Proposition 3.2 (monotonicity near the degeneracy). Under the data-size assumptions of Section 2A,
the bootstrap assumptions of Section 2B, and the smallness assumptions of Section 2C, the following
statement holds for (t, x) ∈ [0, T(Boot))×R3:

9(t, x)≤− 1
2 =⇒ ∂t9(t, x)≤− 1

8 δ̊∗, (3B-2)

where δ̊∗ is the data-dependent parameter from Definition 2.1.

Proof. To prove (3B-2), we first use the estimates (3B-1a) and (3B-1b) to deduce that 9(t, x) =
t ∂t9(t, x)+O(ε). Hence, if 9(t, x) ≤ −1

2 , then t ∂t9(t, x) ≤ −1
4 . Recalling that 0 ≤ t < 2δ̊−1

∗
, see

(2B-1), we conclude (3B-2). �

We now derive pointwise estimates for the inhomogeneous terms in the commuted wave equation.

Lemma 3.3 (pointwise estimates for the inhomogeneous terms). Let9 be a solution to the wave equation
(1A-1a). For k = 2, 3, 4, 5 and P = 1, 2, consider following wave equation,33 obtained by commuting

33We do not bother to state the precise form of F(k) here.
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(1A-1a) with ∇k :
−∂2

t ∇
k9 + (1+9)P1∇k9 = F (k). (3B-3)

Under the data-size assumptions of Section 2A, the bootstrap assumptions of Section 2B, and the smallness
assumptions of Section 2C, the following pointwise estimates hold for (t, x) ∈ [0, T(Boot))×R3:

|F (k)| ≤ Cε|∇[2,k+1]9| (P = 1), (3B-4)

|F (k)| ≤ Cε(1+9)|∇k+19| + ε|∇[2,k]9| (P = 2). (3B-5)

Proof. We first consider the case P = 1. Commuting (1A-1a) with ∇k, we compute that

|F (k)| ≤ C
∑

a+b≤k+2
1≤a, 2≤b≤k+1

|∇
a9||∇b9|.

The desired estimate (3B-4) then follows as a simple consequence of this bound and the bootstrap
assumptions. The proof of (3B-5) is similar, the difference being that when P = 2, we have the bound

|F (k)| ≤ Cε(1+9)|∇k+19| +C
∑

a+b≤k+2
1≤a≤k, 2≤b≤k

|∇
a9||∇b9|. �

3C. Energy estimates. We will use the following energy, which corresponds to between two and five
commutations of the wave equation with ∇, in order to control solutions.

Definition 3.4 (the energy). We define

E[2,5](t) :=
5∑

k′=2

∫
6t

|∂t∇
k′9|2+ (1+9)P

|∇∇
k′9|2+ |∇k′9|2 dx . (3C-1)

We now provide the basic energy identity satisfied by solutions.

Lemma 3.5 (basic energy identity). Let 9 be a solution to the wave equation (1A-1a). Let E[2,5] be the
energy defined in (3C-1) and let F (k) be the inhomogeneous term from (3B-3). Then for P = 1, 2, we have
the energy identity

E[2,5](t)= E[2,5](0)+ P
5∑

k′=2

∫ t

s=0

∫
6s

(∂t9)(1+9)P−1
|∇∇

k′9|2 dx ds

− 2P
5∑

k′=2

∫ t

s=0

∫
6s

(1+9)P−1(∇9) · (∇∇k′9)(∂t∇
k′9) dx ds

− 2
5∑

k′=2

∫ t

s=0

∫
6s

(∂t∇
k′9)F (k

′) dx ds+ 2
5∑

k′=2

∫ t

s=0

∫
6s

(∂t∇
k′9)(∇k′9) dx ds. (3C-2)

Proof. The identity (3C-2) is standard and can verified by taking the time derivative of both sides of
(3C-1), using (3B-3) for substitution, integrating by parts over 6t , and then integrating the resulting
identity in time. �
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With the help of Lemma 3.5, we now derive an inequality satisfied by the energy E[2,5].

Proposition 3.6 (integral inequality for the energy). Let E[2,5] be the energy defined in (3C-1). Let
1{−1<9≤−1/2} be the characteristic function of the spacetime subset

{
(t, x) | −1 < 9(t, x) ≤ −1

2

}
and

define 1{−1/2<9} analogously. Let δ̊∗ be the data-size parameter from Definition 2.1. Under the data-size
assumptions of Section 2A, the bootstrap assumptions of Section 2B, and the smallness assumptions of
Section 2C, the following integral inequality holds for P = 1, 2 and t ∈ [0, T(Boot)):

E[2,5](t)+ 1
8 P δ̊∗

5∑
k′=2

∫ t

s=0

∫
6s

1{−1<9≤−1/2}(1+9)P−1
|∇∇

k′9|2 dx ds

≤ E[2,5](0)+C
5∑

k′=2

∫ t

s=0

∫
6s

|∂t∇
k′9|2 dx ds+C

5∑
k′=2

∫ t

s=0

∫
6s

|∇
k′9|2 dx ds

+C
5∑

k′=2

∫ t

s=0

∫
6s

1{−1/2<9}(1+9)P−1
|∇∇

k′9|2 dx ds

+Cε
5∑

k′=2

∫ t

s=0

∫
6s

1{−1<9≤−1/2}(1+9)2(P−1)
|∇∇

k′9|2 dx ds. (3C-3)

Proof. We must bound the terms appearing in the energy identity (3C-2). We give the proof only for the
case P = 1 since the case P = 2 can be handled using similar arguments. We start by bounding the first
sum on the right-hand side of (3C-2); this is the only term that requires careful treatment. We split the
integration domain [0, t] ×R3 into two pieces: a piece in which −1 < 9 ≤ − 1

2 and a piece in which
9 >−1

2 . To bound the first piece, we use the estimate (3B-2) to deduce that whenever −1<9 ≤− 1
2 ,

the integrand satisfies (∂t9)|∇∇
k′9|2 ≤−1

8 δ̊∗|∇∇
k′9|2. We can therefore bring all of the corresponding

integrals over to the left-hand side of (3C-3) as positive integrals, as is indicated there. To bound the
second piece, we use the estimate (3B-1b) to bound ∂t9 in L∞ by ≤ C , which allows us to bound the
integrand by C |∇∇k′9|2. It follows that since 9 >−1

2 (by assumption), the integrals under consideration
are bounded by the third sum on the right-hand side of (3C-3).

To bound the second sum on the right-hand side of (3C-2), we first use the bootstrap assumption
(2B-3c) to bound the integrand factor ∇9 in L∞ by ≤ ε. Thus, using Young’s inequality, we bound the
terms under consideration by the sum of the first, third, and fourth sums on the right-hand side of (3C-3).

To bound the third sum on the right-hand side of (3C-2), we use (3B-4) and Young’s inequality to
bound the integrand by Cε

∑5
k′=2 |∂t∇

k′9|2+Cε
∑6

k′=2 |∇
k′9|2. It is easy to see that the corresponding

integrals are bounded by the right-hand side of (3C-3).
Finally, using Young’s inequality, we bound last sum on the right-hand side of (3C-2) by the first two

sums on the right-hand side of (3C-3). �

In the next proposition, we use Proposition 3.6 to derive our main a priori energy estimates. We also
derive improvements of the bootstrap assumptions (2B-3).

Proposition 3.7 (a priori energy estimates and improvement of the bootstrap assumptions). Let δ̊∗ be the
data-size parameter from (2A-2) and let 1{−1<9≤−1/2} be the characteristic function of the spacetime
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subset
{
(t, x) | −1 < 9(t, x) ≤ − 1

2

}
. There exists a constant C > 0 such that under the data-size

assumptions of Section 2A, the bootstrap assumptions of Section 2B, and the smallness assumptions of
Section 2C, the following a priori energy estimate holds for P = 1, 2 and t ∈ [0, T(Boot)):

E[2,5](t)+ 1
16 P δ̊∗

5∑
k′=2

∫ t

s=0

∫
6s

1{−1<9≤−1/2}(1+9)P−1
|∇∇

k′9|2 dx ds ≤ C ε̊2. (3C-4)

Moreover, we have the following estimates, which are a strict improvement of the bootstrap assumptions
(2B-3) for ε̊ sufficiently small:

‖9‖L∞(6t ) ≤ 2δ̊−1
∗
δ̊+C ε̊, (3C-5a)

‖∂t9‖L∞(6t ) ≤ δ̊+C ε̊, (3C-5b)

‖∇
[1,3]9‖L∞(6t ) ≤ C ε̊, ‖∂t∇

[1,3]9‖L∞(6t ) ≤ C ε̊, ‖∂2
t ∇
≤19‖L∞(6t ) ≤ C ε̊. (3C-5c)

Proof. We give the proof only for the case P = 1 since the case P = 2 can be handled using similar
arguments. To obtain (3C-4), we first note that for ε sufficiently small relative to δ̊∗, we can absorb
the last sum on the right-hand side of (3C-3) into the second term on the left-hand side, which at most
reduces its coefficient from 1

8 δ̊∗ to 1
16 δ̊∗, as is stated on the left-hand side of (3C-4). Moreover, since

1{−1/2<9}≤C 1{−1/2<9}(1+9), we have the bound
∫
6s

1{−1/2<9}|∇∇
k′9|2 dx ≤CE[2,5](s) for the terms

in the next-to-last sum on the right-hand side of (3C-3). The remaining 6s integrals are easily seen to be
bounded in magnitude by ≤ CE[2,5](s). Also using the data bound E[2,5](0)≤ C ε̊2, which follows from
our data assumptions (2A-1), we obtain

E[2,5](t)+ 1
16 δ̊∗

5∑
k′=2

∫ t

s=0

∫
6s

1{−1<9≤−1/2}|∇∇
k′9|2 dx ds ≤ C ε̊2

+ c
∫ t

s=0
E[2,5](s) ds. (3C-6)

From (3C-6), Grönwall’s inequality, and (2B-1), we conclude

E[2,5](t)+ 1
16 δ̊∗

5∑
k′=2

∫ t

s=0

∫
6s

1{−1<9≤−1/2}|∇∇
k′9|2 dx ds ≤ C exp(ct)ε̊2

≤ C ε̊2,

which is the desired bound (3C-4).
The estimates (3C-5c) for ∇[2,3]9 and ∂t∇

[2,3]9 then follow from (3C-4) and the Sobolev embedding
result H 2(R3) ↪→ L∞(R3). Next, we take up to one ∇ derivative of (1A-1a) and use the already obtained
L∞ estimates and the bootstrap assumptions to obtain the bound ‖∂2

t ∇
≤19‖L∞(6t )≤C ε̊ stated in (3C-5c).

Using this bound, the fundamental theorem of calculus, and the data assumptions ‖∇9̊0‖L∞(60) ≤ ε̊ and
‖9̊0‖L∞(60)≤ δ̊, we obtain the bounds ‖∂t∇9‖L∞(6t )≤C ε̊ and ‖∂t9‖L∞(6t )≤ δ̊+C ε̊, which in particular
yields (3C-5b). Using a similar argument based on the already obtained bound ‖∂t∇9‖L∞(6t ) ≤ C ε̊,
we deduce ‖∇9‖L∞(6t ) ≤ C ε̊. Similarly, from the already obtained bound ‖∂t9‖L∞(6t ) ≤ δ̊+C ε̊, the
fundamental theorem of calculus, the initial data bound ‖9̊‖L∞(60) ≤ ε̊, and the fact that 0≤ t < T(Boot) ≤

2δ̊−1
∗

, we deduce ‖9‖L∞(6t ) ≤ 2δ̊−1
∗
δ̊+C ε̊, that is, (3C-5a). �
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4. The main results

We now derive our main results, namely Theorem 4.1 and Proposition 4.2.

Theorem 4.1 (stable finite-time degeneration of hyperbolicity). Let (9̊, 9̊0) ∈ H 6(R3)× H 5(R3) be
compactly supported initial data (1A-1b) for the wave equation (1A-1a) with P ∈ {1, 2} and let 9 denote
the corresponding solution. Let

M(t) := min
(s,x)∈[0,t]×R3

{1+9(s, x)}. (4-1)

Let ε̊, δ̊, and δ̊∗ be the data-size parameters from (2A-1)–(2A-2) and assume that δ̊ > 0 and δ̊∗ > 0. Note
that if ε̊ is sufficiently small, then M(0)= 1+O(ε̊) > 0. If ε̊ is sufficiently small relative to δ̊−1 and δ̊∗ in
the sense described in Section 2C, then the following conclusions hold.

Breakdown in hyperbolicity precisely at time T?: There exists a T? > 0 satisfying

T? = {1+O(ε̊)}δ̊−1
∗

(4-2)

such that the solution exists classically on the slab [0, T?)×R3 and such that the following inequality
holds for 0≤ t < T?:

M(t) > 0. (4-3)
Moreover,

lim
t↑T?

M(t)= 0. (4-4)

Regularity properties on [0, T?)×R3: On the slab [0, T?)×R3, the solution satisfies the energy bounds
(3C-4), the L∞ estimates (3C-5) and the pointwise estimates (3B-1) (with C ε̊ on the right-hand side in
place of ε in the latter two estimates). Moreover,

9 ∈ C
(
[0, T?), H 6(R3)

)
∩ L∞

(
[0, T?), H 5(R3)

)
, (4-5a)

∂t9 ∈ C
(
[0, T?), H 5(R3)

)
∩ L∞

(
[0, T?), H 5(R3)

)
. (4-5b)

Regularity properties on [0, T?]×R3: 9 extends to a classical solution on the closed slab [0, T?]×R3

enjoying the following regularity properties: for any N < 5, we have

9 ∈ C
(
[0, T?], H 5(R3)

)
, (4-6a)

∂t9 ∈ C
(
[0, T?], H N (R3)

)
∩ L∞

(
[0, T?], H 5(R3)

)
. (4-6b)

In particular, the L∞ estimates (3C-5) and the pointwise estimates (3B-1) (with C ε̊ on the right-hand
side in place of ε in these estimates) hold on [0, T?]×R3. Moreover, in the case34 P = 1, we have

9 ∈ L2(
[0, T?], H 6(R3)

)
. (4-7)

Description of the breakdown along 6T? : The set

6
Degen
T? := {q ∈6T? | 1+9(q)=0} (4-8)

34In the proof of the theorem, we clarify why our proof of (4-7) relies on the assumption P = 1.
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is nonempty and we have the estimate

sup
6

Degen
T?

∂t9 ≤−
1
8 δ̊∗. (4-9)

In particular, in the case P = 1, the hyperbolicity of the wave equation breaks down on 6Degen
T? in

the following sense: if q ∈ 6Degen
T? , then any C1 extension of 9 to any spacetime neighborhood �q

containing q necessarily contains points p such that (1A-1a) is elliptic at 9(p). In contrast, in the case
P = 2, only the strict hyperbolicity (in the sense of Footnote 7) of (1A-1a) breaks down for the first time
at T?.

Proof. Let T? be the supremum of the set of times T(Boot) subject to inequality (2B-1) and such that
the solution exists classically on the slab [0, T(Boot))×R3, has the same Sobolev regularity as the initial
data, and satisfies the bootstrap assumptions of Section 2B with ε := C∗ε̊, where C∗ is described just
below. By standard local well-posedness, see for example [Hörmander 1997], if ε̊ is sufficiently small
and C∗ > 1 is sufficiently large, note that this is consistent with the assumed inequalities (2C-1), then
T? > 0. Next, we state the following standard continuation result, which can be proved, for example, by
making straightforward modifications to the proof of [Hörmander 1997, Theorem 6.4.11]: if T? < 2δ̊−1

∗
,

then the solution can be classically continued to a slab of the form [0, T?+4]×R3 (for some 4> 0 with
T?+1< 2δ̊−1

∗
) on which the solution has the same Sobolev regularity as the initial data and on which the

bootstrap assumptions hold, as long as the bootstrap inequalities (2B-3) are strictly satisfied for t ∈ [0, T?)
and inft∈[0,T?)M(t) > 0. It follows that either (i) T? = 2δ̊−1

∗
, (ii) that the bootstrap inequalities (2B-3)

are saturated at some time t ∈ [0, T?), or (iii) that inft∈[0,T?)M(t)= 0. If C∗ is chosen to be sufficiently
large and ε̊ is chosen to be sufficiently small, then the a priori estimates (3C-5) ensure that the bootstrap
inequalities (2B-3) are in fact strictly satisfied for t ∈ [0, T?). Moreover, from (2A-2) and the estimate
(3B-1a) (which is now known to hold with ε replaced by C ε̊), we see that min6t (1+9)= 1− δ̊∗t+O(ε̊)
and thus, in fact, case (iii) occurs with T? = δ̊−1

∗
+O(ε̊)= {1+O(ε̊)}δ̊−1

∗
< 2δ̊−1

∗
and limt↑T? M(t)= 0.

From the above reasoning, we easily deduce that the energy bound (3C-4) holds for t ∈ [0, T?) and, since
the a priori estimates (3C-5) show that the bootstrap assumptions hold with ε replaced by C ε̊, that the
pointwise estimates (3B-1) hold for (t, x) ∈ [0, T?)×R3 with ε replaced by C ε̊.

In the rest of this proof, we sometimes silently use the simple facts that 9, ∂t9 ∈ L∞
(
[0, T?), H 1(R3)

)
.

These facts do not follow from the energy estimates (3C-4) (since the energy does not directly control
9, ∂t9, ∇9 or ∇∂t9), but instead follow from (3C-5) and the compactly supported (in space) nature
of the solution. To proceed, we easily conclude from the definition of E[2,5](t) and the fact that the
estimates (3C-4) and (3C-5b)–(3C-5c) hold on [0, T?) that ∂t9 ∈ L∞

(
[0, T?], H 5(R3)

)
, as is stated in

(4-6b). Also, this fact trivially implies the corresponding statement in (4-5b), where the closed time
interval is replaced with [0, T?). The facts that 9 ∈ C

(
[0, T?), H 6(R3)

)
and ∂t9 ∈ C

(
[0, T?), H 5(R3)

)
,

as is stated in (4-5a) and (4-5b), are standard results that can be proved using energy estimates and
simple facts from functional analysis. We omit the details and instead refer the reader to [Speck 2008,
Section 2.7.5]. We note that in proving these “soft” facts, it is important that M(t)>0 for t ∈[0, T?), which
implies that standard techniques for strictly hyperbolic equations can be used. To obtain the conclusion
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9 ∈ L2
(
[0, T?], H 6(R3)

)
in the case P = 1, as is stated in (4-7), we simply use the fact that the energy

bounds (3C-4) hold on [0, T?) (including the bound for the spacetime integral term on the left-hand side).
Note that the same argument does not apply in the case P = 2 since in this case, the spacetime integral on
the left-hand side of (3C-4) features the degenerate weight 1+9. The fact that 9 ∈ C

(
[0, T?], H 5(R3)

)
,

as is stated in (4-6a), is a simple consequence of the fundamental theorem of calculus, the fact that
9̊∈H 6(60), and the already proven fact that ∂t9∈ L∞

(
[0, T?], H 5(R3)

)
. To obtain that for N<5 we have

∂t9 ∈C
(
[0, T?], H N (R3)

)
, as is stated in (4-6b), we first use (1A-1a), the fact that9 ∈C

(
[0, T?], H 5(R3)

)
,

and the standard Sobolev calculus to obtain ∂2
t 9 ∈ C

(
[0, T?], H 3(R3)

)
. Hence, from the fundamental

theorem of calculus and the fact that 9̊0 ∈ H 5(60), we obtain ∂t9 ∈ C
(
[0, T?], H 3(R3)

)
. From this fact

and the fact ∂t9 ∈ L∞
(
[0, T?], H 5(R3)

)
, we obtain, by interpolating35 between L2 and H 5, the desired

conclusion ∂t9 ∈ C
(
[0, T?], H N (R3)

)
.

Next, we note that the arguments given in the first paragraph of this proof imply that M extends
as a continuous decreasing function defined for t ∈ [0, T?] such that M(t) > 0 for t ∈ [0, T?) and
such that M(T?) = 0. Also using that 9 ∈ C

(
[0, T?], H 5(R3)

)
⊂ C

(
[0, T?],C3(R3)

)
, we deduce, in

view of definitions (4-1) and (4-8), that 6Degen
T? is nonempty. Moreover, from (3B-2) and the fact that

∂t9 ∈ C
(
[0, T?], H 4.9(R3)

)
⊂ C

(
[0, T?],C3(R3)

)
, we find that the estimate (4-9) holds. In addition, in

view of (4-9), we see that in the case P = 1, if q ∈6Degen
T? , then any C1 extension of 9 to a neighborhood

of q contains points p such that 1+9(p) < 0, which renders (1A-1a) elliptic. This is in contrast to the
case P = 2 in the sense that (1A-1a) is hyperbolic for all values of 9. �

Theorem 4.1 yields that 9 remains regular, all the way up to the time T?. However, as the next
proposition shows, a type of invariant blowup does in fact occur at time T? in both the cases P = 1, 2.
The blowup is tied to the Riemann curvature of the metric g.

Proposition 4.2 (blowup of the Kretschmann scalar). Let g = g(9) denote the spacetime metric
defined in (1A-2) and let Riem(g) denote the Riemann curvature tensor36 of g. Under the assump-
tions and conclusions of Theorem 4.1, we have the following estimate for the Kretschmann scalar
Riem(g)αβγ δ Riem(g)αβγ δ on [0, T?]×R3:

Riem(g)αβγ δ Riem(g)αβγ δ =
15
2
(∂t9)

4

(1+9)4
+O

(
ε̊

(1+9)3

)
(P = 1), (4-10a)

Riem(g)αβγ δ Riem(g)αβγ δ = 60
(∂t9)

4

(1+9)4
+O

(
ε̊

(1+9)3

)
(P = 2). (4-10b)

In particular, Riem(g)αβγ δ Riem(g)αβγ δ is bounded for 0≤ t < T?, while by (3B-2) and (4-10) at time T?,
Riem(g)αβγ δ Riem(g)αβγ δ blows up precisely on the subset 6Degen

T? defined in (4-8).

Proof. We prove only (4-10a) since the proof of (4-10b) is similar. The identities that we state in this
proof rely on the form of the metric (1A-2). We first note the following simple decomposition formula,

35Here, we mean the following standard inequality: if f ∈ H5(6t ) and 0≤ N ≤ 5, then there exists a constant CN > 0 such
that ‖ f ‖H N (6t )

≤CN ‖ f ‖1−N/5
L2(6t )

‖ f ‖N/5
H5(6t )

.
36Our sign convention for curvature is DαDβ Xµ − DβDαXµ = Riem(g)αβµνXν, where D denotes the Levi-Civita

connection of g and X is an arbitrary smooth vector field.
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which relies on the standard symmetry and antisymmetry properties of the Riemann curvature tensor:

Riem(g)αβγ δ Riem(g)αβγ δ = Riem(g) cd
ab Riem(g) ab

cd + 4 Riem(g) c0
a0 Riem(g) a0

c0

− 4gcc′gdd ′gbb′ Riem(g) cd
0b Riem(g) c′d ′

0b′ . (4-11)

Next, we let g denote the first fundamental form of 6t relative to g; that is, gi j = gi j = (1+9)−Pδi j for
i, j = 1, 2, 3, where δi j denotes the standard Kronecker delta. We also let (recalling that P = 1 in the
present context)

ki
j := −(g

−1)ia
( 1

2L∂t gaj
)
=

1
2{∂t ln(1+9)}δi

j (4-12)

denote the
(
type

(1
1

))
second fundamental form of 6t relative to g, where L∂t denotes Lie differentiation

with respect to the vector field ∂t and δi
j denotes the standard Kronecker delta. Standard calculations

based on the Gauss and Codazzi equations for the Lorentzian manifold (R1+3, g) yield, see for example
[Rodnianski and Speck 2014b, Appendix A], the identities

Riem(g) cd
ab = kc

akd
b− kd

akc
b+4

cd
ab , (4-13)

Riem(g) c0
a0 = (∂t ln(1+9))kc

a + kc
eke

a +4
c0

a0 , (4-14)

Riem(g) cd
0b =4

cd
0b , (4-15)

where the error terms are

4
cd

ab := Riem(g) cd
ab , (4-16)

4
c0

a0 := −
1

1+9
∂t((1+9)kc

a), (4-17)

4
cd

0b := (g
−1)ce ∂e(kd

b)− (g
−1)de ∂e(kc

b)

+ (g−1)ce 0 d
e f k f

b− (g
−1)ce0

f
e b kd

f − (g
−1)de0 c

e f k f
b + (g

−1)de0
f

e b kc
f , (4-18)

and
0 i

j k :=
1
2(g
−1)ai
{∂ j gak + ∂k g ja − ∂ag jk} (4-19)

are the Christoffel symbols37 of g. In (4-16), Riem(g) denotes the Riemann curvature tensor of g. We
note that in deriving (4-14) and (4-17), we have used the simple identity

−∂t(kc
a)= (∂t ln(1+9))kc

a −
1

1+9
∂t((1+9)kc

a).

We will use the estimates of Theorem 4.1 to show that

4
cd

ab :=O(ε̊) 1
1+9

, (4-20)

4
c0

a0 :=O(ε̊), (4-21)

4
cd

0b :=O(ε̊) 1
1+9

. (4-22)

37Our index conventions for the Christoffel symbols are different than the ones used in many works on differential geometry.
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The desired bound (4-10a) then follows from (4-11), (4-12), (4-13)–(4-15), (4-20)–(4-22), the simple
estimates gi j

=O(1)(1+9) and gi j =O(1)(1+9)−1, and straightforward calculations.
It remains for us to prove (4-20)–(4-22). To prove (4-20), we first use (4-19) and (3C-5) to deduce

0 i
j k =O(ε̊)

1
1+9

, ∂l0
i

j k =O(ε̊)
1

(1+9)2
. (4-23)

Since Riem(g) cd
ab has the schematic structure Riem(g) cd

ab = g−1∂0 + g−10 · 0 (where ∂ denotes
the gradient with respect to the spatial coordinates), we deduce from (4-23) and the simple estimate
(g−1)i j

=O(1)(1+9) that

Riem(g) cd
ab =O(ε̊)

1
1+9

,

which yields (4-20). To prove (4-21), we first use (4-12), (1A-1a), and the estimates (3C-5a) and (3C-5c)
to deduce ∂t((1+9)kc

a) =
1
2∂

2
t 9δ

c
a =

1
2(1+9)19δ

c
a = O(ε̊)(1+9). From this bound and (4-17),

we conclude (4-21). To prove (4-22), we first use (4-12) and the estimates (3C-5) to deduce

ki
j =O(1)

1
1+9

, ∂lki
j =O(ε̊)

1
(1+9)2

. (4-24)

From (4-23), (4-24), and the simple estimate (g−1)i j
=O(1)(1+9), we conclude (4-22). �
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DIMENSION OF THE MINIMUM SET FOR THE REAL AND COMPLEX
MONGE–AMPÈRE EQUATIONS IN CRITICAL SOBOLEV SPACES

TRISTAN C. COLLINS AND CONNOR MOONEY

We prove that the zero set of a nonnegative plurisubharmonic function that solves det.@N@u/�1 in Cn and is
in W 2;n.n�k/=k contains no analytic subvariety of dimension k or larger. Along the way we prove an analo-
gous result for the real Monge–Ampère equation, which is also new. These results are sharp in view of well-
known examples of Pogorelov and Błocki. As an application, in the real case we extend interior regularity
results to the case that u lies in a critical Sobolev space (or more generally, certain Sobolev–Orlicz spaces).

1. Introduction

In this paper we investigate the dimension of the singular set for the real and complex Monge–Ampère
equations, assuming critical Sobolev regularity.

We first discuss the real case. It is well known that convex (e.g., viscosity) solutions to det D2uD 1

are not always classical solutions. Pogorelov constructed examples in dimension n� 3 of the form

u.x0;xn/D jx
0
j
2� 2

nf .xn/

that solve det D2uD 1 in jxnj< � for some � > 0 and some smooth, positive f . This example is C 1;˛

for ˛ � 1� 2
n

, and W 2;p for p < n.n�1/
2

. Furthermore, this solution is not strictly convex, and it vanishes
on fx0 D 0g.

On the other hand, it is known that strictly convex solutions are smooth. The proof of this fact is
closely related to the solution of the Dirichlet problem, which has a long history, beginning with work
of Pogorelov [1971a; 1971b; 1973; 1978], Cheng and Yau [1976; 1977] and Calabi [1958]. Cheng
and Yau [1976] solved the Minkowski problem on the sphere, and in [Cheng and Yau 1977] proved the
existence of solutions to the Dirichlet problem which are smooth in the interior and Lipschitz up to the
boundary. P. L. Lions [1983; 1985] gave an independent proof of this result. Caffarelli, Nirenberg and
Spruck [Caffarelli et al. 1984] and Krylov [1983] established the existence of solutions smooth up to the
boundary, provided the boundary data are C 3;1. Trudinger and Wang [2008] proved optimal boundary
regularity results, where the optimality comes from earlier examples of Wang [1996].

Remark 1.1. In the case nD 2 it is a classical result of Alexandroff [1942] that solutions to det D2u� 1

are strictly convex.

Collins was supported in part by National Science Foundation grant DMS-1506652, the European Research Council and the Knut
and Alice Wallenberg Foundation. Mooney was supported in part by National Science Foundation fellowship DMS-1501152 and
by the ERC grant “Regularity and Stability in Partial Differential Equations (RSPDE)”.
MSC2010: primary 32W20, 35J96; secondary 35B33, 35B65.
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In view of the above discussion, to show interior regularity for det D2uD 1 it is enough to show strict
convexity. (We remark that interior estimates generally depend on the modulus of strict convexity). Urbas
[1988] showed strict convexity when u is in C 1;˛ for ˛ > 1� 2

n
, or in W 2;p for p> n.n�1/

2
. (Note that for

these values of p, W 2;p embeds into C 1;˛ for ˛ > 1� 2
n�1

, so neither result implies the other). Caffarelli
[1990b] showed that if 1 � det D2u < ƒ and u is not strictly convex, then the graph of u contains an
affine set with no interior extremal points, and if det D2u � 1, then the dimension of any affine set in
the graph of u is strictly smaller than n

2
[Caffarelli 1993]; see also [Mooney 2015]. These results led

to interior C 2;˛ and W 2;q estimates for solutions with linear boundary data, when det D2u is strictly
positive and C ˛, resp. C 0 [Caffarelli 1990a]. Finally, in [Mooney 2015] the second author showed that if
det D2u� 1, then u is strictly convex away from a set of Hausdorff .n�1/-dimensional measure zero,
and that this is optimal by example (even when det D2uD 1).

In view of the Pogorelov example, the C 1;˛ hypothesis in [Urbas 1988] is sharp, and the W 2;p

hypothesis is nearly sharp. In this paper we show interior regularity for the borderline case p D n.n�1/
2

.
Our result in the real case is:

Theorem 1.1. Assume that u is a convex solution to det D2u � 1 in B1 � Rn, and let 0 < k < n
2

. If
u 2W 2;p.B1/ for some p � n

2k
.n�k/, then the dimension of the set where u agrees with a tangent plane

is at most k � 1.

Remark 1.2. In particular, if u 2W 2;n.n�1/
2 , then it is strictly convex. We in fact show that u is strictly

convex if �u lies in Orlicz spaces that are slightly weaker than L
n.n�1/

2 (see Section 3), strengthening
the result from [Urbas 1988]. Our result is sharp in view of the Pogorelov example.

As a consequence, we can extend interior estimates to the borderline case p D n.n�1/
2

(see Section 5).
Interior estimates of this kind are often important in geometric applications, where one does not control
the boundary data.

Remark 1.3. There are analogues of the Pogorelov example that vanish on sets of dimension k for any
k < n

2
and are not in W 2; n

2k
.n�k/ [Caffarelli 1993]. These show that Theorem 1.1 is also sharp in the

case k > 1.

We now discuss the complex case. Like in the real case, there exist singular Pogorelov-type examples
of the form

u.z0; zn/D jz
0
j
2� 2

nf .zn/

for n� 2, such that det.@N@u/ is a strictly positive polynomial [Błocki 1999].

Remark 1.4. In fact, there are analogues of this example that vanish on sets of complex dimension k for
any k < n. Furthermore, these singular examples are global.

Less is known about interior regularity for the complex Monge–Ampère equation det.@N@u/D 1. Błocki
and Dinew [2011] showed that if u 2W 2;p for some p > n.n� 1/, then u is smooth. This result relies
on an important estimate of Kołodziej [1996]. The same result is true provided �u is bounded; see, e.g.,
[Wang 2012]. In this case the point is that the operator becomes uniformly elliptic, and by its concavity
an important C 2;˛ estimate of Evans and Krylov applies; see, e.g., [Caffarelli and Cabré 1995]. Thus far,
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there does not seem to be a geometric condition analogous to strict convexity that guarantees interior
regularity.

However, if u is nonnegative then something can be said about analytic structures in the minimum
set. A classical theorem of Harvey and Wells [1973] says that the minimum set of a smooth, strictly
plurisubharmonic function is contained in a C 1, totally real submanifold. Dinew and Dinew [2016]
recently showed that if det.@N@u/ has a positive lower bound and u 2 C 1;˛ for ˛ > 1� 2k

n
, or C ˇ for

ˇ > 2� 2k
n

in the case k > n
2

, then the minimum set of u contains no analytic subvarieties of dimension k

or larger. We investigate the same situation assuming Sobolev regularity. In the complex case, our main
result is:

Theorem 1.2. Assume that u is a nonnegative plurisubharmonic function satisfying det.@N@u/� 1 in the
viscosity sense in B1 � Cn, and let 0 < k < n. If �u 2 Lp for some p � n

k
.n� k/, then the zero set

fuD 0g contains no analytic subvarieties of dimension k or larger.

Remark 1.5. We recall that det.@N@u/� 1 in the viscosity sense if u is continuous in B1, and whenever a
quadratic polynomial P of the form A Njizi Nzj CRe.Q.z1; : : : ; zn// such that A is a positive semidefinite
Hermitian matrix touches u from above in B1, then det.@N@P /� 1.

Remark 1.6. Since W 2; n
k
.n�k/ embeds into C 1;1� 2k

n�k , this result is different from that in [Dinew and
Dinew 2016]. It is sharp in view of Pogorelov-type examples.

Remark 1.7. It is not known whether all singularities of solutions to det.@N@u/ D 1 arise as analytic
subvarieties, or that they occur on a complex analogue of the agreement set with a tangent plane. Thus,
Theorem 1.2 does not immediately imply smoothness of solutions to det.@N@u/D 1 when u 2W 2;n.n�1/

(unlike in the real case).

The critical Sobolev spaces arise naturally in geometric applications. For example, in complex
dimension 2 the L2 norm of the Laplacian is a scale invariant, monotone quantity whose concentration
controls, at least qualitatively, the regularity of functions with Monge–Ampère mass bounded below.
In this sense, Theorem 1.2 can be seen as a step toward understanding the regularity and compactness
properties of sequences of (quasi)-PSH functions with lower bounds for the Monge–Ampère mass, which
arise frequently in Kähler geometry.

The proof of Theorem 1.1 relies on two key observations. The first is that u grows at least like dist2�
2k
n

away from a zero set of dimension k. The second is that the W 2; n
2k
.n�k/ norm is invariant under the

rescalings that fix the k-dimensional zero set, and preserve functions with this growth. By combining
these observations with some convex analysis, we show that the mass of .�u/

n
2k
.n�k/ is at least some

fixed positive constant in each dyadic annulus around the zero set.
In the complex case the strategy is similar, but an important difficulty is that we don’t have convexity.

We overcome this in two ways. First, using subharmonicity along complex lines, we can say that u grows
at a certain rate from its zero set at many points. Second, we use a dichotomy argument: either the
mass of jD2uj

n.n�k/
k is at least a small constant in an annulus around the zero set, or it is very large and

concentrates close to the zero set. Using that the W 2;n.n�k/
k norm is bounded, we can rule out the second

case and proceed as before.
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The paper is organized as follows. In Section 2 we prove some estimates from convex analysis that are
useful in the real case. We then prove an analogue in the general setting that is useful in the complex
case. In Section 3 we prove Theorem 1.1. In Section 4 we prove Theorem 1.2. Finally, in Section 5 we
give some applications of Theorem 1.1 to interior estimates for the real Monge–Ampère equation.

2. Preliminaries

Here we prove some useful functional inequalities. The first inequality is from convex analysis. This will
be used to prove Theorem 1.1. We then prove a certain analogue in the general setting. This will be used
to prove Theorem 1.2.

Estimate from convex analysis.

Lemma 2.1. Let n � 2 and let w be a nonnegative convex function on B2 � Rn, with w.0/ D 0 and
sup@B1

w � 1. Then there is some positive constant c.n/ such thatZ
B2nB1

�w dx > c.n/:

Proof. By integration by parts, we haveZ
B2nB1

�w dx D

Z
@B2

@rw ds�

Z
@B1

@rw ds;

where @r denotes radial derivative. By convexity, @rw is increasing on radial lines. We conclude thatZ
B2nB1

�w dx �
1

2

Z
@B2

@rw ds:

Assume that the maximum of w on @B1 is achieved at en. By convexity, w � 1 in B2\fxn � 1g; hence
@rw >

1
2

on @B2\fxn � 1g. Since @rw � 0, the conclusion follows. �

As a consequence, the Sobolev regularity of a convex function whose maximum on @Br grows like rq

is no better than that of rq:

Lemma 2.2. Assume that w is a nonnegative convex function on B1 � Rn (n � 2) such that w.0/D 0

and sup@Br
w � rq for some q 2 Œ1; 2/ and all r < 1. ThenZ

B1nBr

.�w/
n

2�q dx � c.n; q/jlog r j

for some c.n; q/ > 0 and all r 2
�
0; 1

2

�
.

Remark 2.3. We take q � 1 since convex functions are locally Lipschitz.

Proof. Fix � < 1
2

and let w�.x/D ��qw.�x/. Note that the L
n

2�q norm of �w is invariant under such
rescalings. We conclude from this observation and Lemma 2.1 thatZ

B2�nB�

.�w/
n

2�q dx D

Z
B2nB1

.�w�/
n

2�q dx � c.n; q/:

The estimate follows by summing this inequality over dyadic annuli. �
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Remark 2.4. One can refine this estimate to Orlicz norms. Let F W Œ0;1/! Œ0;1/ be a convex function
with F.0/D 0. By Lemma 2.1 we have

1

jB2rnBr j

Z
B2r nBr

�u dx > c.n/rq�2:

Using Jensen’s inequality and summing over dyadic annuli, we obtainZ
B1

F.�u=�/ dx �

1X
kD1

jB2�knB2�k�1 jF
�
c.n/2�k.q�2/=�

�
:

In particular, the Orlicz norm k�ukLF .B1/
is equal to1 ifZ 1

1

t�
n

2�q F.t/
dt

t
D1:

Examples F.t/ that agree with t
n

2�q jlog t j�p for t large and 0� p � 1 satisfy this condition, and give
weaker norms than L

n
2�q . For a reference on Orlicz spaces, see, e.g., [Simon 2011].

Estimate without convex analysis. The following estimate is a certain analogue of Lemma 2.1, in the
general setting.

Lemma 2.5. Let w be a nonnegative function on B2 � Rn with w.0/ D 0, and let p > n
2

. Then there
exists c0 > 0 depending on n, p such that for all � 2 .0; 1/, there exists some ı.�; n;p/ such that either�Z

B2nB�

jD2wjp dx

�1
p

� ı sup
@B1

w;

or �Z
B2�

jD2wjp dx

�1
p

� c0�
n
p
�2 sup

@B1

w:

Proof. After multiplying by a constant we may assume that sup@B1
w D 1. Assume that the first case is

not satisfied. Then by the Sobolev–Poincaré and Morrey inequalities we have

kw� lkL1.B2nB�/ < C.n;p; �/ ı

for some linear function l . Take ı so small that the right side is less than 1
8

.
By the hypotheses onw, we have l.0/> 1

2
. Indeed, after a rotation we have l.en/>

7
8

and l.�2en/��
1
8

.
Let Qw.x/D .w� l/.�x/. Then j Qwj< 1

8
in B2nB1, and furthermore, Qw.0/ <�1

2
. It follows again from

standard embeddings that �Z
B2

jD2
Qwjp dx

�1
p

> c0.n;p/:

Scaling back, we obtain the desired inequality. �
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3. Proof of Theorem 1.1

We recall some estimates on the geometry of solutions to det D2u� 1. The first says that the volume of
sublevel sets grows at most as fast as for the paraboloids with Hessian determinant 1:

Lemma 3.1. Assume det D2u� 1 in a convex subset of Rn containing 0, with u� 0 and u.0/D 0. Then

jfu< hgj< C.n/h
n
2

for all h> 0.

The proof follows from the affine invariance of the Monge–Ampère equation and a quadratic barrier;
see, e.g., [Mooney 2015], Lemma 2:2.

Using Lemma 3.1 we can quantify how quickly u grows from a singularity. Below we fix n� 3 and
0< k < n

2
, and we write .x;y/ 2 Rn with x 2 Rn�k and y 2 Rk.

Lemma 3.2. Assume that det D2u� 1 in fjxj< 1g\ fjyj< 1g � Rn, with u� 0 and uD 0 on fx D 0g.
Then for all r < 1 we have

inf
y

sup
jxjDr

u.x;y/ > c.n/r2� 2k
n :

Proof. Take c D c.n/ small and assume by way of contradiction that for some r0 the conclusion is false.
Set hD cr

2� 2k
n

0
. Then for some y0 we have

fy D y0g\
˚
jxj<.c�1h/

n
2

1
n�k

	
� fu< hg:

Since fu< hg is convex, it contains the convex hull of the set on the left and ˙en. We conclude that

jfu< hgj � Qc.n/.c�1h/
n
2;

which contradicts Lemma 3.1 for c small. �

The main theorem follows from the growth established in Lemma 3.2 and the convex analysis estimate
Lemma 2.2.

Proof of Theorem 1.1. Assume that u agrees with a tangent plane on a set of dimension k. After
subtracting the tangent plane, translating and rescaling, we may assume that u� 0 on fjxj< 1g\fjyj< 1g,
and that uD 0 on fx D 0g. By Lemma 3.2, we also have that

inf
fjyj<1g

sup
jxjDr

u.x;y/� c.n/r2� 2k
n :

Apply Lemma 2.2 on the slices fy D const.g, taking q D 2� 2k
n

and replacing n by n� k, and integrate
in y to conclude that Z

fjyj<1g\fr<jxj<1g

.�u/
n

2k
.n�k/ dx � c.n; k/jlog r j:

Taking r ! 0 completes the proof. �
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Remark 3.3. By Remark 2.4, one obtains the same result if �u is in the (weaker) Orlicz space LF for
any convex F W Œ0;1/! Œ0;1/ satisfying F.0/D 0 andZ 1

1

t�
n.n�k/

2k F.t/
dt

t
D1: (1)

4. Proof of Theorem 1.2

We first prove an analogue of Lemma 3.2. We fix n� 2 and 0< k < n, and we use coordinates .z; w/2Cn

with z 2 Cn�k and w 2 Ck.

Lemma 4.1. Assume that det.@N@u/� 1 in fjzj< 1g\ fjwj< 1g � Cn in the viscosity sense, with u� 0

and uD 0 on fz D 0g. Then for all r < 1 we have

sup
jwj< 1

4

sup
jzjDr

u.z; w/� c.n/r2� 2k
n :

Proof. Take c D c.n/ small and assume by way of contradiction that for some r0 the conclusion is false.
Let hD cr

2� 2k
n

0
. Since u is subharmonic on the slices fw D const.g, by the maximum principle we have˚

jwj< 1
4

	
\
˚
jzj< .c�1h/

n
2.n�k/

	
� fu< hg:

(Note that the volume of the set on the left is much larger than hn for c small.) The proof then proceeds
as in the real case. For c small, the convex quadratics Qt D 2h.16jwj2 C .c�1h/�

n
n�k jzj2/C t are

supersolutions that lie strictly above u on @
�˚
jwj< 1

4

	
\fjzj< r0g

�
for t � 0. For some t � 0, Qt touches

u from above somewhere inside this set, contradicting that u is a viscosity subsolution. �

Proof of Theorem 1.2. Assume that the minimum set of u contains an analytic subvariety of dimension k.
After a biholomorphic transformation and a rescaling, we may assume that u� 0 on fjzj< 1g\fjwj< 1g

and uD 0 on fz D 0g (see, e.g., [Dinew and Dinew 2016, Theorem 32] for details) and that

kuk
W

2;
n.n�k/

k .fjwj<1g\fjzj<1g/
D C0 <1:

(Here we used elliptic theory: �u controls D2u in Lp for 1< p <1.)
For any r < 1

2
we define

ur .z; w/D
1

r2� 2k
n

u.rz; w/:

We claim that there exist �; ı > 0 small depending on n, k, C0 (but not r ) such thatZ
fjwj<1g\f�<jzj<2g

jD2
z ur j

n.n�k/
k jdzj jdwj> ı: (2)

Here D2
z denotes the Hessian in the z-variable. We first indicate how to complete the proof given the

claim. The invariance of this norm under the rescalings used to obtain ur gives thatZ
fjwj<1g\f. �

2
/r<jzj<rg

jD2uj
n.n�k/

k jdzj jdwj> ı
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for all r < 1. By summing this over the annuli fjwj< 1g\
˚�
�
2

�kC1
< jzj<

�
�
2

�k	 we eventually contradict
the upper bound on the W 2;n.n�k/

k norm of u.
We now prove the claim. By Lemma 4.1, there exists some .z0; w0/ 2 fjzj D 1g \

˚
jwj < 1

4

	
with

ur .z0; w0/� c.n/ > 0. Let
M.w/D ur .z0; w/:

Since M.w/ is positive and subharmonic, we have by the mean value inequality thatZ
fjwj<1g

M.w/ jdwj> c.n/ > 0: (3)

By Lemma 2.5, for all � small, there exists ı.n; k; �/ such that either�Z
f�<jzj<2g

jD2
z ur .z; w/j

n.n�k/
k jdzj

� k
n.n�k/

� ıM.w/

or �Z
fjzj<2g

jD2
z ur .z; w/j

n.n�k/
k jdzj

� k
n.n�k/

� c.n; k/��
2.n�k/

n M.w/:

Let A� be the set of w such that the first case holds. We conclude from the scale-invariance of the norm
we consider that

C0 � c.n; k/

Z
Ac
�

�Z
fjzj<2g

jD2
z ur j

n.n�k/
k jdzj

� k
n.n�k/

jdwj � c.n; k/��
2.n�k/

n

Z
Ac
�

M.w/ jdwj:

By taking �.n; k;C0/ small, we conclude that the mass of M.w/ in Ac
� is less than its mass in A�. We

conclude from the estimate (3) that�Z
fjwj<1g\f�<jzj<2g

jD2
z ur j

n.n�k/
k jdzj jdwj

� k
n.n�k/

� c.n;k/ı

Z
A�

M.w/ jdwj � c.n;k/ı.n;k;C0/: �

Remark 4.2. To justify the above computations, on the slices fwD const.gwe use that, for almost everyw
in fjwj < 1g, the restrictions fw.z/ WD u.z; w/ are in W 2;n.n�k/

k .fjzj< 1g/ with D2
zfw D D2

z u. � ; w/.
To see this, let fuj g be a sequence of smooth functions approximating u in W 2;n.n�k/

k .B1/, and apply
the Fubini theorem to juj �ujC jruj �rujC jD2uj �D2uj.

Remark 4.3. Theorem 1.2 actually implies a slightly more general result. Namely, if u is plurisubharmonic
on B1 and satisfies det @N@u� 1, and �u 2Lp for some p � n

k
.n� k/, then u cannot be pluriharmonic

when restricted to any analytic set of dimension greater than or equal to k. This follows from Theorem 1.2
and the proof of Theorem 35 in [Dinew and Dinew 2016].

5. Applications

As a consequence of Theorem 1.1 we obtain interior estimates for the real Monge–Ampère equation
depending on the W 2;p norm of the solution for any p � n.n�1/

2
. This extends a result of Urbas [1988]

to the equality case p D n.n�1/
2

.
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Remark 5.1. In fact, we obtain interior estimates depending on certain Orlicz norms that are slightly
weaker than L

n.n�1/
2 .

We recall the definition of sections of a convex function. Let u be a convex function on B1 � Rn. If l

is a supporting linear function to u at x 2 B1, we set

S l
h.x/D fu< l C hg\B1:

Lemma 5.2. Assume that det D2u � 1 in B1 � Rn, and that kukW 2;p.B1/
< C0 for some p � n.n�1/

2
.

Then there exists h0 > 0 depending only on n, p and C0 such that

S l
h0
.x/b B1

for all x 2 B 1
2

and supporting linear functions l at x.

Proof. The result follows from a standard compactness argument using the closedness of the condition
det D2u � 1 under uniform convergence, the lower semicontinuity of the W 2;p norm under weak
convergence and Theorem 1.1. �

Remark 5.3. The conclusion is the same if k�ukLF .B1/
< C0 for some F satisfying condition (1) for

k D 1, and in addition, e.g., kukW 2;2.B1/
< C0. The argument is by compactness again, but one has to

work harder to extract a limit whose Hessian has bounded Orlicz norm. Rather than using weak W 2;2

convergence of a subsequence fukg, invoke the Banach–Saks theorem and use the strong convergence in
W 2;2 of Cesàro means 1

N

PN
kD1 uk . The convexity of F then implies that the Hessian of the limit has

bounded Orlicz norm.
(In order to use Banach–Saks we need control of �u in Lp for some p > 1, which does not follow

from bounded Orlicz norm. This is the reason for the second condition).

Interior, e.g., C 2;˛ estimates and W 2;q estimates in terms of kukW 2;n.n�1/=2.B1/
follow, where the

estimates also depend on n, ˛ and the C ˛ norm (resp. n, q and the modulus of continuity) of det D2u.
Indeed, by Lemma 5.2 we have S l

h0
.x/bB1 for some universal h0 and all x 2B 1

2
. Since det D2u also

has an upper bound (depending on the C ˛ norm or modulus of continuity of det D2u), we have the
lower volume bound jS l

h0
.x/j> ch

n
2

0
for compactly contained sections [Caffarelli 1990b]. Combining this

with the diameter estimate diam.S l
h0
.x// < 2, we see that the eigenvalues of the affine transformations

normalizing these sections (taking B1 to their John ellipsoids) are bounded above and below by positive
universal constants. The estimates follow by applying Caffarelli’s results [1990a] in the normalized
sections, scaling back, and doing a covering argument.
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