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NONUNIFORM STABILITY OF DAMPED CONTRACTION SEMIGROUPS

RALPH CHILL, LASSI PAUNONEN, DAVID SEIFERT, REINHARD STAHN AND YURI TOMILOV

We investigate the stability properties of strongly continuous semigroups generated by operators of the
form A— B B*, where A is the generator of a contraction semigroup and B is a possibly unbounded operator.
Such systems arise naturally in the study of hyperbolic partial differential equations with damping on
the boundary or inside the spatial domain. As our main results we present general sufficient conditions
for nonuniform stability of the semigroup generated by A — BB™* in terms of selected observability-type
conditions on the pair (B* A). The core of our approach consists of deriving resolvent estimates for the
generator expressed in terms of these observability properties. We apply the abstract results to obtain
rates of energy decay in one-dimensional and two-dimensional wave equations, a damped fractional
Klein—Gordon equation and a weakly damped beam equation.
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1. Introduction
We study the stability properties of abstract differential equations of the form
x(t)=(A—BB"x(), x(0)=xp€X. (1-1)

Here A generates a strongly continuous contraction semigroup, or typically a unitary group, on the Hilbert
space X and B is a possibly unbounded operator, defined on a Hilbert space U. This class of dynamical
systems includes several types of partial differential equations with damping, especially wave equations
[Lebeau 1996; Ammari and Tucsnak 2001; Anantharaman and Léautaud 2014] and other hyperbolic PDE
models [Liu and Zhang 2015; Dell’Oro and Pata 2021]. Equations of this form are also often encountered
in control theory as a result of feedback interconnections and output feedback stabilisation [Slemrod
1974; Benchimol 1977; Guo and Luo 2002; Lasiecka and Triggiani 2003; Curtain and Weiss 2006; 2019].
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Our main interest is in studying stability properties of the semigroup (75(¢));>0 generated by A — BB*
and the asymptotic behaviour of the solution x(-) = Tg (- )xg of (1-1). One of the key results concerning
equations of the form (1-1) is that stability of (75 (¢));>0 can be characterised in terms of observability of
the pair (B* A); see [Slemrod 1974; Benchimol 1977; Curtain and Weiss 2006; 2019]. This relationship
is well understood in the context of exponential stability and strong stability. In this paper we investigate
this relationship for semigroups (75(t));>0 which are polynomially stable or more generally nonuniformly
stable. Our main results introduce new observability-type conditions which can be used to guarantee and
verify the precise nonuniform stability properties of the differential equation (1-1).

The problem in (1-1) and the associated semigroup (T (t));>0 are said to be (uniformly) exponentially
stable if ||x ()| < Me ®"|xg| for all xo € X and ¢ > 0 and for some constants M, w > 0. The weaker
notion of strong stability requires only that ||x(¢)]] — 0 for t — oo for all xg € X. The main benefit of
exponential stability over strong stability is that the decay of the solutions takes place at a guaranteed
rate as t — 00. In this paper we focus on nonuniform stability [Batty and Duyckaerts 2008; Borichev
and Tomilov 2010; Rozendaal et al. 2019; Chill et al. 2020], where (T5(¢));>0 is strongly stable and
all classical solutions of (1-1) decay at a specific rate. Nonuniform and polynomial stability have been
investigated in detail, especially for damped wave equations on multidimensional domains [Lebeau 1996;
Liu and Rao 2005; Burq and Hitrik 2007; Anantharaman and Léautaud 2014; Stahn 2017; Cavalcanti
et al. 2019; Datchev and Kleinhenz 2020], coupled partial differential equations [Duyckaerts 2007], and
plate equations [Liu and Zhang 2015; Laurent and Léautaud 2021].

Under suitable assumptions on A and B, exponential stability of the semigroup (75(¢));>0 is equivalent
to “exact observability” [Tucsnak and Weiss 2009, Chapter 6] of the pair (B* A) [Slemrod 1974; Curtain
and Weiss 2006]. In addition, strong stability can be characterised in terms of “approximate observability”
of (B*, A) [Benchimol 1977]. In this paper we show that several modified concepts, each of which may
be seen as “quantified approximate observability” of the pair (B* A), lead to nonuniform stability of the
semigroup (75 ())s>0. In particular, we say that (B*, A) satisfies the nonuniform Hautus test if there exist
functions M, m : R — [ro, o0) with rg > 0 such that [Miller 2012, Section 2.3]

Ix% < M(s)lI(is — A)x ||k +m(s)|B*x|1?, x € D(A), s €R.

In addition, if A is skew-adjoint we say that the pair (B* A) satisfies the wavepacket condition if there
exist bounded functions y, § : R — (0, co) such that [Miller 2012, Section 2.5]

IB*xllu = y()llxllx, x € WP 5)(A), s €R. (1-2)

Here WP; 5(5)(A) denotes the spectral subspace of —i A associated with the interval (s —8(s), s +8(s))
(elements of WP; 5(5)(A) are called wavepackets of A).

The following theorem summarises our main results on these two observability concepts. The precise
assumptions of Theorem 1.1 are stated in Assumption 2.1 in Section 2A, and they are automatically
satisfied whenever A generates a strongly continuous contraction semigroup and B € L(U, X). The
results employ a function u : R — [rg, 00), ro > 0, such that

IB*(1+is — A)"'B| < u(s), seR. (1-3)
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As shown in Section 2A, we may always choose /. in such a way that u(s) < 1+s2, s € R. Moreover, in
the case where B € L(U, X) and in many concrete applications i may be taken to be constant. Finally, a
measurable function N : [0, co) — (0, 00) is said to have positive increase if there exist «, ¢y, 59 > 0
such that N(As)/N(s) = coA% forall A > 1 and s > 5.

Theorem 1.1. Assume that the operators A and B satisfy Assumption 2.1 and that  : R — [rg, 00),
ro > 0, is an even function such that (1-3) holds.

If the pair (B*, A) satisfies the nonuniform Hautus test for some continuous and even functions M
and m, and if the function N : [0, c0) — (0, 00) defined by N(-) := M (- )u(-)+m(-)u(- )2 is strictly
increasing and has positive increase, then (Tp(t));>0 is nonuniformly stable and

I T8 ()xoll < (A= BB®)xoll, xo€ D(A—BB"), t>1, (1-4)

N-1(®)
for some C, ty > 0, where N™' is the inverse function of N.

If A is skew-adjoint and (B*, A) satisfies the wavepacket condition (1-2) for continuous and even
functions y, 8 such that y (-)~'8(-)~! is strictly increasing and has positive increase, then (T ())i>0 is
nonuniformly stable and (1-4) is satisfied for N(-) := vy (- Y728( )2 ()%

Equations of the form (1-1) in particular include the damped second-order equation
w(t)+ Lw()+ DD*w() =0, w(0)e Hp, wO)eH, (1-5)

for a positive operator L on a Hilbert space H and D € L(U, H_;3), where Hj; is the domain of the
fractional power L'/? and H_, /2 is its dual with respect to the pivot space H. Nonuniform stability of
such systems has been studied in the literature in the case where D € £(U, H), and in particular it was
shown in [Anantharaman and Léautaud 2014] and [Joly and Laurent 2020, Appendix B] that for such
operators D the problem (1-1) is nonuniformly stable whenever the “Schrodinger group” generated by i L
with the observation operator D* is observable in a certain generalised sense. We subsequently refer to
this property as the Schridinger group associated with the pair (D*, iL) being observable. In this paper
we show that the same observability condition for the Schrodinger group generated by i L serves as a
sufficient condition for the wavepacket condition and the nonuniform Hautus test for the pair (B*, A).
Moreover, our results generalise the results in [Anantharaman and Léautaud 2014, Theorem 2.3] and
[Joly and Laurent 2020, Appendix B] to the case of general damping operators D € L(U, H_;>). Finally,
the second part of Theorem 1.1 was proved in [Paunonen 2017, Theorem 6.3] in the special case where A
is a diagonal operator with uniform spectral gap and B € L(U, X).

As our last observability-type concept we introduce nonuniform observability of the pair (B* A), which
requires that there exist 8 > 0 and 7, ¢c; > 0 such that

el —A)Px|% < /O IB*T (t)x||7, dt, x € D(A), (1-6)

where (T'(¢));>0 is the contraction semigroup generated by A. Note that if § = 0, then nonuniform
observability reduces to the classical notion of exact observability of (B* A). The main result of
Section 4, Theorem 4.4, shows that if (B* A) is nonuniformly observable with parameter 8 € (0, 1] and if
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B € L(U, X), then the semigroup (7T(¢));>0 is polynomially stable and (1-4) holds for N 1) =11/,
Related generalisations of exact observability have previously been used as sufficient conditions for
nonuniform stability of damped second-order systems of the form (1-5) in [Ammari and Tucsnak 2001;
Ammari and Nicaise 2015; Ammari et al. 2017]. Moreover, in the special case g = %, similar generalised
observability conditions were used in [Russell 1975] and [Duyckaerts 2007, Section 5] to prove polynomial
stability of (1-1). Finally, nonuniform stability of (1-5) for a special class of dampings satisfying
IL=Px| < |ID*x|| < |L~Px|| for some B > 0 and all x € X was studied in [Liu and Zhang 2015], and
for DD* = f(L) with some function f in [Dell’Oro and Pata 2021]. In Section 4 we show that the
assumptions in [Liu and Zhang 2015] imply nonuniform observability of the pair (B* A), and our results
in particular establish a new proof of [loc. cit., Theorem 2.1].

The core of our approach in Sections 3 and 4 consists of deriving upper bounds for the resolvent norms
lis — A+ BB*)7!|, s € R, in terms of the different types of observability-type condition. In Section 5
we address optimality of our results. In particular, we present an abstract result which describes how
sharpness of the resolvent bound can be used to deduce optimality of the decay rate (1-4) of the semigroup
(Tp(2))r>0. In addition, in the case where A is skew-adjoint we prove a lower bound for resolvent norms
of A— BB* in terms of the restrictions of B* to eigenspaces of A. Combining these two results allows us
to prove that Theorem 1.1 is optimal in several situations of interest, and in particular if A has compact
resolvent and uniformly separated eigenvalues.

In the last part of the paper we apply our main results to derive rates of energy decay for solutions of
selected PDE models, namely wave equations on one- and two-dimensional spatial domains with different
types of damping, a fractionally damped Klein—Gordon equation, and a weakly damped Euler—Bernoulli
beam equation. In most of these examples the wavepackets are simply finite linear combinations of
eigenfunctions [Tucsnak and Weiss 2009, Section 6.9]. In our one-dimensional wave and beam equations,
the eigenvalues of A have a uniform spectral gap and, as a result, we obtain a particularly simple form
of the wavepacket condition (1-2). Moreover, our general optimality results in Section 5 guarantee that
the decay estimates we obtain in these cases are sharp. On the other hand, for two-dimensional wave
equations with viscous damping our results are typically suboptimal. This is due to the phenomenon
that in certain cases the smoothness of the damping profile improves the degree of polynomial stability
[Burq and Hitrik 2007; Anantharaman and Léautaud 2014; Datchev and Kleinhenz 2020], whereas
observability-type conditions do not in general distinguish between smooth and rough dampings. Indeed,
comparing different types of viscous damping reveals natural limitations to optimality of decay rates
derived from observability conditions, and we discuss this topic in detail in Section 6A.

The paper is organised as follows. In Section 2 we state the main assumptions on the operators A
and B and recall essential results concerning nonuniform stability of strongly continuous semigroups.
In Section 3 we present the main results showing that the nonuniform Hautus test and the wavepacket
condition imply nonuniform stability of (75(¢));>0. In particular, in the second part of Section 3 we
reformulate these results specifically for damped second-order systems, and present sufficient conditions
for nonuniform stability of (1-5) based on observability of the Schrodinger group. Next, in Section 4
we show that nonuniform observability in the sense of (1-6) implies polynomial stability of (Tp(f));>0.
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In Section 5 we present a series of abstract results concerning optimality of the stability results in the
previous sections. Finally, in Section 6 we study energy decay for several PDE models.

Notation. If X and Y are Banach spaces and A : D(A) € X — Y is a linear operator, we denote by D(A),
Ker(A) and Ran(A) the domain, kernel and range of A, respectively. Moreover, o (A), 0,(A), and p(A)
denote the spectrum, the point spectrum and the resolvent set of A, respectively. The space of bounded
linear operators from X to Y is denoted by £(X, Y). The notation X — Y will mean that X C Y with
continuous and dense embedding. We denote the norm on a space X by | - ||x and its inner product by
(-, -)x, and we omit the subscripts when there is no risk of ambiguity. We assume all our Banach and
Hilbert spaces to be complex.

Let Ry := [0, 00), and denote the open right and left half-planes by C,. = {A € C: Re A > 0} and
C_ ={x e C:Re X < 0}, respectively. We denote by xr the characteristic function of a set E. For two
functions f: E CR— Ry and g : Ry — Ry we write f(¢) = O(g(|t|)) if there exist C, fy > 0 such that
f(t) < Cg(|t]) whenever |t| > to. If in addition g(¢) > 0 whenever |t| > ty, we write f(t) = o(g(|t])) if
f(@®)/g(|t]) = 0 as |t| = oo. For real-valued quantities p and ¢, we use the notation p < g if p < Cq
for some constant C > 0 which is independent of all the parameters that are free to vary in the given
situation. The notation p 2 ¢ is defined analogously.

2. Preliminaries

2A. Standing assumptions and well-posedness. Let A: D(A) C X — X be the generator of a contraction
semigroup (7 (¢));>0 on a Hilbert space X. All semigroups considered in this paper are strongly continuous.
For Ag € p(A) we equip D(A) with the graph norm || x||; = ||(Ao — A)x|lx, x € D(A), and denote the
Hilbert space defined in this way by X. Defining X_; as the completion of X with respect to the norm
llxll—1 = || (ko — A)~ x| x, we obtain a Hilbert space X_1 such that X; < X < X_;. The operator A has
a unique extension A_j to X_, with domain D(A_;) = X, and A_; generates a contraction semigroup
(T—1(t))s>0 on X_; which is unitarily equivalent to (7' (¢));>0. In particular, A_; € £(X, X_1) and the
operators A, A_; are unitarily equivalent and thus have the same spectrum. Moreover, any S € £(X)
commuting with A has a (unique) continuous extension to an operator in £(X_1), unitarily equivalent
to S; see [Tucsnak and Weiss 2009, Section 2.10].

To state our main assumptions, we let V be a Hilbert space such that X; C V C X with continuous
embeddings. In particular, V is dense in X and we consider the Gelfand triple V <— X — V* where
V* is the dual of V with respect to the pivot space X [Tucsnak and Weiss 2009, Section 2.9]. We
denote by (-, - )y=y : V* x V — C the unique continuous extension of the inner product of X, and we
define V4 :={x € V: A_ix € V*}. In the following we state our standing assumptions on the operators
A:D(A)C X — Xand B € L(U, X_1), where U is another Hilbert space.

Assumption 2.1. The operators A: D(A) € X — X and B € L(U, X_) have the following properties.

(H1) The generator A of the contraction semigroup (7 (¢));>¢ satisfies Re(A_jx, x)y«y <0forall x € V4.

(H2) We have B € £(U, V*) and Ran((,g — A_;)~'B) C V for some (or equivalently all) Lo € p(A).
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Assumption 2.1 in particular requires that Ran(B) € X_| N V* Note that when A is not skew-adjoint,
the space V* is not necessarily contained in X_;; it is instead a subspace of X% 1> the first extrapolation
space for the adjoint A* [Tucsnak and Weiss 2009, Section 2.10]. If B € L(U, X), which we will refer to
as B being bounded, then Assumption 2.1 is automatically satisfied for any generator A of a contraction
semigroup (7 ());>o with the choices V = V* = X.

We write B* € L(V, U) for the adjoint of B € L(U, V*), where V is identified with (V*)* via the
pivot duality through X. In particular,

(Bu, x)y~y = (u, B*x)y, xeV,uel.

Moreover, (H2) in Assumption 2.1 and the closed graph theorem imply that B* (A — A_1)"'B e L) for
all A € p(A). We formally define the operator Ag = A_; — BB* on X by
Agpx=A_1x—BB*x, x¢€ D(Ap), (2-1a)
D(Ag)={xeV:A_1x—BB*x € X}. (2-1b)
As shown in the following lemma, Assumption 2.1 guarantees that Ap generates a contraction semigroup
(Tp(t))s>0 on X. In particular, the orbits of this semigroup are the solutions of the abstract Cauchy problem
X(1)=Apx(1), t=0, (2-2a)
x(0) =xp € X. (2-2b)
For xg € X the orbit x(-) = Tg(-)xp is a mild solution of (2-2), and it is a classical solution if and only
if xo € D(Ap) [Arendt et al. 2011, Chapter 3].
Lemma 2.2. Let A and B satisfy Assumption 2.1. Then the operator Ap defined in (2-1) generates a
strongly continuous contraction semigroup (Tp(t));>0 on X. Moreover, we have p(A) ﬂ(f)+ Cp(Ap) ﬂ([_l+,
Re((is — Ap)x,x) = | B*x|?, s €R, x € D(Ap), (2-3)
and

. 2~ L ipw, —1 i
(A —A_1)" B iRek”B (A—A_1)" Bl, xreC,. (2-4)

Proof. First note that if x € X and u € U are such that A_jx + Bu =: y € X, then condition (H2) implies
that for any A9 € p(A) we have x = (Ag — A_)"'(hox —y+Bu)eVand A_jx =y — Bu € V* Thus
x € V4 and condition (H1) implies that
Re(A_1x + Bu, x)x = Re(A_1x, x)y~v + Re(Bu, x)y+v (2-5a)
<Re(B*x,u)y. (2-5b)
Let s € R and x € D(Ap), and choose u = —B*x. Then (2-5) immediately implies (2-3). In particular,
Ap is dissipative.
To prove that p(A) ﬂ(I_Z+ C p(Ap) ﬂ@+, fix L € p(A) ﬂ<[_:+, let u € U and choose x = (A —A_1) ' Bu.
Then A_;x + Bu =A(A— A_;)"'Bu € X and (2-5) implies that

Re M| (h—=A_D)"'Bu|> <Re(B*(»— A_1) "' Bu, u).
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In particular, this inequality implies (2-4). Moreover, this estimate shows that the operator G (1) :=
B*(L— A_1)"!'B € £(U) satisfies Re G(%) > 0, and consequently / + G (1) is boundedly invertible in
L(U). A direct verification shows that A — A p has bounded inverse given by

h—Ap) "= —A_) ' U -BU+GM)'B* (. — A, (2-6)

and we deduce the required spectral inclusion p(A) NC, C p(Ap) NC,. In particular, A is closed.
Since Ap is dissipative and C; € p(Ap), its domain is dense in X by [Tucsnak and Weiss 2009,
Proposition 3.1.6]. Hence Ap is m-dissipative, and by the Lumer—Phillips theorem it generates a strongly
continuous contraction semigroup on X. O

Remark 2.3. If Assumption 2.1 holds, then for every A € C the right-hand side of (2-6) extends uniquely
to a mapping from the (not necessarily closed) subspace X + Ran(B) of X_; to X, simply by replacing
(r—A)~! by (A — A_1)~ . We use this formula to define the extension of (A — Az)~! to an operator
(A—Ap)~': X+Ran(B) > X. In particular, we have

(A—Ap) 'B=0.—A_D'BU+GO) e LW, X)

for A € C,. The identity (A — Ap) ! = (I + (1 —A)(A— Ap)~1)(1 — Ap)~! shows that also for arbitrary
L € p(Ap) the operator (A — Ap)~! extends uniquely to a mapping from X + Ran B into X, and that
(A—Ap)"'Be L(U, X). For A € p(Ag) and u € U we have (A — Ag) " 'Bu € V and

(A—A_;+BB*)(>» — Ap)"'Bu = Bu,
and if x € V is such that (A — A_; + BB*)x € X + Ran(B) (in particular, if x € D(A)), then
(A—Ap) '(A—A_, + BB")x =x.

Remark 2.4. Define X := D(A)+Ran((Ag—A_;) "' B), where Ao € p(A). The space X p is independent
of the choice of A¢, and X 5 C V by Assumption 2.1. Moreover, the domain of A g has the useful alternative
characterisation

D(Ap)={xe Xp:A_1x+BB*x € X}.

Here the nontrivial inclusion can be verified as in the beginning of the proof of Lemma 2.2.

Our results in Section 3 employ a parameter which describes the growth of the operator-valued function
A+ B*(A— A_})"'B on a vertical line in C4. In particular, we take u : R — [rg, 00), ro > 0, to be a
function such that

IB*(1+is —A_)T'Bl < pu(s), seR, 2-7)

and the rate of growth of u affects the resolvent estimates in our results. The following lemma shows that
W can be taken to be uniformly bounded whenever B € L(U, X), and that estimate (2-7) always holds for
a quadratic function pu.

Lemma 2.5. If A and B satisfy Assumption 2.1, then the following hold.:
(a) The estimate (2-7) holds for u(s) = c(1 +s2), s € R, for some ¢ > 0.
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(b) If B € L(U, X), then (2-7) holds for u(s) = ¢ with some ¢ > 0.
(¢) If (2-7) holds, then |(1+is — A_)"'B| < u(s)"/? fors e R.

Proof. Part (b) follows directly from the assumption that A generates a contraction semigroup, which
implies that [|[(1 +is — A)7|| <1 for all s € R. Moreover, part (c) follows from (2-4) in Lemma 2.2. To
prove part (a), fix s € Rand let R = (14is — A_;)~ L Using the identity R=( —A_;) "' —is(I—A)"'R
we see that

IB*RB|| < |B*(I — A_)~'B||+Is||B*(I — A" IRB|| < 1+ || RB|

and similarly
IRBIl < I(J = A—D) ™' Bl + s (1+is = )T NIT = A-) " BI S 1+ 1],
Together these estimates give ||B*(1 +is — A_)7'B] <1 +52, s eR. U

Estimates of the form (2-7) have been studied extensively in the control theory literature. In particular,
for a bounded function w the estimate in (2-7) is known as the property of well-posedness of the operator-
valued “transfer function” A — B*(A — A_ 1)_13 ; see [Salamon 1987; Guo and Luo 2002; Staffans
2002; Tucsnak and Weiss 2014]. This property has been verified in the literature for several different
types of PDE systems; see for instance [Ammari and Tucsnak 2001; Guo and Luo 2002; Lasiecka and
Triggiani 2003; Tucsnak and Weiss 2014; Ammari and Nicaise 2015]. As shown in the next lemma,
validity of (2-7) for a bounded function p« moreover implies that B* is an admissible observation operator
for the semigroup (7 (¢));>0, which is to say that B*T (- )x € L?(0,t; U) for all x € D(A) and 7 > 0.
This property will be useful in discussing the relationship between our results and existing results in the
literature. In addition, the following lemma shows that under the same assumption B is an admissible
control operator in the sense that fof T_1(t —t)Bu(t)dt € X forall u € L*(0, 7; U) and 7 > 0.

Lemma 2.6. Let A and B satisfy Assumption 2.1. If (2-7) is satisfied for a bounded function |, then
B and B* are, respectively, admissible control and observation operators for the semigroup (T (t));>0
generated by A.

Proof. Since A and B satisfy Assumption 2.1, it is straightforward to verify that the operator S : D(S) C
X x U — X x U defined by

s=(218) b ={(*)exxv:ax+Buex
B* 0 u

is a system node on (U, X, U) in the sense of [Staffans 2002, Definition 2.1]. Moreover, estimate (2-5) for
(x, u) € D(S) and [loc. cit., Theorem 4.2] imply that the system node § is impedance passive in the sense of
[loc. cit., Definition 4.1]. The transfer function of the system node S is given by G(A) = B*(,. — A_)"'B
for A € p(A). Hence the assumption that (2-7) is satisfied for a bounded function u together with [loc. cit.,
Theorem 5.1] imply that the system node S is well-posed in the sense of [loc. cit., Definition 2.6]. In
particular, B € L(U, X_1) and B* € L(X1, U) are, respectively, admissible control and observation
operators for the semigroup generated by A. U
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2B. Damped second-order problems. In this section we wish to use the framework introduced in
Section 2A to study a class of abstract second-order equations with damping. To this end, we consider a
positive self-adjoint and boundedly invertible operator L : D(L) € H — H on a Hilbert space H. We
write H; for the domain of L equipped with the norm || x|y, = |[Lx| x, x € Hj, and define Hj > to be

the domain of the fractional power L!/?

equipped with the norm ||x||g,, = 1L x| g, x € Hy;. We
denote by H_j, the dual of Hj, with respect to the pivot space H. For an operator D € L(U, H_12),

where U is another Hilbert space, we consider the differential equation

w(t)+ Lw(t)+ DD*w(@)=0, t>0, (2-8a)
w(O)=w0€H1/2, w(0)=w1 € H. (2—8b)

Such systems have been studied extensively; see for instance [Lasiecka and Triggiani 2000; Guo and Luo
2002; Anantharaman and Léautaud 2014; Ammari and Nicaise 2015; Ammari and Tucsnak 2001] and the
references therein. This class of systems in particular contains the wave equation with viscous damping
on a two-dimensional bounded and convex domain £ € R? with (necessarily Lipschitz) boundary €2,

wi (€, 1) — Aw(E, 1) +b(E) w (,1) =0, >0,

where b € L*°(2) is a nonnegative function and we impose Dirichlet boundary conditions. In this situation
we may choose H = U = L?(R2), let L = — A be the (negative) Laplacian on H with Dirichlet boundary
conditions, and define D € L(U, H) by Du = bu for all u € U. This partial differential equation will be
studied in detail in Section 6A.

In order to formulate the abstract system (2-8) as a first-order abstract Cauchy problem of the form (2-2),
we proceed as in [Tucsnak and Weiss 2014, Section 6]. In particular, we let x(-) = (w(-), w(-)) and take
X to be the Hilbert space X = H\/; x H equipped with the inner product (x, y)x = (x1, y1) &, nt{x2, y2)m
for x = (x1, x2), y = (y1, ¥2) € X. The operators A: D(A) C X — X and B: U — X_; in Section 2A

are defined as
01 0
A_(_L 0) and B_(D)’

with D(A) = Hy x Hijp and X_1 = H x H_ /5. Then A is a skew-adjoint operator and thus it generates
a unitary group (7'(1)),er on X. We may choose V = Hy,; x Hj;;, which has the corresponding dual
space V* = Hy > x H_1;. The dual pairing of V and V* is given by

(X, Yhvev = (X1, Y1) By + (X2, Y2) By o Hy o

forx = (x1,x) € VY y=(y1, ») € V.
Condition (H1) is satisfied since Re(A_jx, x)y«y =0 for x € V = Vj, as is easily verified. In addition,
we have both B € L(U, X_1) and B € L(U, V*). For A € p(A) the resolvent of A has the form

o AP+D)Th 2+
(A=4) _<—L(x2+L)—1 ARZ+L)7)

and an analogous formula holds for (A — A_})~\. Therefore we in particular have Ran(A:}B) CV,and
thus condition (H2) in Assumption 2.1 is satisfied. By Lemma 2.2 the operator Ag defined in (2-1)
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generates a contraction semigroup on X, as also shown in [Lasiecka and Triggiani 2000, Proposition 7.6.1]
and [Guo and Luo 2002, Theorem 1].

It is straightforward to see that B* = (0, D*) € L(V, U), where D* € L(Hi >, U) is the adjoint of
D € L(U, H_1»). Therefore the formula for (A — A_7! implies that

B*(A—A_) 'B=AD*O\*+L_)"'D, arecC,.
Moreover, | D*((1 +is)>+L_1)~'D| = |D*((1 —is)>+L_,)~'D||, s € R. Hence if
sID*((1+is)*+ L_1)"'D|| < po(s), seRy, (2-9)

for some pg: Ry — [ré, 00), ry > 0, then condition (2-7) holds for some even function u : R — [rg, 00),
ro > 0, satisfying n(s) < wno(ls]), s € R. Conversely, property (2-7) implies the above estimate for
wo : Ry — [ro, 00) defined by uo(s) = u(s), s € Ry. The estimate (2-9) has been shown to hold for
a bounded function pg for several PDE models having our second-order form (2-8); see for instance
[Ammari and Tucsnak 2001; Guo and Luo 2002; Lasiecka and Triggiani 2003]. On the other hand, as
shown in [Lasiecka and Triggiani 1981] and [Weiss 2003, Section 4], unbounded functions 1o are needed
in some cases including wave equations with boundary damping. In the case where D € L(U, H), we
have B € L(U, X) and, in particular, (2-7) holds for a bounded function p by Lemma 2.5.

2C. Resolvent estimates and nonuniform stability. Throughout the paper we are interested in finding
sufficient conditions for the spectrum of the operator Ap defined in (2-1) to be contained in C_ and in
obtaining a resolvent estimate of the form

I(is —Ap) ' < N(s), seR, (2-10)

for an explicit function N : R — (0, 00).

In order to pass from the resolvent estimate (2-10) to sharp rates of decay for the semigroup (T (¢));>0
we make use of the following abstract result from [Rozendaal et al. 2019, Theorem 3.2]; see [Borichev
and Tomilov 2010, Theorem 2.4] for the case where N is a polynomial. Recall that a measurable function
N R4 — (0, 00) is said to have positive increase if there exist constants «, so > 0 and ¢, € (0, 1] such that

NG
) S T, 2-11)
NGs)

When N : R, — (0, 0o) is nondecreasing but not necessarily strictly increasing we take N~! to denote
the right-continuous right-inverse of N defined by N 1) = sup{s > 0: N(s) <t} fort > N(0).

Theorem 2.7 [Rozendaal et al. 2019, Theorem 3.2]. Let (T (¢)):>0 be a strongly continuous contraction
semigroup on a Hilbert space X, with generator A. If iR C p(A) and if ||(is — A)~|| < N(|s|) for all
s € R, where N : Ry — (0, 00) is a continuous nondecreasing function of positive increase, then

IT(HA™ = 0( ) t — oo. (2-12)

N=1(D)
The class of functions satisfying (2-11) contains all regularly varying functions N : Ry — (0, o0)
which have positive index [Rozendaal et al. 2019, Section 2], and in particular it contains any measurable
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function N : Ry — (0, co) defined for all sufficiently large values of s > 0 by N(s) = s log(s)ﬂ, where
a > 0 and B € R. As discussed in [Borichev and Tomilov 2010; Rozendaal et al. 2019; Debruyne and
Seifert 2019], Theorem 2.7 is optimal in several senses, and for a large class of semigroups the condition
of positive increase is even a necessary condition for (2-12) to hold.

Remark 2.8. If N(s) = C(1+|s|)* in Theorem 2.7 for some constants C, & > 0, then (2-12) becomes
ITA | = O0@'*) as t — oo. It is shown in [Borichev and Tomilov 2010, Theorem 2.4] that for
individual orbits of (7' (¢)),;>¢ one obtains the even better decay rate ||T (t)x| = o(t~1/*) as t — oo for
all x € D(A).

In subsequent sections we shall repeatedly make use of the following lemma when proving resolvent
estimates; see, e.g., [Arendt et al. 2011, Proposition 4.3.6] for a proof of a more general result.

Lemma 2.9. Ler A be the generator of a contraction semigroup on a Hilbert space X and let s € R. If
there exists cg > 0 such that

[xIl < csll@s — A)xll,  x € D(A), (2-13)
thenis € p(A) and ||(is — A~ < c,.

We shall also make use of the following lemma on adjoints in the case where A is a skew-adjoint
operator. Here the composition (A — Ag)~!' B in part (b) is defined as in Remark 2.3.

Lemma 2.10. Let A and B satisfy Assumption 2.1 and assume that A is skew-adjoint.

(a) We have
(A—A_) "B =B*+A)7", repA).

(b) If Re(A_1x, x)y«y =0 forall x € V4, then the adjoint Ay of Ap defined in (2-1) is given by
Apx =—A_1x — BB*x, x e D(A}), (2-14a)
D(A})={xeV:A_jx+ BB*x € X}. (2-14b)
Moreover, (A — Ap)~'B)* = B*(A — A%) ™! for A € p(Ap) NC4.

Proof. To prove part (a), let A € p(A), x € X and u € U. By density of X in X_;, we may find a sequence
(¥)keN € X such that ||yx — Bul|x_, — 0 as k — oo. Since (A+A_D7 Ve L£(X_1, X), we also have

IA+A_D'Bu—(A+A) " yllx =0, k— oo.
Hence the definition of B* and skew-adjointness of A imply that
(u, B*(h— A)"'x)y = (Bu, . — A) "' x)vey = (Bu, L — A)"'x)x_, x,
= lim (y, O = A)7"x)x,x, = lim (v, = A) ")

= lim (4 A) "y, x)x = (A + A1) "' Bu, x)x.
— 0

Since x and u were arbitrary, we have (B*(A — A)")* =+ A_;)"!'B.
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To prove (b), we define

Agx=—A_1x — BB*x, xe D(Ap),

D(Ap)={xeV:A_x+ BB*x € X}.
Since —A and B satisfy Assumption 2.1 (with the same choice of V), Ap generates a contraction
semigroup on X by Lemma 2.2. The assumption that Re(A_x, x)y+y = 0 for x € V4 and a simple
polarisation argument imply that (A_jx, y)y=y = —(x, A_1y)y, v+ for x, y € V4, where we define
(z1, Zz)v’v* = (22, Zl)V*,V forz; € V, zo € V* Hence if x € D(Ap) C V4 and y € D(AB) C V,, then

(Apx,y)x = (A_1x — BB*x,y)ywy = (x, (—A_; — BB*)y)y.v- = (x, Apy)x.

Thus A% is an extension of AB, and since p(A%}) N p(AB) # @ we further see that A} = AB.
Now let A € p(Ag) NCy, x € X and u € U. We have (A — AE)_lx € D(A%) € V4. Moreover, by
Remark 2.3 we have (A — Ag)~'Bu € V4 and

(u, B*(h — A%) %)y = (Bu, (b — A%) " Ix)yey
(A—A_1+BB*)(A— Ap)~'Bu, (k. — AR) " 'x)yny
(A—Ap) 'Bu, A+ A_1+BB*)(A — A% 'x)y s
(A —Ap)~'Bu, x)x.

(
(
(
(

Since A € p(Ap) NC,, x € X and u € U were arbitrary, the proof is complete. U

The following proposition presents some general consequences of resolvent estimates of the form (2-10).
In particular, part (c) concerns the effect of scaling the operator B on the resulting resolvent estimate. Once
again, the composition (is — Ag)~' B for s € R is defined as in Remark 2.3. As noted in Section 2B, the ad-
ditional assumptions in (b) are in particular satisfied for the class of second-order systems considered there.

Lemma 2.11. Let A and B satisfy Assumption 2.1 and let Ap be as defined in (2-1). If iR C p(Ap) and
if N :R — (0, 00) is such that (2-10) holds, then the following are true:

(a) Fors € R, we have
IB*(is — Ag) "'l < N(s)'/2,

l(is — Ap) "Bl S 1+ N(s),

IB*(is — Ap)~'B| < 1.
(b) Ifeither B € L(U, X), or

A*=—A and Re(A_ix, x)yxy =0, x € Vy,
then ||(is — Ag)~'B| < N(s)'/? forall s € R.
(c) Let k > 0 and consider the operator Ap , : D(Ap ) € X — X defined by
Ap,x=A_ix —k’BB*x, xe€ D(Ag ),
D(Ap,)={xeV:A_x —k’>BB*x € X}.

Then iR C p(Ap.) and ||(is — Ap.) " | <1+ N(s)? for s € R. If the assumptions in part (b) hold,
then ||(is — Ap,) " '| SN(s) fors e R.
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Proof. To prove the first estimate in (a), fix s e Rand y € X, and let x = (is — Ap)~'y € D(Ap). Then
lxll < N(s)|ly|l and (is — Ag)x =y, and hence, by (2-3) in Lemma 2.2,

IB*x|? <Re(y, x) < Iyl lxl < NIyl

Since s € R and y € X were arbitrary, the first estimate in part (a) follows.

To prove the second and third estimates in (a), we begin by deriving a preliminary estimate. Let A € C
and u € U. If we define the composition (A — Ap)~'B asin Remark 2.3 and let x = (A — Ag) 'Bu € X,
then Remark 2.3 implies that x € V and A_1x 4+ B(u — B*x) = Ax € X. Estimate (2-5) in the proof of
Lemma 2.2 shows that

(Re 1) ||x||> =Re(A_ x + B(u — B*x), x)x <Re(B*x,u— B*x)y
=Re(B*x, u)y — || B*x|j;-
In particular, | B*(A — Ag)~'Bu| = || B*x|| < ||u| for all » € C,., which implies the third estimate in (a).
On the other hand, for A = 1 4 is with s € R, the same estimate shows that
I(1+is — Ap)~' Bull> <Re(B*x, u)y — | B*xlly,
<Re(B*(1+is—Ap) 'Bu,u)y < 1.

This inequality together with the property that (see Remark 2.3)

(is—Ap) 'Bu= (I +(is—Ap) )1 +is—Ap) 'Bu, seR,

finally implies the second estimate in (a).

In order to prove (b), we first note that under the additional assumptions it follows either from
boundedness of B or from Lemma 2.10(b) that the adjoint A’ is given by (2-14) and that ((is—A 3 'B)*=
B*(—is— A’g)_l, s € R. Proceeding as in the case of the first estimate in part (a), we may use the structure
of A% to show that || B*(—is — A%)~!|> < |[(—is — A%)~!|| for s € R. Hence for all s € R we have

Iis — Ap) ™' Bl = | B*(—is = Ap) ' < s — Ap) "' I'2 < N(o)'/2.
To show (c), let k > 0 and s € R be fixed. Moreover, letx e D(Ap ) and y=(is—Ap ,)x € X. Estimate

(2-3) in Lemma 2.2 (applied to the operators A and « B) implies that | B*x]|? < k~2||x]| | y|l. We have

y=0(is—A_|+«*BB*)x = (is— A_| + BB*)x + (> — 1)BB*x,
and since x € V and (is — A_; + BB*)x € X 4+ Ran(B), Remark 2.3 gives

x=(is—Ap) 'y+(1—«>(is—Ap)" ' BB*x.

Using Young’s inequality we obtain

x> < 2N )21y 112 +2(1 =2l Gs — Ap) ™ BI* [ B*x|)?

(1—x»? _
5 lIGs = A~ BIPIx ]y

2(1 —k?)*
A

<2N()*||ylI* +2

1 : -
2Ny IP + 5 xl” + IGs = Ap) "' BI* 1yl
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Since Ap , generates a contraction semigroup by Lemma 2.2, the claims follow from parts (a) and (b)
together with Lemma 2.9. (I

The estimate || B*(is—Ag) " 'B|| <1, s R, in part (a) was proved in [Oostveen 2000, Lemma 2.2.6, P6]
in the case where B € £(U, X), and a similar result for general B in the case of second-order systems
was presented in [Weiss and Tucsnak 2003, Theorem 1.3].

3. Frequency domain criteria for resolvent bounds and nonuniform stability

3A. Criteria for first-order problems. In this section we consider the semigroup (75(t));>0 generated
by the operator Ap defined in (2-1), and present sufficient conditions for nonuniform stability of this
semigroup in terms of observability properties of the pair (B* A). Theorem 2.7 allows us to focus on
estimating the resolvent of A on the imaginary axis, and shows that whenever ||(is — Ag) ™| < N(|s|),
s € R, for some continuous nondecreasing N : Ry — (0, oo) with positive increase, the classical solutions
x(-)=Tp()xo, xo0 € D(Ap), of (2-2) satisfy

175 (t)xoll < lAgxoll, t>to, (3-1D

C
N=1()
for some constants C, ty > 0.

Our first main result is based on the following Hautus-type condition with variable parameters. The
same condition with bounded functions M and m was used in [Miller 2012] to study observability
properties of the pair (B* A).

Definition 3.1. The pair (B* A) is said to satisfy the nonuniform Hautus test if there exist M, m :
R — [ro, 00), ro > 0, such that

IxI% < M(s)lI(is — A)x ||k +m(s)|B*x[17, x € D(A), s €R. (3-2)

The following theorem presents a norm bound for the resolvent of Ap on iR when the pair (B* A)
satisfies the nonuniform Hautus test. General properties of the function u in condition (3-3) were discussed
in Section 2A and in Lemma 2.5.

Theorem 3.2. Let A and B satisfy Assumption 2.1. Assume further that M, m, i : R — [rg, 00), ro > 0,
are such that the pair (B¥, A) satisfies the nonuniform Hautus test for the functions M and m, and

IB*(1+is—A_)"'B|| < pu(s), seR. (3-3)
Then the operator Ap defined in (2-1) satisfies iR C p(Ap) and
s — Ap) ™' S M(s)pu(s) +m(s)p(s)?, s €R.

Conversely, if N : R — (0, 00) is such that ||(is — Ag)~'|| < N(s) for all s € R, then (3-2) holds
for M(-) =2N(- )2 and a function m such that m(s) < 1+ N(s)? for s € R. If, in addition, either
Be LU, X),or A*=—Aand Re{A_1x, x)y=y =0 for all x € V4, then one may choose m = 2N.
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Proof. Since Ap generates a contraction semigroup on X by Lemma 2.2, Lemma 2.9 shows that the
inclusion iR C p(Ap) and the resolvent estimate will follow from a suitable lower bound for is — Ap,
s €R. To thisend, lets € Rand x € D(Ap) be fixed and let y = (is— Ap)x. f welet R=(14+is—A_;)~!
and define x; =x+ RBB*x, then (is—A_1)x; =y — RBB*x € X and hence x; € D(A). Applying (3-2)
and using the identity B*x; = (I + B*R B) B*x shows that
x> < M () Gs — A)xi 1> +m ()| B*xi |17
< M)yl + IRBIIB*x|)* + m(s)(1 + | B*RBI)*|| B*x|)?
S M1+ (M) IRBI? +m(s)(1+|B*RBI®) | B*x|*.

Since || B*x||><Re(y, x) <||y| lx|| by Lemma 2.2, we may further estimate the norm of x=x;— R B B*x by
Ix11> < llxtI* + IR B B*x ||
SMO)ylI*+ (MOIRBI*+m(s)(1+ | B*RBIP) x| 1yl
1 2
< M©IYIP +ellxl? + - (MEIRBI? +m(s)(1+ IB*RBI) Iy,

where ¢ > 0. We have || B*RB|| < u(s) by assumption, and Lemma 2.2 further implies that || RB||> <
|B*RB]| < u(s). Letting ¢ be sufficiently small we obtain

Ix11? < (M(s) + M(s)*|RB|* +m(s)*(1 + | B*RB|I*)?) || y||*
S (M(s)* ()2 +m(s)> ()M llylI*
S (M () (s) +m(s)(s)H)? | (is — Ap)x|*.

Since x € D(Ap) was arbitrary, Lemma 2.9 implies that is € p(Apg) and ||(is — Ap)7 Y| SM@s)u(s) +
m(s)u(s)*.

To prove the other claims, assume that ||(is — A ) ' <N(s)andlets € R and x € D(A) be arbitrary.
Using the properties in Remark 2.3, the claims follow from the estimate

Ix|> = ll(is — Ap) " (is — A)x + (is — Ag) ' BB*x||?
<2|Gis — Ap) I IGis — A)x > +2|I(is — Ap) "' B|I|| B*x|?
and Lemma 2.11. O

Remark 3.3. In the case where u is a bounded function the resolvent estimate in Theorem 3.2 takes the
form ||(is — Ap)~!|| < M(s)+m(s), s € R. As shown in Lemma 2.5, if A and B satisfy Assumption 2.1,
then condition (3-3) is always satisfied for u(s) = c(1 + s2), s € R, with some ¢ > 0. However, in the
absence of a more precise bound for ||B*(1 +is — A_)7'B| the proof of Theorem 3.2 can be modified
to derive an alternative resolvent growth bound. Indeed, if the operator R in the proof is redefined as
R= (I —A_;)~" and if x; is defined as before, then we have (is — A_;)x| = y+ (is —1)RBB*x, and
estimates analogous to those in the original proof show that iR C p(Ap) and

IGs —Ap) "I S M(s)(1 +5%) +m(s), seR.
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This estimate is in general sharper than what is obtained from Theorem 3.2 with a quadratic upper bound
for . Finally, for general u the estimates in the proof of Theorem 3.2 also establish the more precise bound

lGs — Ap) I S M)+ M) (1 +is — A_) 7' BII* + m(s)a(s)?

for s € R. This improves on the original estimate if || (1 +is — A_)"'B|| - 0 as |s| — oco. The latter
holds, for instance, if B € L(U, X) is compact.

Recall that the pair (B* A) is said to be exactly observable if
‘ 2 2
[IB T (x| di = co|x|%, x € D(A),
0

for some T > 0 and ¢; > 0 [Tucsnak and Weiss 2009, Definition 6.1.1]. If (3-3) is satisfied for a bounded
function p, then Lemma 2.6 and [Miller 2012, Theorem 2.4] imply that the nonuniform Hautus test is
satisfied for some bounded functions M and m if and only if the pair (B* A) is exactly observable. In
this situation Theorem 3.2 and the Gearhart—Priiss theorem imply that (75 (¢));>0 is exponentially stable,
as in [Slemrod 1974; Curtain and Weiss 2006].

Our next resolvent estimate for a skew-adjoint operator A is based on lower bounds for B* restricted
to so-called wavepackets of A. Similar conditions have previously been used to study exact observability
of the pair (B* A), for example in [Chen et al. 1991; Ramdani et al. 2005; Miller 2012].

Definition 3.4. Let A be a self-adjoint operator on X. For s € R and 6(s) > 0 we define WP 5(,)(A)
to be the spectral subspace of A associated with the interval (s — &(s), s + 8(s)) € R. The elements
x € WP; 5(5)(A) are called (s, §(s))-wavepackets of A. If A is skew-adjoint, then we define WP 5(,)(A)
to be WPS,B(‘Y)(—I.A).

The following proposition presents a sufficient condition for nonuniform stability of (T (¢));>0 given
in terms of the action of B* on wavepackets of A. In the case where u is a bounded function and the pair
(B* A) is exactly observable, it is possible by Lemma 2.6 and [Miller 2012, Corollary 2.17] to choose
8(s) =380 > 0 and y(s) = yo > 0, and our result then implies exponential stability of (T (#)):>0.

Theorem 3.5. Let A and B satisfy Assumption 2.1 and suppose that A is skew-adjoint. Suppose further
that i : R — [rg, 00), ro > 0, is such that

IB*(14is—A_1)"'Bl| < u(s), seR.

If there exist bounded functions y, 8 : R — (0, 0o) such that

IB*xllu = y()llxllx, x € WPys5(A), s R, (3-4)
then iR C p(Ap) and
. _ (s)?
Y B st a— eR.
||(lS B) ” ~ y(s)zé(s)z s

Proof. By Lemma 2.2, Ap generates a contraction semigroup on X. Thus by Lemma 2.9 the claims will
follow from suitable lower bounds for the operators is — Ap, s € R. Let s € R and x € D(Ap) be fixed
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and let y = (is — Ap)x. Further let Py € £(X) be the orthogonal projection onto WP; 5(,)(A), and let
Py = I — Py. Define

x0 = Pox, Xoo= Poox, YYo= Pyy, and ys = Px)y.
Since xo € WP 5¢5)(A) and B*xg = B*x — B*x, (3-4) implies that
112 = llxoll® + xooll* S ¥ ) 2UB*x1* + | B*xo0 1) + lIxo0 I (3-5)

We now estimate || x| and || B*x || in turn. We begin by introducing the operator R = (1 +is — A_D7Y
noting that ||R|| < 1 since A generates a contraction semigroup. Applying Pso R to both sides of the
identity y = (is — Ap)x we obtain

(is — A)Rxoo = Ryoo — P5oRBB*x, (3-6)
and hence

Xoo = Rxoo + Ryso — P5oRBB*x. (3-7)

Now since R and P, commute, we have Rx., € Ran(Ps,), and the spectral theorem for self-adjoint
operators implies that || Rxs|| < 8(s)7V|(is — A)Rxso||. Thus

Ixooll < 8() ™ I(is — A)Rxooll + Iyl + | RBI| | B*x]|.
By (3-6) we have

[(is = A)Rxooll < |Ryooll 4+ | Pso RBB* x| < Iyl + [IRBI | B*x|l,
and therefore
Ixooll S8 Iyl + IRBI I B*x]). (3-8)

In order to estimate || B*x.,|| we begin by observing that, by (3-7),
1B*xooll < IB*RI I Xcoll + IB* R Iyl + | B*(1 — Po)RBII | B x]. (3-9)

Since A is skew-adjoint, we have B*(1 +is — A '=—-is+A_)"'B)* by Lemma 2.10. Hence the
resolvent identity gives

IB*RI = II(1 —is+A_1)"'B|| = [RB —2(1 —is + A)"'RB|| <3|RB|.
and since ||(1+is — A) Pyl S 1438(s) < 1 we see using (2-4) in Lemma 2.2 that
|B*(I — Po)RB| < ||B*RB| + ||B*R(1 +is — A) PhRB||
S IB*RB| +|RBI* < | B*RB.
Using these estimates and (3-8), we obtain from (3-9) that

IB*xoo |l SIIRBIl X0l + IRBIl Iyl + | B*RB| | B*x|
S8 TIRBI Iyl + () IRBI*+ |B*RB|)|| B*x||.
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Inserting our bounds for || x|l and || B*x || into (3-5), and using the estimate | B*x]1? < [Ix|| || implied
by (2-3) in Lemma 2.2, we deduce after a straightforward calculation that

212 Sy ()72 B*x 1P+ B*xoo I?) + 1 x00 [12
S8 24y ) AIRBIDIVIF+(y ()2 (1+8() 2 RBI*+ I B*RB|*)+8(s) I RB|1?) lIx [l y]l.

Since |RB||*> < ||B*RB|| < n(s) by Lemma 2.2 and our assumption we obtain, after dropping dominated
terms, the estimate

212 Sy () 728() 2 Iy I3 + v () 728() 2 i)l Iy ll-

An application of Young’s inequality now yields

X1 S v ()8 () () Iyl
and the claim follows from Lemma 2.9. |

Remark 3.6. In the situation where u is a bounded function, Theorem 3.5 can alternatively be proved
by combining Theorem 3.2, Lemma 2.6 and results in [Miller 2012]. Indeed, in this case Lemma 2.6
implies that B* is admissible and by [loc. cit., Proposition 2.16] the pair (B* A) satisfies the nonuniform
Hautus test (3-2) for some functions M and m such that M(s) < y(s)_28 (s)~% and m(s) < y(s)_2 for
s € R. The claim of Theorem 3.5 then follows from Theorem 3.2. Similarly to Remark 3.3, the end of the
proof of Theorem 3.5 can be modified to establish the potentially sharper resolvent estimate

n(s)?

s —Ap) ' Svis) +v(s) (I +is — A1) 7' BIP + ——,
y(s)

s €R,

where v(s) =8(s) ' +y () A +is—A_)"IB].

Remark 3.7. It is easy to see from the proofs of Theorems 3.2 and 3.5 that if the assumptions are satisfied
only for |s| > sg for some sg > 0, then iR\ (—iso, isp) C p(Ap) and the resolvent estimate will hold for
|s| > so. The same comment applies to the results in the remainder of this paper. Since the nonuniform
decay rate is determined only by the resolvent norms for large values of |s|, this property is useful in
situations where iR C p(Ap) is already known or can be shown using other methods.

3B. Criteria for second-order problems. In this section we focus on studying the resolvent growth for
the operator Ap defined in (2-1) in the case where the operators

b=(20) o= (3)

on X and U, respectively, satisfy the assumptions in Section 2B. In particular, L : Hy € H — H is a
positive self-adjoint and boundedly invertible operator and D € L(U, H_; ;). We shall reformulate the
conditions of Theorems 3.2 and 3.5 in terms of the operators L and D. In addition, we shall present
further sufficient conditions for nonuniform stability in terms of generalised observability properties of
the “Schrodinger group” generated by i L.
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In the proofs of our results we shall employ a change of variables which transforms A into a block-
diagonal operator Agi,g; see for instance the proof of [Miller 2012, Theorem 3.8]. Recalling that
V = Hi;» x Hj», we define a unitary operator Q € L(V, X) by

1 1 1 . _ 1 I —ilL~1/2
Q:ﬁ (iLl/2 —iLl/z)’ with 0 lzﬁ (1 iL-12)- (3-10)

We then have A = QAdiagQ_l, where

iL'"? 0
Adiag = ( 0 —iL1/2) :D(Adgiag) SV >V,

with domain D (Agiag) = Hy x Hj. The following lemma describes the wavepackets of A in terms of the

wavepackets of L'/%,

Lemma 3.8. Let L and A be as in Section 2B and let § : R — (0, 00) be such that sup,.p 8(s) < L~
Then for every s € R we have

w

. 1/2 -
isign(s)L1/2w> Fw € WhPsja (L )}' G-11)

WP 55)(A) = {(

Proof. Let s > 0 be fixed. We have WP; 5(5)(A) = Ran(x, ;,, (=i A)), where I 5(5) = (s —8(s), s +3(s)).
Using the decomposition A = QAdiagQ_1 and the upper bound for § we see that

XIS,(S(S)(LI/Z) 0) -1 _ 1 ( Xls.g(s)(Ll/z) O) Q—l

L (—iA) = =—|.
XI;.SS( ) Q( 0 0 \/i lLl/ZXIs,,s(x)(Ll/z) 0

The functional calculus for the positive and boundedly invertible operator L implies that
X150 (L'*)Hij2 = Ran(x1, 5, (L"),
and hence (3-11) follows from surjectivity of Q~'. The proof in the case s < 0 is analogous. (I

The next result is a counterpart of Theorem 3.5 for damped second-order systems. We refer to [Russell
1975, Section 3] for a related result on polynomial stability of second-order systems in the case where L
has discrete spectrum and D € L(U, H).

Theorem 3.9. Let L, D, A and B be as in Section 2B and assume (1o : Ry — [rg, 00), ro > 0, is such that
sID*((1+is)>+L_1)"' Dl < pols), s €Ry.
If there exist bounded functions yy, 8o : Ry — (0, 00) such that

ID*wlly = yo)lwlla, we WP s (LY?), s>0,

then iR C p(Ap) and
po(ls])?

. —A _1 < e
IGs = A0S sn2s0 s
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Proof. If we let so = min{||L™"?||, 1} then o (L""*) C [s0, 00). Define § : R — (0, co) by

8
5(s) = __sodo(sh , seER. (3-12)
2 Sup=g So(s)
Fix s € R and let x € WP; 5(,)(A) be arbitrary. Lemma 3.8 implies that x = (w, i sign(s)Ll/2

w E WP|S|,5(S)(L1/2). Noting that L'*w e WP|S\,(;(S)(L1/2), our assumptions imply that

w) for some

_nlsh

V2
Thus the conditions of Theorem 3.5 hold for § : Ry — (0, 0o) defined in (3-12) and for y : Ry — (0, 00)
defined by y (s) = yo(|s|)/ V2 for s € R. Since (2-9) holds by assumption, the arguments in Section 2B
show that || B*(1+is — A_1)"'B| < uo(|s]), s € R. Thus the claims follow from Theorem 3.5. Il

IB*x|ly = ID*L"wy = yo(sDILY*w| &

The recent literature contains several studies of nonuniform stability for second-order systems based
on observability properties of the Schrodinger group associated with (D* iL) when D € L(U, H) is
a bounded operator. In particular, the Hautus-type condition (3-13) in the following proposition was
used as a starting point for deriving resolvent estimates for A in [Anantharaman and Léautaud 2014,
Theorem 2.3] in the case of constant parameters My and mg, and with variable parameters in [Joly and
Laurent 2020, Appendix B]; see also [Laurent and Léautaud 2021]. In both cases the results were used to
prove nonuniform stability of wave equations with viscous damping. The following result generalises
the results on resolvent growth in [Joly and Laurent 2020, Appendix B] to operators L with possibly
noncompact resolvent and operators D € L(U, H_y ).

Proposition 3.10. Let L, D, A and B be as in Section 2B. Moreover, let My : R — (0, 00) and
mg : Ry — [rg, 00), ro > 0, be such that

lwll?, < Mo(s)||(s* — L)wl|%, +mo(s) | D*wl|?,, we Hy, s>0, (3-13)

and define n :=inf;=o Mo(s)(145)? > 0. Then the conditions of Theorem 3.9 are satisfied for the functions
10, 60 : Ry — (0, 00) defined by

min{ /7. 1} !
So(s) = and Y(s) = ——— (3-14)
V2Mo(s)(1 +s) v/ 2mo(s)
for s > 0. If, in addition, ng : Ry — [rg, 00), ro > 0, is such that
sID*((1+is)* + L_)"'D| < po(s), s Ry, (3-15)

then iR C p(Ap) and
IGs — Ap) ™' S (1457 Mo(Ismo(ls o(Is)?, s € R.
Proof. Let s > 0. The function §y in (3-14) is bounded and for every r € (s — 8o(s), s + §p(s)) we have

min{ﬁ,%}(2s+60(s))< 1
VMo()(1+s) 7 2Mo(s)

2

52— =|s—rlls+r| <
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If we WPS,(;O(S)(LI/ 2), this estimate and the functional calculus for L imply that (s> — Lyw|?* <
(2Mo(s))"!|lw||> Hence (3-13) yields

ID*w]?* > I

= flw
mo(s)

Since s > 0 and the wavepacket w were arbitrary, the conditions of Theorem 3.9 are satisfied for the
functions §p and yy defined by (3-14), and the remaining claims follow from Theorem 3.9. ]

Our result shows in particular that if (3-13) holds for constant functions My and mq and if (3-15) holds
for a bounded function ug, then || (is — Ag)~!|| <1 + 52 for s € R. The same result was previously proved
for D € L(U, H) in [Anantharaman and Léautaud 2014, Theorem 2.3], and we shall discuss this result
further in the context of damped waves in Section 6A below. A result closely related to Proposition 3.10
and, in particular, allowing nonconstant functions My and my was proved in [Joly and Laurent 2020,
Proposition B.3], once again in the simpler setting where D € L(U, H); see also [Laurent and Léautaud
2021]. Proposition 3.10 not only generalises and extends these earlier results, it moreover allows us to see
that observability conditions of the type considered in (3-13) and in [Joly and Laurent 2020, Appendix B]
serve as sufficient conditions for the wavepacket condition in Theorem 3.5. Finally, in the case where 1
is a bounded function, Lemma 2.6 and [Miller 2012, Proposition 2.16] show that the same conditions
further imply the nonuniform Hautus test in Definition 3.1 for the associated first-order equation.

We conclude this section by presenting an equivalent characterisation for the nonuniform Hautus test
of pairs (B* A) stemming from second-order systems.

Proposition 3.11. Let L, D, A and B be as in Section 2B. If My, mg : Ry — [rg, 00), ro > 0, are such that
lwliz; < Mo()ll(s — L) wll3; +mo(s) | D*w7, (3-16)

forallw € Hyy and s > 0, then (B*, A) satisfies the nonuniform Hautus test for some function M such that
M(s) < Mo(|s|) +mo(|s|) and for m given by m(s) =4mo(|s|), s € R. If, in addition, 11y : Ry — [ro, 00),
ro > 0, is such that

sID*((1+is)* + L)' DIl < po(s), 5 € Ry,
then iR C p(Ap) and

IGs — A) ' < Mo(sDo(Is]) +mo(IsDro(Is))?, s e R.

Conversely, if (B*, A) satisfies the nonuniform Hautus test for some M, m : R — [rg, 00), rg > 0,
then (3-16) holds for My and mq defined by My(s) = M (s) and my(s) = m(s)/2 fors > Q.
Proof. Since L' is boundedly invertible by definition, similarly as in [Miller 2012, Theorem 3.8] the
decomposition A = QAcuagQ_1 with Q as in (3-10) implies that (3-2) holds if and only if
m(s)
2
for all yi, y» € Hy/2 and s € R. Thus if (3-2) holds, then choosing y, =0 and s > 0 in the above inequality

Iy i3+ 1y2 03 < M) (IIes — L5 il + s + L5 yal%) + ID*(y1 — y) 1%

implies the last claim of the proposition.
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To prove the first claim, let s > 0 and yi, y» € Hj,; be arbitrary. Our assumptions imply that
L' is boundedly invertible and D*L~'2 € £(H,U). Thus the estimates ||L"*(s + L")~ !| < 1,
s+ LY~ < ||IL7"27! and (3-16) imply that

Iyl +1y203

<M 1/2 2 %12 2

< Mo)I(s—L"®) y1 113 +mo ) 1 D* y1 115+ 1y211%

< Mo() | (s—L?)y11342mo(s) | D* (y1—y2) 15 +2mo(s) | D* L2 |21 LY 2y |13, + 1 y2 115

< Mo(s) [ (s—L"®)y1 115 +2mo) 1 D* (1= y2) 17+ (2mo() | D* L™ PHIL 2 72) [ s+L )yl 3

Thus (3-2) holds for s > 0 with M and m as described in the claim. For s < 0 we get an anal-
ogous estimate by applying (3-16) to |y»2||> with s replaced by |s|, and combining the estimates
shows that (3-2) holds for s € R with functions M, m : R — [rg, 00) satisfying m(s) = 4m(|s|) and
M(s) < Mo(]s|) + mo(]s]) for s € R. Finally, as shown in Section 2B, the fact that (2-9) holds by
assumption implies || B*(1+is — A_D7'B| < wuo(ls]), s € R, and thus the remaining claims follow from
Theorem 3.2. U

4. Time-domain conditions for nonuniform stability

4A. Conditions for first-order problems. In this section we present sufficient conditions for polynomial
stability of the semigroup (7 (?));>0 generated by Ap in terms of the following generalised observability
concept. Related generalisations of exact observability have previously been used in [Ammari and
Tucsnak 2001; Ammari and Nicaise 2015; Ammari et al. 2017] to study nonuniform stability of damped
second-order systems.

Definition 4.1. Let (7'(¢));>0 be a contraction semigroup on X, with generator A, and let C € £(X, U),
where X and U are Hilbert spaces. The pair (C, A) is said to be nonuniformly observable (with parameters
B > 0 and t > 0) if there exists ¢; > 0 such that

el —A)Px|% < /OTHCT(t)xH%] dt, xe D(A). (4-1)

Note that by [Kato 1961, Corollary] the norm ||(/ — A)#x/|| in (4-1) can be replaced by || (Ao — A) ~Px ||
for any fixed A9 € p(A) N ([_Z+ (and a possibly different ¢; > 0), and in particular the choice Ag = 0 is
possible if 0 € p(A). By injectivity of (I — A)~#, nonuniform observability also implies approximate
observability of the pair (C, A) in the sense that if CT (¢)x = 0 for all # € [0, 7], then necessarily x = 0.
The case 8 = 0 corresponds to exact observability of the pair (C, A).

Throughout this section we consider the setting of Section 2A in the case where B is a bounded operator.
In particular, A : D(A) € X — X generates a contraction semigroup (7 (¢));>0 on a Hilbert space X
and B € L(U, X), where U is another Hilbert space. In this situation the generator of the semigroup
(Tp(t))i>0is Ap = A — BB* with D(Ap) = D(A). The following consequence of the Heinz inequality
for dissipative operators due to Kato will be important for the arguments in this section. The result in
particular allows us to compare fractional powers of / — A and [ — Ap.



NONUNIFORM STABILITY OF DAMPED CONTRACTION SEMIGROUPS 1111

Theorem 4.2 [Kato 1961, Corollary]. Let A\ and A, be generators of contraction semigroups on X, and
suppose that D(A1) C D(A) and ||Axx|| < |A1x|| for all x € D(Ay). Then for every a € [0, 1] we have
D((=A1)%) € D((—A2)%) and [|[(—A2)*x|| S [(=AN%x|| for all x € D((—A1)*).

We shall also require the following lemma. A similar result for second-order systems of the form
in Section 2B (and a possibly unbounded operator B) was presented in [Ammari and Tucsnak 2001,
Lemma 4.1].

Lemma 4.3. Let A: D(A) € X — X be a skew-adjoint operator generating a unitary group (T (t));>0
andlet B € L(U, X).

(a) For every t > 0 there exists C; > 0 such that
t 2 T 2 T 2
/0 IB*Tp(t)x|* dt < /0 IB*T (H)x|*dt < C, /0 1B*Tp(t)x | dt (4-2)

for all x € X. Moreover, the second inequality in (4-2) remains valid when A is merely a generator
of a contraction semigroup.

(b) The pair (B*, A) is nonuniformly observable with parameters B € [0, 1] and t > 0 if and only if
(B* Ap) is nonuniformly observable with the same parameters B and t.

Proof. We begin by the second statement in (a). Suppose therefore that (7 (¢));>0 is a contraction semigroup
and let 7 > 0 be fixed. Define ¥, Wp € £(X, L*(0, 7; U)) by Wx := B*T(-)x and Wpx := B*Tx(-)x
for all x € X. If we define F, € £(L?(0, t; U)) by

t
(Fru)(t) = /o B*T(t —s)Bu(s)ds, ueL*0,1;U),
then the variation of parameters formula for (7 (¢)),>0 implies that
(I+F)Vg =W.

Hence the second inequality in (4-2) holds with C; = (1 + ||F; IN2. To complete the proof of (a), assume
that A is skew-adjoint in which case (7'(¢));>0 is a unitary group. Direct computations may be used to
show that Re([F,u, u) > 0forall u € LZ(O, 7; U), and therefore the operator I 4 [, is boundedly invertible
with ||(I +F,)~'|| < 1. This implies the first inequality in (4-2) and thus completes the proof of (a).

To prove (b), fix 8 €[0, 1] and 7 > 0. Both (A—1 y~'and (Ag—I)~! are bounded operators generating
contraction semigroups on X. Since ||(A —I)7'x|| < 1(Ap — D7 'x|| £ (A = I)"'x| for all x € X,
Theorem 4.2 implies that ||(I — A) x| < ||(I — Ap) x| < ||(I — A)~Px|| for all x € X. Now the claim
follows directly from (a). U

As our first main result of this section we show that if D(A*)=D(A) and B € L(U, X), then nonuniform
observability of (B*, A) implies polynomial stability of the semigroup (T5(¢)),>0o generated by Ap. The
theorem is similar in nature to the results presented in [Ammari and Tucsnak 2001; Ammari et al. 2017]
and [Ammari and Nicaise 2015, Chapter 2]. In particular, these references introduce generalised versions
of exact observability of (B* A) for second-order equations of the form in Section 2B, and deduce
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nonuniform stability of the semigroup (75(?));>0. If 8 = 0 in our result, then the pair (B* A) is exactly
observable and we obtain exponential stability, similarly to [Slemrod 1974].

Theorem 4.4. Let A be the generator of a contraction semigroup on X such that D(A*) = D(A), and let
B € L(U, X). If the pair (B*, A) is nonuniformly observable with parameters B € [0, 1] and t > 0, then
iRC p(Ap) and

Iis—Ap) ' I S1+1s1, seR.

In particular, if 0 < 8 <1 then the semigroup (Ts(t)):>0 is polynomially stable and there exists a constant
C > 0 such that

C
ITe()x] < tl/(—zﬁ)llABxll, x € D(Ap), 1> 0. (4-3)

If B =0 then the semigroup (Tp(t));>0 is exponentially stable.

Proof. Let B € [0, 1] and T > 0 be such that (4-1) holds for some ¢; > 0. By Lemma 2.2 the semigroup
(Tg(1))s>0 1s contractive and 1 € p(Ap). Moreover, both (A—1 Y=l and (Ag—1)~! are bounded operators
generating contraction semigroups on X. Since ||(Ap — D~ x| < I(A - D)~ 'x|| for all x € X, we have
(1 —Ap)~Px|| < ||(I — A)~Px| for all x € X, by Theorem 4.2. Let A € C, and x € D(A). The
previous estimate, together with nonuniform observability of (B*, A), Lemma 4.3(a) and the estimate
Re((A — Ap)z, z) > ||B*z||?, z € D(A), imply that

C T C T
1= Ag) x| <N —A)y PP < < / 1B*Tp (x| dr < & f Re(Tp () (h — Ag)x, Tp(t)x) dt.
cr Jo ¢z Jo

Since D(I — A%) = D(A) = D(I — Ap), Theorem 4.2 gives D((1 — A*B)ﬂ) = D((I — Ap)?), and in
particular (I — A%)?(I — Ap)™" € £L(X). Hence if A € C; and x € D((—Ap)' %) are arbitrary, the
above estimate and contractivity of (7p(¢));>0 imply that

[EIESS & / Re(Tp(t)(h — Ap)(I — Ap)Px, Tp(t)(I — Ap)Px) dt
cr Jo

— % OT Re((I — AP (I — Ap) PTp(t)(h — Ap)(I — Ap)*Px, Tp(t)x) dt
C, . B
< NI = AU = Ap) PG — Ap) (I — Ag)*x]|Ix]).

T
Since C; € p(Ap) we in particular obtain

sup (A —Ap)"'(I —Ap) | < o0
O<Re A<l

Thus [|(A — Ap)~'|| <1+ |1|?# for 0 < Re A < 1 by [Latushkin and Shvydkoy 2001, Lemma 3.2]. In
particular, the inequality ||(A—Ag)~'|| > 1/dist(x, o0 (Ap)) implies that iR C p(Ap) and || (is—Ap) | <
1+ |s|2’3 for s € R. Finally, for 8 € (0, 1], the estimate (4-3) follows from Theorem 2.7, and for 8 =0
the claim follows from the Gearhart—Priiss theorem. U

As shown in the following proposition, nonuniform observability of (B* A) can also be characterised
in terms of the orbits of the semigroup (75 (¢)):>0-
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Proposition 4.5. Let A be skew-adjoint and B € L(U, X). The pair (B¥, A) is nonuniformly observable
with parameters p € [0, 1], T > 0 if and only if

I —A)Px > S lxlP = ITs(0)x]*,  x € X. (4-4)

In particular, if (4-4) holds for some B € [0, 11and t > 0, then iR C p(Ap) and ||(is—Ap) ™| < 14]s]?P
fors e R.

Proof. Fix B €[0, 1]and 7 > 0. As in the proof of Lemma 4.3, we have ||(I —A) Px|| < |(I —Ap) x| <
(I — A)~Px|| for all x € X by Theorem 4.2. For every x € D(A) = D(Ap) we have

2 / IB*Tp(t)x |2 dt = 2/r Re((—A + BB*)Tg(t)x, Tg(t)x) dt
0 0

T
d
- _f LTy ox I de = I = | T (0x]
0

Thus (4-4) is equivalent to nonuniform observability of the pair (B* Apg) with parameters 8 and t, which
in turn is equivalent to nonuniform observability of (B* A) with parameters 8 and 7 by Lemma 4.3(b).
If (4-4) holds, then nonuniform observability of (B* A) and Theorem 4.4 imply that iR C p(Ap) and
Gs —Ap)~H < 1+]s]?f fors e R. O

Note that by Theorem 4.2 the norm ||({ — A)~P x| on the left-hand side of (4-4) can be replaced by
(I —Ap)~Px|,orby |[(=A)~Ax| if 0 € p(A). Estimates similar to (4-4) have been used in the literature
in order to prove polynomial decay rates for (Tp(¢));>0 based on discrete-time iterations, especially for
damped wave equations [Russell 1975] and coupled partial differential equations [Rauch et al. 2005;
Duyckaerts 2007]. In particular, in the special case 8 = % condition (4-4) is equivalent to the observability
estimate [Duyckaerts 2007, equation (39)]. Thus Theorem 4.4 improves and generalises the stability
result in [loc. cit., Section 5] in the case where A is skew-adjoint. Finally, if A generates a contraction
semigroup and B € L(U, X), then nonuniform observability of (B* A) with parameters 8 € [0, 1] and
T > 0 implies (4-4).

4B. Time-domain conditions for second-order problems. In this section we study nonuniform observ-
ability for second-order systems of the form

w(t)+Lw@)+DD*w() =0, t>0. 4-5)

Throughout the section, L, D, A and B are as in Section 2B. In the proofs of our results we also make
use of the operator |Agiag| : D(JAdiag|) € X — X defined by

L'* 0
|Adiag| = ( 0 Ll/z) s D(IAdiagD = D(A). (4'6)

For second-order systems the concept of nonuniform observability in Definition 4.1 has the following
alternative characterisation.
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Proposition 4.6. Let L, D, A and B be as in Section 2B. The pair (B¥, A) is nonuniformly observable
with parameter B € [0, 1] and T > 0 if and only if

T
L= |13 + 1L Pwi 3 S [0 ID*w ()l dt,
where w is the (classical) solution of
w()+ Lw(t) =0, w(0) =wo € H;, w(0)=uw; € Hyp.

Proof. Fix B € [0, 1] and v > 0. Since 0 € p(A), the norm ||(I — A)~Px|| in (4-1) can be replaced by
I(—A)Px]. If | Adiag| is defined as in (4-6), then for x = (x1, x2) € X = Hy» x H we have

=A% = 1L ol + el = Adinel ™ ¥k
Thus Theorem 4.2 implies that [|(—A) x| < ||| Adiagl Px || < I[(—A)~Px|| for all x € X, and hence
I(=A) P> S UL PPxy 3 + 1L PPl S I=A) P x|?

for all x = (x1, x2) € X. The claims now follow from the fact that for x = (wo, w1) € D(A) = H; x Hy»
we have T (t)x € D(A) and B*T (t)x = D*w(t) for all r > 0. O

We conclude this section by studying the damped second-order equation (4-5) for damping operators
D e L(U, H) satisfying
1L~ w] S ID*wl S IL™"wll,  we H, 47

for some « € (0, 1]. Nonuniform stability of such equations was studied in [Liu and Zhang 2015], and
in [Dell’Oro and Pata 2021] in a slightly more general setting. The assumptions on D are satisfied in
particular for the damping operator D = L™*/* in the wave and beam equations in [loc. cit., Section 15],
as well as for the damped Rayleigh plate studied in [Liu and Zhang 2015, Section 3]. We shall show that
such damping implies nonuniform observability in the sense of Definition 4.1. In particular, the following
proposition reproduces the result of [loc. cit., Theorem 2.1] for a symmetric damping operator of the
form D D* and for « € (0, 1]. The degree of stability was shown in [loc. cit., Section 3] to be optimal for
a class of systems with a diagonal L.

Proposition 4.7. Let L, D, A and B be as in Section 2B with D € L(U, H) such that (4-7) holds for some
constant o € (0, 1]. Then the pair (B*, A) is nonuniformly observable with parameter 8 = a and for any
T > (r 4+ 273)|L7*|~L. Moreover, the semigroup (Tg(t));>0 generated by Ap is polynomially stable
and there exists a constant C > 0 such that

ITp (x|l < lAgx|l, x € D(Ap), t>0.

C
11/Qa)
Proof. We begin by showing that if we define (0, I) € £L(X, H), then the pair ((0, I), A) is exactly
observable for any 7 > (7 + 23 IL73I7 L To prove this, let §p = IL~"*||. Then Lemma 3.8 shows
that every nontrivial (s, §p)-wavepacket x of A has the form x = (w, i sign(s)Ll/ *w), where w is a
(Is], 80)-wavepacket of L' and for such x we have

1
10, Dxllg =LY *w|x = 5l

%
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Since [|(0, I)|| = 1, it follows from [Miller 2012, Corollary 2.17] that the pair ((0, ), A) is exactly
observable for T > (7w +273)|| L™~ L

If |Agiag| is defined as in (4-6), then |Adiag|_1 commutes with A, and thus the same is true for |Agjag|™*.
As in the proof of Proposition 4.6 we have [[(—A) x| < [[|Adiagl x|l S I(=A)™“x]| for all x € X.
We may write B* = (0, D*) = (0, D*L* 2)|Adiag|_‘)‘, where the operator D*L*? is bounded below by
assumption. Thus, for any fixed 7 > (7 +273)||L~"*|~!
(0, I), A) implies that

and for all x € D(A), exact observability of

T T
/0 IB*T (t)x||3, dt > /0 10, DT (1)| Adiag) X113 dt 2 | Adiag] " “x1I% 2 I1(—=A) " *x|%.  (4-8)

Theorem 4.2 now implies that the pair (B* A) is nonuniformly observable with parameter 8 = o and
with the chosen 7 > (7 +273)||L~"||~ L. Since A is skew-adjoint, the remaining claims follow from
Theorem 4.4. (I

5. Optimality of the decay rates

In this section we investigate the optimality of our nonuniform decay estimates for the damped semigroup
(Tg(1)):>0- In particular, we present lower bounds for || Tp (- )AE1 I, which in turn impose a restriction
on the growth of N ~1(¢) as t — oo in estimate (3-1). Our results will allow us to show that our resolvent
estimates and the resulting nonuniform decay rates are optimal or near-optimal in several situations of
interest, including various PDE models to be explored in Section 6. As we shall see in Section 6A3
below, however, there are also situations of interest in which our techniques fail to produce sharp results
and, in particular, the resolvent estimates obtained by means of nonuniform Hautus tests or wavepacket
conditions are necessarily suboptimal.

Our first result of this section provides a lower bound for the resolvent norm ||(is — Ag)~!|| near
eigenvalues of A. Here A is assumed to be skew-adjoint, but it need not have compact resolvent. In
this section we define By := (B* Py)* € L(U, X), where P; := x(s(—iA) is the orthogonal projection
onto Ker(is — A). Note that Ran(B) € Ker(is — A) and hence we subsequently consider By as an
operator from U into Ker(is — A). If Ran(B,) = Ker(is — A), we write B;” € L(Ker(is — A), U) for the
Moore—Penrose pseudoinverse of Bg. If dim Ker(is — A) = 1 and B, # 0, then || B]" || = || By L.

Proposition 5.1. Let A and B satisfy Assumption 2.1 and suppose that A is skew-adjoint. Suppose, in
addition, that iR C p(Ap) and let N : R — (0, 00) be a function such that ||(is — Ag) VI < N(s) for all
s € R. Then Ran(Bs) = Ker(is — A) forall s € R, and N(s) > ||BS+||2 forall s € R such that is € 0,(A).

Proof. Fix is € 0,,(A) and let y € Ker(is — A) be arbitrary. Then (y, z)x = (y, Psz)x for all z € X. Hence
if x € D(Ap) is such that (is — Ag)x =y, then

(y,2)x =((s —A_)x, Pi2)x | x, + (BB*x, P;2)x_| x,

for all z € X. It is straightforward to show that the first term on the right-hand side is zero, so by definition
of By we have (y, z)x = (B;B*x,z)x for all z € X. Thus B;B*x = y. Since y € Ker(is — A) was
arbitrary, we deduce that Ran(B;) = Ker(is — A), and in particular the Moore—Penrose pseudoinverse
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B;r e L(Ker(is — A), U) of By is well defined. Now ||Bs+y|| =min{||u|| : u € U and Bsu = y}, so by the
identity B;B*x = y and Lemma 2.11 we have

IBFylI> < |1B*x||> = I|B*(is — Ap) "'y I* < N&)llyll*.
This holds for all y € Ker(is — A), so ||BS"r||2 < N(s). O

Remark 5.2. If the skew-adjoint operator A in Proposition 5.1 has pure point spectrum and the eigenvalues
of A are uniformly separated (but not necessarily simple), so that the spectral gap

dgsp :=1Inf{|s — 5| 1 is,is’ € 6 (A), s #5'}

is strictly positive, then the norms || B;" || can be used to construct functions & and y for which Theorem 3.5
provides the optimal rate of resolvent growth. Indeed, if we choose a constant §(s) = § := dgap/4 > 0,
then all nontrivial (s, §(s))-wavepackets of A are eigenvectors corresponding to the unique eigenvalue is’
in the interval i (s — 8, s + §). If By maps surjectively onto Ker(is’ — A) (which is in fact necessary for
is’ to be an element of the resolvent set o (Apg)), then for every x € Ker(is’ — A) we have

-1
I1B*x|l = I BSx | = 1BS I llxll.

The wavepacket condition (3-4) is therefore satisfied for every bounded function y such that y(s) =
I BS"'T |~ whenever s € (s'—8, s'+8) and is’ € 6 (A). Theorem 3.5 then implies that || (is—Ag) || Sy (s) 72,
and by Proposition 5.1 this estimate is sharp in the sense that N(s") > y(s’) "2 whenever is’ € o (A) and
N is as in (3-1).

As Proposition 5.1 provides us with a lower bound for the resolvent of A g, we proceed by showing
that such a bound implies a lower bound for orbits of (7s(¢));>0. This will be done in a more general
context in anticipation of possible applications elsewhere. It was shown in [Batty and Duyckaerts 2008,
Proposition 1.3] that one cannot in general hope for a better rate of decay than that given in Theorem 2.7.
The following new result is a consequence of [loc. cit., Proposition 1.3]. More specifically, it is a variant
of a claim made in [Batty et al. 2016, Theorem 1.1] and in the discussion following [Arendt et al. 2011,
Theorem 4.4.14], and it gives a sharp optimality statement of the same type but which, crucially, is applica-
ble as soon as one has a lower bound for the resolvent along a (possibly unknown) unbounded sequence of
points on the imaginary axis. The proof uses the same ideas as that of [Batty et al. 2016, Corollary 6.11].

Proposition 5.3. Let X be a Banach space and let (T (t));>0 be a bounded semigroup on X whose
generator A satisfies iR C p(A). Suppose that N : Ry — (0, 00) is a continuous nondecreasing function
such that N(s) — oo as s — o0 and

. —A 71
limsup IS =A 1 (5-1)
|s|]— o0 N(|S|)
Then there exists ¢ > 0 such that
limsup N~ (en)| T()A™|| > 0, (5-2)

—00

and if N has positive increase then (5-2) holds for all ¢ > 0.
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Proof. Consider the continuous nondecreasing function zn : Ry — (0, oo) defined by
n(t) =sup [T(@A™"], =0,
>t

and let n~! denote any right-inverse of n. Note that n takes strictly positive values since by (5-1) the
semigroup (7 (¢));>0 cannot be nilpotent, and that n(t) — 0 as t — oo by [Batty and Duyckaerts 2008,
Theorem 1.1]. Furthermore, by (5-1) and [loc. cit., Proposition 1.3] we may find a constant ¢ > 0 and an
increasing sequence (sy)xen Of positive numbers such that sy — 0o as k — oo and N (sx) < cn™ ' ((2s3)™ 1)
for all k e N. Let fy, = n='((2s;)™") for k € N. Then fy — oo as k — oo because N is assumed
to be unbounded, and we have s, = (2n(t))~", k € N. Now N(N~!(cty)) = ctx > N(sx) and hence
N~Y(cty) > 2n(1)) ™" for all k € N. Letting K = sup,~ | (¢)], it follows that

<n(t) <KITw)A ", keN,

2N~ 1(cty) —
which establishes (5-2). If N has positive increase then by [Rozendaal et al. 2019, Proposition 2.2] we
have N='(¢) < N~!(ct) as t — oo for all ¢ > 0, which immediately yields the second statement. O

Remark 5.4. If N is not assumed to have positive increase then it is possible for (5-1) to be satisfied
but for (5-2) to hold only for certain values of ¢ > 0. We refer the interested reader to the discussion
following [Rozendaal et al. 2019, Remark 3.3] for an example of a contraction semigroup on a Hilbert
space such that (5-1) holds for N (s) =log(s), s > 2, and ITOA™ =0 ?) ast — oco. In particular,
(5-2) does not hold for any ¢ € (0, 1).

The considerations above lead to the following statement, which is the main result of this section. It is
an immediate consequence of Propositions 5.1 and 5.3, both of which are applicable under more general
assumptions. The result provides lower bounds for orbits of (75 (#));>¢ under an assumption on the action
of B* on eigenvectors of A associated with imaginary eigenvalues is; € ,(A). These lower bounds will
allow us to show in Section 6B below that the nonuniform decay rates we obtain from our observability
conditions are optimal (or near-optimal) in several concrete situations of interest.

Theorem 5.5. Let A and B satisfy Assumption 2.1 and suppose that A is skew-adjoint and that iR C p (Ap).
If there exist a sequence (sy)reN C R, |sg| = o0 as k — 0o and a continuous nondecreasing function
Np : Ry — (0, 00) of positive increase such that ||B;,:||2 > No(|sk]) for all k € N, then

limsup Ny ' (1) | T (1) A5 || > 0.
— o0

Consequently, if (3-1) holds then there exists a sequence (t;)ren < (0, 00) with ty — 00 as k — oo such
that N~'(ty) < Ny (1) for all k € N.

We finish this section with a result of independent interest, offering an asymptotic estimate for a
collection of eigenvalues of A g under a uniform spectral gap condition of the type discussed in Remark 5.2.

Proposition 5.6. Let A be skew-adjoint and suppose that B € L(U, X) is compact. Suppose further
that o (A) = 0,(A) and that this set is infinite, that dimKer(is — A) = 1 for every is € o(A), and
that dgap > 0. Then there exist a family ()\s)iseop(A) and sy > 0 such that Ly € o (Ap) for |s| = so and
ks — (is — || B|I*)| = o(|| By ||?) as |s| — .
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Proof. First, we note that
{,eC_:Ker(I +B*(A—A)"'B) £ {0})} C o,(Ap).

Indeed, if A € C_ and u € U \ {0} are such that B*(A — A)~'Bu = —u, then (A — Ag)(A — A)~'Bu =0.
Since (A — A)~'Bu # 0 (otherwise u = —B*(A — A)~! Bu = 0), we conclude that ) € o,(Ap). This
reduces our problem to finding suitable points A € C_ with Ker(/ + B*(A — A)~!'B) £ {0}.

Our assumptions on A and compactness of B imply that ||B;|| = ||P;B|| — 0 as |s| — oo. Fix
is € 0p(A) such that |s| > 9||B||> and || B> < dgap. By Proposition 5.1, By maps surjectively onto
Ker(is — A), and therefore By # 0. Let

F,(L) = —is)(I+B*(,—A)"'B).

Note that for A € p(A) we have Ker(I + B*(A — A)~' B) # {0} if and only if Ker(F;(1)) # {0}. Our aim
is to apply Rouché’s theorem for operator-valued functions [Gohberg and Sigal 1971, Theorem 2.2]. We
have F;(A) = G4(A) + Hy()) with

Gs(\) =A—is+ B*B;, H,(})=(—is)B*(A—A)"'B— B*B;.

Since BBy is a rank-1 operator and dimX > 1, G4(A) is boundedly invertible if and only if A ¢
{is —||Bs|I?, is}. Let ry = || By ||>/2 and define the closed disk Q; ={A € C:|A—(is— || Bs||?)| <r;} S C_
and I'y = 0€2;. Then G()) is boundedly invertible for all A € Q;\ {is — || B; 1%}, and for all A € I’y we have

1 1

G,(W)7 N = =,
160 = GG s 1B P ish) —

Let Jy={s’ e R:|s"—s| <|s|/2}. For every s’ € R\ J; and every A € ©; we have

e Is| 3 Is|
A —is'| = |is" —is| —|A —is |>———|| By|I* > 3
where the last inequality follows from the condition |s| > 9| B||%. Hence, for every A € €,
. 1 : 3||B|?
[B*(A — A)" xr\s, (=i A)B| < | B*||  sup Bl < ———.
[s"—s|>]|s]/2 |)‘-_ls | |S|

Thus, for every u € U with |lu|| < 1, by the Cauchy—Schwarz inequality, the uniform spectral gap
assumption and Bessel’s identity, we see that

H, (A B*B
THCIN g — A s, (=i ) Bull + | B* = A) ™y, (—i A) Bu — DBt
|A —is| A—IS
311B|2 1
< — BBy
- s Z a—ig SO

is'e(op(A)NiJy)\{is}

3||B|12 =1\
< + sup |Bl| Z

Is'IIs1/2 =

1/2
> lIByul )

is'eop(A)
- 3BI> | =Bl

u
sl /Bdgap 15121512

1 Bs|l-
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Thus ||H;(L)|| < gs|A —is| for some g5 > 0 satisfying g; — 0 as |s| — co. Then, for |s| large enough
and A € Iy, '
1 gs|A —is|
1Gs(AM) " HyM) || < . <3gs <1
N

Rouché’s theorem [Gohberg and Sigal 1971, Theorem 2.2] now implies that for every is € 0,(A) with |s|
sufficiently large there exists Ay € 2 such that Ker(F (As)) # {0}, and the proof is complete. U

Observe that if A and B are as in Proposition 5.6 and if iR € p(Ap), then the result implies that

liminf || B ||| (is — Ag)~'|| > 0.
|s]—o00

Then using Proposition 5.3 as in Theorem 5.5, we obtain a lower bound for || 7T ( - )Az_al || along a sequence
(t)ken € (0, 00) with #p — 00 as k — oco. We omit a precise formulation of the corresponding statement
since it is completely analogous to Theorem 5.5.

6. Nonuniform stability of damped partial differential equations

In this section we apply our general results to several concrete partial differential equations of different
types. In particular, we consider damped wave equations on one- and two-dimensional spatial domains, a
one-dimensional fractional Klein—-Gordon equation, and a damped Euler—Bernoulli beam equation. We
also refer to a recent article [Su et al. 2020] for an application of Theorem 3.5 in the study of a coupled
PDE system describing the dynamics of linearised water waves.

6A. Wave equations on two-dimensional domains. In this section we consider wave equations on
bounded simply connected domains € R? which are either convex or have sufficiently regular (say C?)
boundary to ensure that the domain of the Dirichlet Laplacian on € is included in H?(2). The wave
equation with viscous damping and Dirichlet boundary conditions is given by

we (€, 1) — AwE, 1) +b(E)w(£,1) =0, £€Q, 1t>0, (6-1a)
w(E, 1) =0, £€9Q, t>0, (6-1b)
w(-,0)=wo(-) € HX(Q)NHI(Q), wi(-,0)=w(-) € H} (Q). (6-1¢)

Here b € L°°(2) is the nonnegative damping coefficient. It is well known that the geometry of €2 and
the region where b(-) > 0 have great impact on the asymptotic properties of the wave equation. In the
framework of Section 2B we set H = L*(Q), L = —A with domain H, = H*(Q) N H(} (€2), and define
U =L*Q) and D € L(L*(Q)) by Du = bu for all u € L>(2). Since D € L(U, H), the function 1 in
Section 3B can be chosen to be bounded.

6A1l. Exact observability of the Schrodinger group. In order to apply Proposition 3.10 to the damped
wave equation (6-1) we need to understand the observability properties of the Schrodinger group on €.
Of particular interest here is the case of exact observability of the Schrodinger group, which corresponds
to (3-13) being satisfied for constant functions My and mg. In such cases Proposition 3.10 immediately
yields the resolvent bound || (is — Ap)~ Y <1+ 52, s €R,so by Theorem 2.7 (and Remark 2.8) classical
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solutions of the corresponding abstract Cauchy problem decay like (and in fact faster than) ~!/2 as
t — 00. This was first proved in [Anantharaman and Léautaud 2014], but we mention that, similarly to
[Joly and Laurent 2020, Appendix B], Proposition 3.10 also allows us to deal with the much more general
situation where (3-13) is satisfied for functions My and m( which satisfy suitable lower bounds but need
not be constant. We take advantage of this added generality in Section 6A2 below.

The study of energy decay of damped waves via observability conditions has a long history [Slemrod
1974; Russell 1975; Benchimol 1977; Lebeau 1996; Ammari and Tucsnak 2001; Burq and Hitrik 2007;
Cavalcanti et al. 2019; Letrouit and Sun 2023; Laurent and Léautaud 2021], and in particular it predates
the resolvent approach. It is not surprising, therefore, that there is a rich literature on exact observability
of the Schrodinger group, giving many concrete examples to which our abstract theory may be applied.
For instance, if €2 is a rectangle then it follows from a classical result due to [Jaffard 1990] that the
Schrodinger group corresponding to our system is exactly observable for every nonnegative b € L°°(2)
such that ess sup; ., b(§) > 0 for some nonempty open set w < €2; see [Burq and Zworski 2019] for an
even stronger result on the torus. Similarly, it follows from [Burq and Zworski 2004, Theorem 9] that if 2
is the Bunimovich stadium then the corresponding Schrédinger group is exactly observable provided the
damping b has strictly positive essential infimum on a neighbourhood of one of the sides of the rectangle
meeting a half-disk and also at one point on the opposite side. This allows us to recover under a slightly
weaker assumption the decay rate obtained in [Burq and Hitrik 2007, Theorem 1.1]. Finally, if €2 is a disk
then by [Anantharaman et al. 2016, Theorem 1.2] the Schrédinger group is exactly observable whenever
ess supg,, b(§) > 0 for some open subset @ of € such that @ N 92 # @. In fact, this condition is also
necessary for exact observability, as can be seen by considering so-called whispering gallery modes. We
thus recover the decay rate for classical solutions obtained in [Anantharaman et al. 2016, Remark 1.7].
Further examples of when the Schrédinger group is exactly observable, including also higher-dimensional
situations, may be found in [Anantharaman and Léautaud 2014, Section 2A]. We point out in passing that
there is also scope to apply directly the wavepacket result Theorem 3.9, which underlies Proposition 3.10.
One case in which this is possible is if one knows that ess supg,, b(§) > 0 for some open set w € €2 such
that |w|lz2() = cllwll12(q) for some constant ¢ > 0 and all eigenfunctions w of the Dirichlet Laplacian
on €2. This would allow us to take y; to be constant in Theorem 3.9, provided we know how to choose &

in such a way that the (s, 8o(s))-wavepackets of (—A)!/?

are eigenfunctions associated with a single
eigenvalue of A. The appropriate lower bound is obtained in [Hassell et al. 2009] in the case where €2
is a polygonal region and @ contains a neighbourhood of each of the vertices of €2, and in fact these
assumptions can be relaxed somewhat; see [Hassell et al. 2009, Remark 4]. Choosing an appropriate &,
however, requires detailed information on the distribution of the eigenvalues of the Dirichlet Laplacian
on €2, which imposes a rather severe restriction on the domains €2 for which this approach is likely to

bear fruit.

6A2. Large damping away from a submanifold. We consider the damped Klein—Gordon equation on
the square 2 = (0, 1)2. This is a slight variant of (6-1) in which A is replaced by A —m for some m > 0.
Furthermore, we view 2 as the 2-torus T2 by imposing periodic rather than Dirichlet boundary conditions,
thus allowing us to use the results of [Burq and Zuily 2016]. We apply our abstract results, setting
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H = L*(T?) and L = —A + m with domain H; = H*(T?) in the framework of Section 2B, in order to
derive resolvent estimates under the assumption that the damping coefficient b satisfies a certain type of
lower bound away from a proper submanifold ¥ of T2. A typical example would be for X to be a circle of
the form X = {(§1, &) € 2:& € (0, 1)} for some fixed & € (0, 1), but the results in [Burq and Zuily 2016]
also apply in a much more general setting than this. The following result is a simple extension of [loc. cit.,
Corollary 1.3] in our special case. The distance referred to here is the geodesic distance on the manifold T?2.

Corollary 6.1. Let r : R — Ry be a nondecreasing function satisfying r(s) > 0 for all s > 0, and
suppose that b(§)? > r(dist(€, X)) for all € € T? Then iR C p(Ap) and there exist € € (0, 1) and so > 0
such that

IGs — Ap) " I SrielsI™YH 7Y Is| > so.

Proof. The inclusion iR € p(Ap) may be obtained for instance by following the argument used in the
proof of [Anantharaman and Léautaud 2014, Lemma 4.2]. Note in particular that the origin is removed
from the spectrum as a result of the shift we apply to the Laplacian. We now prove the resolvent estimate.
Given ¢ € (0, 1) and s € R\ {0} let w, ; = {€ € T? : dist(&, X) < e|s|~!/2}. By [Burq and Zuily 2016,
Theorem 1.1] (but see also [Sogge 1988]) there exists 5o > m such that

il 2,0 S &/2UsI7HG6% = Dwll 22y + lwl 22) (6-2)

(We,5) ~

for all w € H*(T?), e € (0, 1) and s € R with |s| > s. By assumption we have b(E)? > r(els|~1/?) for
all £ € T2\ w;.5. Thus if we let m.(s) = r(e|s|~'/3)~! for & € (0, 1) and |s| > so, then

2 2 2 2
mé‘(s) ”bw”LZ(TZ) 2 ms(s)”bw”LZ(sz\w“) Z ”w”LZ(TZ) - ”w”LZ(wm)’

and hence by (6-2) and an application of Young’s inequality we may choose ¢ € (0, 1) sufficiently small
to ensure that

2 -2 2 2 2
Twliz2 g2y SISIT7NG™ = Dwllga 2y +me (O N1bwl g 2

for all w € H*(T?) and all s € R such that |s| > so. The result now follows from Proposition 3.10 and
Remark 3.7. O

We may use Corollary 6.1 to study the asymptotic behaviour of solutions of the damped Klein—Gordon
equation. In particular, if 7 (s) = ¢s%€ for some constants ¢, k > 0 then Corollary 6.1 yields the estimate
Gs — Ap)~!| < 1+ |s|* for s € R, and hence by Theorem 2.7 any classical solution decays at the
rate t~!/%. Note that this is worse than the rate obtained under additional assumptions in [Léautaud and
Lerner 2017; Datchev and Kleinhenz 2020] for the classical damped wave equation (6-1), which formally
corresponds to the choice m = 0 in our setting. On the other hand, it is stated in [Burq and Zuily 2016,
Remark 1.5] that in general the rate r~ /¢ cannot be improved. The main value of Corollary 6.1 lies in
the fact that it leads to interesting nonpolynomial resolvent estimates whenever the function r providing
the lower bound is chosen appropriately.



1122 RALPH CHILL, LASSI PAUNONEN, DAVID SEIFERT, REINHARD STAHN AND YURI TOMILOV

6A3. Suboptimality of the observability and wavepacket conditions. In this section we discuss certain
natural limitations of our results in Section 3, and in particular describe situations where the nonuniform
decay rates obtained by our methods are suboptimal. As shown in [Burq and Hitrik 2007; Anantharaman
and Léautaud 2014; Léautaud and Lerner 2017; Datchev and Kleinhenz 2020; Sun 2023] in the case
of multidimensional wave equations with viscous damping, rates of nonuniform decay are dependent
not only on the location of the damping but also on the smoothness of the damping coefficient . By
studying the damped wave equation (6-1) on a square Q = (0, 1)> we can illustrate that the resolvent
growth rates in Sections 3 and 4 are inherently suboptimal due to the fact that our observability concepts —
the nonuniform Hautus test, the wavepacket condition, the observability of the Schrodinger group and the
nonuniform observability — are unable to detect the degree of smoothness of the damping coefficient b.
For this purpose, let w = (O, %) x (0, 1). For any arbitrarily small ¢ € (0, %) we may as in [Burq and Hitrik
2007, Section 3] define a smooth nonnegative damping coefficient b, such that supp b, C w, ||b|lr~ <1,
and [|(is — Ap,) "' < 1+]s|'*%, s € R, where B, € L(L*(2), X) is the damping operator associated
with b.. Now consider the damping coefficient b, = ,,, and denote the damping operator associated
with this function by B, € L(L*(2), X). For this damping coefficient the optimal order of resolvent
growth is known to be 1 + [s|>/? [Stahn 2017; Anantharaman and Léautaud 2014], and in particular
lim sup|s|_)ools|_3/2||(is — ABX)_1 || > 0. However, since b, (§) > b.(§) for all £ € 2, we clearly have

* *
IByxll = I B;xll, x¢€X.

Hence the nonuniform Hautus test (3-2), the wavepacket condition (3-4), observability of the Schrodinger
group (3-13), or nonuniform observability (4-1) for the pair (B}, A) immediately implies the same
property for the pair (B}, A) with the same parameters. In particular, any resolvent estimate of the form
[(is—A Bs)_l | <N(s), s €R, obtained from Theorem 3.2, Theorem 3.5, Proposition 3.10 or Theorem 4.4
also implies that ||(is — A BX)*l | < N(s) for s € R. However, by [Anantharaman and Léautaud 2014,
Proposition B.1] we then also have lim SUp g/ Oo|s|3/ 2N(s) > 0. This means that N (s) is a suboptimal
upper bound for ||(is — ABS)_1 | as |s| — oo.

Comparing the rates of nonuniform decay of (6-1) with the two damping profiles b, and b, also shows
that in the second part of Theorem 3.2 it is in general impossible to choose functions M and m satisfying
M +m < N. To see this, let M, and m, be functions M and m corresponding to the damping b,. Then the
inequality b, > b, implies that (B}, A), too, satisfies the Hautus test for the same functions M, and m.,
and by Theorem 3.2 we have ||(is — ABX)_1 | < M.(s)+m.(s), s € R. However, since the optimal order

13/2

of resolvent growth for the damping b, is |s|*/<, the conclusion cannot be true unless

lim sup|s|>/2(M, (s) + m.(s)) > 0.
|s]—o00
Thus M, + m, provides a strictly worse resolvent bound than the estimate ||(is — A Bs)_l <1+ |s|1te,
s € R, obtained in [Burq and Hitrik 2007, Section 3].
Finally, comparison of the damping coefficients b, and b, further shows that a dissipative perturbation
of a generator of a polynomially stable semigroup can strictly worsen the rate of decay. Indeed, since
b, > b, by construction, the “additional damping” of the difference by = b, — b, > 0 increases the
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asymptotic rate of resolvent growth as |s| — oo from at most |s|'*¢ to |s]?/% In terms of the semigroup
generators this means that Ap, has a strictly slower asymptotic resolvent growth than Ag, even though
Ap, is a dissipative perturbation of Ap, .

6B. Damped wave equations on one-dimensional domains.

6B1. Damping at a single interior point. In this section we consider the one-dimensional wave equation
with pointwise damping studied in [Ammari and Tucsnak 2001, Section 5.1]; see also [Rzepnicki and
Schnaubelt 2018] for a closely related problem on the stability of two serially connected strings. Our
arguments rely essentially on ideas from [Ammari and Tucsnak 2001]. Given an irrational number
& € (0, 1), let us consider the problem

wi (&, 1) —wee (E, 1) +w, (¢, £)85,(6) =0, £€(0,1), >0, (6-3a)
w0, =0, w(l,1)=0, t>0, (6-3b)
w(-,0)=wo(-) € H*0, )N H} (0, 1), w,(-,0)=w;(-) € Hy(0,1). (6-3¢)

As shown in [Ammari and Tucsnak 2001, Section 5.1], the system (6-3) satisfies the assumptions in
Section 2B with H =L>(0, 1), L = —0g¢ with domain Hy = H?(0, l)ﬂHO1 (0, 1), and L has positive square
root with domain H, = HO1 (0, 1). The damping operator D is given by Du = 8g,u for allu € U =C, where
J¢, is the Dirac delta distribution at § = &y, and we indeed have D € L(C, H_1 ;) and D* € L(H 2, C),
where H_1p = H ~1(0, 1) and H, 2= HO1 (0, 1). In order to describe the domain D(Ag), note that
A:}B = (—L7'8¢,,0) = (z, 0), where z € HO1 (0, 1) is the solution of the differential equation z”" = &,
with boundary conditions z(0) =z(1) =0in H ~1(0, 1). We thus have

£(1—%), 0<§&=<éo,
fo(1-8), &H<&=<1

Since D(Ag) ={x € Xp: A_1x — BB*x € X} by Remark 2.4, we deduce that (cf. [Ammari and Tucsnak
2001, Section 5.1])

z(§)={

D(Ap) ={(u+z(-)v(&), v) :u € H*(0,1) N Hy (0, 1), v € Hy (0, 1)},
and therefore classical solutions of (6-3) correspond to initial conditions

wo = woo +2(-)wi (&), weo € H*(0, 1) N H (0, 1), wy € Hy (0, 1). (6-4)

Since the eigenvalues )“31 = n’7? n e N, and corresponding normalised eigenfunctions ¢,(-) =

V2sin(nm ) of L are known explicitly, we may use the wavepacket condition in Theorem 3.9 to analyse
the stability properties of the damped system (6-3). Indeed, the eigenvalues A, =nm, n € N, of L'/? have a
uniform gap, so we may choose 8(s) = /4. The nontrivial (s, §(s))-wavepackets of L!/? are then simply
multiples of the eigenfunctions ¢, for n € N such that nw € (s — /4, s +m/4). For any n € N we have

|D*pu| = | (50)| = v/ 2lsin(nm&)|.
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In order to determine the rate of resolvent growth we need to estimate the coefficients | D*¢,| from
below. This certainly requires &; to be an irrational number, but in fact we shall need to assume more,
namely that &j is badly approximable by rationals. It is known, for instance, that given any ¢ > 0 almost
every irrational &y € (0, 1) has the property that

-1
—n2 log(n)HE

m
& — —

n

min
meN

(6-5)

for all sufficiently large n > 2, while simultaneously for almost every irrational &y € (0, 1) there exist
rationals m /n with arbitrarily large values of n > 2 such that

1

=< m? (6-6)

m
& ——
n

see for instance [Khinchin 1964, Theorem 32]. A rather special class of irrationals &y € (0, 1) is the set of
irrationals that have constant type. These are commonly defined to be those irrational numbers which
have uniformly bounded coefficients in their partial fractions expansions. Irrationals of constant type
include all irrational quadratic numbers, that is to say irrational solutions of quadratic equations with
integer coefficients. As shown in [Lang 1966, Chapter II, Theorem 6], an irrational number &y € (0, 1)
has constant type if and only if there is a constant cg, > 0 such that

min
meN

=5 gen. 67)
n

m
§o— —

n

It follows from the Dirichlet approximation theorem [Lang 1966, Chapter II, Theorem 1] that for any
irrational number &y € (0, 1) there exist rationals m /n with arbitrarily large values of n € N such that

m
§o——
n

1
< —. 6-8
> (6-8)

The following result yields (essentially) sharp rates of decay for the energy of our damped system for
irrational numbers &y € (0, 1) of different nature.

Corollary 6.2. Let w be the (classical) solution of (6-3) corresponding to initial conditions as in (6-4).
(a) Fix e > 0. For almost every irrational number &y € (0, 1) there exists C, > 0 such that

10g(l)1+6
(w0, w(-, ) g1xre < CET”(WOO: wllg2xmr, =2, (6-9)

Moreover, the rate is almost optimal in the sense that if r : Ry — (0, 00) is any function such that r(t) =
o(t~'21og(t)) as t — oo, then there exist wo, wy as in (6-4) for which r ()~ |(w(-, 1), w; (-, )| 12
is unbounded as t — o0.

(b) If & € (0, 1) is an irrational number of constant type then there exists C > 0 such that

C
(-, ), we (- )l grxp2 < mll(woo, wllp2spt, 121
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Moreover, the rate is optimal in the sense that if r : Ry — (0, 00) is any function such that r(t) = o(t~'/?)
as t — 00, then there exist wy, w as in (6-4) for which r@®) " (w(-, 1), w (-, ) g1 xz2 is unbounded
ast — oo.

Proof. The form of the estimates follows from Theorem 2.7 and the property that for initial conditions as
in (6-4) we have

2 2 2 2
1A (wo, w)llx = [IA(woo, wi) I = llwggll72 + llwill 5

In order to prove (a), we will use Theorem 3.9. As shown in [Ammari and Tucsnak 2001, Lemma 5.3],
we have [s||D*((1 +is)>+L_))"'D| <1, s € R. To verify the wavepacket condition, let & be such
that (6-5) holds. For a given n > 2, choose m € N in such a way that C,, € R defined by
m C,

n + n2log(n)!+e

& =

has minimal absolute value. By (6-5) we have 1 < |C,| < nlog(n)'*¢/2 for all sufficiently large n > 2,
and since 2r/m <sin(r) <r for 0 <r < /2 it follows that

o) | e
sSin >

nlog(n)l*e J| = nlog(n)l+¢

|D*,| = V2lsin(nm&p)| = V2

for all sufficiently large n > 2. Thus by Theorem 3.9 we have ||(is — Ap) ™| < s2log(|s|)>*?, |s| > 2,
and hence (6-9) follows from Theorem 2.7; see also [Batty et al. 2016, Theorem 1.3].
In order to prove the optimality statement, note that by (6-6) there exist infinitely many n > 2 for which

. C,m V2
sin < )
nlog(n)!*¢ )| = nlog(n)

|C,| <log(n)® and therefore also

|D*¢,| = V2

Now Proposition 5.1 shows that

: IGs — Ap)~ '
limsup —————- >0,
sl>o0  |8]*1og(]s])

and it follows from Proposition 5.3 that

) log(7) _
hmsup?—l/zuTB(z)ABln > 0.
t—oo I

Now the optimality statement follows from a simple application of the uniform boundedness principle.
The argument for part (b) is entirely analogous and slightly simpler. It uses (6-7) and (6-8) in place

of (6-5) and (6-6), respectively. O
6B2. Weak damping. In this section we consider a weakly damped wave equation on (0, 1), namely
1
wi (6, 1) —wee (8, 1) +b(§)/o b(ryw,(r,t)dr =0, £&€(0,1), t >0, (6-10a)
w(,1)=0, w(l,)=0, >0, (6-10b)

w(-,0)=wp(-) € H*0,1)N Hy (0, 1), w,(-,0)=w;(-) € Hy(0, 1), (6-10c)
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where b € L?(0, 1; R) is the damping coefficient. The wave equation has the form considered in Section 2B
with H = L%*(0, 1), L = —0g¢ with domain H; = H?0,1)N HO1 (0, 1), and L has positive square root
with domain Hy ), = HO1 (0, 1). Moreover, U = C and D € L(C, H) is the rank-1 operator defined by
Du = bu for all u € C.

The operator L is the same as in Section 6B1. Hence if we define §(s) = /4 then the nontrivial
(s, 8(s))-wavepackets of L'?* are multiples of the normalised eigenfunctions ¢, for n € N such that
nw € (s —mw/4,s+m/4). For any n € N we have

1
1D"¢,1 = V2| [ b(&) sin(ns) de .

For a large class of functions b these Fourier sine series coefficients have explicit expressions. In order to
have iR C p(Ap) we require that D*¢, # 0 for all n € N, and the rate at which | D*¢, | decays to zero
as n — oo determines the rate of resolvent growth. In the following we summarise the conclusions of
Theorem 3.5 for a class of dampings.

Corollary 6.3. Assume that |D*¢,| = f(nw), n € N, for a continuous strictly decreasing function
f 1Ry — (0, 00) such that f(-)~" has positive increase. Then there exist C, ty > 0 such that for all
wo € H2(0, )N HO1 0, 1) and w; € HO1 (0, 1) the (classical) solution w of (6-10) satisfies
N_Ll(t)”(w(),wl)”Hszlv > o, (6-11)
where N™\ is the inverse function of N(-) := f(-)~% Moreover, if there exists an increasing sequence
(ni)ken S N such that |D*¢p, | S f (ngmw) for all k € N, then the decay rate is optimal in the sense of
Theorem 5.5.

[0, we (- ) xp2 <

Proof. If |D*¢,| 2 f(nw), n € N, then the wavepacket condition in (3-11) is satisfied for 8o = 7 /4 and
Yo(s) = f(s +m/4). Moreover, since D € £(C, H), we have |s||D*((1+is)>+ L) 'D| <1,s eR.
Thus Theorem 3.9 implies that ||(is — Ag)~'|| < f(|s| +7/4)72, s € R, and Theorem 2.7 yields (6-11)
with the function Ny defined by No(s) = f (s +/4)~2 for s > 0. The claim now follows from the fact
that N~' = Ny ' + /4. O

For the particular damping functions b defined by b(§) =1—£&, b(§) = £2(1—&) and b(¢) = X0,50) (&),
where &y € (0, 1) is an irrational of constant type, the optimal decay rates are given by (writing b, = D*¢,

for brevity)
b(€)=1-§, b, = :—3 N7'o)7 ' <12, (6-12a)
bE) =§2(1—8). b, = zﬁ(zn(;n?" D Nt <, (6-12b)
bE) = x0t @), b= Y20 STyt g e 6-120)

The required upper and lower bounds for | D*¢,| in the third example follow by arguments similar
to those used in the proof of Corollary 6.2, once again using (6-7) and (6-8). Optimality in all three
examples is a consequence of Theorem 5.5.
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Remark 6.4. The above discussion implies that the Fourier sine series coefficients b, = D*¢, of the
damping b determine the resolvent growth and thus the rate of energy decay in (6-10). So it is natural
to try to relate the energy decay to the properties of b and (b,),cn directly. However, it is difficult
to give a succinct answer here without specifying a precise class of functions b. First note that since
b e L?(0, 1), we have (b,)nen € £2. On the other hand, the results in [Nazarov 1997] show that for any
(¢p)nen € €2 with ¢, > 0 there exists b € C[0, 1] such that |b,| > ¢, for all n € N, and thus any rate
of decay that can be achieved with a damping function b € L?(0, 1) can also be achieved with a more
regular function b € C[0, 1]. However, imposing further regularity properties on b, such as Holder-type
conditions, changes the situation substantially.

In general, finer estimates for decay of (b,),en depend heavily on the modulus of continuity (or the
integral modulus of continuity) of b, and conversely for (b,),cn close in a sense to being monotone
one may infer regularity properties of b from the sequence (b,),en; see for instance [Edwards 1979,
Chapter 7], [Zygmund 2002, Chapter 5], and [Dyachenko et al. 2019].

Note finally that any polynomial rate of decay ¢~ with « € (0, 1) can be achieved by choosing the
damping function b € L?(0, 1) such that b, = n~/?% for n € N. Moreover, by [Nazarov 1997] the
same scale of polynomial rates can be realised by means of continuous damping functions. It would
be interesting to consider similar statements about other scales of decay rates, for instance of regularly
varying functions, but we do not pursue this here.

6C. A damped fractional Klein—Gordon equation. In this example we consider a “fractional Klein—
Gordon equation” with viscous damping studied in [Malhi and Stanislavova 2020]; see also [Green 2020].
For a fixed o € (0, 1] this system has the form

wi (6, 1)+ (—0ge) " wE, ) + mw(&, 1) +b(E) w,(5,1) =0, E€R, t>0, (6-13)
w(-, 0 =wo(-) € H*®), wi(-,0)=wi(-) e H'®R), (6-14)

where m > 0 and b € L*°(R) is the nonnegative damping coefficient. We assume that ess infz¢,, b(§) > 0
for some nonempty open set @ € R which is invariant under translation by 2.

Polynomial stability of this equation was studied, e.g., in [Malhi and Stanislavova 2020]. In the
following proposition we use the wavepacket condition (3-11) to derive the same resolvent estimate under
the above assumptions on b (strictly weaker conditions on the damping were also considered recently
in [Green 2020]). The fractional Klein—Gordon equation is again of the form studied in Section 2B,
now with H = U = L*(R), L = (—dg)* +m > 0 with domain H, = H**(R) and H,» = H*(R). The
damping operator D € L(L*(R)) is the multiplication operator defined by Du = bu for all u € L*(R).

Proposition 6.5. Let 0 < o < 1. There exists C > 0 such that for every wy € H**(R) and w; € H*(R)
the solution w of the fractional Klein—Gordon equation satisfies
C
(-, ), we (-, O gaxr2 < ta/(z——mll(wo’ w)ll g e, > 0.

Proof. Let us begin by showing that the classical Klein—Gordon equation corresponding to o = 1 is
exponentially stable. Due to the properties of the damping coefficients we may choose a smooth and
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27 -periodic function by such that 0 <5 <b on R and infg¢,,, b1(§) > 0 for a nonempty open set w; C w. By
[Burq and Joly 2016, Theorem 1.2] the Klein—Gordon equation with damping coefficient b; is exponentially
stable. If we define Dy € L(L*(R)) so that Dyu = byu for all u € L*(R), and define By = (), then
(BY, A) is exactly observable, and by [Miller 2012, Corollary 2.17] the pair (B}, A) satisfies the wavepacket
condition (3-4) for constant functions §(s) =§ > 0 and y(s) = y > 0. However, since b(§) > b () for
all £ € R we see that also (B*, A) satisfies the wavepacket condition for the same functions § and y .

Let us temporarily write L, for the operator (—dzz)* +m, 0 < a < 1, accepting that this entails a
minor abuse of notation. Since o (Ly) C [m, 00) for 0 < o < 1, we obtain from Lemma 3.8 that

ID*wlly = yilwlu (6-15)

for all (s, §;)-wavepackets w of Lg/ 2, where &1, y1 > 0 are suitable constants.

For 0 < ¢ <1 and any bounded function 8o : Ry — (0, 0o) the (s, do(s))-wavepackets of Ll/ 2 are
precisely the elements of Ran(y;, S0) (La )) where I s,5) = (s — 80(s), s + 80(s)). Using the spectral
theorem we see that if I C [4/m, 00) is a bounded interval then Ran(x I(La )) = Ran(yy, (L )) where
Jy = (I —m)Y* +m)'/2. Now fix « € (0, 1) and let 8y(s) = c¢(1 + 5% _1), s >0, where c > 01is a
constant. Straightforward estimates show that the images of the intervals I; 5, N [/m, 00) under the map
I — J, have length bounded by some constant multiple of c. It follows that (6-15) holds also for all
(s, 8o(s))-wavepackets w of Lg/ 2
can either be guessed or alternatively derived by considering the images of constant-width intervals under
the inverse of the map I — J,.) Moreover, since D € £(L*(R2)), we have |s| || D*((1+is)>+L)"'D|| <1,
s € R. Thus we deduce from Theorem 3.9 that ||(is — Ap)~'|| <1+ 1s]2@™'=D™" for 5 € R. The claim
now follows directly from Theorem 2.7. (I

provided that c is sufficiently small. (Here the form of the function &g

6D. A weakly damped beam equation. In this section we consider the stability of the following Euler—
Bernoulli beam equation with weak damping:

Wi (€, 1) 4+ weege (5, 1) + b(&)/olb(r)wt(r, Ndr=0, £e(0,1),t>0, (6-16)
w(0,7) =0, we(0,1)=0, t>0, (6-17)

w(l, 1) =0, we(1,6)=0, t>0, (6-18)

w(-,0)=wp(-) € H*0, 1)NH (0, 1), (6-19)
w,(+,0)=w(-) e H*0, )N Hy (0, 1), (6-20)

where b € L2(0, 1; R) is the damping coefficient. The boundary conditions describe a situation in which
the beam is simply supported.
The beam equation fits into the framework of Section 2B with the choices H = L?(0, 1) and

L =0, Hy={xeH0,1):x0)=x"(0)=x(1)=x"(1)=0}.

The operator L is invertible and positive and its positive square root is given by L'/* —0ge with
domain Hyp = H 200, 1N Ho (0, 1). The eigenvalues and normalised eigenfunctions of L'/ are given by
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A =nm?and ¢, (-) = \/Esin(nrr -), respectively, for n e N. Asin Section 6B2, U =C and D € L(C, H)
is the rank-1 operator defined by Du = bu for all u € C.

Our aim is to study the asymptotic behaviour of the solutions of the damped beam equation using
the wavepacket condition in Theorem 3.9. Since the eigenvalues A, = n?z2, n € N, have a uniform
gap, we may choose 8(s) = %/4. The nontrivial (s, §(s))-wavepackets of L'/ are then multiples of the

eigenfunctions ¢, for n € N such that n’72 € (s — w2/4, s + 2 /4). For any n € N we have

1
Dl =~2| [ b sin(ure) s |.

These Fourier sine series coefficients are identical to the ones in Section 6B2. However, the locations of
the eigenvalues of A now result in a slower rate of resolvent growth than in the case of the wave equation.
In order to have iR € p(Ap) it is again necessary that D*¢, # 0 for all n € N. However, since the gaps
between the eigenvalues n’m? of L'/ grow without bound as n — oo, the same damping has a greater
relative effect for the beam equation than for the wave equation.

Corollary 6.6. Assume that |D*¢,| > f(n>m?) for a continuous strictly decreasing function f : R, —
(0, 00) such that f (- Y~ has positive increase. Then there exist C, ty > 0 such that for every wy € Hy and
wy € H\y; the (classical) solution of the weakly damped beam equation satisfies

l(w(-,1), w (-, )l g2xr2 l(wo, w)llgaxpm2, =10,

C
<
TN
where N ™\ is the inverse function of N(-) := f(-)~2 Moreover, if there exists an increasing sequence
(ni)ken S N such that |D*¢y, | S f(ngm) for all k € N, then the decay rate is optimal in the sense of
Theorem 5.5.

The coefficients | D*@,| for the functions b defined by b(§) =1 —&, b(&) = £2(1 — &) and b(§) =
X(0,50) (&) (with & € (0, 1) an irrational number of constant type) are presented in (6-12), and for these
functions Corollary 6.6 implies the asymptotic rates r~%, t~!/3 and r~!/3 as t — oo, respectively. Note
finally that Remark 6.4 applies also in the setting of this section.
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We consider quasilinear, Hamiltonian perturbations of the cubic Schrédinger and of the cubic (derivative)
Klein—Gordon equations on the d-dimensional torus. If € « 1 is the size of the initial datum, we prove
that the lifespan of solutions is strictly larger than the local existence time € ~2. More precisely, concerning
the Schrodinger equation we show that the lifespan is at least of order O (™), and in the Klein—-Gordon
case we prove that the solutions exist at least for a time of order O (¢ /3" ) as soon as d > 3. Regarding
the Klein—Gordon equation, our result presents novelties also in the case of semilinear perturbations:
we show that the lifespan is at least of order 0(6’10/ 3_), improving, for cubic nonlinearities and d > 4,
the general results of Delort (J. Anal. Math. 107 (2009), 161-194) and Fang and Zhang (J. Differential
Equations 249:1 (2010), 151-179).
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1. Introduction

This paper is concerned with the study of the lifespan of solutions of two classes of quasilinear, Hamiltonian
equations on the d-dimensional torus T? := (R/27Z)“, d > 1. We study quasilinear perturbations of the
Schrodinger and Klein—Gordon equations.

The Schrodinger equation we consider is

{ia,u + Au—Vxu+[AG(u*)IH (u])u — |u)*u =0,

(NLS)
(0, x) = uo(x),
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where C 3 u :=u(t, x), x € T4 d > 1, V(x) is a real-valued potential even with respect to x, h(x) is a
function in C*°(R; R) such that 4(x) = O (x?) as x — 0. The initial datum u( has small size and belongs
to the Sobolev space H S(T?) (see (3-2)) with s > 1.

We examine also the Klein—Gordon equation

Iy —AY +my + f(f)+gW) =0,
¥ (0, x) = o, (KG)
0y (0, x) =y,
where R> ¢ ;=Y (¢, x), x € T4, d > 1 and m > 0. The initial data (Yo, Y1) have small size and belong
to the Sobolev space H* (T4) x H*~1(T?) for some s >> 1. The nonlinearity f (i) has the form

d
f(lﬁ):—zax,(az/ijF(W, V) + @y F)(Y, V), (1-1)
j=1
where F(yo, y1,...,Ya) € C R4+ R), and has a zero of order at least 5 at the origin. The nonlinear
term g(y) has the form
g(W) = 0y, G) (Y. AgW) + MG (0, )W, AGY), (1-2)
where G(yo, y1) € C*®(R?; R) is a homogeneous polynomial of degree 4 and Axg is the operator
Ak = (—A+m)'/?, (1-3)
defined by linearity as
Akce’™ = Axa(eV™,  Akc())=VIjP+m forall jez¢. (1-4)

Historical introduction for (NLS). Quasilinear Schrodinger equations of the specific form (NLS) appear
in many domains of physics like plasma physics and fluid mechanics [Litvak and Sergeev 1978; Porkolab
and Goldman 1976], quantum mechanics [Hasse 1980], and condensed matter theory [Makhankov and
Fedyanin 1984]. They are also important in the study of Kelvin waves in the superfluid turbulence [Laurie
et al. 2010]. Equations of the form (NLS) posed in the Euclidean space have received the attention of
many mathematicians. The first result, concerning the local well-posedness, is due to Poppenberg [2001]
in the one-dimensional case. This has been generalized by Colin [2002] to any dimension. A more general
class of equations is considered in the pioneering work by Kenig, Ponce and Vega [Kenig et al. 2004].
These results of local well-posedness have been recently optimized, in terms of regularity of the initial
condition, by Marzuola, Metcalfe and Tataru [Marzuola et al. 2021]. Existence of standing waves has
been studied in [Colin 2003; Colin and Jeanjean 2004]. The global well-posedness was established by
de Bouard, Hayashi and Saut [de Bouard et al. 1997] in dimensions 2 and 3 for small data. This proof is
based on dispersive estimates and the energy method. New ideas have been introduced in studying the
global well-posedness for other quasilinear equations on the Euclidean space. Here the aforementioned
tools are combined with normal form reductions. We quote [lonescu and Pusateri 2015; 2018] for the
water-waves equation in two dimensions.

Very little is known when (NLS) is posed on a compact manifold. The first local well-posedness
results on the circle are given in the work by Baldi, Haus and Montalto [Baldi et al. 2018] and in [Feola
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and Iandoli 2019]. Recently these results have been generalized to the case of tori of any dimension in
[Feola and Iandoli 2022]. Except these local existence results, nothing is known concerning the long
time behavior of the solutions. The problem of global existence/blow-up is completely open. In the
aforementioned paper [de Bouard et al. 1997] they use the dispersive character of the flow of the linear
Schrodinger equation. This property is not present on compact manifolds: the solutions of the linear
Schrodinger equation do not decay when the time goes to infinity. However in the one-dimensional case in
[Feola and Iandoli 2020; 2021] it is proven that small solutions of quasilinear Schrodinger equations exist
for long, but finite, times. In these works two of us exploit the fact that quasilinear Schrédinger equations
may be reduced to constant coefficients through a paracomposition generated by a diffeomorphism of
the circle. This powerful tool has been used for the same purpose by other authors in the context of
water-waves equations, firstly by Berti and Delort [2018] in a nonresonant regime, and secondly by
Berti, Feola and Pusateri [Berti et al. 2023; 2021b] and Berti, Feola and Franzoi [Berti et al. 2021a]
in the resonant case. We also mention that this feature has been used in other contexts for the same
equations; for instance Feola and Procesi [2015] proved the existence of a large set of quasiperiodic (and
hence globally defined) solutions when the problem is posed on the circle. This “reduction to constant
coefficients” is a peculiarity of one-dimensional problems; in higher dimensions new ideas have to be
introduced. For quasilinear equations on tori of dimension 2 we quote the paper about long-time solutions
for water-waves problem in [lonescu and Pusateri 2019], where a different normal form analysis was
presented.

Historical introduction for (KG). The local existence for (KG) is classical and we refer to [Kato 1975].
Many analyses have been done for global/long time existence.

When the equation is posed on the Euclidean space we have global existence for small and localized
data in [Delort 2016; Stingo 2018]; here the authors use dispersive estimates on the linear flow combined
with quasilinear normal forms.

For (KG) on compact manifolds we quote [Delort 2012; 2015] on S4 and [Delort and Szeftel 2004]
on T% The results obtained, in terms of length of the lifespan of solutions, are stronger in the case of the
spheres. More precisely, in the case of spheres the authors show the following: if m in (KG) is chosen
outside of a set of zero Lebesgue measure, then for any natural number N, any initial condition of size €
(small depending on N) produces a solution whose lifespan is at least of magnitude € V. In the case of
tori in [Delort and Szeftel 2004] they consider a quasilinear equation, vanishing quadratically at the origin
and they prove that the lifespan of solutions is of order € =2 if the initial condition has size € small enough.
The differences between the two results are due to the different behaviors of the eigenvalues of the square
root of the Laplace—Beltrami operator on S¢ and T¢. The difficulty on the tori is a consequence of the
fact that the set of differences of eigenvalues of /—Aa is dense in R if d > 2; this does not happen in
the case of spheres. A more general set of manifolds where this does not happen is the Zoll manifolds;
in this case we quote Delort and Szeftel [2006] and Bambusi, Delort, Grébert and Szeftel [Bambusi
et al. 2007] for semilinear Klein—Gordon equations. For semilinear Klein—Gordon equations on tori we
have the results of [Delort 2009; Fang and Zhang 2010]. In [Delort 2009] the author proves that if the
nonlinearity is vanishing at order k£ 4 1 at zero then any initial datum of small size € produces a solution
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whose lifespan is at least of magnitude e “*(1+2/9_yp to a logarithmic loss. In [Fang and Zhang 2010]
the authors obtain a time O (e ¥3/27). We improve these results; see Theorems 4 and 3, when k = 2.

Statement of the main results. The aim of this paper is to prove, in the spirit of [lonescu and Pusateri 2019],
that we may go beyond the trivial time of existence, given by the local well-posedness theorem, which
is €2 since we are considering equations vanishing cubically at the origin and initial conditions of size e.
In order to state our main theorem for (NLS) we need to make some hypotheses on the potential V.

We consider potentials having the form

V(x) = @) Y Vg,
fez (1-5)

X
: xge[—%,%]CR,meN,m>%d.

e

We endow the set & := [—%, %]Zd with the standard probability measure on product spaces. This choice of
the function defining the convolution potential is standard [Faou and Grébert 2013; Bambusi and Grébert
2006]; essentially one needs that the Fourier coefficients decay at a certain rate and that the function V (x)
depends on some free parameters xg. Our main theorem is the following.

Theorem 1 (long-time existence for NLS). Consider (NLS) with d > 2. There exists N C O having zero
Lebesgue measure such that if xg in (1-5) is in O\.4, we have the following. There exists so=so(d, m) > 1
such that for any s > sg there are constants co > 0 and €y > 0 such that for any 0 < € < €9 we have the
following. If ||uollgs < ie, there exists a unique solution of the Cauchy problem (NLS) such that
u(t, x) € €00, T); H (TY),  sup [lu(t, )lws <€, T =coe ™. (1-6)
tel0,T)
In the one-dimensional case we do not need any external parameter and we shall prove the following
theorem.

Theorem 2. Consider (NLS) with V =0 and d = 1. There exists sy > 1 such that for any s > sq there are
constants cy > 0 and €y > 0 such that for any 0 < € < €y we have the following. If |uollgs < %6, there
exists a unique solution of the Cauchy problem (NLS) such that

u(t,x) € C°([0, T); H*(TY)),  sup |lu(t, )u: <€, T >coe ™. (1-7)
tel0,7)

These are, to the best of our knowledge, the firsts results of this kind for quasilinear Schrodinger

equations posed on compact manifolds of dimension greater than 1.
Our main theorem regarding the problem (KG) is the following.

Theorem 3 (long-time existence for KG). Consider (KG) with d > 2. There exists A4 C [1, 2] having
zero Lebesgue measure such that if m € [1, 2]\ A we have the following. There exists so = so(d) > 1
such that for any s > s the following holds. For any § > O there exists ey = €o(s, m, §) > 0 such that for
any 0 < € < €g and any initial data (Yo, Y1) € HT1/2(T?) x H V2T such that

1
Vol sz + 11l gs-12 = 356,
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there exists a unique solution of the Cauchy problem (KG) such that
¥ (1,x) € CO[0, T); HH2@))n (0, T); H 72T,

sup (|0 (t, lgsrre + 19t M) <€, T >e 2, (1-8)
tel0,7)

wherea=3if d=2anda= % if d > 3.

The time of existence in (1-8) is intimately connected with the lower bounds on the four waves
interactions given in Section 2B. More precisely the time of existence is larger then e ~2~2/# with B given
in Proposition 2.2. This is the reason for the difference between the result in d = 2 (where 8 =27) and
d > 3 (where B = 37). We do not know if this result is sharp; this is an open problem. Despite this fact,
Theorem 2 improves the general result in [Delort 2009; Fang and Zhang 2010] in the particular case of
cubic nonlinearities in the following sense. First of all we can consider more general equations containing
derivatives in the nonlinearity (with “small” quasilinear term). Furthermore, adapting our proof to the
semilinear case (i.e., when f = 0 in (KG) and (1-1) and G in (1-2) does not depend on y;), we obtain the
better time of existence € 193" for any d > 4. Indeed, in this case, the time of existence is €~ 24P with
B as above. This is the content of the next theorem.

Theorem 4. Consider (KG) with f = 0 and g independent of y;. Then the result of Theorem 3 holds

. 8 . .; 10 :
frue, replacing a = 3 and a = 5 with a =4 and a = 3 respectively.

Comments on the results. We begin by discussing the (NLS) case. Our method covers also more general
cubic terms. For instance we could replace the term |u|>u with g(|u|*)u, where g(-) is any analytic
function vanishing at the origin and having a primitive G’ = g. We preferred not to write the paper in
the most general case since the nonlinearity |u|?u is a good representative for the aforementioned class
and allows us to avoid complicating the notation further. We also remark that we consider a class of
potentials V more general than the one we used in [Feola and Iandoli 2020; 2021] and more similar to
the one used in [Bambusi and Grébert 2006] in a semilinear context.

Secondly, we remark that, beside the mathematical interest, it would be very interesting, from a
physical point of view, to be able to deal with the case /(7)) ~ v with T ~ 0. Indeed, for instance, if
we choose h(r) = +/1+1 — 1, the respective equation (NLS) models the self-channeling of a high-
power, ultra-short laser pulse in matter; see [Borovskii and Galkin 1993]. Unfortunately we need in our
estimates /(1) ~ t!7° with o > 0. More precisely we need the purely quasilinear part of the equation
[A(u®)A (Ju|*)u to be smaller (O(e374), € « 1) than the semilinear one (O (e%)). At present we
are not able to perform a normal form analysis which is able to reduce the size of the purely quasilinear
part. Whence, if such a quasilinear term were O (e?), then the time of existence we are able to obtain
would not be better than O (e ~2). Since % has to be smooth, this leads to 4(t) ~ t2, T ~ 0.

Also in the (KG) case we are not able to deal with the interesting case of cubic quasilinear term. This
is the reason why we require that the nonlinearity f in (1-1) has a zero of order at least 4 at the origin.

We introduce the following notation: given ji, ..., j, € RT, p > 2, we define

max;{ji, ..., jp} =i-th largest among ji, ..., j,. (1-9)
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We use normal forms (the same strategy is used for (NLS) as well) and therefore small divisors problems
arise. The small divisors, coming from the four waves interaction, are of the form

AkG(E —n—¢) — Akc(n) + Akc(¢) — AkG(§), (1-10)
with Akg defined in (1-4). In this case we prove the lower bound (see (1-9))

|AkG(E —n—¢) — Akc(n) + Akc(¢) — Ak (§)]
> maxa{|€ —n — ¢, Inl, [£[} "V max{|g —n—¢|, Inl, IC1} P (1-11)

for almost any value of the mass m in the interval [1, 2] and where f is any real number in the open
interval (3,4). The second factor in the right-hand side of the above inequality represents a loss of
derivatives when dividing by the quantity (1-10) which may be transformed in a loss of length of the
lifespan through partition of frequencies. This is an extra difficulty, compared with the (NLS) case
(for which lower bounds without loss have been proved in [Faou and Grébert 2013]), which makes the
problem challenging already in a semilinear setting. The estimate (1-11) with 8 € (3, 4) has been already
obtained in [Fang and Zhang 2010]. We provide here a different and simpler proof, in the particular
case of four waves interaction, which does not use the theory of subanalytic functions. We also quote
Bernier, Faou and Grébert [Bernier et al. 2020] who use a control of the small divisors involving only
the largest index (and not max, as in (1-11)). They obtained, in the semilinear case, the control of the
Sobolev norm for a time 7" ~ €%, with a arbitrarily large, but assuming that the initial datum satisfies
1Voll 12 + 1t ll go-12 < co€ for some s = s'(a) > s, i.e., allowing a loss of regularity.

Ideas of the proof. In our proof we shall use a quasilinear normal forms/modified energies approach; this
seems to be the only successful one in order to improve the time of existence implied by the local theory.
We recall, indeed, that on T¢ the dispersive character of the solutions is absent. Moreover, the lack of
conservation laws and the quasilinear nature of the equation prevent the use of semilinear techniques as
done by Bambusi and Grébert [2006] and Bambusi, Delort, Grébert and Szeftel [Bambusi et al. 2007].

The most important feature of (NLS) and (KG), for our purposes, is their Hamiltonian structure. This
property guarantees some key cancellations in the energy estimates that will be explained later on in this
introduction.

Equation (NLS) may be indeed rewritten as

ou = —1Vyi#nis(u, u) =i1(Au —V xu — p(u)),

where V; := %(VRe(u) +1Vimw)), V denotes the L?-gradient, and the Hamiltonian function ;s and
the nonlinearity p are

s, i) = f IVul> + (V xu)i+ P(u, Vu) dx,
‘[rd

d (1-12)
Pu, Vu) := §(IV(uPNP +1ul), p@) = @ P)(u, V) =) 9y, (9, P)(u, Vu).
j=1
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Equation (KG) is Hamiltonian as well. Thanks to (1-1), (1-2) we have that (KG) can be written as

{31W=3¢<%”KG(¢, P) =0, (1-13)
¢ =—0y Hxc(V, ) = —Akc¥ — f(¥) —g(¥),
where (¥, ¢) is the Hamiltonian

(W, ¢) = /T ) 192 + L(ALGUU + F(, Vi) + G(¥, AGY) dx. (1-14)

We describe below our strategy in the case of the (NLS) equation. The strategy for (KG) is similar.

In [Feola and Iandoli 2022] we proved an energy estimate, without any assumption of smallness on the
initial condition, for a more general class of equations. This energy estimate, on (NLS) with small initial
datum, would read

t
E(t)—E(O)Sf lu(z, I3 E(x) dr, (1-15)
0

where E(t) ~ |u(t, -)||3,,. An estimate of this kind implies, by a standard bootstrap argument, that the
lifespan of the solutions is of order at least O (e2), where € is the size of the initial condition. To increase
the time to O (e~*) one would like to show the improved inequality

t
E(t)—E(O)S/ lu(z, )3 E() dr. (1-16)
0
Our main goal is to obtain such an estimate.

Paralinearization of (NLS). The first step is the paralinearization, a la [Bony 1981], of the equation as a
system of the variables (u, u); see Proposition 4.2. We rewrite (NLS) as a system of the form (compare
with (4-12))

U = —iE((=A+VHU + 5 U)U + A UU) + X, (U) + RU), E:= [(1) _01], U= [Z]

where 2% (U) is a 2 x 2 self-adjoint matrix of paradifferential operators of order 2 (see (4-11), (4-10)),
1 (U) is a self-adjoint, diagonal matrix of paradifferential operators of order 1 (see (4-12), (4-10)). This
algebraic configuration of the matrices (in particular the fact that <7 (U) is diagonal) is a consequence
of the Hamiltonian structure of the equation. The summand X g, is the cubic term (coming from the
paralinearization of |u |>u, see (4-13)) and || R(U)|| s is bounded from above by ||U ||LS for s large enough.

Both the matrices % (U) and </ (U) vanish when U goes to 0. Since we assume that the function #,
appearing in (NLS), vanishes quadratically at zero, as a consequence of (4-10), we have

LA as; 12> 1A U s o1y S WU s

where by .Z(X; Y) we denote the space of linear operators from X to Y. We also remark that the
summand X g, is a Hamiltonian vector field with Hamiltonian function Hy(u) = fw lu|* dx.

Diagonalization of the second-order operator. The matrix of paradifferential operators .« (U) is not
diagonal; therefore the first step, in order to be able to get at least the weak estimate (1-15), is to diagonalize
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the system at the maximum order. This is possible since, because of the smallness assumption, the
operator E(—A+a(U)) is locally elliptic. In Section 6A1 we introduce a new unknown W = &y s(U) U,
where ®Nps(U) is a parametrix built from the matrix of the eigenvectors of E(—A + a4 (U)); see (6-4),
(6-2). The system in the new coordinates reads

WW = —E((—A+ VU + "W+ ()W) + X, (W) + RO ),

where both dz(l)(U), g%l(l)(U) are diagonal, see (6-11), and where |R™V(U) || gs < ||U|7,. for s large
enough. We note also that the cubic vector field X gy, remains the same because the map ®nps(U) is
equal to the identity plus a term vanishing at order 6 at zero; see (6-5).

Diagonalization of the cubic vector field. In the second step, in Section 6A2, we diagonalize the cubic
vector field X g,. It is fundamental for our purposes to preserve the Hamiltonian structure of this cubic
vector field in this diagonalization procedure. In view of this we perform a (approximately) symplectic
change of coordinates generated from the Hamiltonian in (5-3) and (5-2) (note that this is not the case for
the diagonalization at order 2). Actually the simplecticity of this change of coordinates is one of the most
delicate points in our paper. The entire Section 5 is devoted to this. This diagonalization is implemented
in order to simplify a low-high frequencies analysis. More precisely we prove that the cubic vector field
may be conjugated to a diagonal one modulo a smoothing remainder. The diagonal part shall cancel
out in the energy estimate due to a symmetrization argument based on its Hamiltonian character. As a
consequence the time of existence shall be completely determined by the smoothing reminder. Since this
remainder is smoothing, the contribution coming from high frequencies is already “‘small”; therefore the
normal form analysis involves only the low modes. This will be explained later on in this introduction.

We explain the result of this diagonalization. We define a new variable Z = &4, (W), see (6-20),
and we obtain the new diagonal system (compare with (6-22))

6Z=—E((—A+V9Z+ W) Z+4"WU)Z) + Xu,(Z) + R (U), (1-17)

where the new vector field Xy, (Z) is still Hamiltonian, with Hamiltonian function defined in (6-25),
and it is equal to a skew-selfadjoint and diagonal matrix of bounded paradifferential operators modulo
smoothing reminders; see (6-23). Here R;z)(U ) satisfies the quintic estimates (6-24).

Introduction of the energy norm. Once we achieve the diagonalization of the system, we introduce an
energy norm which is equivalent to the Sobolev one. Assume for simplicity s = 2n, with n a natural
number. Thanks to the smallness condition on the initial datum, we prove in Section 7A1 that

I(=AL+ A U) + AW fllz ~ I fllas
for any function f in H*(T%). Therefore by setting!
Zy:=[E(—AL+aU) + a4 (UNI?Z,
me, the definition of Z,, = (25, Z») in 7A1 is slightly different than the one presented here, but they coincide

modulo smoothing corrections. For simplicity of notation, and in order to avoid technicalities, in this introduction we presented it
in this way.
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we are reduced to studying the L? norm of the function Z,,. This is done in Lemma 7.2. Since the system
is now diagonalized, we write the scalar equation, see Lemma 7.3, solved by z,

a[Zn = _iTXZn - 1V *Zp — AnX:[;(Z) + Ri’l(U)v

where we denote by T the element on the diagonal of the self-adjoint operator —Al + o4 (U) + 21 (U);
see (7-1), (3-6). Xf{4 (Z) is the first component of the Hamiltonian vector field Xy,(Z) and R, (U) is a
bounded remainder satisfying the quintic estimate (7-12).

Cancellations and normal forms. At this point, still in Lemma 7.3, we split the Hamiltonian vector field
Xq = X:I;’res + X;IZ’ L where X ;{4’“35 is the resonant part; see (3-84) and (3-83). The first important fact,
which is an effect of the Hamiltonian- and Gauge-preserving structure, is that the resonant term A" X ;I;’res
does not give any contribution to the energy estimates. This key cancellation may be interpreted as a
consequence of the fact that the super actions

L= Y ()P peN Z:= m

Jjezd | jl=p

where Z is defined in (3-1), are prime integrals of the resonant Hamiltonian vector field X ;; ®(Z) in the
spirit’> of [Faou et al. 2013]. This is the content of Lemma 7.4, more specifically (7-16).

We are left with the study of the term — A" X ;{f. In Lemma 7.3 we prove — A"X}E’L = B,(ll)(Z )+B,52)(Z),
where B,gl)(Z) does not contribute to energy estimates and B,Sz)(Z) is smoothing, gaining one space
derivative; see (7-11) and Lemma 3.7. The cancellation for B,(,])(Z) is again a consequence of the
Hamiltonian structure and it is proven in Lemma 7.4, more specifically (7-17).

Summarizing we obtain the energy estimate (see (3-3))

%%nzn(r)n@ =Re(—iTy2n. 2n) 12 +Re(—=iV # 25, 2,) 12 (1-18)
+Re(R,(U), zn) 12 (1-19)
+Re(—A" X" (2), z0) 12 (1-20)

+Re(BV(2), z,) 12 (1-21)

+Re(BP(2), 20) 2. (1-22)

The right-hand side in (1-18) equals zero because 17y is skew-self-adjoint and the Fourier coefficients
of V in (1-5) are real-valued. The term (1-19) is bounded from above by ||z, || ;2 ||U II%S; (1-20) equals zero
thanks to (7-16); the summand (1-21) equals zero as well because of (7-17). Setting E(t) = ||z, (t)||i2,
the only term which is still not good in order to obtain an estimate of the form (1-16) is (1-22).

In order to improve the time of existence we need to reduce the size of this new term (1-22) by means
of normal forms/integration by parts. Our aim is to prove that

/ Re(B?(2), z4)12(0) do < €2 (1-23)
0

2More generally, this cancellation can be viewed as a consequence of the commutation of the linear flow with the resonant
part of the nonlinear perturbation which is a key of the Birkhoff normal form theory; see for instance [Grébert 2007].
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aslongast <e *and ||z, ;2 < €. The thesis follows from this fact by using a classical bootstrap argument.
Let us set Bnis(o) := Re(B,ﬁz)(Z), Zn)12(0). The term %nrs may be expressed as (see Proposition 7.5)

Buis ~ Y (EVDE 0, ORE —n— DIMEQZ(—E); (1-24)

&,n.0ex”

the sum is restricted to the set of nonresonant indexes, see (3-83), and the coefficients satisfy

(&)%"
b 0, 0)| < ’
b€, 1 §)|Nmaxl((g_n—g),(n),(ﬁ)

where the constant depends on max;({(§ —n —¢), (), (¢)) and where we have defined the Japanese
bracket (£) := /14 |£]2 for £ € R%. We fix N € RT and we let Znis 1= PBNLS. <N + PNLs.>N, Where
93NLS,5N is as in (1-24) with the sum restricted to those indexes such that max; ((§ —n—2¢), (n), (¢)) < N.
It is easy to show (see Lemma 7.7) that fot |Bnis. =~ (@) gs do S tN~Yz||%,. This is due to the fact
that the coefficients b(&, n, ¢) are decaying. Let us analyze the contribution given by Anrs. <n-

We define the operator Anrs as the Fourier multiplier acting on periodic functions as

Anrse® ™ = Anps(§)e® ™, Ans € R, Anis(€) := |+ V(€), £ € 7¢, (1-25)

where f/\(é ) are the real Fourier coefficients of the convolution potential V (x) given in (1-5). Recalling
(1-17), we have

3,2(8) = —iANLs(§)2(8) + 0 (&),

where Q := —iTxz+ X (D) + R(z) with Ty a paradifferential operator (see (3-6)) with symbol X, which
is real, of order 2 and homogenelty 6 1in z, and Rgz) is a quintic reminder. We set g(§) := el Anis®)z (&)
and we obtain

t
/ PnLs,<n(0)do
0

/0 (max((—n—c). (<MD E, 1, e TNSEND gy £)g(n)§(L)g(—€)(E)* do,

§.n.0exe

with wnis defined in (2-1). Integrating by parts in o, we obtain
/Ot PBNis,<n(o)do ~ /OI(L%[L zZ, 2], Tigy2n (0 +1ANLS)2) 12 dO
+/()t(ﬂ<[(8, +1ANLS)Z, 2, 2], Tigywz) 2 do
+ /0 (Telz. 2 (0 iANLS)2) T 2 do

t
+ f (7-lz, @ T1ANs)z, 2) T2 2 do + O(lully),  (1-26)
0

where 7_ (zl 22, z3) 1s the multilinear form whose Fourier coefficient is

< < - < ’ P} :—b 5 5 .
7€) = (ZW, {Z;Z € O2E == ORBE), T 0.0 = bl 1,0)
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The denominators wnrs are never dangerous since we have very good lower bounds on them; see
Proposition 2.1 (see also Lemma 7.7). Let us consider, for instance, the first term in the right-hand side
of (1-26). We have

t
/ (7<lz, 2, 2], Tigy2 (8 +1ANLS)Z) 12 (0) do
0

t t
=/ (T<$>2<7<[Z,E,Z]9_T<§>2’l*2iTEZ)L2(O—)dU +[ (9<[Z, Z,Z], T<E>2n(X;;4) (Z)—|—R§27+)(U)))L2(O')da
0 0

NLS

The first term may be estimated by the Cauchy—Schwarz inequality obtaining
t
f||<7<(z,Z,Z)IIHZ(O’)IITZZIIHsZ(G)dG- (1-27)
0

Since X is a symbol of order 2 and homogeneity 6, the second factor is bounded from above by €% as
soon as ||z(0)| g+ < €. Since I~ is supported on frequencies lower than N, the (& )2 symbol of H 2 norm,
multiplied by the coefficients b(&, n, ¢) of the first term in (1-27), provides a factor N (see Lemma 7.7
for details); since it has homogeneity 4, we have also a factor €* as soon as ||z(0) || gs < €. We eventually
bound (1-27) by tNe'®. Analogously, the second term in (1-27) may be bounded from above by €.
Recalling the contribution given by %nis.-ny, we can bound fol Pnis(o)do from above by
t(e* N~ '4+€'9N+€%)+e* Choosing N = ¢~? we immediately note that the last quantity stays of

size €2

as soon as t < e,

As said before the strategy for (KG) is similar except for the control of the small divisors (1-11).

We summarize the plan concerning (KG) focusing on the main differences with respect to (NLS).
In Section 4B we paralinearize the equation obtaining, after passing to the complex variables (4-24),
the system of equations of order 1 (4-44). In Section 6B we diagonalize the system: the operator of
order 1 is treated in Proposition 6.11 and that of order zero in Proposition 6.13. As done for (NLS), we
diagonalize the operator of order zero paying attention to preserve its Hamiltonian structure. We consider
the function z solving (6-48) and we define the new variable z,, := (D)"z, where (D) is the Fourier
multiplier having symbol (£). We want to bound the L?-norm of the variable z,,, which solves (7-41). The
evolution of the L2-norm is studied in Proposition 7.10. From this proposition we understand that, in order
to improve the energy estimates, we need to perform a normal form on the nonresonant term % in (7-55),
which has coefficients decaying as in (7-56). We proceed as done in the (NLS) case. We fix N € R
and we split Z in two pieces, one supported for frequencies such that max;{(§¢ —n —¢), (n), ()} <N
and the other for max;{(§ —n —¢), (n), (¢)} > N. The contribution to the energy estimate of the second
one is 1N~ 'e* Again in this point we exploit the smoothing property in (7-55). We focus on the part
of # coming from small frequencies. We perform in Proposition 7.12 an integration by parts in the
same spirit as done in the (NLS) case; see (7-74). When integrating by parts, the small denominators
wkg(&, n, ¢) appear. In this case we do not have nice bounds as in the (NLS) case, indeed we only know
that |wkg (£, 1, ¢)| = max{|€ —n—¢|, |nl, |¢]}~P, where B is bigger than 3 in dimension d > 3 and it is
bigger than 2 in dimension d = 2. Hence such divisors give an extra factor N” in the energy estimates
(recall that we are dealing with the case of small frequencies < N). After the integration by parts one has



1144 ROBERTO FEOLA, BENOIT GREBERT AND FELICE IANDOLI

to use (7-39). The term +(x &)Akg(§) therein has homogeneity 3 and order 1, so that its contribution
to the energy estimates in (7-75) is t N Pe7. Indeed the unboundedness of Akg is compensated for by the
coefficients of %, which gain one derivative. The vector field X w (Z) has homogeneity 3 and has no loss
of derivatives, so that its contribution to (7-76) is t Nf~1¢® (the Lo —1” comes from the coefficients of %).
The contribution of the remainder in (7-39) is negligible. We have one last term which is the one coming
from the boundary term of the integration by parts which is bounded by N#~!e* Summarizing we have
obtained (compare with (7-63))

/ B(o)do
0

where the term €* N !¢ is coming from the high frequencies of . Choosing N := e ~>/# we note that

St(E NP+ NP4 AN 4 e NP

the right-hand side of the above inequality is controlled by € as soon as ¢ < e ~2(+1/8) which is the time
announced just after the statement of Theorem 3.

We explain the role of the parameter a in Theorem 4. In the semilinear case we have f = 0 and
g independent of y; in (KG), so there are no derivatives in the nonlinearity. When we pass to the
system of order 1 in (4-44), one has & = 0 and that the cubic term X%K@G)(U ) may be decomposed
as a paradifferential operator of order —1 plus a trilinear reminder whose coefficients have the better
(compared to the quasilinear case (7-56)) decay max;((§ —n — ¢), (n), (¢))~? (see Remark 4.6). We
perform the integration by parts as in the quasilinear case. Here we do not have the contribution coming
from +(x &)Akg (&) (because this term equals zero in the semilinear case), which was ¢’ NP. Moreover
the contribution of the cubic semilinear term is €°N#~2 (instead of € N#~! as before), thanks to the
better decay of the coefficients in the cubic reminder. The high-frequency part is also smaller and it
gives N~2¢%, instead of N~'€® One eventually obtains ’fot HB(0) do! St(eONP2 L e*N72) +e* NP2,
If one chooses N = e ~2/# one can bound the previous quantity as soon as t < e~ C+4#) which means
t<e 193" whend >3andt <e ™ ifd =2.

2. Small divisors

As pointed out in the Introduction the proofs our main theorems are based on a normal form approach.
As a consequence we shall deal with small divisors problems. This section is devoted to establishing
suitable lower bounds for generic (in a probabilistic way) choices of the parameters (xg in (1-5) for (NLS)
and m in (1-4) for (KG)), except for indices for which the small divisor is identically zero.

2A. Nonresonance conditions for (NLS). In the following proposition we give lower bounds for the
small divisors arising from the normal form for (NLS).

Proposition 2.1. Consider the phase wnis(€, 1, ¢) defined as

onLs(§, 1, &) 1= Anrs (€ — 1 — &) — Anrs (1) + Anrs(§) — Anis(§), (8,1, ¢) € 27, (2-1)

where Anps is in (1-25) and the potential V is in (1-5). We have the following:
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(1) Letd = 2. There exists N C O with zero Lebesgue measure such that, for any (x;);cza € O\ N, there
existy >0, No:= No(d,m) >0 (m > %d see (1-5)) such that for any (&, n, {) ¢ Z (see (3-83)) one has

lones €, O = y max{[§ —n—¢l, Inl, [}y, (2-2)

(ii) Let d = 1 and assume that V = 0. Then one has |oxis(€, 1, £)| 2 1 unless

S:é" 77=§_77_§ or §=§_77_§’ n=§’ 5,77,{62. (2'3)
Proof. Item (i) follows by Proposition 2.8 in [Faou and Grébert 2013]. Item (ii) is classical. (Il
2B. Nonresonance conditions for (KG). Recall the symbol Agg(j) in (1-4). We shall prove the

following important proposition.

Proposition 2.2 (nonresonance conditions). Consider the phase a)ﬁG (&, n, ¢) defined as

w0l (E, 1, 0) = 01AkG(E —1— )+ aAkc(n) + 03AkG () — AkG(E), (£, 0)eZ>,  (2-4)

where & = (01, 02, 03) € {£}> and Agg is in (1-4). Let 0 < o < 1 and set B :=2+ o if d =2, and
B :=3+o0 if d > 3. There exists ¢€g C [1, 2] with Lebesgue measure 1 such that, for any m € ¢, there
exist y > 0, Nog := No(d, m) > 0 such that for any (&, n, {) ¢ Z (see (3-83)) one has

R (€. 1. O = y max{[§ —n =l |nl. 11} max{l§ —n = 1. Inl. £}, (2-5)

The case d = 2 follows by Theorem 2.1.1 in [Delort 2009]; the rest of this subsection is devoted to the
proof of Proposition 2.2 in the case d > 3. Throughout this subsection, in order to lighten the notation,
we shall write Agg(j) ~ Aj forany j € 7% and d > 3. The main ingredient is the following.

Proposition 2.3. Let 4 > B > 3. There exist a > 0 and ¢p C [1, 2] a set of Lebesgue measure 1 and for
m € g there exists k (m) > 0 such that

> Kk (m)
AL

forall oy, 02,03, 04 € {—1, 1}, j1, jo, ja, ja € Z9 satisfying |ji| > |j2| > |j3| > |jal and o1 j) + 02j2 +
033 + 04 j4 = 0, except when 0y = 04 = —0p = —o3 and | j1| = | j2| = | j3| = | jal.

|O’1Aj1 +O’2Aj2 —|-O‘3Aj3 —|-04Aj4 (2-6)

The Proposition 2.3 implies Proposition 2.2. Its proof is done in three steps.

Step 1: control with respect to the highest index.

Lemma 2.4. There exist v > 0 and #, C [1, 2] a set of Lebesgue measure 1 and for m € .4, there exists
y(m) > 0 such that

lo1Aj, + 02 Aj, + 030 + 04Ny, | > y(m)|ji] ™" 2-7)

for all 01,02,03,04 € {—1,1}, ji1, jo. j3, ja € Z9 satisfying |jil > |j2l > |j3| > |jal, except when
01 =04 =—0y=—0o3and | ji| = |j2| = | j3| = | jal.
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The proof of this lemma is standard and follows the line of Theorem 6.5 in [Bambusi 2003]; see also
[Bambusi and Grébert 2006; Eliasson et al. 2016]. We briefly repeat the steps.

Let us assume that ji, j», j3, ja € Z% satisfy |ji| > |j»| > |j3| > | ja|. First of all, by reasoning as in
Lemma 3.2 in [Eliasson et al. 2016], one can deduce the following.

Lemma 2.5. Consider the matrix D whose entry at place (p, q) is given by (d? /dmP)A; , p,qg=1, ..., 4.
The modulus of the determinant of D is bounded from below: one has |det(D)| > C|j1|™", where C > 0
and |t > 0 are universal constants.

From Lemma 3.3 in [Eliasson et al. 2016] we learn:

Lemma 2.6. Let u'V, ... u™ be four independent vectors in R* with ||u® llpt < 1. Letw € R* be an
arbitrary vector. Then there existi € [1, ..., 4] such that [u® - w| > Cllwlp det®, ..., u®).

Let us define
Ykc(m) = o1Aj (m) +02A),(m) +03A),(m) + o4 Aj, (m).
Combining Lemmas 2.5 and 2.6 we deduce the following.
Corollary 2.7. For any m € [1, 2] there exists an index i € 1, ..., 4] such that
d'yxG
dm!

Now we need the following result (see Lemma B.1 in [Eliasson 2002]):

(m)‘ > Cljl™".

Lemma 2.8. Let g(x) be a C"'-smooth function on the segment [1, 2] such that
lg'|lcn =B and max min|d¥g(x)| =o.
I<k<n x
Then
B p\/"
meas((x : [g00] < o) = G (E+1)(2) 7

o
Define
(o@j(K) = {m € [l, 2] : |O'1Aj1 +O'2Aj2 -1—0'31\1'3 +O’4Aj4| < K|j1|7v}.

By combining Corollary 2.7 and Lemma 2.8 we get

meas(&;(x)) < ClLil" (e i)V < Crel /Ay |8, (2-8)

Define
cw=|J .
Lj1=1j21>1j31>1jal

and set v =>5u+4(4d+1). Then (2-8) implies meas(&'(k)) < Ck /% Then taking m € |, _o([1, 2]\ & (k))
we obtain (2-7) for any | ji| > | j2| > | j3| > | j4|. Furthermore |, . (([1, 2]\ & (k)) has measure 1. Now if for
instance | ji| = | j2| then we are left with a small divisor of the type [2A, +03A), +04Aj,| or |Aj;+04Aj,],
i.e., involving two or three frequencies. So following the same line we can also manage this case.
Step 2: control with respect to the third-highest index. In this step we show that small divisors can be
controlled by a smaller power of | j;|, even if it means transferring part of the weight to | j3|.
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Proposition 2.9. Let 4 > B > 3. There exists N C [1, 2] a set of Lebesgue measure 1 and for m € Ap
there exists k (m) > 0 such that

K (m)

|A' — A, +03A; +O’4A'|Z—, -
e ” T jal 20 iy |

for all 03,04 € {—1, 41}, for all ji, jo, j3, ja € Z¢ satisfying |ji| > |j2| = |j3| > |jal, the momentum
condition j| — j»+03j3 4+ 04js =0 and

1/(4-p)
il = Tk, 1j3D) = (%) |j| 41D/ A=),
where C is a universal constant.

We begin with two elementary lemmas:

Lemma 2.10. Leto ==+1, j, k € Z% with |j| > |k| > 0and |j| > 8, and [1, 2] > m +—> g(m) a C' function
satisfying |g'(m)| < 1/(10|j|3)f0rm € [1, 2]. For all k > 0 there exists 9 = 9(j, k, 0, k, g) C[1,2] such
that form € 9
A +oAr—g(m)| >«
and
meas([1, 2]\ 2) < 10« |j|>.

Proof. Let f(m) = Aj+ oAy —g(m). In the case 0 = —1, which is the worst, we have
L )_ o) — k=151
V9IiP+m  lkP4m 21 PHm/ Ik +m) 11 4m/ [k 4m
We want to estimate | f'(m)| from above. By using that 4(] j|> +2)%? < 5|j|? for | j| > 8 we get
1 1
> .
10113 ~ 1013

In the case o = 1, the same bound holds true. Then we conclude by a standard argument that

—g'(m).

f’(m)=%(

, 1
)1z g =

meas{m € [1,2]:|f(m)| <«} < 10«|j|>. a
Lemma 2.11. Let j, k € 7% with |j| > |k| and |j — k| < |j|'/%. Then

_Gi=h
1

for some explicit rational function g.

. : : lj — kP
Aj— A Jrg(ljl,IJ—kI,(J—k,J),m)JrO(JU|4 (2-9)

Furthermore

o . 1
|3m9(|J|,IJ—kI,(J,J—k),m)ISW, (2-10)

. . 31 — kI

172 and |j| large enough.

uniformly with respect to j, k € 7¢ with |j| > |k|, |j — k| < |j|
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Proof. By Taylor expansion we have for |j| large

m 1/2 m m2 1
A-:|j|(1+_—) =jl+———= +o<.—)
! 112 21j1 8IjP il

and
2k = 1 — kP m
Ak=|J|(1+ —
1/
L 2k— ) AH kP Am Q= 41— kP +m)?
=[jl+ . - 3
2|j 81/l
3 QU=j N —kP+m)?® 151 k= j DHlj—kP+mt (1] —kP
48 11 16 4! i it )
which leads to (2-9) where (we use that |(k — j, j)| < |j —k||j| and |j — k| < |j|'/?)
—y? —274y2+m)? —m? 823 — 1222(y2 +m 1624
gx, yozom) = —> +( : ) 3 S )+l§—. O
2x 8x3 48 x3 4116 x7

We are now in position to prove the main result of this subsection.
Proof of Proposition 2.9. We want to control the small divisor
A= Aj] — Ajz —|—O’3Aj3 —|—O’4Aj4.

Let g be the rational function introduced in Lemma 2.11. We write

(1, J1—J2) I, L — j2l?
A =o03Aj, +os\j, + ————+g(jil, |1 — j2l, G, j1 — j2), m) + O ——7— ).

1l Ljl*
Remember that by assumption j; — jo 4+ 03j3 + 04 j4 = 0 and in particular |j; — ja| < 2| ja].
Fix y > 0. Choosing

=Y
| /312440 j1 1P
in Lemma 2.10 and assuming 2| j3| < |j11'/? we have by Lemmas 2.10 and 2.11
Al > Y Bl Y
= a0 | Ll* 7~ 20312470 |
as soon as’ sy
. C P, _ . .
iz (5) I = g sl = 51l

(where C is an universal constant) and m € 2(js, ja, 0, k, o3 g(|j1l, |j1 — j2l, (1, j1 — J2), - )) (the set 2
is defined in Lemma 2.10 and we set ¢ = 0304). Then defining

.. 4 ..
C(y, J3, jar 03,04) i= {m €[1,2]:|A| > 77— forall (ji, j2)
21 j3|24+6) jy 8

such that | ji| > max(| j2|, J(y, | j31)), j1 — j2+03j3+04js = 0},

3Note that this estimate implies [3,g(|j1 1, Lj1 — j2l» (1 — j2. j1)» m)| < 1/21j113/2) < 1/(10] j3|3) and thus Lemma 2.10
applies.
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we have

Cg(% J3, J4, 03, 0-4) = ﬂ@(]?)’ J4, 0, W7 O—3g(|]1|a |]1 _]Zla (]1’ J1 _.]2)9 ))a
g

where the intersection is taken over all functions g generated by (i, j2) € (Z4)? such that
|j1l = max(| 21, J (¥, | /3])

and j; — jo» + 03 j3 + 04j4 = 0. Thus by Lemma 2.10

meas([1, 2]\ € (v, j3. j4, 03, 04))

10y . : e L .
=2 W#{(Ull, j03j3 +0ajal, G, 033 +04ja)) 1 € Z% | ji* = n).

n>1

The scalar product (j, 03 j3 + 04j4)) takes only integer values smaller than 2| ;|| j3|. Then, since g > 3,

we get
n>1
Then it remains to define
Np = U ﬂ C (Y, J3s Ja» 03, 04)
>0 (j3,ja)e@!)?
Ljal<ljsl
0‘3,0'46{—1,1}

to conclude the proof. O

Step 3: Proof of Proposition 2.3. We are now in a position to prove Proposition 2.3. Let o1, 03, 03, 04 €
(=L 1}, ji, jo, j3. ja € Z¢ satistying |ji| = |jo| = |j3| = ljal and o1 ji + 02jo + 033 + 04 js = 0. If
o1 = 0y, then, since |ji1| > |jz2] > |j3] > |ja|, we conclude that the associated small divisor cannot be
small except if 01 = 0o = —03 = —0y4. Then we have to control |A; + Aj, — Aj; — Aj,| knowing that
171l = 1j2] = 3] = |jal. We first notice that if | j;|> < |j3]*> + 1, then we can conclude using Lemma 2.4
that (2-6) is satisfied with @ = v for m € .#,. On the other hand if |j;|?> > |j3]*> + | then

Aj,+ Ay — Ay — Ay, = A A>Af2‘_Af23> !
J J J3 ja Z 4 BN A, 2 |j3|2+2’
which implies (2-6). Thus we can assume o1 = —o» and we can apply Proposition 2.9, which implies the

control (2-6) for m € .45 with @ = 2d + 3 under the additional constraint | ji| > J(y (m), | j3|). Now if
[j1] < J(y (m), |j3|), we can apply Lemma 2.4 to obtain that there exists v > 0 and full measure set .,
such that for m € .#, N A := €} there exists k (m) > 0 such that

Km) _ km) _kmy(my*f
Ll = J(y(m), |j31)" | j31¢
with @ = v(2d + 8)/(4 — B) which, of course, implies (2-6).

lol Aj1 +O’2Aj2 -f—O’3AJ'3 +G4Aj4| >

’
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3. Functional setting

We denote by H S(T4; ) (respectively H S(T4; C?)) the usual Sobolev space of functions T 5 x>
u(x) € C (resp. C?). We expand a function u(x), x € T, in Fourier series as

(0= Gy Y e i i= s [ ute G3-1)
UX) = —= u\n)e , un) = ——= ux)e X. -
(27)d/? = Qm)d/2 Ja
We set (j) :=+/14|j|? for j € Z?. We endow H*(T%; C) with the norm
1 =Y ()= 1ac) . (3-2)
jezd

For U = (uy, u») € H*(T%; C?) we set ||U||gs = |lu1]l s + lluz2 ]| gs. Moreover, for r € RT, we denote
by B,(H*(T%; C)) (resp. B,(H*(T%; C?))) the ball of H*(T%; C)) (resp. H*(T%; C?))) with radius r
centered at the origin. We shall also write the norm in (3-2) as |u||%,, = ((D)*u, (D)*u);2, where
(D)eli* = (j)e'/* for any j € Z%, and (-, -),2 denotes the standard complex L>-scalar product

(u,v)2 = / u-vdx forallu,ve Lz(Td; C). (3-3)
Td

Notation. We shall use the notation A < B to denote A < C B, where C is a positive constant depending
on parameters fixed once for all, for instance d and s. We will emphasize by writing <, when the
constant C depends on some other parameter q.

Basic paradifferential calculus. We follow the notation of [Feola and Iandoli 2022]. We introduce
the symbols we shall use in this paper. We shall consider symbols T¢ x R? 5 (x, £) — a(x, &) in the
spaces A", m,s € R, s >0, defined by the norms
laln = sup  sup(&) " o%ax, &)l . (3-4)
la|+[Bl<s §€R

The constant m € R indicates the order of the symbols, while s denotes its differentiability. Let 0 < € < %

and consider a smooth function x : R — [0, 1],

1iflEl <3,

_ (& ]
0 if | = % and define x (&) -—X( . ) (3-5)

X(§)=:

For a symbol a(x, §) in 4" we define its (Weyl) quantization as

ijox |J — Kl
(2n)d 2" 2 <J+k> ( . T>h(k) oo

jezd kezd

T h =

where a(n, £) denotes the Fourier transform of a(x, &) in the variable x € T% Moreover the definition of
the operator 7, is independent of the choice of the cut-off function . up to smoothing terms; this will be
proved later in Lemma 3.1.
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Notation. Given a symbol a(x, £), we shall also write
T,[-1:=O0p”Ma(x, )] (3-7)
to denote the associated paradifferential operator. In the notation B stands for Bony and W for Weyl.

We now collect some fundamental properties of paradifferential operators on tori. The results are
similar to the ones given in [Feola and Iandoli 2022]. One could also look at [Berti et al. 2021c] for
recent improvements.

Lemma 3.1. The following hold:

(1) Letmi,my eR, s > %d,s eNanda e 4", be A" One has

(Al ymioms + (@, BY gt S lal 6]y, (3-8)
where
d
{a.b) =Y (9 a) By, b) — (8,,a) (2, b)). (3-9)
j=1

(i1) Letso>d, soeN, meRanda € ,/I{g" Then, for any s € R, one has

I Tahtllggs-n S lalgnllbllms  forall h € H*(T%; ©). (3-10)
(iii) Letso >d, soeN, meR, peN,anda € ,/I{g'jrp For0 <ey <e¢ < % and any h € HS(T"; 0,
we define
) |j — kI Jtk
Roh = (2,,)d 3 e Y (e - XQ)( o Jali -k 5 )i, (3-11)
jezd kezd

where X¢,, Xe, are as in (3-5). Then one has
IRah N so-m S ARl slal gy, - forall h e H* (T ©). (3-12)
Proof. (i) For any ||+ |B] < s we have

029l (a(x. £)b(x.£)= Y Cop(@'0]' a)(x. £)(0b) (x, £)
o)+or=u

Bi+p=B
for some combinatorial coefficients Cy g > 0. Then, recalling (3-4),

105"0¢" a) (v, £)(29L0) (x )l S lal_ym 1By (€)™ 271,

This implies (3-8) for the product ab. Inequality (3-8) for the symbol {a, b} follows similarly using (3-9).
(i1) First of all notice that, since a € Jig(’)", so € N, we have (recall (3-4))
laC-. &)l < (€)"lalym  forall § € 7,

which implies
a(j. )1 <€) lalym(j)™ forall j, & € 7. (3-13)
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1

Moreover, since 0 < € < 5 we note that, for &, n € 74

|s—n|> {(1 — &gl < A+,

0 3-14
(<E+n> 70 = la-am=a+olkl, 19
where 0 < € < %, and hence (& + ) ~ (£). Therefore

. A AYPNE
ITah s S Y™ xe('s ') ( -, S—'7)h<n) (by (3-2))
ot 7\ (€ +n) 2
€ nez 5
< <s>‘2’"(z @—>,|fz<n>|<n>°‘) jal’ym (by (3-13), (3-14)),
ot ~ (£ — )"
S ne
R 1 2
Slalyn Y (Z hm(n)® ——— )
" et ezt (& —n)
S lalin 1AE)E) % (€)™ 32 zuy < lalym IAEE) 1320 14E) 31 0,
S Walslalym. (3-15)

where we denote by * the convolution between sequences, and in the penultimate inequality we used the
Young inequality for sequences and in the last one that (£) % is in £!(Z%) since so > d.

(iii) Notice that the set of &, 1 such that (x¢, — xe,) (1§ —n|/(§ + 1)) = 0 contains the set such that
E—nl=ZeiE+n) or |E—nl<FeE+n).
Therefore (x¢, — Xxe,) (1§ —nl/{§ +n)) # 0 implies
e +n) <[5 —nl < 5e(E+n). (3-16)
For & € 7¢ we denote by </ (&) the set of n € 7% such that (3-16) holds. Moreover (reasoning as in (3-13)),

m
since a € A7, we have

A G, OIS V" lalyn, (/Y7077 forall j,& e 77, (3-17)

so+po

To estimate the remainder in (3-11) we reason as in (3-15). By (3-16) and setting p =5 — 5o we have

Rah| 2oy m < 2s+0=m) | (v — ¥, <|§—77|)A< . §+77> by (32
IRaR N, Ngjﬁm Gter = x| ey )2 ; (by (3-2))
— 14 + m. 2
< Z@)Z’"( 3 6 (5”_> fﬁsf) Ih(n)l<n>s> a2 (by (3-17))
sezd — g
SIAEEN * () fazalal’yn
S NAE)EY W2z 1E) I gy @y S WBllTgslal?y (3-18)

where we denote by * the convolution between sequences, and in the penultimate inequality we used the
Young inequality for sequences and in the last one we used that (£) ™% is in £!(Z¢) since so > d. U
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Proposition 3.2 (composition). Fix so > d, so € N, and m;,my € R. Fora € JV 2 and b € </1/ fot2 We
have (recall (3-9))

TooTy=Tay+ Ri@,b),  TaoTy=Tay+ 5 Tias) + Rala, b), (3-19)
where Rj(a, b) are remainders satisfying, for any s € R,
IR (a, D)l gs-m-my+i S NIhllmslal A, IbI,sz - (3-20)
Moreover, if a,b € H?T50(T%; C) are functions (independent of & € R") then, forall s € R,
I(TaTy — Tap)hllgso S NN as Nall goso 161 oo (3-21)

Proof. We start by proving (3-21). For &, 6, n € Z% we define

E—01\ (10— &)
997 = € € N ) = € . 3-22
N 0.mi=x (<s+e>)x ((9+n>) EC Rt ((%‘+n)) (22

Recalling (3-6) and that a, b are functions we have

Roh .= (T, Ty — Typ)h,
(Roh)(€) = @m) ™2 3" (1 = r2) (€. 0. e —0)b(6 — )h(n). (3-23)

n,0ezd
Let us define the sets

D:={(,0,n)eZ: (r1—r)E0,1) =0}, (3-24)
B W, 1E=01 _Se Je—nl _Se o 55} _
‘”_:@ﬂ”nez 10 S A G 4 @i 4 (3-25)
3 o lE—0) g E—ul 8 lo—u) g} _
B"‘%ae””ez ET0 S5 Ern o5 @rm s (5-26)

We note that
DDAUB = D°CA°NB".

Let (&, 6, n) € D¢ and assume in particular that (¢, 8, n) € Supp(r;) :={(&, 6, n) : r; # 0}. Then, reasoning
as in (3-14), we can note that

E—nl<e&+n) and (&)~ (n). (3-27)

Notice also that (¢, 8, n) € Supp(r;) implies (3-27) as well. The rough idea of the proof is based on the
fact that, if (€, 8, n) € D¢, then there are at least three equivalent frequencies among §,& — 6,60 —n, n;
therefore (3-23) restricted to (§, 8, n) € D¢ is a regularizing operator. We need to estimate

* 2
w%m&ﬁws}:(}:m@—ﬂnww—wNMWN@fﬂ) =1+1I+11I,

Eezd " n.0
where Z: o denotes the sum over indexes satisfying (3-27), the term I denotes the sum on indexes satisfy-
ing also |§ — 0| > ce|&|, II denotes the sum on indexes satisfying also | — 6| > ce|n| for some 0 < ¢ K 1



1154 ROBERTO FEOLA, BENOIT GREBERT AND FELICE IANDOLI

and 111 is defined by the difference. We estimate the term /. Using (3-27) and |§ — 0| > ce|§| we get

* 2
1<y (Z jaE —0)116© — ) 1h(m)|(n)* (& —9>P)

gezd “n.0
S HAGEIEY *1a@)1(E)” * 1bE)172 40,
S NAENEY 1320, NAEE 171 2y 1BEF: 0,
S Ml lall o 1811700,

where in the last inequality we used Cauchy—Schwarz and s¢g > d > %d .

Reasoning similarly one obtains IT < ||h||%{s ||a||%[5O ||b||%m+p. The sum /I is restricted to indexes
satisfying (3-27) and | — 0| < ce|&|, |n — 6| < c€|n|. For ¢ « 1 small enough these restrictions imply
that (¢, n, ) € A, which is a contradiction since (£, n, {) € D¢ C A€

Let us check (3-20). We prove that

1
TaoTy=Tap + 5:Tiay + R2(a, b),  [IR2(a, b)h| gs-mi-mrs2 S kllaslal m 1] m . (3-28)
1 50+2 s0+2
First of all we note that
—— 1 $+ﬂ) < 0+n )
T,Tyh = 0,n)a 6, —— |b|O —n, h 3-29
TN E = == n;ﬂ ri§. 6. ma <§ 5 n—— Jh), (3-29)
= 1 §+n>( $+n)A
Tuh = a 0,—— |blO —n, h(n), 3-30
(Tap) (§) wﬂ)%% ra(§, m)a (s 5 e 0 (3-30)
1 — 1 ( €+n>—/\( E+n)
—(Tiamh =— 0:a 0, -(0:b)|6 —n, h
5 (Tian)) (&) 2i<mwn£d ra(&, ) (@ca) & — @cb)(0 = n, > |h()
e Y nEnG a)(s 0. S—) @ b)( g, )h(n) (3:31)
2i(V2m)Md 2 : 2
n,0eZ
In the formulas above we used the notation 0y = (dy,, ..., d,), similarly for d:. We remark that we

can substitute the cut-off function r; in (3-30), (3-31) with r; up to smoothing remainders. This follows
because one can treat the cut-off function r{ (&, 8, n) — ry(&€, n) as done in the proof of (3-21). Write
E+60 =&+ n+ (6 —n). By Taylor expanding the symbols at & 4+ 1, we have

E§+60\ E+n £4+n\ 0—n
<f QT) (5 97)*“ ><f 97)'7

d 1 o —
Z/(I—G)(asaa)(f 0, S;” a%)(e,-—nﬂ(ek—nk)da (3-32)

4>|~

Similarly one obtains

13(— 9+”> ( ’§+”)+(a§b)(9 n,ﬁn) 6%
2 2

e

T2

9_
5 / (1_0-)(35/&19)( S EE T‘g)(e,—s,-)(ek—sk)do. (3-33)

Jj.k=1
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By (3-32), (3-33) we deduce that

T, Tyh — Typh — T{ah}h ZRh

- p=1 (3-34)
R h = —— ,9, ,9, ﬁ 5
(Rp)(E) = ¢ «/Eﬁdnéd”@ mgp(E. 0. mh(n)
where the symbols g; are defined as
g1i=— i / (1 =0)(Oxx; a)(é— it )(%é,b)( —n,s¥+ ;s)da, (3-35)
]k 1
1 &+ 0—n\ —— £+
g = — Y / (1= 0) (e, a)<g— T"+GT")(axkij)(e—n, T”) do, (3-36)
d
1 — E+n\ —— £+
g1=17 jél (3,9, (s -0, T) (3,05, b) (e —n, T) (3-37)
+ 6 —
g4 = Z / (1—a><axkx,gpa>(s 6. s—)(ax,,skg,b)(‘g n,52”+aT§)dG, (3.38)
Jkp 1
6 —
85 ‘= Z /(1—0’)(aék§,x,,a)<§ 9 _§+77+ n)(agpxkij)< — —g—;n)do’, (3-39)
]kp 1
9_
%=1 > /[ <1—m)(l—az)(ag,gkx,,xqa)(s 0.5 1o, 2")
Jik.p.g=1

_— + 0 —
X (O, £,x;2:D) (9 -, § 2 7 + 0y 7 E) doydo,. (3-40)

We prove the estimate (3-20) (with j = 2) on each term of the sum in (3-34). First of all we note that
ri(§, 60, n) # 0 implies

©.1) e {!;5 < ge}ﬂ{!e_i_Z') < %6} — BE), EeTi (3-41)

Moreover we note that
@.meRBE = EISIOL 1013l Inl SIEL (3-42)

We now study the term R/ in (3-34) depending on g3 (&, 6, n) in (3-37). We need to bound from above,
forany j,k=1,...,d, the H~m~m2+2_§oholev norm (see (3-41)) of a term like

Fa®:= Y (@ 3§ka)<5 9“”)(%3;@(9 n,S )h()

0.mesE)

= Zéj,k(s , s+”)h( ) (3-43)

nezd
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where we let

é\j,k(pv ;) = Z (ax,aéka)(p _£9 {)(8xka§jb)(£’ é‘)l(éf)(p,{')v P, { € Zd’
Lezd

— a. lp—t _8 i 1] 8
%(p,;“).—{ﬂel -—<2§+Z>sse}m{£ez ‘—<g_p+2;>556}

and 1«4, ¢) is the characteristic function of the set ¢’(p, ¢). Reasoning as in (3-42), we can deduce that
for £ € €(p, ¢) one has
2¢1 < 5126 + pl. (3-44)

Indeed ¢ € € (p, ¢) implies (6, n) € #(§) by setting
26 =20+p, 20=2042¢—p, 2n=2(-—p. (3-45)

Hence (3-44) follows by (3-42) by observing that 2; = & + 1. Using that a € .4;" % 4 b€ JI@(’)"ﬁZ and

reasoning as in (3-13), we deduce
164 (p. O S (€)™ ™72 p) ™l A b ym2 . (3-46)

so+2
By (3-43), (3-42), (3-2), we get

+ 2
||E-,k||§,mlmng@)‘le‘zmH(Z cjk(é g, 20 ”)‘W )| )
Eezd nezd
2
Slalm b, Z(men )S()) (by (3-46), (3-44), (3-45))
0+2 s0+ fezd “pezd

< lal? o Ibl e, HAE)I(E) * (&) 2z,

30

S IAlgslal®, m b1 s
so ‘0 +2

where in the last step we used the Young inequality for sequences, the Cauchy—Schwarz inequality

and that (€)% is in £1(Z?) if 5o > d. Since the estimate above holds for any j,k=1,...,d, we may
absorb the remainder R3/ in (3-34) in Ry (a, b)h satisfying (3-28). One can deal with the other terms
g1, 82, 84, &5, 86 similarly. U
Lemma 3.3. Fix sg > %d andlet f, g, h € H*(T; C) fors > sg. Then

feh=Trh+Ton f +Trng +%(f, g h), (3-47)
where

A(f, 8 ) = o )d Y a0 fE—n—0mh(),

n,cezd (3-48)
max2 (1§ —n—¢l, Inl, 1€])?

» 1, 5 Il p=>0.
@1 O S0 (e —n—ch il iene. T

Remark 3.4. An estimate of the form (3-48) implies that the function (f, g, h) — Z(f, g, h) defines a
continuous trilinear form on H® x H*® x H* with values in H*” as soon as s > p + %d. This will be

proved in Lemma 3.7.
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Proof. We start by proving the following claim: the term

Trgh— ) ¢ Y x CS L gHﬂm)ﬂs—n—ogwm@>

tezd n,;ez4 ()

is a remainder of the form (3-48). By (3-6) this is actually true with coefficients a(§, n, ¢) of the form

o (E=g) L (lE—n—¢l+
“@niy_*<@+n) “( @) )

In order to prove this, we consider the following partition of the unity:

[ R R

Then we can write

E—¢| £ —n—cl+1nl E—c\ (lE—n—cl+]
s 1, = € -1 € € €
aE.n ¢ (X<@+a> >X< @ >+X<@+n>x< ) )

& —¢| 1+ 1¢| & —¢|
€ € € @5 s N . 3'50
+X<@+o>x(@—n—n)+x<@+r) &m0 G50)

Using (3-5) one can prove that each summand in the right-hand side of the equation above is nonzero
only if max,(|€ —n —¢|, In, [1¢]) ~ max (€ —n—¢|, |n, |1¢]). This implies that each summand defines
a smoothing remainder as in (3-48). A similar property holds also for T, f and T¢,g. At this point we

write

feh=7 & Y [®e($,n,§)+xe(|s_'7(_5'“{')

o Inl+ 12 E—n—¢l+1n
Ui —-n—- Ui A AT
+ X (—)+x ( )}f(é—n—()g(n)h(z)-
Ne-n-00) ()
One concludes by using the claim at the beginning of the proof. ]

Matrices of symbols and operators. Let us consider the subspace % defined as
U ={w",u")e L*(T%;C) x LX(T4;C) :u™ =i }. (3-51)

Throughout the paper we shall deal with matrices of linear operators acting on H*(T¢; C?) preserving
the subspace %. Consider two operators R, R, acting on C % (T4: C). We define the operator § acting

on C®°(T?; C?) as
R R i
§i= [Rz Rl]’ (3-52)

where the linear operators R:[-1, i = 1,2, are defined by the relation R;[v] := R;[v]. We say that an

operator of the form (3-52) is real-to-real. It is easy to note that real-to-real operators preserve % in
(3-51). Consider now a symbol a(x, &) of order m and set A := T,. Using (3-6) one can check that

Alh] = Alh) = A=T; ax&=alx, —8), (3-53)

(adjoint) (Ah,v);2=(h,A"v);2 = A*=Tj;. (3-54)
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By (3-54) we deduce that the operator A is self-adjoint with respect to the scalar product (3-3) if and only
if the symbol a(x, &) is real-valued. We need the following definition. Consider two symbols a, b € 4"
and the matrix

A= AGr,£) = ( a(x,§)  b(x,§) )

b(x9 _é) Cl(x, _S)
Define the operator (recall (3-7))

Op™™a(x,§)  Op*™(b(x,8)) ) (3:55)

. BW, o—
M = Op®W(A(x, £)) := (opBW(b(T—s)) op*Va(x, —£))

The matrix of paradifferential operators defined above has the following properties:

e Real-to-real-ness : by (3-53) we have that the operator M in (3-55) has the form (3-52); hence it is
real-to-real.

o Self-adjointness: using (3-54) the operator M in (3-55) is self-adjoint with respect to the scalar product
on (3-51)

U, V)= /TdU-de, U= m V:[g]. (3-56)

if and only if
a(x,§) =a(x,§), blx,—=§) =>b(x,8). (3-57)

Nonhomogeneous symbols. In this paper we deal with symbols satisfying (3-4) which depend nonlinearly
on an extra function u(¢, x) (which in the application will be a solution either of (NLS) or (KG)). We are
interested in providing estimates of the seminorms (3-4) in terms of the Sobolev norms of the function u.

We recall classical tame estimates for composition of functions; we refer to [Baldi 2013] (see also
[Taylor 2000]). A function f : T¢ x Bg — C, where Bg :={y € R" : |y| < R}, R > 0, induces the
composition operator (Nemytskii)

f@) = f(x,u(x), Du(x), ..., D u(x)), (3-58)
where D*u(x) denote the derivatives 07 of order || = k (the number m of y-variables depends on p, d).

Lemma 3.5. Fixy >0 and assume that f € C*(T¢ x Bg; R). Then, for any u € HY P with |lu|\wr~ < R,
one has

IF @) lar < ClFller U+ ullgree), (3-59)
N

~ 1 n oz
Hf(u+h)—z O flh, ... k| < Clhllyoo (-l a7 + Whllwreollull gr+0) (3-60)

!
= n! "y

for any he HY TP with || h||wpr. < %R and where C > 0 is a constant depending on y and the norm ||u|| wp.cc.

Consider a function F (yg, y1, ..., yq) in C®(C?*!; R) in the real sense; i.e., F is C™ as function of
Re(y;), Im(y;). Assume that F has a zero of order at least p+2 € N at the origin. Consider a symbol f (&),
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independent of x € T¢, such that | f| ym < C < o0 for some constant C. Let us define the symbol

a(x,é)::(azquF)(u,Vu)f(E), z“;:za", ,zk —8’3 o (3-61)

for some j,k=1,...,d, o, B €10, 1} and o, 0’ € {£}, where we use the notation ™ = u and u™ = u.
Lemma 3.6. Fix so > 1d. Foru € Bg(H****(T4; C)) with 0 < R < 1, we have

lal g SNl ey

where a is the symbol in (3-61). Moreover, the map h — (3,a)(u; x, £)h is a C-linear map from HST50+1
to C and satisfies

|@ua)h] g S RN sesot llu ||Hv+v0+l
The same holds for d;a. Moreover if the symbol a does not depend on Vu, then the same results are true
with so+ 1 ~ .

Proof. 1t follows from Lemma 3.5. U

Trilinear operators. Throughout the paper we shall deal with trilinear operators on the Sobolev spaces.
We shall adopt a combination of notation introduced in [Berti and Delort 2018; Ionescu and Pusateri
2019]. In particular we are interested in studying properties of operators of the form

0= Q[ul, uz, u3] : (C*(T% €))°* — Cc>(T%; ©),

0) = (-6

> qE . OiiE —n—ia(niia(c) forall & e 27,

2n >d =,

where ¢ (&, 7, ¢) € C for any £, n, ¢ € Z¢. We now prove that, under certain conditions on the coefficients,
the operators of the form (3-62) extend as continuous maps on the Sobolev spaces.

Lemma 3.7. Let o > 0 and m € R. Assume that for any &, n, ¢ € Z¢ one has

- ma((E —n—0), ), ) 63
9E 1 O S € —n=2). (), (€))7 (69

Then, fors > so > %d + w, the map Q in (3-62) with coefficients satisfying (3-63) extends as a continuous
map form (H® (T4; ©))3 to H*t™(T4; C). Moreover one has

3
1@y, uz, us)llgssm S Nuillms [T lasell o (3-64)
i=1 i#k
Proof. By (3-2) we have

1Q @1, uz, uz) [ Fsm 2
< Z(S)Z(“*’")( > |q<s,n,;)||ﬁ1<s—n—o|mz(n>|m3(¢>|>
gezd n,cezd

2
< Z( D7 () max((§ —n—¢). (n). (C)V‘Iftl(é—n—é)llﬁz(n)||ﬁ3(§)l> (by (3-63))

Eezd “n,cezd
=1+11+ 11, (3-65)
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where I, 11, I1I are the terms in (3-65) which are supported respectively on indexes such that
max{{§ —n =), (M. (O} =& —n—1¢),
max{{§ —n =), (m. ()} = (),
max{(§ —n —¢). {m). ()} = (5).

Consider for instance the term /1. By using the Young inequality for sequences we deduce

1 S p) i (p)) = () a2 (m) * () a3 () ez S Nl mso lluz || oo llus || s,
which is (3-64). The bounds of I and I/ are similar. ]

In the following lemma we shall prove that a class of “paradifferential” trilinear operators, having
some decay on the coefficients, satisfies the hypothesis of the previous lemma.

Lemma 3.8. Let u > 0and m € R, m > 0. Consider a trilinear map Q as in (3-62) with coefficients

satisfying
1§ =<l 5§ —¢I"

(E+¢) (cm
forany &, n,¢ € 7% and 0 < € < 1. Then the coefficients q (£, 1, ¢) satisfy (3-63) with j ~> u+m.

Proof. First of all we write (&, 1, ¢) =q1(§, 1, ¢) +q2(§, 1, ¢) with

_ & —¢| (lS—n—CHInI) 367

1€ —¢| | —n—C|+1¢] nl+1¢]
9 b = 9 b € e o € - . € e o ®€ 9 b 9 3_68
60,0 = FE 1, O (@H))[x ( - )+x (<S_n_§>)+ € z)} (3-68)

where O (&, n, ¢) is defined in (3-49). Recalling (3-5) one can check that if g(£¢,n,¢) # O then
€ —n —¢|+Inl K€ |¢| ~ |&|. Together with the bound on f (&, n, ¢) in (3-66) we deduce that the
coefficients in (3-67) satisfy (3-63). The coefficients in (3-68) satisfy (3-63) because of the support of the
cut off function in (3-5). O

Hamiltonian formalism in complex variables. Given a Hamiltonian function H : H'(T%; C?) — R, its
Hamiltonian vector field has the form

L _ . VaHU) | 01 _|u
XyU):=—1JVHU) = 1(—VMH(U))’ J = [_1 0], U= [ﬁ} (3-69)
Indeed one has
dHWU)[V]=—-QXyWU),V) forallU = [;], V= [g], (3-70)
where 2 is the nondegenerate symplectic form
QU, V):—/ U~iJde:—/ i(uv —uv) dx. (3-71)
Td Td
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The Poisson brackets between two Hamiltonians H, G are defined as
(G, H}:=Q(Xg. Xp) 2" — /W iJVG-VHdx = —i /W VuHViG —ViHV,Gdx.  (3-72)
The nonlinear commutator between two Hamiltonian vector fields is given by
(X, Xul(U) =dXc(U)[Xy(U)] —dXu(U)[Xc(U)] = —X(G,m(U). (3-73)

Hamiltonian formalism in real variables. Given a Hamiltonian function Hg : H'(T¢; R?) — R, its
Hamiltonian vector field has the form

_ ([ VeHa(y. ) _
Xy (P, 8) = IV Hy (¥, ) = (—W e ¢)> , (3-74)
where J is in (3-69). Indeed one has
dHa(b. §)[h] = —O(X gy (. ). h)  for all m h= [‘(Z] (3-75)

where Q is the nondegenerate symplectic form

S(lYr| [V2])._ v ], [ ~ _
Q<[¢1}[¢2D ._/w [¢>1] I [@}dx—/w (Y192 — dr1y2) dx. (3-76)

We introduce the complex symplectic variables

u v\ _ L (ALY +iag e (w) » (u) 1 AR+
D=z (" )=— : —¢ ' (L) =— , (377
<u) <¢> V2 (Af{@ —ingo ¢ i) 2\ —indlw—a) G717

where Akg is in (1-3). The symplectic form in (3-76) transforms, for

[ 1)

into Q(U, V) where Q is in (3-71). In these coordinates the vector field X g, in (3-74) assumes the
form Xy as in (3-69) with H := Hg o6,

We now study some algebraic properties enjoyed by the Hamiltonian functions previously defined. Let
us consider a homogeneous Hamiltonian H : H'(T¢; C?) — R of degree 4 of the form

HW)= @)™ Y hal6.n. i —n— Di(mi(u(=§). U:m’ (3-78)

£,,6€2¢
for some coefficients h4(&, 1, ¢) € C such that

h4(§a n, é‘) = h4(—77’ _S’ é‘) = h4(§v n, S —-n—- 4)9

(3-79)
ha(€,1,¢) =ha({,n+¢ —E,&) forallg,n, ¢ ez’
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By (3-79) one can check that the Hamiltonian H is real-valued and symmetric in its entries. Recalling
(3-69) we have that its Hamiltonian vector field can be written as

_iv- X}
( ¥qu(U)):( H(U))’ (3-80)
iv.HW)) ~ \x} W)
XpO® =2m ™ Y fE 0 O —n—Oimi), (3-81)
n,cezd

where the coefficients f (&, n, ¢) have the form

fE, 0,0 ==2ih(E n¢), &nteZ’ (3-82)

We need the following definition.

Definition 3.9 (resonant set). We define the following set of resonant indexes:

Z:={En,0) e E|=1¢), Inl=1E —n—¢NU(E, 0, ) e 1 |E|=1E —n—<l, Inl=I¢]). (3-83)

Consider the vector field in (3-81) with Hamiltonian H defined in (3-78). We define the field X ;™ (U)
by

X5E) =m0 fOVE . OaE —n— Dumi), (3-84)
n,cezd
where
FUE 0 = fE 0, D1aE 0, 0), (3-85)

where 14 is the characteristic function of the set % and f is defined in (3-82).
In the next lemma we prove a fundamental cancellation.
Lemma 3.10. For n > 0 one has (recall (3-2))
Re((D)"X 5"*(U), (D)"u) > = 0. (3-86)
Proof. Using (3-83)—(3-85) one can check that
X =en Y FEn i —n—0imic),
(n.5)eZ (&)
with 2(§) :={(n, £) € 22 1 |€|=1¢ 1, Inl=§ —n—¢|} for § € 7, and
FEn.8)=fEn O+ fE nE—n=20). (3-87)
By an explicit computation we have
Re((D)' X" (U), (D)’ u) 2
=)™ Y EFFE O+ TFC A —E HIAE —n—OumaQ)u(—§).

£€z?,(n,5)eR ()

By (3-87), (3-82) and using the symmetries (3-79) we have #(&,n,¢)+ F(. ¢ +n—£&,8) =0. |
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Remark 3.11. Throughout the paper we shall deal with general Hamiltonian functions of the form

HW)=Qm)™ Y w2%%E p, )u’l (§ —n— Ou (mu® ()u™ (—£),

01,02,03,04€{+}

gn.cez!
where we use the notation
w()=i(-) ifo=+ and w0 ()=u(-) ifo=-—. (3-88)

However, by the definition of the resonant set (3-83), we can note that the resonant vector field has still the
form (3-84) and it depends only on the monomials in the Hamiltonian H (U) which are gauge-invariant,
i.e., of the form (3-78).

4. Paradifferential formulation of the problems

In this section we rewrite the equations in a paradifferential form by means of the paralinearization formula
(ala [Bony 1981]). In Section 4A we deal with the problem (NLS) and in Section 4B we deal with (KG).

4A. Paralinearization of the NLS. In the following we paralinearize (NLS), with respect to the vari-
ables (u, u). We recall that (NLS) may be rewritten as (1-12) and we define ﬁ(u) = P(u, Vu) — %|u|4 =
LIVR(Jul?)[2. We set

d
P) = @3 PY(u, Vi) =y 0,3, P)(u, Vu). (4-1)
j=1

Lemma 4.1. Fix so > %d and 0 < p < s —sg, s > so. Consider u € H*(T?; C). Then we have

puw) =T, plul+T, pli] (4-2)
d d
+ D Ty, plugl+ Ty, plig) =Y 0 (T, plul+ T, plidl) (4-3)
. 7 ’J X J 7
]=1 j=1
d
- § : Ox (T, Blux ]+ Ty, o plits]) + R(w), (4-4)
T J
j=1

where R(u) is a remainder satisfying
IR0 S CluallTys (4-5)
for some constant C > 0 depending on s, so.

Proof. By using the Bony paralinearization formula, see [Bony 1981; Métivier 2008; Taylor 2000], and
passing to the Weyl quantization we obtain

pu) =T, plul+T, plu] (4-6)
d d
+ Y (T plug)+ Ty, plitg D) =Y 0(Ty,, plul+ Ty, pli)) 47
j=] y J ., 7 j:] J J
- X% 0y, ;<Tauxj o Pl ]+ Ty Bl D)+ R(), (4-8)
]j= =
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where R(u) satisfies the estimate (4-5) since 4 (x) ~ x? for x ~ 0. The first term in (4-8) is equal to the
first in (4-4) because 9z, P = 104, u, \VA(u»)? = 0if j #k. O

"k 7

We shall use the following notation throughout the rest of the paper:

U= |:12:|’ E = |:O _1], 1:= |:0 1:|, diag(b) := bl, beC. 4-9)

Define the real symbols

ar(x) = [ ([uHPlul®  ba(x) :=[A (ul)1u?,

d
G & = W (PP Y i), &= G-k, 10
j=1
We define also the matrix of functions
,_ v |@WUx) ba(Usx)| _ |ax(x) ba(x) ]
Az (x) 1= A2(U3 %) = |:b2(U; %) ax(U: x)} = [bz(x) a2(x)} (10

with a(x) and b, (x) defined in (4-10).
Proposition 4.2 (paralinearization of NLS). Equation (NLS) is equivalent to the system
U = —iE Op®™((1+ A2(x)) 1)U —iEV % U —i Op®N(diag(@ (x) - £))U + X, (U)+ R(U), (4-12)
““NLS

where V is the convolution potential in (1-5), the matrix A,(x) is the one in (4-11), the symbol a,(x) - £ is
in (4-10) and the vector field X, (U) is defined as
““NLS

2 2
X (U) = —iE[OpBW([2|u| N DU + Q3(U)] (4-13)

i’ 2ul?
The seminorms of the symbols satisfy the estimates

a2l o + 16210 Sl ypey  forall p+so<s, peN,

. 6 (4-14)
lai §|/V1,1 S Nl pissr  forall p+so+1=<s, peN,
where we have chosen so > d. The remainder Q3(U) has the form (Q;F(U), Q;(U))T and
01 &) =M™ > aE. n. OiE —n— (i) (4-15)

n.cezd

for some q(&, n, ¢) € C. The coefficients of Q;r satisfy

< maxp{{§ —n—&), (), ()} i 0> 0. 416
R (T ERTAGIE (10

The remainder R(U) has the form (RY(U), Rt (U))T. Moreover, for any s > 2d + 2, we have the
estimates

IRz SUUN e, 1Q3W) s S WU N3y (4-17)
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Proof. By Lemma 3.3 the cubic term |u|>u in (NLS) is equal to 27, pu + T,2u + %(u, u, u). Setting
Q;F(U) = %(u,u,u), we get (4-15) by (3-48). The second estimate in (4-17) is a consequence of
Lemma 3.7 applied with p = p =m = 2.

We now deal with the remaining quasilinear term p(u) defined in (4-1). We start by noting that

3, ==0p"™i&), j=1,...d, (4-18)

and that the quantization of a symbol a(x) is given by OpBW(a (x)). We also remark that the symbols
appearing in (4-2), (4-3) and (4-4) can be estimated (in the norm | - | y») by using Lemma 3.6. Consider
now the first paradifferential term in (4-4). We have, forany j =1, ...,d,

04Ty, ., POt = Op™"(i8)) 0 Op™ (83, u, P) 0 O™ (i )ur.

By applying Proposition 3.2 and recalling the Poisson bracket in (3-9), we deduce

Op®™(i&)) 0 0p*™ (3, u, P) 0 Op”™(i&)) = Op®V(—£/ 3z, v, P) (4-19)
BW( 1, o5 15
+0p (L0, (G, P~ S0, 00,0, PY) @20)
+ RV @)+ R (), (4-21)
where

" @) := Op®M(— 481, By, P))
and ﬁJ@ (u) is some bounded operator. More precisely, using (3-20), (3-10) and the estimates given by
Lemma 3.6, we have, for all h € H*(T¢; C),

IR @ohllgs < Cllalaslullys. 1R @hllgs < Cllallgs ) (4-22)

H2r0+3
for some constant C > 0 and s > d + 1, s € N. We set

R(u) := Z(E}”(u) + 1?}2’(14)).

j=1
Then

Z x7 ux uxj x,

= OpBW (Zg Oi u ) + R(u) — = 0p®W (Z( £, (i, u, P) 450y (i u,, P)))

Jj=1 j=1
= 0p™Max(x)[§%) + R(u) + 5 0p™ (Z &0, (O, P) = B 1’5))) (by (4-10))
~ =1
= 0p®Max () [€[*) + R(w), !
where we used the symmetry of the matrix BWWIS (recall Pis real) and that
Biyyuy P () = 303,y IVA(uP)P =" a2 (x).

By performing similar explicit computations on the other summands in (4-2)-(4-4) we get (4-12), (4-11)
with symbols in (4-10). By the discussion above we deduce that the remainder R(U) in (4-12) satisfies
the bound (4-17). U

2 (4 10)
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Remark 4.3. « The cubic term X« (U) in (4-13) is the Hamiltonian vector field of the Hamiltonian
““NLS
function

u

“ 4 . 2-I/t
HsU) = /W ul*dx, X, (U) = —iful i| (4-23)

o The operators

BW, 2 BW, 1:. = swl [2lul?  u?
Op”"((1+ A2(x))|§17), Op~"(diag(ai(x)-§)), Op P2 20l

are self-adjoint thanks to (3-57) and (4-10).

4B. Paralinearization of the KG. In this section we rewrite (KG) as a paradifferential system. This is

the content of Proposition 4.7. Before stating this result we need some preliminaries. In particular in

Lemma 4.4 below we analyze some properties of the cubic terms in (KG). Define the real symbols
~1/2

ay(x, €) = ax(u; x, §) = Z@w o DX, VG, ¥ =K (1),
P e V2 (4-24)
ao(x, £) 1= ao(u: x, £) 1= § (3,5, O) (¥, AGY) + (33,30 G (W, AGV) A (8).
We define also the matrices of symbols
11
A (x,8) = (u; x,§) = %[1 J weEan(u; x, 8), (4-25)
a(x,§) =AW, x,§) :—[ ]ao(u;x,é), (4-26)
and the Hamiltonian function
3@2(@:_/ G, Aoy dx, (4-27)

with G the function appearing in (1-14). First of all we study some properties of the vector field of the
Hamiltonian %”K(?})

Lemma 4.4. We have
Xy (U) = —iJ VAL (U) = —iE OpPN(atp (x, £)U + Q3(w), (4-28)

with o in (4-26). The remainder Q3(u) has the form (Q3 (w), O3 )" and (recall (3-88))

07 () = Tl 0226;6& }q (&, n, O (& —n — OHu2 (Mu(¢) (4-29)
n,{éld

for some q°°>%3 (&, n, ¢) € C. The coefficients of Q;r satisfy

|q(71,0'2,0'3($’ 1, é_)| < max2{<$ - n—- ;)7 <77>7 <§>} (4_30)

~ max{(§ —n—2¢), (), (£)}
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for any o1, 02, 03 € {£}. Finally, for s > 2d + 1, we have

laol.ro StlFypigs  PH+so<s, so>d, (4-31)
1 @)l S Nuell s 1Q3 @) g S Maell 3y (4-32)
ldy X WA s S NullZys Bl s for all h € HY (T C?). (4-33)
Proof. By an explicit computation and using (1-2) we get
—1/2
X (U) = (X (U), Xy (UDT U) = —i2KS ¢y
e = <4) (4) <4) NG g().

The function g is a homogeneous polynomial of degree 3. Hence, by using Lemma 3.3, we obtain

iX;,K<4G>(U) =Ao+A_ip+A 1+ 0 (u), (4-34)

where
Ag:=10pPV(@,,,, G (W, AGY ) u+ill, (4-35)
A2 =1 0pPY(8y,, G (W, ALSYU DA RS > i) 1+E Al OPPV (3,10 G (W, AYGY ) uti], (4-36)
Ay =L A2 OpPY(8,0y, G (W, AU AR (utiD)], (4-37)

and Q7 is a cubic smoothing remainder of the form (3-48) whose coefficients satisfy the bound (4-30).
The symbols of the paradifferential operators have the form (using that G is a polynomial)

(u + M) u+ u) —d i&-x 01,0 -~ -
, @m)™ YT DY gl E muti (E — u(n), (4-38)
ﬁ f o1,00€{x} £ez7d nezd

where k, j € {yo, y1} and where the coefficients gk‘ 72(&, n) € C satisfy | gkljaz &, <.
We claim that the term in (4-37) is a cubic remainder of the form (4-29) with coefficients satisfying
(4-30). By (3-6) we have

1/2

(8ij)<

A= 126y 7 C 12 E=¢l\ 5
A® =557 Z D000 G (€ — O AR E) ARy (;)xe(@H))u &)
rezd oe{+)
1 _ _
= 3Gy Y g - ) Agd @) Agd @)
01,07, (IGji} |$ — é‘l o o~ -
bel ——— |u% (£ —n—C)u* o by (4-38
n:§ X ((S—i—;))u (& —n—0u(mu’ () (by (4-38)),
which implies that A_; has the form (4-29) with coefficients
0.0 = de €~ £ A @A On (1 ) (4-39)

By Lemma 3.8 we have that the coefficients in (4-39) satisfy (4-30). This proves the claim for the
operator A_j. We now study the term in (4-36). We remark that, by Proposition 3.2 (see the composition

formula (3-19)), we have A_;» = OpBW(A !/ 2(5 )0y0y; G) up to a smoothing operator of order —%.
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Actually to prove that such a remainder has the form (4-29) with coefficients (4-30) it is more convenient
to compute the composition operator explicitly. In particular, recalling (3-6), we get

A1y = OpPMAL L2 (8)dy,,G) + R_1, (4-40)
where
Ra@=0m)™ Y 2% —n—¢n, OuolE —n—Ou ()’ (£),
o1,02,0 €{£}
e :
L1020 _ . - A2 12, Aa-12(E1C
E—-n—¢n0)= Zgyoyl(é Cn)X6(<g+§)>|: () + Agg (§) —2Agg <—2 )]

We note that
1/2 1/2 §+¢ _1/ 3pfE+te §-¢
&) = ( : ) 2 ] Ak (—2 +roo ).

‘ ey b A (0) — 20 ”2<§J2”;)‘§|s|—3/2+|c|—3/2.

Again by Lemma 3.8 one can conclude that r?°>°(§ —n — ¢, n, ¢) satisfies (4-30). By (4-40), (4-35),
(4-37) and recalling the definition of ag(x, £) in (4-24), we obtain (4-28). The bound (4-32) for Q3
follows by (4-30) and Lemma 3.7. Moreover the bound (4-31) follows by Lemma 3.6 recalling that
G, A¢g¥) ~ O(u*). Then the bound (4-32) for X, follows by Lemma 3.1. Let us prove (4-33). By
differentiating (4-28) we get

Then we deduce

dy X (U)[h] = —1E Op* V(e (x, £))h —iE Op®M(dy o (x, §))U +dy Q3(w)[h]. (4-41)

The first summand in (4-41) satisfies (4-33) by Lemma 3.1 and (4-31). Moreover using (4-38) and (4-24)
one can check that

|dy (x, E)h] o S llullgrrso il ggriso.  p+s0 <.

Then the second summand in (4-41) verifies the bound (4-33) again by Lemma 3.1. The estimate on the
third summand in (4-41) follows by (4-29), (4-30) and Lemma 3.7. O

Remark 4.5. We remark that the symbol ag(x, £) in (4-24) is homogeneous of degree 2 in the variables
u, u. In particular, by (4-38), we have

a(x, &) = Q2m) ™2 Y~ e Fag(p, £),

pezd

A _ —d 01,02 ;01 1102

ao(p. §) = 2m)™ > ad"*(p, . )u (p — nu® (), (4-42)
o1,02€{%}
nez?

ag % (p.n. €)= Lel 2 (p, ) + g0 P (p. M Agg (©).

Moreover one has |a;"”*(p, n, £)| < 1. Since the symbol ag(x, §) is real-valued, one can check that

a1 0" (pon, &) =ay " (—p,—n, &) forallg, p,ne 7%, 61,09 € {£}. (4-43)



LONG TIME SOLUTIONS FOR QUASILINEAR SCHRODINGER AND KLEIN-GORDON EQUATIONS ON TORI 1169

Remark 4.6. Consider the special case when the function G in (1-2) is independent of y;. Following
the proof of Lemma 4.4 one can obtain the formula (4-28) with symbol ay(x, £) of order —1 given by
(see (4-37))

ao(x, §) 1= 30y, G (W) Agg (6).
The remainder Q3 would satisfy (4-30) with better denominator max{(§ —n —¢), (n), (¢ )2,

The main result of this section is the following.

Proposition 4.7 (paralinearization of KG). The system (1-13) is equivalent to

U =—iEOp®™((1+ a4 (x.£))Akc())U + X4® (U) + R(w), (4-44)

o= fi)=eLi]

(see (3-77)), @1 (x, &) is in (4-25), and XfK<4G> (U) is the Hamiltonian vector field of (4-27). The operator
R(u) has the form (R* (u), R*Tw))T. Moreover we have

where

|0+ lazl ot S Nullyypign forallp+so+1<s, peN, (4-45)

where we have chosen so > d. Finally there is > 0 such that, for any s > 2d + |, the remainder R(u)
satisfies
1RGOl s S Nl s (4-46)

Proof. First of all we note that system (1-13) in the complex coordinates (3-77) reads

A—1/2 A—1/2 i
du = —iAggu — i % (W) +gW), v = % (4-47)

with £ (), g(¥) in (1-1), (1-2). The term (—i/~/2) Ay *g(¥) is the first component of the vector field

X (U), which was studied in Lemma 4.4. By using the Bony paralinearization formula (see [Bony
1981; Métivier 2008; Taylor 2000]), passing to the Weyl quantization and (1-1) we get

d
W)Y == 3 000" M@y, yeyy YW, Vi) 000 ¥ (4-48)
J.k=1 d
+ Y 100" ™M (@yy, YW, V), 019 + 0" M@y y YW, VYD + R (W), (4-49)
j=1

where R™7 () satisfies | R () || gs+r < IIWIIA}F for any s > sg > d + p. By Lemma 3.6, and recalling
that F (¢, Vi) ~ O(y°), we have

g, Flrg + 10y FlLio +10yy Flyo S IV e pHso+1<s, (4-50)
where s > d. Recall that 9, = OpBW(éj). Then, by Proposition 3.2, we have

[Op™™ @y y,, ), 3 1 = Op™™(=idyy, F. EDY + QW)
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with (see (3-20)) [|Q () |l gs+1 S |81/,1/,t F| 0, ||¢||Hv Then by (3-8), (4-50) and (3-10) (see Lemma 3.1
and Proposition 3.2) we deduce that the terms in (4-49) can be absorbed in a remainder satisfying (4-46)
with s > 2d large enough. We now consider the right-hand side of (4-48). We have

— 3, 0 0p™" (B, y,, F)(W, V) 0y, = Op”(&;) Op™™ (B, y,, F) (W, VY1) Op° V(&)

By using again Lemma 3.1 and Proposition 3.2 we get

£ =0p*May(x. £)¥ + R(y). (4-51)

where a5 is in (4-24) and ﬁ(l//) is a remainder satisfying (4-46). The symbol a;(x, &) satisfies (4-45) by
(4-50). Moreover

_ A_l/2 I
ﬁ “Zf(w—T Ké”f(%) 2 L oYy, OARL N+l (@52)

up to remainders satisfying (4-46). Here we used Proposition 3.2 to study the composition operator
1/ 2 OpBW(az (x, é))A_l/ 2 By the discussion above and formula (4-47) we deduce (4-44). U

Remark 4.8. In the semilinear case, i.e., when f = 0 and g does not depend on y; (see (1-1), (1-2)),
equation (4-44) reads
U = —iE Op®™ (1AkG(E)U + Xy (U),

where the vector field X,-@ has the particular structure described in Remark 4.6.

5. Approximately symplectic maps

5A. Paradifferential Hamiltonian vector fields. In this section we shall construct some approximately
symplectic changes of coordinates which will be important for the diagonalization procedure of Section 6.
Define the frequency localization

Sew = Zw(km(' |>e , £ez?, (5-1)
by (&)

for some 0 < € < 1, where . is defined in (3-5). Consider the matrix of symbols

0 bnis(x, &)

st —8) 0 (>-2)

Bnis(Ws x, &) := Bnus(x, §) := ( ) . bais(x, &) = 1 (&)w?

1
2112

where x (£) is a C*°(R; R™) function equal to 0 if || < 4 and 1 if |§| > 5. Define also the Hamiltonian
function

1 . =
Bnis(W) = 3 /v E Op™(Bris (S W x, )W - W dx, (5-3)

where SeW = (Sgw, S; w)’. The presence of truncation on the high modes (Sz) will be decisive in
obtaining Lemma 5.1 (see comments in the proof of this lemma).
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Analogously we define the following. Consider the matrix of symbols

0 bxa(x, 5)) aop(x, &)
Bxg(W; x,&) := Bgg(x, &) = | —— , brxg(W;x, &) = ———, 5-4
KG ( £) KG (¥, §) (bKG(x, 5 0 KG( £) I ARG (@) (5-4)
with ag(x, &) in (4-24) and Agg in (1-4), and define the Hamiltonian function
Fo(W) =3 / i Op™(Ba (S Ws x, )W - W dx, (5-5)
Td

where S¢ W := (Sgw, Szw)”, where S is in (5-1).

In this section we study some properties of the maps generated by the Hamiltonians i s(W) in
(5-3) and Bkg(W) in (5-5). In the next lemma we show that their Hamiltonian vector fields are given by
OpBW(BNLs(W; x,&))W and OpBW(BKg(W; x, £))W respectively, modulo smoothing remainders. More
precisely we have the following.

Lemma 5.1. Consider the Hamiltonian function (W) equal to #nis in (5-3) or Bxg in (5-5). One has
that the Hamiltonian vector field of (W) has the form

Xz (W) =—iJVBW) = O0p®M(B(W; x, E)W + Q(W), (5-6)

where Q (W) is a smoothing remainder of the form (Q;;(W), Q;;(W))T and the symbol B(W; x, €) is
respectively equal to BNLs(W; x, &) in (5-2) or Bxkg(W; x, &) in (5-4). In particular the cubic remainder
Q% (W) has the form
T\ _ 1 01,072,073 Py — o =0 d
QW@ =g Do AT EnOWIE - OuImuTE), §e2!, (5T)

01,02,03€{%}
n.cez?

where @757 (&, 1, ¢) € C satisfy, for any &, 1, ¢ € 7%, a bound like (3-48). In the case that B = BnLs
we have o0y = +, 0y = —, 03 = +. Moreover, for s > %d + p, we have
k
Idiy Qu(W)Thi, ... hidll s SNw3s [ [ Wil forall i € HS (T4 CY, i=1,2,3,  (5-8)
i=1

fork=0,1,2,3. Moreover, forany s > 2d + 2, one has

k
ldfy X s WAL, - il g S HwIGE [ [ Whilles forall by € HY (T4, i=1,2,3,  (5-9)

i=1

k
ldy X s WAL, s kil e S Nwl3s* [ [ Wellas  for all by € HS (T4 €%, i =1,2,3, (5-10)
i=1
withk=0,1,2, 3.
Proof. We prove the statement in the case %8 = %nLs; the other case is similar. Using the formulas (5-2),
(5-3) we obtain BN s(W) = —G1(W) — Go(W) with
i

G(W) = —E/dOPBW(bNLS(st))U_JU_)dX, G2 (W) :=%/d Op®V(bnis (Sew)ww dx,
T T
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where we recall (5-1). By (5-2) we obtain that V3G (W) = —i OpBW(bNLS (Szw))w. We compute the
gradient with respect w of the term G,(W). We have

dy G (W)() = / Op®™(Se () Sg () |2x($))wwdx

B
Z Sero)2(@)E =1 — ) S s (WMD)

e 4 C+E> (|s—;|>A_ by (3.6
X|§+§|2x< > )X\ ex o) w(=§) (by (3-6))

] 3 X(§+§> 1 X(|§—¢|)X<2|s—n—z|>x
(2m)d 2 JIe+ERT\E+) ) E+0) ‘

e 2| A
X<<s+;>>w<-§—n—;)h(n)w(;)w(—é) (by (5-1)

ceE\ 1 € — ¢
= h €
2on )dZ (=m) Z ( 2 >|¢+s|2x <<s+g>)

§.5eZ
21§ +n—¢| 2|\ 2 AT
XXe( E+o) )xe(<$+{>>w(é+n Hw(Q)w(=8).

Recalling (3-69) and the computations above, after some changes of variables in the summations, we obtain

_i
T 2Qn )"

X s (W) = OpBW(BNLs (S W x, €)W + Ry (W),

where the remainder R; (W) has the form (R+(W), R+(W))T, where (recall (3-5))

(R+(W))($) =

> nE . ObE—-OwmbE), £ez?,

n,cezd

nEn )= -2 x(zf_“”)x( |n—£| >X< 20| )X< 20| )
o 26—+ 2 )7\ —g+n) )T\ (g —n—2¢) )"\ (g —n—2¢)

One can check, for 0 < € < 1 small enough, ||+ |n| K< |E —n — ¢| ~ |¢|. Therefore the coefficient
r1(§, n, ¢) satisfies (3-48). Here we really need the truncation operator S¢: if you don’t insert it in the
definition of AN (see (5-3)) then R; is not a regularizing operator. Furthermore this truncation does

(2m )d

not affect the leading term: Define the operator

RS (W)
Ry(W) = ( R}TW)) := Op®Y (Bnis(Se W x, &) — Bais(Ws x, £))W

We are going to prove that R; is also a regularizing operator. By an explicit computation using (3-6),
(5-1) and (5-2) one can check that

(W)(S)=W Ym0 ObE —n—DBMDE). Eezd,
n,¢ezd

(. D) = — 1 X(§+C)X<IS—§I)(I_X(IE—U—CI)X( [n] ))
o &+ ¢ 2 )™\ Ero \e+o J*\ero
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We write 1-r,(&, n, ¢) and we use the partition of the unity in (3-49). Hence using (3-5) one can check
that each summand satisfies the bound in (3-48). Therefore the operator Qs := R; + R, has the form
(5-7) and (5-6) is proved. The estimates (5-8) follow by Lemma 3.7. We note that

dw (Op®V(Bnis (W x, £))W)[h] = OpP™(Bais(W; x, £))h + Op®V(dw Bais(W; x, €)[A])W.

Then the estimates (5-9) with k = 0, 1 follow by using (5-8), the explicit formula of B(W; x, ) in (5-2)
and Lemma 3.1. Reasoning similarly one can prove (5-9) with k =2, 3. ([

In the next proposition we define the changes of coordinates generated by the Hamiltonian vector fields
X 2y and X 5, and we study their properties as maps on Sobolev spaces.

Proposition 5.2. For any s > sg > 2d + 2 there is ro > 0 such that for 0 <r <ry and

W= [ﬂ € B,(H*(T?; C?))

the following holds. Define
Z:= D (W)= W+ X, (W), (5-11)

where » € {NLS, KG} (recall (5-3), (5-5)). Then one has

IZ1gs < lwllgs (14 CllwlFs) (5-12)
for some C > 0 depending on s, and
W =2Z—Xz,(Z)+rw), (5-13)
where
Ilr@) e S lwllys- (5-14)

Proof. By (5-11) we can write
W=2Z—X5(W)=Z—X3(Z)+ X5 (W)~ X5,2)].

By using estimates (5-9) or (5-10) one can deduce that X 4, (W) — X 4, (Z) satisfies the bound (5-14).
The bound (5-12) follows by Lemma 5.1. [l

5B. Conjugations. Recalling (1-25) and (4-23) we set

HGSW) = A W) + W), AL (Z) ;=/

ANLsz-zdx. (5-15)
Td

Analogously, recalling (4-27) and (1-4), we set

S (W) = g (W) + 8 (W), 48 (2) ::/IAKGz-de. (5-16)
T{

In the following lemma we study how the Hamiltonian vector fields X, = (W) in (5-15) and X<t w)
““NLS “YKG
in (5-16) transform under the change of variables given by the previous lemma.
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Lemma 5.3. Let so > 2d + 4. Then for any s > s there is ro > 0 such that for all 0 < r < ry and
zZ= ﬂ € B,(H*(T; C?))
Z

the following holds. Consider the Hamiltonian %, with » € {NLS, KG} (recall (5-3), (5-5)) and the
Hamiltonian %154) (see (5-15), (5-16)). Then

dw Pz, (WX, o (W)] =X, = (Z) +[X2,(Z), X,,0(Z2)] + Rs5(Z), (5-17)

where the remainder Rs satisfies
IRS(Z) s S Nzl (5-18)
and [ -, -] is the nonlinear commutator defined in (3-73).

Proof. We prove the statement in the case %, = %nLs and %*(54) = f(fg ); the KG-case is similar. One
can check that (5-17) follows by setting

Rs 1= dw X s (W[ X,pi20 (W) — X, 0 (2)] (5-19)
T X0 (W) = X0 (Z2) +dw X0 (2) [ X 5 (2)] (5-21)
F Xz (2), Xy (2)]. (5-22)

We are left to prove that Rs satisfies (5-18). We start from the term in (5-19). First of all we note that
Xpzo (W) — Xpc0(Z) = —1EANs(W — 2) + X0 (W) — X 20 (2),

where we used that X, (W)= —iE AnLs W. By Proposition 5.2, (4-23) and (5-9) we deduce that

““NLS

X < ”/ — X < 2 s < 3 5.
Hence using again the bounds (5-9) we obtain

5

Reasoning in the same way, using also (5-13), one can check that the terms in (5-20), (5-21), (5-22)
satisfy the same quintic estimates. (I

In the next lemma we study the structure of the cubic terms in the vector field in (5-17) in the NLS
case.

Lemma 5.4. Consider the Hamiltonian #n1.s(W) in (5-3) and recall (4-23), (5-15). Then we have

21zI> 0

. BW
Xy (2) + [ X5 (2), Xy (Z2)] = —1E Op < 0 2z

)Z+Qﬁ4a, (5-23)
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where the remainder QH<4> has theform QH(4) (Z2) = (Q @ (2), QH<4> (Z))T and

(Qgin (2)(€) =

> age € DEHE—N—DIMEQ), e, (5-24)

(2 )d n.;ezd

with symbol satisfying

4 < maxo{(E —n =), (n), (O
9, © 1 ONS a1 & =), b, ©)F

Proof. We start by considering the commutator between X 4, ¢ and X ¢ . First of all notice that (see
“NLS
(5-6) and (5-2))

(5-25)

+NLS( ) 2
X,%NLS(Z>=( Z ) Xt (2):= OpBw<ﬁi<s>)[Z]+Q;NLS<Z>,

%NLS(Z)
and hence (recall (3-6)), for & € Z¢,
(W)(&)
2 (&40 1§ —nl
- € Pais Sy 15 y 5-26
= on )d ;ﬂz(s n— OZ(T’)Z(O[|5+TI|2X( > )x (<§+n>)+w (& ng)] (5-26)

where gz, (¢, n, ¢) satisfies the bound in (3-48). Hence, by using formulas (1-25), (5-26), (3-73), one
obtains
‘€+(Z))

72”(4) (Z) + [XJNLS (Z) (2) (D]= <(€+—(Z) ’

EHDE) = o )d 3 e 0. DEE — 11— DIMEED).
where e

2 _(&§+n7 & —nl
s 1 =1 € BNLs\S o 1]
oEm ) +[I§+n|2X( 2 )X (<s+n>)+” & ;)}

x [ANLs(E —n—¢) — AnLs(n) + Anis(¢) — Anes(6)]. (5-27)

We need to prove that this can be written as the right-hand side of (5-23). First we note that the term
in (5-27),

s &1, OIANLS(E — 1 — &) — AnLs () + Anes(§) — Anis(8)], (5-28)

can be absorbed in R; since (5-28) satisfies the same bound as in (5-25). Moreover, using (1-25) and
(1-5), we have that the coefficients
2 . S+n) (|§—77|)A > = =
X X [VE—n—-0)—-Vm+V(E)-V(E)]
1€ +nl? ( 2 )7\ +m
satisfy the bound in (5-25) by using also Lemma 3.8. Therefore the corresponding operator contributes

to R;. The same holds for the operator corresponding to the coefficients

2 _(§+m E=nl\re 2.2
IE+n|2X( > )xe(<§+n>)[lé n—¢Im+1gI7].
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We are left with the most relevant terms in (5-27) containing the highest frequencies 1 and §. We have
—2(|§|2+|77|2)X <|S—n|)x<§+n) N (I%‘—nl)_rl(E n.0)
E+n2 T\ +n) 2 g+ T

£+n E=nl\  [E=nl_(E+n & —n
r.n, ¢ = ( ( —1x + X X -
2 Ne+n) g+ 2 )7\ +n)
Again we note that the coefficients (&, n, ¢), using Lemma 3.8 and the definition of ¥ below (5-2),
satisfy (5-25). Then it remains to study the operator Z*(Z) with

@HZ)E) =~ o )d 3 ( (Hnl))z(s—n—;)%(n)z(o.

n.¢ezd

where

By formula (4-13) and (3-6), 2" (Z) = —i 0p®™(2|z[*)z + Q7 (U), where Q3 satisfies (4-15), (4-16). O

In the next lemma we study the structure of the the cubic terms in the vector field in (5-17) in the KG
case.

Lemma 5.5. Consider the Hamiltonian SBxg(W) in (5-5) and recall (4-27), (5-16). Then we have
X (2) + X 26 (2). X0 (2)] = —iE Op™™ (diag(ao(x. £)) Z + Qo (2). (5-29)

where the symbol ag(x, &) = ao(u, x, &) is as in (4-24) and the remainder QH(4) (Z) has the form
(O w (2), O o QFw (2))7, with

QH<4> =0~ Y QT E N O E 1= DZEMIRE) (5-30)
Ul,Z?éUG3Z€d{i}

01,02,03

for some q o (&, n, ¢) € C satisfying

01,02,0° aXz{(é—n—f),(ﬂ),(C)}“
l4 2,03 5_31
Uy G OIS e == o), (o) 63D

for some 1 > 1.

Proof. Using (5-6) (with = ki) we can note that
(X2 (2), Xy (2)] = [0p®Y(Bka(Z; x. £)), X 2 (D)1 + Ra(2), (5-32)
where R»(Z) = (RS (Z), Ry (Z))7, with

RE@NE =2m) " Y B E g, 0T E - O, el

o1,02,03€{%}
1 )72{632(1 (5_33)

"7 (E, 0, £) =g T (0, OlorAkc(E — 1 — &) +02Akc () + 03 AkG (£) — Aka(§)],
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where the coefficients are defined in (5-7). The remainder R, has the form (5-30) and we have that the
coefficients r5" "7 (&, n, ¢) satisfy the bound (5-31). On the other hand, recalling (5-4), (3-73), we have

BW, R;_(Z) .
[0p"™(Bka(Z: x.£)). X,,0/(2)] = R3(Z) + Ru(2).  R;(Z) = ( o (Z)>, j=3,4, (534
where '
RY(2) := 0p®V(bka(Z; x, £))[iAkaZ] +iAkc OpPN(bko(Z; x, €))IZ], (5-35)
R{(Z) = 0p™ ((dzbko) z: x. )X 2 (Z)DIZ]. (5-36)
By Remark 4.5 and (3-6) we get
EI =2 —d 01,02 _ g + é‘) 1
foen ¥ a@(e-on T ) nearom

o1.00€{£}n,c€7¢

) X(g J_r gl)[_ialAKG@ —n—¢) =i Ak (N7 (& — 0 — )2 (MZ().

Using the explicit form of the coefficients of RZF and Lemma 3.8 one can conclude that the operator RI
has the form (5-30) with coefficients satisfying (5-31). To summarize, by (5-32) and (5-34), we have
obtained (recall also (4-28), (4-26))

LHS of (5-29) = Op®¥ (‘i“‘)(x’ 9 0 ) 7+ F(2)+ 05(2) + Ra(Z) + Re(Z),  (5-37)
0 1ap(x, &)
where R4 is in (5-36), R is in (5-33), Q3(Z) is in (4-28) and
F(2) + - yBW, . +
Fy(Z) = (—+ ) FH(Z) = —i 0pPYao(x, E)IE] + RE(2). (5-38)
FF2)

where R;r is in (5-35). By the discussion above and by Lemma 4.4 we have that the remainders R, R4
and Q3 have the form (5-30) with coefficients satisfying (5-31). To conclude the prove we need to show
that F3 has the same property. This will be a consequence of the choice of the symbol bxg(W; x, §) in
(5-4). Indeed, by (5-4), Remark 4.5, (5-38), (5-35), we have

Fr® =m0 3 £ 0, O E —n— )P mEQ),
o1,00€{£}
n,{eZd
where

(5-39)

A A —
fgl,az,—(s’n,g) :zagl,@(%__é_’ n’€+§)l|: KG($)+ KG(;) 1:| €<|‘§ Cl)

2 2AkG(E+2)/2) (& +0)
By Taylor expanding the symbol Akxg(£€) in (1-4) (see also Remark 4.5) one deduces that

aal,az(g_é. . S+§)i[AKG($)+AKG({)_1]‘< 1§ -2l
0 T2 2Akc((E+1)/2) ~ () F(£))32

Therefore, using Lemma 3.8, we have that the coefficients fg"m’_(f, n, ¢) in (5-39) satisfy (5-31). This
implies (5-29). =
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6. Diagonalization

6A. Diagonalization of the NLS. In this section we diagonalize the system (4-12). We first diagonalize
the matrix £ (14 A,(x)) in (4-12) by means of a change of coordinates as the ones made in the papers [Feola
and landoli 2021; 2022]. After that we diagonalize the matrix of symbols of order 0 at homogeneity 3, by
means of an approximately symplectic change of coordinates. Throughout the rest of the section we shall
assume the following.

Hypothesis 6.1. We restrict the solution of (NLS) on the interval of times [0, T'), with T such that

1
sup lu(t, ) lgs <€, |uo(x)||lgs < ze.
tel0,T)

Note that such a time T > 0 exists thanks to the local existence theorem in [Feola and Iandoli 2022].

6A1. Diagonalization at order 2. We consider the matrix E(1+ A,(x)) in (4-12). We define

ANLs (%) := AnLs (U x) i= v T4+ 2u PR/ ()2, a” (x) == Anps(x) — 1, (6-1)

and we note that +Anps(x) are the eigenvalues of the matrix E(1+ A;(x)). We denote by S matrix of
the eigenvectors of E(1+ A;(x)); more explicitly

S1 82 _ §1 —82
S - - ) S ! = - ’
52 81 —52 8

L+ [ulP[h (Jul®)]? + Anes (x)
V2ANLs (0) (14 [h (Ju)?) 1P ul? + InLs (X))
—u?[h' (Ju|»)]?

V2hnes 0 1+ [A/([uP) Plul? + Ancs ()

Since +Anrs(x) are the eigenvalues and S(x) is the matrix of eigenvectors of E(1 4 A,(x)) we have

s1(x) = (6-2)

so(x) =

STTE(L+ Ax(x))S = E diag(Anis (x)), st —Is2l* =1, (6-3)

where we have used the notation (4-9). In the lemma we estimate the seminorms of the symbols defined
above.

Lemma 6.2. Let N > s5g > d. The symbols aél) defined in (6-1), s1 — 1 and s, defined in (6-2) satisfy the
following estimate

1 6
5”1y + st = Ugo + 15200 S lel§yprgs  P+s0<s, peN.

Proof. The proof follows by using the estimate (4-14) on the symbols in (4-10), the fact that 4'(s) ~ s
when s ~ 0, ||lu||s < 1, and the explicit expression (6-1), (6-2). O

We now study how the system (4-12) transforms under the maps

dnrs = Ones(U) := OpBN(S™H(U; %)),  Wnis = Unis(U) :=0pPVM(S(U; x)).  (6-4)
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o[

be a solution of (4-12) and assume Hypothesis 6.1. Then for any s > 259+ 2, N 3 5o > d, we have the

Lemma 6.3. Let

following:
(i) One has the upper bound

1PN @)W s + UNLs (D W (s < W | as (14 ClluellS 2,

I(@PxLs W) = DW | as + [(Enes(U) = VWl as SUW s w0, for all W e H* (T ),

(6-5)

where the constant C depends on s.
(ii) One has Ynis(U) o Dnis(U) = 1+ R(u), where R is a real-to-real remainder of the form (3-52)
satisfying

IRWOW || gz S IW s [l (6-6)

H2s0+2 .

The map 1+ R(u) is invertible with inverse (1 + R(u))™" := (1 + ﬁ(u)), with E(u) of the form (3-52)
and
IRGOW [l gz S UW Lazs 2] (6-7)

as a consequence the map ®nis is invertible and @ITH{S =(1+ ﬁ) WnLs with estimates
1PNt s @ W llgs < IW s (1 + Cllell® o) (6-8)
where the constant C depends on s.
(iii) Foranyt € [0, T), one has 3, ®nis(U)[ - 1= Op®™(@, 8~ (U; x)) and
ST Ui 0L S ulfpgree 13 ONLSWV I S IW s e G2y (6-9)

Proof. (i) The bounds (6-5) follow by (3-10) and Lemma 6.2.

(i) We apply Proposition 3.2 to the maps in (6-4); in particular the first part of the item follows by using
the expansion (3-21) and recalling that symbols s{(x) and s, (x) do not depend on &. Inequality (6-7) is
obtained by Neumann series by using that (see Hypothesis 6.1) ||u| gs < 1.

(iii)) We note that 9,51 (x, &) = (9,51) (u; x, E)[ut] + (Iz51) (u; x, S)[ﬁ]. Since u solves (4-12) and satisfies
Hypothesis 6.1, then using Lemma 3.1 and (4-17) we deduce that ||it|| gs < ||u|| gs+2. Hence the estimates
(6-9) follow by direct inspection by using the explicit structure of the symbols s, s, in (6-2), Lemma 3.6
and (3-10). O

We are now in position to state the following proposition.

Proposition 6.4 (diagonalization at order 2). Consider the system (4-12) and set

W = onis(U)U, (6-10)
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with OnLs defined in (6-4). Then W solves the equation

W = —iE Op®V (diag(1 4+ a{" (U; x))|EHW —iEV « W
—10p®V (diag@\" (U; x) - £)W + Xy W)+ ROW), (6-11)
where the vector field X, « is defined in (4-13). The symbols aél) and Zi%l) -& are real-valued and satisfy
““NLS
the estimates
|a§1)|.,4/,,0 < ||u||?qp+sO forall p+so<s, peN,

(6-12)
a;”

L Sl forall p+so+1<s, peN,

where we have chosen sy > d. The remainder RV has the form (RGP RGN Moreover, for any
s > 2d + 2, it satisfies the estimate

IRV @) llas SIU s (6-13)
Proof. The function W defined in (6-10) satisfies

W =8, OnLs (U) U +Pnps(U)U

= —Onis(U)IE OpPWY (1+A2(U)|E)) WUnLs (U)W —DNLs(U)IE VWns (U)W (6-14)
—i®nLs(U) Op” Y (diag(d (U)-£)) ¥nLs (U)W (6-15)
+¢NLS(U)X%§§S(U) (6-16)
+@nLs(U)RWU)+0pPY (3, S~ (U)U (6-17)

—dnLs(U)ILE OpBY (14+A2(U)) £ 1) +0pBY (diag(d; -£))+ EVHIR(U)Wnis (U)W,  (6-18)

where we have used items (ii) and (iii) of Lemma 6.3.

We are going to analyze each term in the right-hand side of the equation above. Because of estimates
(6-7), (6-5) (applied to the map ®nrs), Lemma 6.2 (applied to the symbols az, b, and a; - £) and finally
item (ii) of Lemma 3.1, we may absorb term (6-18) in the remainder RV (U) verifying (6-13). The term
in (6-17) may be absorbed in RV (U) as well because of (4-17) and (6-5) for the first term and because
of (6-9) and item (ii) of Lemma 3.1 for the second one.

We study the first term in (6-14). We recall (6-4) and (6-2), we apply Proposition 3.2 and we get, by
direct inspection, that the new term, modulo contribution that may be absorbed in R (U), is given by

—iE Op®W(diag(Anrs)) W — 2i Op®W(diag(Im{(s2b2) V51 + (s1b2 + 52(1 +a2)) V52 } - €)W,

where by Im{l;}, with b = (b1, ..., by), we denote the vector (Im(by), ..., Im(b,;)). The second term in
(6-14) is equal to —iE'V * W modulo contributions to RW(U) thanks to (1-5) and (6-5).

Reasoning analogously one can prove that the term in (6-15) equals —i OpBW(diag(Eil (U)-£))W, modulo
contributions to RV (U). We are left with studying (6-16). First of all we note that X, (U)=—iEu|*U;
then we write

Koty (U= X N+ Xy (U = X (9.
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Lemma 6.2 and Lemma 3.1(ii) (recall also (6-2)), imply || Onis(U)U — Ul|lgs < ||U||Hg, therefore it is a
contribution to R (U). We have obtained ®nps(U)X 0, U) = %)(4) (W) modulo RV (U).

Summarizing we obtained (6-11) with symbols a( ) deﬁned in (6- 1) and

a\" =y +21Im{(5:62) V1 + (5162 +52(1 +a2))V5r} € R, (6-19)

with a; in (4-10). (I
6A2. Diagonalization of cubic terms at order 0. The aim of this section is to diagonalize the cubic vector
field X, o in (6-11) (see also (4-13)) up to smoothing remainder. In order to do this we will consider a
change of coordinates which is symplectic up to high degree of homogeneity. We reason as follows.

Let

<
Z = [z} = q);@NLS(W) = W +X,@NL3(W), (6_20)

where X »,, ¢ is the Hamiltonian vector field of (5-3). We note that ® 4, ¢ is not symplectic; nevertheless
it is close to the flow of %nLs(W), which is symplectic. The properties of X 5, and the estimates of
® 4,5 have been discussed in Lemma 5.1 and in Proposition 5.2.

Remark 6.5. Recall (6-10) and (6-20). One can note that, owing to Hypothesis 6.1, for s > 2d 4 2, we
have

(1= ) 1 Ul < IWllas < (T4 )1 UNEs, (1= 156) IW las < 1 Z1as < (14 5) IW lLas. (6-21)
This is a consequence of the estimates (6-5), (6-8), (5-12), (5-9), (5-14) tanking € small enough depending
ons.

We prove the following.

Proposition 6.6 (diagonalization at order 0). Let U = (u, u) be a solution of (4-12) and assume
Hypothesis 6.1. Define W := Onis(U)U, where Onis(U) is the map in (6-4) given in Lemma 6.3.

Then the function
7= H
<

%7 =—EANLsZ —iE Op®™ (diag(as” (x)|£[*) Z
— i 0p®WV(diag(@\" (x) - ENZ+ Xy () +RP W), (6-22)

defined in (6-20) satisfies (recall (1-25))

where aél)(x), 5;1) (x) are the real-valued symbols appearing in Proposition 6.4, the cubic vector field
Xy@ (Z) has the form (see (5-23))
NLS

HnLs 0 2|Z|2 NLS

the remainder QH<4> is given by Lemma 5.4 and satisfies (5-24)—(5-25). The remainder Réz)(U )
has the form (R(2 +) R(2 NI Moreover, for any s > 2d + 4,

2
Xy (Z):=—iEOp®W <Z'Z' 0 )Z+QH<4> (2), (6-23)

IR (W) gs S NU I3y (6-24)
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The vector field X o (Z) in (6-23) is Hamiltonian; i.e., (see (3-69), (3-72)) Xy (Z) := —iJ VHY s(2),
NLS NLS
with

HY ((Z) 1= A0 2) — (Brais(2), #0(2)), AL (Z) = / Anisz-Zdx, (6-25)
"ﬂ'(

where A is in (4-23), and Byis is in (5-3), (5-2).
Proof. Recall (5-15). We have that (6-11) reads
oW =X, co(W)— i0pBVAWU; x, €)W + RV (U),

where we set
A(U; x, §) := E diag(a}" (U; x)|£?) + diag@ " (U; x) - &). (6-26)

Hence by (6-20) we get
Z = (dw P s (W)= Op" (AU x, )W+ (dw i) (WX ) (W)]
+ @dw Pz ) WIRD(W)]. (6-27)
We study each summand separately. First of all we have
(5-9),(6-13) (6-21)
ldw @z s WIRD@llgs S Nullps A+ Twlz) S lulls. (6-28)

Let us now analyze the first summand in the right-hand side of (6-27). We write
(dw @2 (W)L Op”Y (AU x, §) W] =10p"V (A(U: x, ) Z + P + P2,
P :=i0p®V(A(U; x, )W — Z], (6-29)
Py = ((dw Pz (W) — DI Op™Y (AU x, €)W,
Fix so > d, we have, for s > 259 + 4,

9 aw E12.310.62)
I Pollas S Nlwllp:10Op~" (AU; x, §) Wl s N llee |l s - (6-30)

~

By (6-20), (5-9) we get |W — Z||gs < ||w||H3 ,. Therefore, by (6-29), (6-26), (6-12), (3-10) and (6-21)
we get

6 3 9
1P s S Nl IW = Z 1 gsve S Nl 1w e S Naal (6-31)

H250+1

The estimates (6-28), (6-30), (6-31) imply that the terms P;, P, and dw ® sy (W)[RD(U)] can be
absorbed in a remainder satisfying (6-24). Finally we consider the second summand in (6-27). By
Lemma 5.3 we deduce

dWchZNLS (W)[ (<4) (W)] - %p(<4) (Z) + [X(ENLS (Z) (2) (Z)] + R5 (Z)
where Rs is a remainder satisfying the quintic estimate (5-18). By Lemma 5.4 we also have
%(<4> (2) +[Xzs(2), X @, (2)]=—1EANSZ + XH(4) (2),

with X @ asin (6-23). Moreover it is Hamiltonian with Hamiltonian as in (6-25) by (5-23) and (3-73). [J
NLS
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Remark 6.7. The Hamiltonian function in (6-25) may be rewritten, up to symmetrizations, as in (3-78)
with coefficients h4 (&, n, ¢) satisfying (3-79). The coefficients of its Hamiltonian vector field have the
form (3-82) (see also (3-81)). Moreover, by (6-23), (3-6), (5-23), (5-24), we deduce that

1§ —¢I
(E+¢)
6B. Diagonalization of the KG. In this section we diagonalize the system (4-44) up to a smoothing

remainder. This will be done into two steps. We first diagonalize the matrix E(1+ 7 (x, §)) in (4-44) by
means of a change of coordinates similar to the one made in the previous section for the (NLS) case. After

that we diagonalize the matrix of symbols of order 0 at homogeneity 3, by means of an approximately
symplectic change of coordinates. Consider the Cauchy problem associated to (KG). Throughout the rest
of the section we shall assume the following.

Hypothesis 6.8. We restrict the solution of (KG) on the interval of times [0, T'), with T such that

sup (1 (&, I gser2 + 100 @, Il gs—12) <€, Mol gsrrz + (Y1) | gs-12 < 556,
tel0,T)

with ¥ (0, x) = ¥o(x) and (3;¥)(0, x) = 1 (x).
Note that such a T exists thanks to the local well-posedness proved in [Kato 1975].
Remark 6.9. Recall (3-77). Then one can note that

U@ D gsar F 109 @, D llgs12) < lullms < 2310 @ D) s + 130 @ ) gs1r2).-

6B1. Diagonalization at order 1. Consider the matrix of symbols (see (4-24), (4-25))

11]. - _
E(L+A(r.€), Alx.§) = [1 1]az(x,s>, ir(x.§) = ING©)ax(x.6). (633)
Define

kG(x. &) ==V (1 +a(x, £)2 — (@(x, £)%, a5 (x.&) = Igc(x.&) — 1. (6-34)

Notice that the symbol Agg(x, &) is well-defined by taking ||u| s < 1 small enough. The matrix of
eigenvectors associated to the eigenvalues of E(1+ &7 (x, £)) is

o= ) snon(n) )
S2(X, S1(Xx, S2(X, S1(x, (6-35)
1 +a>+ Akc —ay
S1 = , Sy = .
V2ix6(1 +a + Axc) V2ixo (1 +a + Axc)
By a direct computation one can check that
SN, E)E(L+ i(x, §))S(x, &) = E diag(hkg(x, §)), 57— |s2]* =1. (6-36)

We shall study how the system (4-44) transforms under the maps

ko = Pra(U)[-1:=0p® (S (x, §)),  Wkg = Wka(U)[-1:=0p®V(S(x, &)). (6-37)
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Lemma 6.10. Assume Hypothesis 6.8. We have the following:
(i) If so > d, then
135 o a2l yo + Is1 = 1 yo + 5200 S lutllypiigers  PHs0+1<5. (6-38)
(ii) For any s € R one has

1Pk = Vlias + 1Wka(WV = Vs S IV s llull forall Ve H (T, C*).  (6-39)

H2s0+l
(iii) One has Ygg(U) o Pxg(U) =1+ Q(U), where Q is a real-to-real remainder satisfying
1OV | g SV s ]l 25 (6-40)

(iv) Foranyt € [0, T), one has 8, Pxg(U)[-1=O0p®V(3,S~ ' (x, &)) and

18,57, ©)go S lullfpgess 13 Pka@DV s SNV Il s (6-41)
Proof. (i) Inequality (6-38) follows by (4-45) using the explicit formulas (6-35), (6-34).
(i1) This follows by using (6-38) and Lemma 3.1(ii).
(iii) By formula (3-19) in Proposition 3.2 one gets

0 i{s1, 52}

WkG(U) o Pka(U) =14 0p°™ (—i{sl sl 0

) + R(s1, 52)
for some remainder satisfying (3-20) with a ~~» s1 and b ~~ s,. Therefore (6-40) follows by using (3-8),
(3-10) and (6-38).
(iv) This is similar to the proof of Lemma 6.3(iii). [l
Proposition 6.11 (diagonalization at order 1). Consider the system (4-44) and set
W = kg (U)U, (6-42)

with kg defined in (6-37). Then W solves the equation (recall (4-9))

0, W = —iE Op°™ (diag(1 + a3 (x, £)) Aka (&)W + Xyn» (W) + RV (w), (6-43)

where the vector field X,®) is defined in (4-28). The symbol &; is defined in (6-34). The remainder RV has
the form (RGP, RN Moreover, for any s > 2d + ., for some p > 0, it satisfies the estimate

IRV @) llas < Nl (6-44)
Proof. By (6-42) and (4-44) we get
(W = g(U)U + (3 Pxc(U))[U]
= —idka(U) Op®™ (E(1+ o (x, £)) Ak (§)) Wk (U)W + Pk (U) X4 (U)
+ ko (U)R(u) + (3, Pxa(U)[U]
+idka(U) Op®™ (E(L+ i (x, £))(§)) Q(U)U, (6-45)
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where we used items (ii), (iii) in Lemma 6.10. We study the first summand in the right-hand side of
(6-45). By direct inspection, using Lemma 3.1 and Proposition 3.2 we get

—i®ka(U) OpPV(E (1+ (x,8)) AkG (§)) Wk (U) = —iOp®Y (ST E(L+.4 (x, £))S)+R (1)
= —iE Op®WV(diag(Axc(x,€)))+R(u) (by (6-36)),

where R(u) is a remainder satisfying (6-44). Thanks to the discussion above and (6-34) we obtain the
highest-order term in (6-43). All the other summands in the right-hand side of (6-45) may be analyzed as
done in the proof of Proposition 6.4 by using Lemma 6.10. O

6B2. Diagonalization of cubic terms at order 0. Above we showed that if the function U solves (4-44)

then W in (6-42) solves (6-43). The cubic terms in the system (6-43) are the same as those in (4-44) and

have the form (4-28). The aim of this section is to diagonalize the matrix of symbols of order zero <% (x, &).
Let us define

z
Z = [Z} =0z (W) :i=W+ Xg o (W), (6-46)
where X 4, is the Hamiltonian vector field of (5-5) and W is the function in (6-42). The properties of
X 2 and the estimates of &z, have been discussed in Lemma 5.1 and in Proposition 5.2.

Remark 6.12. Recall (6-42) and (6-46). One can note that, owing to Hypothesis 6.8, for s > 2d + 3, we
have

(1= )U s < IWlas < (0455510 0as, (1= 355 ) W llas < NZ1as < (14 555) Wl as. (6-47)
This is a consequence of the estimates (6-39), (6-40) (5-12), (5-10), (5-14) taking € small enough.

Proposition 6.13 (diagonalization at order 0). Let U be a solution of (4-44) and assume Hypothesis 6.8
(see also Remark 6.9). Then the function Z defined in (6-46), with W given in (6-42), satisfies

8, Z = —iE OpP™(diag(1 +a; (x, £)) Axc(£))Z + Xy (Z) + RP (), (6-48)
where 51; (x, &) is the real-valued symbol in (6-34), the cubic vector field XH@% (Z) has the form
K
Xy (Z) := —iE Op®W(diag(ao(x, §)))Z + Oy (2), (6-49)
KG KG

the symbol ay(x, §) is as in (4-24), and the remainder Q @ (Z) is the cubic remainder given in Lemma 5.5.
KG

The remainder Rf)(u) has the form (Rf’“(u), R§2’+)(u))T. Moreover, for any s > 2d + |, for some

u > 0, we have the estimate

IR )l s < llullys- (6-50)

Finally the vector field X ;& (Z) in (6-49) is Hamiltonian; i.e., X, (Z) 1= —iJVHgé(Z) with
KG KG

H(2) = H44(2) — (#xa(2). 4B (2)), A3 (2) = /

AxGz-zdx, (6-51)
‘[[d

where A is in (4-27), and Fxg is in (5-5), (5-4).
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Proof. We recall (5-16) and we rewrite (6-43) as

B W =X o (W) —1E Op”V(@y (x, ) Akc(ENW + RV ().
Then, using (6-46), we get

& Z = dw Pz (W0 W]

= dWQ%KG(W)[XWK%M(W)] (6-52)
+ dw @ gz (W) [—iE Op®V(diag(a) (x, &) Axkc(£)) W] (6-53)
+dw @ g (WHIRD ()] (6-54)

By estimates (5-10) and (6-44) we have that the term in (6-54) can be absorbed in a remainder satisfying
(6-50). Consider the term in (6-53). We write
(6-53) = —iE Op°Y (diag(ay (x, §) Akc(E)) Z + Pi + Py,
Py = —iE Op™" (diag(ay (x, §) Ak(ONIW — Z1, (6-55)
Py 1= ((dw @6 (W) — DI—1E Op™" (diag(@y (x, &) Axc (E))W].

We have, for s > 259+ 2,

100 S (6-38).3-100(647)
[Pollas < llullys | Op”(ay (x, §) Akc(E))wll gs— S ll2a 1l ggs 5

which implies (6-50). By (5-14) in Proposition 5.2 and estimate (5-10) we deduce |W—Z|| ys+1 < ||u||ils.
Hence using again (6-38), (3-10), (6-47) we get P satisfies (6-50). It remains to discuss the structure of
the term in (6-52). By Lemma 5.3 we obtain

dWCDL@KG (W)[ f(<4) (W) /./f(<4) (Z) + [XﬁKG (Z) f(Z) (Z)]s (6'56)

modulo remainders that can be absorbed in Rf1 ) satisfying (6-50). Then (6-56), (6-52)—(6-54) and the
discussion above imply (6-48), where the cubic vector field has the form

Xy (2) = X (2) + [X 96 (2), X2 (2)]. (6-57)

Using (3-73), (3-72), we conclude that X« is the Hamiltonian vector field of Hgé in (6-51). Equation
KG

(6-49) follows by Lemma 5.5. U

Remark 6.14. In view of Remarks 4.6 and 4.8, following the same proof as Proposition 6.13, in the
semilinear case we obtain that (6-48) reads

8,2 = —iE Op®™(diag(AkG () Z + Xy () + RP (w),

where X B has the form (6-49) with ag(x, &) a symbol of order —1 and QH<4) a remainder of the form
(5-30) W1th coefficients satisfying (5-31) with the better denominator max{(é n—2:), (), ()}

7. Energy estimates

7A. Estimates for the NLS. In this section we prove a priori energy estimates on the Sobolev norms of
the variable Z in (6-20). In Section 7A1 we introduce a convenient energy norm on H* (T4; C) which
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is equivalent to the classic H®-norm. This is the content of Lemma 7.2. In Section 7A2, using the
nonresonance conditions of Proposition 2.1, we provide bounds on the nonresonant terms appearing in
the energy estimates. We deal with resonant interactions in Lemma 7.4.

7A1. Energy norm. Let us define the symbol
L =2 8§ =EP+3, T=30x§=a W +a" ), (7-1)
where the symbols aél)(x), Ziil)(x) are given in Proposition 6.4.
Lemma 7.1. Assume Hypothesis 6.1 and let y > 0. Then for € > 0 small enough we have the following:
(i) One has
Lz < Cllulfagers  1(1+2) = (&P + D71 2 Sy Cllull e (7-2)

for some C > 0 depending on sy.

(ii) Foranys € R and any h € H*(T%; C), one has

1T zr bl gs2r < Il s (14 Clluel$yni000),

(7-3)
TRl =2 + 1 Ty —qe sty Bl =2 Sy V1 ars el
for some C > 0 depending on s and y.
(iii) Foranyt €10, T) one has |8t2|43 < ||u||212X0+3. Moreover
I(Ts, 129l s Sy IR s (S pagis for all h € H (T C). (7-4)

(iv) The operators T, T(1+ )y are self-adjoint with respect to the L?-scalar product (3-3).
Proof. (i)—(ii) Inequalities (7-2) follow by using (7-1), the bounds (6-12) on the symbols a" and a\" - &;
(7-3) follows by Lemma 3.1.

(ii1)) The bound on 9, % follows by reasoning as in Lemma 6.3(iii) using the explicit formula of aél) in
(6-1) and the formula for a|' - £ in (6-19) (see also (6-2)). Then (3-10) implies (7-4).

(iv) This follows by (3-54) since the symbol .# in (7-1) is real-valued. [l

In the following we shall construct the energy norm. By using this norm we are able to achieve the
energy estimates on the previously diagonalized system. For s € R we define

4 z
i =Tay+gyz, Zn= [Zn} =Ta+onlZ, Z= [Z] ni=js. (7-5)

n

Lemma 7.2 (equivalence of the energy norm). Assume Hypothesis 6.1 with s > 2d + 4. Then, for e > 0
small enough enough, one has

(1= gig)lzlas < lzallze < (14 g5) Izl s (7-6)
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Proof. Let s =2n. Then by (7-3) and (7-5) we have ||z, ||z2 < llzllgs(1 + C||u||‘;’{25.0+1) <2||z|| g2, with
so > d. Moreover
(7-3) 6
lzllms = N1Tarepymzlice < lzallzz + Cllizllas lull G

which implies (1 — C ||u||2250 s llzlles < llznll 2 for some constant C depending on s. The discussion
above implies (7-6) by taking € > 0 in Hypothesis 6.1 small enough. (Il

Recalling (6-22), (1-25) and (7-1) we have

@ +iAnis)z = —iToz+ X (D) +REPVW), Z= m (7-7)
NLS
where X« is given in (6-23) (see also Remark 6.7) and R§2’+) is the remainder satisfying (6-24).
4

Lemma 7.3. Fix s > 2d + 4 and recall (7-7). One has that the function z,, defined in (7-5) solves the
problem

8ﬂn:—ﬂTgaf—ﬂ/*@—%EH%QVXm§%Z)+BSR2y+B§%ZY+RMAUL (7-8)

where X +(4§°§ is defined as in Definition 3.9,
NLS

B,i”(Z)(s)=( Y bOE 1 0O2E —n— M),
UCGZ”’ (7_9)
BY2)E) = 5 )d D BPE N DIE —n— O,
n.cezd
with £ ¢l
bV (&, n, :=-—2'€< _ )1m-, L 0), 7-10
&, n.¢) i E10) (&, 1, ¢) (7-10)
2n 4
Oy oy < Emaxalls —n ¢l et -
b€, 1,01 S el —r= O o] E.n.0) (7-11)
and where the remainder Rs , satisfies
IRsn (W) 22 S Nullys. (7-12)
Proof. Recalling (3-84) we define
X (2) = X1y (D)= X13%(2). (7-13)

N LS NLS NLS

By differentiating (7-5) and using (7-1) and (7-7) we get
01zn = T(1+.2)0 012+ Ty, 1+.22

= —iTgzn — 11142 (V *2) + Ta4.20 X <4> (Z)+ T<1+z)"R( )
+ Ty, a+202 —lTa+2), Telz. (1-14)

By using Lemmas 3.1 and 7.1, Proposition 3.2, and (7-6), (6-21) one proves that the last summand gives
a contribution to Rs ,(U) satisfying (7-12). By using (7-4), (6-21), (6-24) we deduce that

2,+
I T4.20 RSO 2 4+ 1T, 0002l 12 S a3y
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Secondly we write

iT(1+=(/)n(V * Z) =iV % Zn t+ 1V % (T(1+‘§|2)n_(1+f)n2) + iT(1+f);z_(1+|s|2)n (V * Z).

By (7-3), (6-21), and recalling (1-5) we conclude || T(j4.#)y(V %2) =V % 2,72 S llull%,,. We now study
the third summand in (7-14). We have (see (7-13))

Tat+on X (4) (2) = Turepr X o b (Z2) + Tapepn X K (2) + Ty (g X @ (2).
By (7-3), (6-23), (3-10), Lemma 3.7 and using the estimate (5-25), one obtains
1T —aiery X (Dlz S lullys.
NLS

Recalling (6-32) and (7-13) we write

TavgerXys (D =G+ €+G. o) = g7 ) i OE=n=OMIE),
n.¢ezd
C1E . Q) = —2ixé( & — ] )(1 1EPY e B ),
(E+¢) (7-15)

e (158 2 2un
c2(§, 1. 8) = 21Xe(<%_+§_>)[(1+|§| )= A+ 1) e (8,1, 8),

c3(6.0.8) 1= qye (€. 1. O+ ED) L€, 1. ).

We now consider the operator 4 with coefficients c; (&, n, ¢). First of all we remark that it can be written
as €1 = M(z, z, z), where M is a trilinear operator of the form (3-62). Moreover, setting

an = Tapepy 2t o= Tas -4

we can write 4] = B,(,l)(Z ) —M(z, z, hy), where BY has the form (7-9) with coefficients as in (7-10).
Using that |c; (&, 1, ¢)| < 1, Lemma 3.7 (with m = 0) and (7-3) we deduce that |M (z, Z, hy) |2 S ||u||3,s.
Therefore this is a contribution to Rs ,(U) satisfying (7-12). The discussion above implies formula (7-8)
by setting B,(,Z) as the operator of the form (7-9) with coefficients bf,z) &,n,0):=cp&,n,80)+c3(,n, ).
The coefficient c3(&, n, ¢) satisfies (7-11) by (5-25). For the coefficient c,(&, 1, {) one has to apply
Lemma 3.8 with u =m = 1and f(£,7,¢) := (1 + 5" — (1 +1¢[)")(E) 7" O

In the following lemma we prove a key cancellation due to the fact that the super actions are prime
integrals of the resonant Hamiltonian vector field Xg’res(Z) in the spirit of [Faou et al. 2013]. We also
prove an important algebraic property of the operator B!" in (7-8).

Lemma 7.4. For any n > 0 we have
Re(T(e)r X +<4§“(Z) Tgyz)2 =0, (7-16)
Re(BI(2), 20)2 =0, (7-17)

where X +(4§°s is defined in Lemma 7.3 and By, M i (7-9), (7-10).

NLS
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Proof. Equation (7-16) follows by Lemma 3.10. Let us check (7-17). By an explicit computation using
(3-3), (7-9) we get

1 N N
Re(B,"(2). 202 = G55 D, bV OFE =0 = DIME()Z (=)
&.n.gez? 1 R R . )
f i 2 PG DI 4+ DD E)
En.cez?
1 A A
= g 2 BVEn 0BG T —E DEE 0~ DX ).

&.1,6€2¢
By (7-10) we have

1§ —¢|
(E+¢)

where we used the form of the resonant set &% in (3-83). O

pVE O +bDE, c+n—E§8) = 2ixe( )[m(s, 0,¢) —1z:(¢, E+n—&,8)] =0,

We conclude the section with the following proposition.
Proposition 7.5. Let u(t, x) be a solution of (NLS) satisfying Hypothesis 6.1 and consider the function z,
in (7-5) (see also (6-20), (6-10)). Then, setting s = 2n > 2d + 4 we have

Sl Ol < Nza @l < 27 u@) s (7-18)

and

Illza®72 = B(t) + Z-5(t), t€[0,T), (7-19)
where:
o The term %(t) has the form

2

A= Gy

D EE 0, OZE =0 — OZMED(E),
£n.cez (7-20)

b(E, 7, 0) =bPE 0, O +bP(C, C+n—E8), En ez

where b,(12) (&, n, ¢) are the coefficients in (7-9), (7-11).
o The term $-5(t) satisfies

|B5() S Nulllys, t€l0,T). (7-21)

Proof. The norm ||z, | .2 is equivalent to ||u|| g+ by using Lemma 7.2 and Remark 6.5. Using (7-8) we get

30llzn (1172 = Re(Te X (™ (2), 20)12 (7-22)
+Re(—iT»2n, 2a) 12 + Re(BM(Z), 20) 12 + Re(—iV %24, 20) 12 (7-23)

+Re(BP(Z), 20) 12 (7-24)

+Re(Rs 1 (Z), zn)p2- (7-25)

Recall that T is self-adjoint (see Lemma 7.1(iv)) and the convolution potential V has real Fourier
coefficients. Then by using also Lemma 7.4 (see (7-17)) we deduce (7-23) = 0. Moreover by the
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Cauchy—Schwarz inequality and estimates (7-12), (7-6) and (6-21) we obtain that the term in (7-25) is
bounded from above by ||u 1%,;. Consider the terms in (7-22) and (7-24). Recalling (7-5) and (7-1) we write
Re(Ty, znxtg“(Z), Zn) 12 = Re(Tjg 2,1X+(4§e“(2) Tiey2) 12 +Re (T znxt4§“(2), Tat.2y— (g 2) 12

= Re(T gy X;Q4§°S(Z), Ta4.2y—(gy2) 12 (by (7—16)).
Moreover we write NS

Re(B{(Z), za) 12 = Re(BP(Z), Tigy2) 12 + Re(BP(Z), Ty gy gy 2) 12

Using the bound (7-3) in Lemma 7.1 to estimate the operator T oy _ (&> and Lemma 3.7 and (7-11)
to estimate the o )
perator B, (Z), we get

|Re(T<§>an+(4fes(Z), Tsoy— g2zl + Re(BP(Z), Ty gy g 2| S llull s,
which means that these remainders can be absorbed in the term %-5(¢). Then we set
B(t) :=2Re(BP(Z), Tjgymz) 2.
Formulas (7-20) follow by an explicit computation using (7-9), (7-11). U

7A2. Estimates of nonresonant terms. In this subsection we provide estimates on the term %(t) appearing
in (7-19). We state the main result of this section.

Proposition 7.6. Let N > 0. Then there is so = so(No), where Ny > 0 is given by Proposition 2.1, such
that, if Hypothesis 6.1 holds with s > sq, one has
/ B(0)do | Sullpe s TN + 1wl pps T+ el Foo s TN+ [|e] oo g (7-26)

where %(t) is in (7-20).

We need some preliminary results. We consider the trilinear maps

PBi = Filz1, 22, 23], ,(S)—(zﬂ—)d Z bi (€, 1. 02166 —n—)2mz3(6), i=1,2, (7-27)

n,,€7¢
T =Tz, 2.3, T-(€) = (Zn)d Z t (&, 0,021 —n—0)220)Z23(2), (7-28)
n.¢ezd
where
bi1(§,n,8) =1, 1, &) Lmax{lc—n—cl,Inl I} <N} (7-29)
b2(§,n,8) =&, 1, O) Lmax(lg—n—c,InL.1c]}> N} » (7-30)
~1
to(6.n,0)=—"—bi(§,n,0), (7-31)

ionLs(§, 1, ¢)
where b(&, n, ¢) are the coefficients in (7-20), and wnrs is the phase in (2-1). We remark that if
(&,n,¢) € Z (see Definition 3.9) then the coefficients b(&, n, ¢) are equal to zero (see (7-20), (7-9),
(7-11)). Therefore, since wny s is nonresonant (see Proposition 2.1), the coefficients in (7-31) are well-
defined. We now prove an abstract results on the trilinear maps introduced in (7-27)—(7-28).
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Lemma 7.7. One has that, for s =2n > %d +4,

3
1%alz1, 22, 231l SNT' Y Nzillms [ [ Nzell ganssre  forall e > 0. (7-32)
i=1 i#k
There is so(Ng) > 0 (Ng > 0 given by Proposition 2.1) such that for s > so(Ng) one has
3
| 7Lzt 22, 23llme SNY Mzl [ [ zlliso.  pe N, (7-33)
i=1 i#k
3
17Tz1, 22, 2312 S ) Mzillas [ [ lzello. (7-34)
i=1 i#k

Proof. Using (7-30), (7-20), (7-11) we get

2
|Zalz1, 22, 23112 S Z( 3 ba(E, 1. 01121 —n—c>||22<n)||23<;>|>

Eezd “n,cezd )
SNy Z(S)z"mzax{lé—n—él,lnl,I§|}4|21(§—n—é“)lliz(n)llis({)l)-
tezd “n,cezd
Then, by reasoning as in the proof of Lemma 3.7, one obtains (7-32). Let us prove the bound (7-33) for
p = 0; the others are similar. Using (7-31), (2-2), (7-20), (7-11) we have

2
17121, 22, 231112 S Z( 3 o @ OlEE ==l 1220 |z3<;>|>

Eezd “n,cezd

2n o No+4 2
s (30 B L L B -0l ).
gezd ezt T

Again, reasoning as in the proof of Lemma 3.7, one obtains (7-33). Inequality (7-34) follows similarly. [J

Proof of Proposition 7.6. By (7-27), (7-29), (7-30) and recalling the definition of % in (7-20), we can write

t t t
/ @(O') do = / (e@] [z, Z, zl, T<§>2nZ)L2 do + / (%Z[Z, Z, z], T(S)Z"Z)LZ do. (7-35)
0 0 0
By Lemma 7.7 we have
t (7-32) t (6-21) ! 4
f (Bolz, 7,2, Tgymo)zdo| S N7U [ lzlfdo < N7 llullys do. (7-36)
0 0 0

Consider now the first summand in the right-hand side of (7-35). We claim that we have the identity

t t
/ (#1lz, z, 2], Tgy»w2) 2 do = f (7<lz, 2, 2], Tigyn (0 +1ANLS)2) 2 dO
0 0
t
+/ (y<[(al +1ANLS)Za z’ Z]v T@)Z”Z)Lz dG
0
t
+/ (7<lz, Z, (O +iANLs)z], Tigynz) 2 do
0

13
+ / (T-lz, (0 HIANLS)Z, 2], Teyn2) 2 do+O0(lullhys).  (7-37)
0
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We use the claim, postponing its proof. Consider the first summand in the right-hand side of (7-37). Using
the self-adjointness of T¢)> and (7-7) we write

(y< [Za z’ Z]v T(%-)Zn (al + II\NLS)Z)L2
_ . _ 2,
= (T@)z y< [Z, Z, Z], —T<E>2n—21T2Z)L2 + (y< [Z, v Z]v T(§)2" (X:I_(4) (Z) + R; +)(U)))L2

NLS
We estimate the first summand in the right-hand side by means of the Cauchy—Schwarz inequality, (7-33)
with p =2 and (7-3); analogously we estimate the second summand by means of the Cauchy—Schwarz
inequality, (7-34), (6-23) and (6-24), obtaining

/(? 2,2, 2], Tigy2 (8 +1ANLs)2) 2 dO

/ lu(@) 1N + llu(@) 1% do.

The other terms in (7-37) are estimated in a similar way. We eventually obtain (7-26).
We now prove the claim (7-37). Recalling (7-7) we have

0,2(5) =—iAns®EE) + 2(¢), Eez!,  2:=—iTsz+ X', (D +RFV ).

NLS

We define g(&) := e"MNs@ (&) for all £ € Z¢. One can note that § (&) satisfies
0, 8(8) = MO D(g) = NS (3, i ANLs)Z(E) forall § € 77, (7-38)

According to this notation and using (7-27) and (2-1) we have

/ (%1 Z, Z Z] T(%' 271Z)L2 dU

f Z )d b5, 1, e TNSEND 3 (E —n — 0)2(ME()Z(—E)(E)" do
£.1.0€ Zd

By integrating by parts in o and using (7-38) one gets (7-37) with
O(lulfye) = (F=[2(1). Z(), 2], Tz (D)) 12 — (F=[2(0), 2(0), 2(0)], Tig202(0)) 1.

The remainder above is bounded from above by |ju ||ioo s using Cauchy—Schwarz and (7-34). O

7B. Estimates for the KG. In this section we provide a priori energy estimates on the variable Z solving
(6-48). This implies similar estimates on the solution U of the system (4-44) thanks to the equivalence
(6-47). In Section 7B1 we introduce an equivalent energy norm and we provide a first energy inequality.
This is the content of Proposition 7.10. Then in Section 7B2 we give improved bounds on the nonresonant
terms.

7B1. First energy inequality. We recall that the system (6-48) is diagonal up to smoothing terms plus
some higher degree of homogeneity remainder. Hence, for simplicity, we pass to the scalar equation

0z +iAkez = —i0pPV (@3 (x, §) Ao (€))z + X (2) + R P (w), (7-39)
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where (recall (6-49)) X f (2) = —i Op®WV(ao(x, £))z + Q;%(Z). For n € R we define

= (D)"z, Z,= [f”] =1(D)'Z, Z= [Z] (7-40)

Zn Z
Lemma 7.8. Fixn:=n(d) > 1 large enough and recall (7-39). One has that the function z,, defined in
(7-40) solves the problem

dzn = —10p"™V((1 + a5 (x,€) AkG(&))zn + (D)" Xtﬁ“(Z)+B,5“<Z>+B,<,2>(Z)+R4,n<U>, (7-41)

where the resonant vector field X:IQ;&“ is defined as in Definition 3.9 (see also Remark 3.11), the cubic
terms B,(f), i =1, 2, have the form K6

BU@)E) = (271 7 2 BTE N OZE — 0= D ML), (7-42)
o1,00€{x}
n.cez?
BPDE&) = g7 Y WPCEROTE - OF T Q). (43)
61,02,0326{:&}
cez?
with (recall Remark 4.5) !
01,07 . 01,07 5 +§ Ié,-: §| _
by (€., ) = —iq (S & — )X (($+C))1j &.n,0), (7-44)
01,02,0 <€>"maX2{|§—'7—§|,|?7|,|§|}”
by R E OIS 1 (&, 1, 7-45
I (&1, 0l max (G —n—2). . )] (&.n,8) (7-45)
for some . > 1. The remainder satisfies
IR ()22 S Ml - (7-46)

Proof. Recalling the definition of resonant vector fields in Definition 3.9 we set
Xi (2) = X (2) = X (2), (7-47)

which represents the nonresonant terms in the cubic vector field of (7-39). By differentiating in ¢ (7-40)
and using (7-39) we get

0zn = =1 0p™((1+37 (x, ) Ak (§)) 2 + (D)X 4 (2)

—i[(D)", Op®™((1 + &) (x, &)) AkG(€)]z (7-48)
+(D >X*<4%<Z> (7-49)
+(D)" R(2 P (u). (7-50)

We analyze each summand above separately. By estimate (6-50) we deduce [|(7-50)|| .2 < [lu||%,.. Let us
now consider the commutator term in (7-48). By Lemma 3.1, Proposition 3.2 and the estimate on the
seminorm of the symbol a, F(x, &) in (6-38), we obtain that ||(7- A2 S ||u||H,, ||Z||H/1<||L[||Hn, we have
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used also (6-47). The term in (7-49) is the most delicate. By (6-49) and (7-47) (recall also Remark 4.5
and (3-6))
(D)" Xﬁi(z) BY(Z)+ % + 6, (7-51)

with B,El)(Z) as in (7-42) and coefficients as in (7-44), the term %] has the form

~ 1 —_— —_
T1E) =——— > P E 0 0T E—n— O MEQ),

d
o iy (7-52)
S e, 0, £) = —ial (s et J;)x(g - g)[w () e 6. ),
and the term %, has the form (7-43) with coefficients (see (5-30))
T 6, €)= G 1, 6 L 6.1 ), (7-53)

In order to conclude the proof we need to show that the coefficients in (7-52), (7-53) satisfy the bound
(7-45). This is true for the coefficients in (7-53) thanks to the bound (5-31). Moreover notice that

[(6)" = (£)"I S 1€ — ¢ lmax{(€). (¢)}"~".
Then the coefficients in (7-52) satisfy (7-45) by using Remark 4.5 and Lemma 3.8. ]

Remark 7.9. In view of Remarks 4.6, 4.8, 6.14 if (KG) is semilinear then the symbol d; in (7-41)
is equal to zero and the coefficients b3',">7 (€, 1, ¢) in (7-43) satisfy the bound (7-45) with the better

denominator max;{(§ —n —¢), (n), (;)}2.

In view of Lemma 7.8 we deduce the following.

Proposition 7.10. Let i/ (¢, x) be a solution of (KG) satisfying Hypothesis 6.8 and consider the function z,,
in (7-40) (see also (6-46), (6-42)). Then, setting s =n=n(d) > 1 we have ||z, || ;2 ~ ||V || gs+12+|| Al Hs-12
and

Oillza ()72 = B(1) + Boa(t), 1 €10,T), (7-54)
where:
e The term (1) has the form
BO)= Y (EINE N, OTE - — ORI )I(-E), (7-55)
“emiezt |

where b°1-92% (&, 1, ¢) € C satisfy, for&,n, ¢ € 7¢,

maxa{l — 5 — ¢l Il 1£ 1}
b2 (& p, g 14¢(&, n, 7-56
| G OS raxi € —n =),y oy 2 &9 (720

for some p > 1.

o The term %-5(t) satisfies
|Ba()] S ull3ye, ¢ €10, 7). (7-57)
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Proof. The equivalence between | z,||;2 and || || gs+1/2 + ||1,b || 7512 follows by Remarks 6.12 and 6.9.
By using (7-41) we get

20 llza @172 =Re(—iOpPM((1 + a5 (x, £)) Ak (E))zn. 2n) ;2 (7-58)
+Re((D)" X (Z). za)12 (7-59)

+Re(BY(2). z0) 12 (7-60)

+Re(BP(Z), z4) 12 (7-61)

+Re(Ryn(2), 2n)12- (7-62)

By (6-34), (6-33) and (4-24) we have that the symbol (1 + 21;’ (x, £)) Akg(§) is real-valued. Hence the
operator i OpBW((1 —i—Zz; (x, &) Ak (§)) is skew-self-adjoint. We deduce (7-58)=0. By Lemma 3.10 (see
also Remark 3.11) we have (7-59) = 0. We also have (7-60) = 0; to see this one can reason as done in the
proof of Lemma 7.4, by using Remark 4.5, in particular (4-43). By formula (7-43) and estimates (7-45)
we have that the term in (7-61) has the form (7-55) with coefficients satisfying (7-56). By the Cauchy—
Schwarz inequality and estimate (7-46) we get that the term in (7-62) satisfies the bound (7-57). ]

Remark 7.11. In view of Remark 7.9, if (KG) is semilinear, then the coefficients b2 (&, n, ¢) of the
energy in (7-55) satisfy the bound (7-56) with the better denominator max;{(§ —n —¢), (1), ({)}2.

7B2. Estimates of nonresonant terms. In Proposition 7.10 we provided a precise structure of the term Z(¢)
of degree 4 in (7-54). In this section we show that, actually, Z(¢) satisfies better bounds with respect to a
general quartic multilinear map by using that it is nonresonant. We state the main result of this section.

Proposition 7.12. Let N > 0 and let B be as in Proposition 2.2. Then there is so = so(Ng), where Ny > 0
is given by Proposition 2.2, such that, if Hypothesis 6.8 holds with s > s¢, one has

/ HB(o)do
0

where A(t) is in (7-55).

S NullC oo s TNP T e )| T oo pps NPT+ | 3o js TN 4+ NPT | oo pys, (7-63)

We first introduce some notation. Let & := (07, 02, 03) € {£}> and consider the trilinear maps

7 = Aol =g 2 6N E0OTE =1 OT2)T@). (164

n,cezd
G G =~ 1 5,0 A IR
y< :§< [Zly 22, Z3]7 <y< (%-): (27T)d Z <$> t<(‘§’ n, g)Z]](S_n_é‘)ZQZ(n)Z 33(;)’ (7_65)
n,cezd
where
by (£, 1, ) =775 (&, 0, &) Lmax{je—n—<|.Inl.|c} <N} (7-66)
S(E, 1, ¢) = b7 (6,10, )L {max(le—n—cl,lnl1c]}= N} » (7-67)

ti(S7 n, é‘) =Tz b?(f’ n, g)v (7'68)

leG(Ev n, é‘)
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where b%1-°273 (£, n, ¢) are the coefficients in (7-55), and a)%G is the phase in (2-4). We remark that if
(&, n,¢) € Z (see Definition 3.9) then the coefficients b(&, n, ¢) are equal to zero (see (7-55), (7-43),
(7-45)). Therefore, since wﬁG is nonresonant (see Proposition 2.2), the coefficients in (7-68) are well-
defined. We now state an abstract result on the trilinear maps introduced in (7-64)—(7-65).

Lemma 7.13. Let u > 1 as in (7-56). One has that, fors > %d + u,

3

15 121, 22, 230l SN llzills [ ] N2kl garmense (7-69)
i=1 ik

for any & € {£}> and any € > 0. There is so(Ng) > 0 (Ny > 0 given by Proposition 2.2) such that for
s > 5o(Np) one has

3
1721, 22, 231l S NP Y lzill e [ [lzkllao,  peN, (7-70)
i=l1 ik
3
1721, 22, 2312 S NPTUY llzillas [ T el (7-71)
i=l1 ik

where B is defined in Proposition 2.2.

Proof. The proof is similar to that of Lemma 7.7. One has to use Proposition 2.2 instead of Proposition 2.1
to estimate the small divisors. (Il

Remark 7.14. In view of Remark 7.11, if (KG) is semilinear we may improve (7-69) and (7-71) with

3
o -2
185 121, 22, 232 SN2 zillas [ ] el gamence,
i=1 ik

3
-2
17<[z1, 22, 231l 22 SNP2Y lizillas | llzello.
i=1 i#k

We are now in a position to prove Proposition 7.12.

Proof of Proposition 7.12. By (7-64), (7-66), (7-67), and recalling the definition of £ in (7-55), we can
write

t t 4 o

f@(t)dt: > /(%f[z,z,z], (DY 2)padT+ ) f(%g[z,z,z],(D)sz)der. (7-72)

0 = Jo = Jo
oe{L} oe{t}

By Lemma 7.13 we have

(7-69 t (6-47)

) t
< N lzlede < NTU[ )l dr. (7-73)
0 0

/ (#51z.2.2], (D)*2) 2 do
0
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Consider now the first summand in the right-hand side of (7-72). Integrating by parts as done in the proof
of Proposition 7.6 we have

r e,
/ (12,7 2, (D) D)2 d = / (7912, 2, 2], (DY (0 +iAka)2) 2 d
0 0
t -
+ / (T91(0, +iAka)z, 2, 2], (DY 2) 2 d
0
t -
+ / (7912, %, (0 +iAke)z], (D) 2) 2 d
0

+f (ﬁf[z, (0; +1AkG)z. 21, (D)*2);2dT + R, (7-74)
0

where

R = (72[z(1), 2(t), 2(1)]. (D) 2(t)) 12 — (72 [2(0), 2(0), 2(0)], (D)*z(0)) 2.

The remainder R above is bounded from above by N# ||u||4 [ oo using Cauchy—Schwarz and (7-70). Let us
now consider the first summand in the right-hand side of (7-74). Using that the operator (D) is self-adjoint
and recalling (7-39) we have

(7212, 2, 21, (D)* B +iAxG)2) 12 = (D) TP [z, 2, 2], (DY ™' (3 +iAkG)2) 2

= ((D) 7%z, 2, 2], (D)L OpPWV(—id] (x, §) AxG(§))2) 2 (7-75)
+(7%1z, 2. 2], (D)* (X7 o (Z)+ RS ) 2. (7-76)

By the Cauchy —Schwarz inequality, estimate (7-70) with p = 1, estimate (6-38) on the seminorm of the
symbol a, F(x, &), Lemma 3.1 and the equivalence (6-47), we get |(7-75)| < [|u||7,- NP. Consider the term in
(7-76). First of all notice that, by (4-31) and Lemma 3.1, and by (5-31) and Lemma 3.7, the field XH(4> (Z2)
in (6-49) satisfies the same estimates (4-32) as the field X%M Therefore, using (7-71) and (6-50), we obtam
1(7-76)] < ||lu|® s N A=1 Using that (see Hypothesis 6.8) |ju| s < 1, we conclude that the first summand
in the right-hand side of (7-74) is bounded from above by N* [, [lu(t)||” dv + N#~! [J lu(z)]|®dz. The
other terms in (7-74) are estimated in a similar way. We eventually obtain (7-63). O

Remark 7.15. In view of Remarks 4.6, 4.8, 6.14, 7.9, 7.11 and 7.14, if (KG) is semilinear we have the
better (with respect to (7-63)) estimate

ft B(o)do
0

S NullS oo s TNP 2 4 | oo s TN ™2+ NP 2|1t T s - (7-77)

8. Proof of the main results

In this section we conclude the proof of our main theorems.

Proof of Theorem 1. Consider (NLS) and let u( be as in the statement of Theorem 1. By the result in
[Feola and Iandoli 2022] we have that there is 7 > 0 and a unique solution u(¢, x) of (NLS) with V =0
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such that Hypothesis 6.1 is satisfied. To recover the result when V # 0 one can argue as done in [Feola
and Iandoli 2019]. Consider a potential V as in (1-5), with X € &'\ .4, where .4  is the zero measure set
given in Proposition 2.1. We claim that we have the following a priori estimate: Fix any 0 < N. Then for
any t € [0, T'), with T as in Hypothesis 6.1, one has

lu@ s < 2lluollzys + CUull 2 s TN + Nl oo pps T + Nl foo pps TN ™'+ Nt Joo ) (8-1)

for some C > 0 depending on s. To prove the claim we reason as follows. By Proposition 4.2 we
have that (NLS) is equivalent to the system (4-12). By Propositions 6.4, 6.6 and Lemma 7.3 we can
construct a function z,, with 2n = s such that if u(¢, x) solves the (NLS) then z,, solves (7-8). Moreover
by Proposition 7.5 we have the equivalence (7-18), and we deduce

t
lu@ll7s <22 1za (1135 < 2lluollFs +2‘ / B(0)do : (8-2)
0

t
+2‘/ B_s5(0)do
0

Propositions 7.5 and 7.6 apply; therefore, by (7-26) and (7-21), we obtain (8-1). The thesis of Theorem 1
follows from the following lemma.

Lemma 8.1 (main bootstrap). Let u(t, x) be a solution of (NLS) with t € [0, T) and initial condition
ug € H* (Td; C). Then, for s > 1 large enough, there exist €y, co > 0 such that, for any 0 < € < €, if

luollms < %€, sup lu@®)llm <€, T <coe?, (8-3)
tel0,7)

then we have the improved bound sup, (o ) [u(®) | gs < %e.

Proof. For € small enough the bound (8-1) holds true, and we fix N := € 3. Therefore, there is C =C(s) >0
such that, for any 7 € [0, T),

2 2 4 10 -3 6 4 3
() s < 2lluollzys + C Ul oo s + Nullpoo s T€ ™ + Nl fooprs T+ Nl oo s T€)

< 42 +C(e* +26'T +€°T) (by (8-3))
< 1€°(3 +4C (" +2eco +c0)) < €7, (8-4)
where in the last inequality we have chosen c( and € sufficiently small. This implies the thesis. ]

Proof of Theorem 2. One has to follow almost word by word the proof of Theorem 1. The only difference
relies on the estimates on the small divisors, which in this case are given by Proposition 2.1(ii).

Proof of Theorem 3. Consider (KG) and let (v, ¥1) be as in the statement of Theorem 3. Let ¢ (¢, x)
be a solution of (KG) satisfying the condition in Hypothesis 6.8. By Proposition 4.7, recall (3-77), the

function
U= [lf]
u

1 —
uy = —2([\;(/(_%,1,00 + IAK(l;/zlﬁl)-

/2

solves (4-12) with initial condition
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Moreover, by Hypothesis 6.8 and Remark 6.9 one has ||ug|| gs < %66. By Remark 6.9, in order to get (1-8),
we have to show that the bound sup, o 7, l[ullgs < 7€ holds for time T > €™ ifd =2 and T 2 ¢ 5/>
if d > 3. Fix B as in Proposition 2.2 and let m € %g. By Propositions 6.11, 6.13 and Lemma 7.8
we can construct a function z, with n = s such that if (¢, x) solves (KG) then z,, solves (7-41). By
Proposition 7.10 and Remark 6.12 we get

@7 <2220 DN < 2lluolFys +2

+2 . (8-5)

/ PB-s5(o)do
0

/ P(o)do
0

Propositions 7.10 and 7.12 apply, therefore, by (7-63) and (7-57), we obtain the following a priori estimate:
Fix any 0 < N. Then for any ¢ € [0, T'), with T as in Hypothesis 6.8, one has

2 2
(s = 2lluollzs

+C (1l e prs TNP T Nt Lo g TNP ANt oo e T+ o ps TN T NP | o ) (8-6)
for some C > 0 depending on s. The thesis of Theorem 3 follows from the lemma below.

Lemma 8.2 (main bootstrap). Let u(t, x) be a solution of (4-44) with t € [0, T) and initial condition
ug € H(T4; C). Definea=3ifd=2anda= % ifd > 3. Then, for s > 1 large enough and any § > 0,
there exists €y = €9(d, s, m, §) > 0 such that, for any 0 < € < €, if

1 1 —a+§
luollas < g€, sup |lu(®)||as < g€, T <e >, (8-7)
t€l0,T)

. 1
then we have the improved bound sup,c(o ) |u(?) | gs < ge.

Proof. We start with d > 3. For € small enough the bound (8-6) holds true. Let § > 0 and 0 < 0 < 6.
Define

B:=3+0, N:=¢ /G, (8-8)
By (8-6), (8-7), (8-8), there is C = C(s) > 0 such that, for any ¢t € [0, T),
lu(@) 3 < 2702€” + Ce€¥/CT) 20T (€ + 101 < L2, (8-9)

where in the last inequality we have chosen € sufficiently small and we used the choice of T in (8-7) and
that o < 8. This implies the thesis for d > 3. In the case d = 2 the proof is similar setting § =2+ ¢ and
N =2/t O

Proof of Theorem 4. Using Remarks 4.6, 4.8, 6.14, 7.9, 7.11, 7.14, 7.15 one deduces the result by
reasoning as in the proof of Theorem 3 and using in particular the estimate (7-77).
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FOR THE ORNSTEIN-UHLENBECK OPERATOR
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We study an extension problem for the Ornstein—Uhlenbeck operator L = —A + 2x - V + n, and we
obtain various characterisations of the solution of the same. We use a particular solution of that extension
problem to prove a trace Hardy inequality for L from which Hardy’s inequality for fractional powers
of L is obtained. We also prove an isometry property of the solution operator associated to the extension
problem. Moreover, new L? — L7 estimates are obtained for the fractional powers of the Hermite operator.
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1. Introduction and the main results

It is said that analysts are obsessed with inequalities. The usefulness of various weighted and unweighted
inequalities in applications to problems in differential geometry, quantum mechanics, partial differential
equations, etc., have made this a very attractive area of research. Hardy’s inequality is one such inequality
which finds its origin in an old paper of G. H. Hardy [1919] written more than a hundred years ago; see
also [Hardy 1920]. In recent years, this has been intensively studied in different settings and various
contexts. For a historical review of Hardy’s inequality, we refer the reader to [Kufner et al. 2007].
We begin by recalling the classical Hardy’s inequality which states that, given f € C5°(R"),
1

Ly_oyp [ P

4 rRe |x]?

dxsf Vf@Pdy, n=3,
Rl’l

where V denotes the gradient in R". This can be rephrased as follows in terms of the Euclidean Laplacian

A=) 9%0x;:

2
-2 [ Ll ax<icarf g,
T
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which has been generalised to fractional powers of the Laplacian. In fact, for 0 <s < %n and f € Cj°(R"),
we have

dx < ((=A) 1, f). (1-1)

4sF(%(n+2s>)2/ P
r(Ln—29)" Jm X%

The constant appearing on the left-hand side is known to be sharp (see [Beckner 2012; Yafaev 1999] for
instance), but the equality is never achieved. Frank et al. [2008] used a ground state representation to
give a new proof of (1-1) when 0 < s < min{1, 1n}, improving the previous results. On the other hand,
replacing the homogeneous weight | x|~ by a nonhomogeneous weight we have the following version of
Hardy’s inequality:

F(}T(”‘f‘zs)) 2 |f(x)|2
s_ \4\N" T =) D _WE _AYS | 0 o
F(%(”—zs))p o 2 xE S (=D)f. f), p> (1-2)

2)—(n—25)/2. See

where the constant is sharp and the equality is achieved for the functions (p? + |x|
[Boggarapu et al. 2019, Remark 2.6] for a proof of inequality (1-2). Note that proving such an inequality
for fractional powers depends on how one views this type of operator. In fact, there are several ways of
obtaining fractional powers of the Laplacian. Caffarelli and Silvestre [2007] first studied an extension
problem associated to the Laplacian on R" and obtained the fractional power as a mapping which takes
Dirichlet data to the Neumann data. Motivated by this work, [Boggarapu et al. 2019] studied the extension
problem in a more general setting of sums of squares of vector fields on certain stratified Lie groups. They
used a solution of that extension problem to prove a trace Hardy inequality from which Hardy’s inequality
is obtained. Because of its several interesting features, the study of extension problems for various
operators has received considerable attention in recent times, see e.g., [Roncal and Thangavelu 2020b;
Stinga and Torrea 2010], etc.

Inspired by [Frank et al. 2015], Roncal and Thangavelu [2020a] considered a modified extension
problem for the sub-Laplacian on the H-type groups which gives conformally invariant fractional powers
of the sub-Laplacian, and they proved Hardy’s inequality for the same. In this regard, we would also
like to mention that Garofalo and Tralli [2021] recently used an extension problem for the heat operator
associated to the sub-Laplacian on the H-type groups to study the usual and conformal fractional powers
of the sub-Laplacian. See also [Garofalo and Tralli 2023] by the same authors in this direction.

Although this fractional Hardy-type inequality has been studied extensively in the setting of Euclidean
harmonic analysis, not much has been studied in the framework of Gaussian harmonic analysis. As we
know that the role of the Laplacian in Gaussian harmonic analysis is played by the Ornstein—Uhlenbeck
operator defined by L := —A + 2x - V, it is therefore natural to ask for such a fractional Hardy inequality
for this operator. It is also convenient to work with L := —A + 2x - V 4 n instead of L. In fact, from
the mathematical point of view, L is very closely related to the Hermite operator; see (1-3) below. Later
in this article, this relationship will be discussed and exploited in some of our studies. Because of its
various applications in probability theory, stochastic calculus, etc., the study of the Ornstein—Uhlenbeck
operator experienced a lot of developments in the last couple of decades. We refer the reader to the book
of Urbina-Romero [2019] in this regard.
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Our aim in this article is to establish Hardy and trace Hardy inequalities for fractional powers of
the Ornstein—Uhlenbeck operator L. Recall that L = —A 4 2x - V 4 n can be defined on the Gaussian
L? space: L2(y) = L2(R", y(x) dx) with y(x) = 7~"/2¢=*" is a positive self-adjoint operator. We
observe that Z'}:l B;‘Bj =—A+2x-V, where 9; = d/0x; and 81* = 2x; — 0; is its adjoint on L?(y). The
relation between L and the Hermite operator H = —A + |x|? is given by

M,LM,;' = H, where M, f(x)=yx)"*f(x). (1-3)

Hardy’s inequality for the fractional powers H* of the Hermite operator has been studied in [Ciaurri et al.
2018]. Here H* is defined by spectral theory as

o0
H® =Y "(2k+n) P,
k=0
where (2k +n), k € N are the eigenvalues of H on L*(R™) and Py is the orthogonal projection of L*(R™)
onto the finite-dimensional eigenspace corresponding to the eigenvalue (2k +n). However, there is another
natural candidate for fractional powers of H, and hence of L, which will be treated here.

To motivate the new definition of fractional powers, denoted by Hj, it is better to recall the conformally
invariant fractional powers of the sub-Laplacian £ on the Heisenberg group H". The connection between
L and H is given by the relation 7, (£ f) = 7, (f) H (L), where the 7, are the Schrodinger representations
of H" and H(X) = —A 4 A2|x| The spectral decomposition of H (1) is given by

H() =Y Qk+m)APc(h).
k=0

The conformally invariant fractional powers of £ are then defined, for 0 < s < (n + 1), by the relation
F(3Qk+n+1+5))
F(3Qk+n+1-y))

o0
mLs f) =m(f) Y _QIAD° P(L).

k=0
The operator on the right-hand side which multiplies 7, ( f) is the alternate candidate for fractional powers
of H(\), which we denote by H (A);. By defining Q; = MV_ 1 PM,, , the spectral decomposition of L
becomes L = Y ;- (2k + n) O, and hence the fractional powers we are interested in are given by

= T(RQk+n+1+5)
L, — 28 2
S@0=2 I(3Qk+n+1-y))

k=0

Ok f (x).

Along with L we also consider U = %L and the associated fractional powers

= T(Ghk+n/2+41+5))
U f(x) =Y 2°
f6=2 T(3k+n/2+1-ys))

k=0

Ok f (x).

For these operators, we prove the inequality in the following theorem. Letting A be either L or U, we
define the trace norm of a suitable function u(x, p) on R" x [0, c0) as

as(A, u)? =/0 /R,,('VA“(X’ PP+ (3n+ 307 ulx, 0)*)p' > dy (x) dp,
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where
Vou = Q7 201u, 270, ..., 2728,u, d,u)

and V is defined without the scaling factor 271/2

Theorem 1.1 (general trace Hardy inequality). Let 0 < s < 1, and let A be either L or U. Suppose
¢ € L*(y) is a real-valued function in the domain of A such that ¢~ A, is locally integrable. Then for
any real-valued function u(x, p) from the space C&([O, 00), C,%([R{”)) we have

a(A >t [ At

L) Jre ¢ (x)

It would be nice if we could choose a function ¢ so that A;¢ can be calculated explicitly. It turns out

dy (x).

that for A = U we can do that. Indeed, with such a choice of ¢ we can prove an explicit trace Hardy
inequality from which Hardy’s inequality can be deduced.

Theorem 1.2 (Hardy’s inequality for Uy). Let 0 < s < 1. Assume that f € L*>(y) with U f € L>(y).
Then for every p > 0 we have

l 2
F(L/24+1+5)) / TO o+ 1xIP) dy ()
R

Us f, 2y = 2p)°
sl P2 2 GOV L0 2120 S G+ ey

for an explicit wy(t) > 1. The inequality is sharp, and equality is attained for
2—(n/241-5)/2

T(3(n/24+1-5))

where K, denotes the Macdonald’s function.

2 _ —
fx)y=v2 N2 (p 4 |x 2y~ o+ 1],

We remark that since w;(¢) > 1, we have the following inequality which is slightly weaker:
F(3(/2+1+5)) / f(x)?
F(3(n/24+1—5)) Jre (p+Ix[H)*

However, written in this form, we do not yet know if the constant appearing in the above inequality

(Us f. 12y = 2p) dy(x). (1-4)

is sharp or not. Observe that the constant we have obtained is analogous to the sharp constant in the
Euclidean case; see (1-2). It is worth pointing out that Hardy’s inequality for the pure fractional powers U*®
can be deduced from Theorem 1.2. Indeed, writing R, := U;U ~%, we see that R is a bounded operator
on L?(y) and its operator norm is given by

ST (3k+n/2+145)
F(3k+n/24+1-5)
To estimate this norm we use the fact that x#~*I"(x + «)/T'(x + B) < (x + B)/(x + «) for & > 0 (see
[Roncal and Thangavelu 2016]), which gives the estimate
STk +n/24145) _ 2k+n+2(1—5)
F(Lk+n/24+1—5) = 2k+n+2(1+5)

IR llop = sup (3 (k +n/2))
k>0

(5(k+n/2)

The right-hand side of the above inequality being an increasing function of k, we obtain || Ry[op < 1.
Using this, Hardy’s inequality for U*® reads as follows:
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Corollary 1.3. Let 0 < s < 1. Assume that f € L>(y) with U* f € L*>(y). Then for any p > 0 we have

F(3(n/2+1+5)) f(x)?
F(3m/2+1-9) Jr (o +Ix1H*

As a consequence of Hardy’s inequality with nonhomogeneous weight, we obtain a Heisenberg-type

(Usfv f)Lz(y) = (210)S d)/(x)

uncertainty principle for the fractional powers of the Ornstein—Uhlenbeck operator. Indeed, an application
of the Cauchy-Schwarz inequality yields

) , . 1/2 Fx)? 1/2
f F )P dy (x) < (/ F P+ x D) dy(x)) ( —hdy(x)> ,
R R re (0 4 |x %)
which along with Theorem 1.2 gives the following:
Corollary 1.4. For any f € L>(y) with U f € L*(y), we have
(/24 1+5))
F(3(n/2+1-5))

2
( /R F e+ IXIZ)SdJ/(X)><Usf, Py = Cp)’ ( y |f<x>|2dy<x)> :

We must mention that one can use the L?-boundedness of U; L™ along with the inequality for U; to
derive an inequality for L. Indeed, the operator norm of ‘R := U, L ™" is given by

CT(Ak+n2+1+5)
IRy llop = sup 2° 2k +n)~* (f ),
k=0 I(5(k+n/24+1—5))
which can be estimated as above to get || R;||lop < 27°. The fact that [|R; |lop(L* f, f)r2¢) = (Us S, fr2g)
together with this estimate yields the following:

Theorem 1.5 (Hardy’s inequality for L*). Let 0 < s < 1. Assume that f € L*(y) with L* f € L*(y).
Then for any p > 0 we have

P(3(m/2+1+5)) f(x)?
(324 1-5) Jr (0 +1x2)

The main ingredient in proving the above mentioned trace Hardy and Hardy’s inequality for fractional

(Lsfv f)Lz(y) = (4/0)S

dy (x).

powers of L is a solution of the extension problem for L:

=20, — 207 )ur, ) =0, u(x,0)= f(). (1-5)

(-L+a2+

As we will see later, a solution of the above partial differential equation will play a very crucial role for
our purpose. The second theme of this article is the study of general solutions of the extension problem
for L under consideration. In fact, we prove a characterisation of the solution when the initial data is a
tempered distribution. In order to state the result we need to introduce some more notations which will be
briefly described here. More details can be found in Section 3. We introduce the following two operators.
For any distribution f for which M, f is tempered, we define

(l 2)(5—1)/2 o

QFT Z F(%(Zk tnts+ 1)) W—(k+n/2),s/2(%,02) Qkf(x),
k=0

S)f(x) =
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and for any function g for which Qg has enough decay as a function of k, we define

oo
g(x) = (3% 2yl Z M_einp), 52 (30%) Qrg (x),
k=0
where W_(i11/2),5/2 and M_ 4,2, s/2 are Whittaker functions.

In view of the asymptotic properties of the Whittaker functions stated in Lemma 3.2, it follows that the
series defining S! ,»J converges for any tempered distribution M, f. Moreover, if we take g from H. (R”)
which is the image of L?(R", y) under the semigroup e ”f then the series defining S2 »& also converges
and defines a smooth function. With these notations we prove the following characterlsatlon.

Theorem 1.6. Let f be a distribution such that M,, f is tempered. Then any function u(x, p) for which
My, u(x, p) is tempered in x is a solution of the extension problem (1-5) with initial condition f if and

onlyif u(x, p)=_5! f(x) + 52 g(x) for some g € (), il(R”).

We also prove another characterisation of the solution of the extension problem in terms of its
holomorphic extendability. In order to state this we need to introduce some more notations. For any
t, § > 0 we consider the positive weight function

2 2\é—1
w(x,y) = ! e 1——|M| 1y e WP+ gy,
TG Jpr 2 ),

For any p > 0, we let H*(Q,,, wff) stand for the weighted Bergman space consisting of holomorphic
functions on the tube domain 2, :={z =x+iy € C" : |y| < p} belonging to Lz(Qp, wff). Also for m € R,
let W (R") stand for the Sobolev space associated to the Hermite operator H. This is a Hilbert space in
which the norm is given by

o.¢]
1 Iy = D@k +m) > | P f 15
k=0
Theorem 1.7. A solution of the extension problem (1-5) is of the form u(x, p) = S})f(x) for some
distribution f such that M,, f € WZ"([R”), where 2m, = —%(2n + 1), if and only if for every p > 0,
Myu(-, p) extends holomorphically to 2, > and satisfies the uniform estimate

/ |M)/u(z7 :0)|2wp/2(2) dz < C,On 172
Q2

forall0 < p <1.

We conclude the introduction by describing the plan of the paper. In Section 2, we study an extension
problem for the Ornstein—Uhlenbeck operator. We provide two representations of solutions and their
equivalence. In Section 3, we prove several characterisations of the solution of the extension problem
under consideration. Using the results obtained in Section 2, we prove the trace Hardy and Hardy’s
inequality in Section 4. Then in Section 5, we prove an isometry property of the solution to the extension
problem. Finally we end our discussion by proving an inequality of Hardy—Littlewood—Sobolev type for
the fractional powers of the Hermite operator in Section 6.
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2. The extension problem for the Ornstein—Uhlenbeck operator and fractional powers

The extension problem. Our strategy to prove Hardy’s inequality for L is via the trace Hardy inequality
which in turn requires the study of the following extension problem for the operator L:

<—L+a§+% p—ipz)u(x,p)zo, u(x,0) = f(x). (2-1)
If u is a solution of the above problem, it follows that v(x, p) = M, u(x, p) solves the problem
(<H 0+ =20, = 1p7)ox p) =0, 0x,0) = My £ (x), 2-2)

A solution of the above problem can be obtained in terms of the solution of an extension problem for the
sub-Laplacian on the Heisenberg group.
Let £ be the sub-Laplacian on the Heisenberg group H"”. Then a solution of the extension problem

1_/)25 It 1020 (e 1, p) =0, w(z1,0)= f(z,1)

(~c+a2+

is given by w(z, t, p) = p* f * ®, 0(2, 1), see [Roncal and Thangavelu 2020a], where ®; , is an explicit
function given by

2—(n+1+s)

—(n+1+s)/2
JT”‘HF(S) '

®s.p(2,0) = P30+ 149) (107 + §121) +4%)

If we let 7 stand for the Schrodinger representation of H” on L?(R"), then we have the following result.

Theorem 2.1. For any f € L*(y) the function v(x, p) defined by the equation

v(x, p) = p* / ®, ,(g)7(g)* M, f (x) dg

Hn
solves the extension problem for the Hermite operator with initial condition M,, f. Consequently, the
extension problem for L is solved by u(x, p) = e""z/zv(x, 0).

Proof. For any X from the Heisenberg Lie algebra h" viewed as a left-invariant vector field on H”, we
can easily check that

w00 [ gl fwdz = [ Xom() 1w ds

This leads to
H [ vom@r fods= [ Lowmefmds.

and consequently, as

1-2 1
P> LD 5(g) = (ag + =0, + Zp23z2)pzsq’s,p(8) =0,
we obtain
1-2 1
(~H+02+ =0, - ;0% (p” /H ()T (@)* f () dg) =0.
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To check that v(x, p) satisfies the initial condition, we make the change of variables (z, t) — (pz, p°t),
so that

v(x, p) = / D 1(z, ) (pz, pzt)*Myf(x) dzdt.
[H]n

Since 7 (pz, ,ozt)Myf converges to M, f in L*(R™), we obtain v(x, p) — M, f as p — 0 in view of the
fact that fH" @, 1(g) dg = 1. This completes the proof of the theorem. ([l

There is yet another convenient way of representing the solution of the extension problem for L. If we

let k; 5 (p) = (sinh#) =5~ 1e=(hDP”/4 then it is known that this function satisfies the equation

142 1
ke () = (8 + =578 = 70"l s )

Theorem 2.2. For f € LP(y) with 1 < p < 00, a solution of the extension problem for L is given by
—s

u(x, p) = TG

P fo k(e f ). (2-3)

Moreover, as p — 0, the solution u( -, p) converges to f in LY (y) forany 1 < p < oo.

Proof. That u solves the extension problem follows easily from the fact that e ' f (x) solves the heat
equation associated to L, i.e., —Le "L f(x) = d;e 'L f (x), and the definition of k¢ s(p). Indeed, we have
—S oo
—Lu(x, p) = —p* f ki, s(p)orv(x, 1) dt,
I'(s) 0
which after an integration by parts in the ¢ variable yields
-5

I'(s)

Since k; s (p) is the heat kernel associated to the operator (8/% + lt#a,, —

o
Lu(x, p) = ——p” / dike,s(p)v(x, 1) dt.
0

%,02), we have

_ 4_S 25 2 1+2S 1 2 o —tL
Lu(x, p) = £ (22 + ; =70 kst poodi.

Finally, an easy calculation shows that for any function v(p) one has
2 1-2s
(02 +

and hence it follows that u(x, p) solves the extension problem.
Now to prove the L”(y) convergence of the solution to the initial condition, we make use of the fact
that e~ is a contraction semigroup on every L”(y) and e 'L f converges to f in L”(y) as t — 0. We

142 1
T2, = 100w,

1 , |
3y — Zp2> (0> v(p)) = p* (af) +

first make a change of variables t — p?t to get

—s

4 o0 2
u(x, p) = mpz”z /0 ki s (p)e PME f (x) dt.
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Note that

. 1 _ 2.0y 2
p2s+2kp2t’s(p) — ,OZH_Z(Slnh p2l,) s le (coth p~t)p~/4

e P o —(coth p21)p2t (41) —s—1_—1/(41)
=t ﬂ e — t e as p — 0. (2-4)
sinh p

Here we have used the facts that (sinhy)/y — 1 and ycothy — 1 as y — 0. Also we see that
t=571e=1/40 ¢ L1(0, 00), and an easy calculation yields

oo
/ 151 V@0 g — 45T (s).
0

Now using this result we can write, for any x € R",

—S

4 o 2
u(x, p)— f(x) = mp”” fo k2 s(p)e™ " f(x) dt —

4
r

4—S oo
F(S) / t—s—le—l/(4t)f(x) dt
0

—S o0
5 / (PZszp%,s(,O) _t—s—le—l/(4t))e—p2th(x) dt
s) Jo

+

1f(_s) /0 (e e f (@) — f @) .

Therefore, using Minkowski’s integral inequality and the fact that ||e_p2t Lfliee) <1 fllLrey), we have
-8 o0

o) 1P 2k 2 (0) — t e V|| Flloy) dt
0

luC-, 0) = fllLr) <

_.l_

4 > 1 1/(4 2L
F(s)/ A Al [P F = Fllroydr. (2-5)
0

Note that using the asymptotics of the sine and cotangent hyperbolic functions, we have
|,02S+2kp2[, 5(10) _ t*S*lefl/(4t)| < Cp25+267p2t(3‘+1) + t*S*lefl/(4t) = hp(t), t> M. (2-6)

It is not hard to see that for every p > 0, we have h, € L' and lim,_,¢ [} h,(t)dt = [;7 h(t)dt, and
also as p — 0 we have h, (1) — t=5~1e= 1/ —=: h(¢) pointwise. Hence by the generalised dominated
convergence theorem (DCT) we have

o0
/ |102S+2kp2t,s<10) _ t—s—le—l/(4t)|||f||L,,(y) dt -0 as p—0.
M

Now see that, similar to (2-4), one can show the function /4 ,(¢) goes to a finite limit as  — 0, so there is
no singularity of &, at 0. Hence it is easy to see that

M
f 10542k 2, (p) — 15 e V| Fll gy dit
0

goes to zero as p — 0. Hence it follows that the first integral in the right-hand side of (2-5) goes to zero.
Also the integrand of the second integral is bounded above by an integrable function of 7. Indeed,

“s—1 —1/(4 _2L —s—1 _—1/(4
eV e f = Fllingy <207 e A FllLng).
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Hence by DCT the second integral goes to zero as p — 0. Therefore we have
47 g [T —pHL ,
u(-,p)=mp kyy s(0)e 7" fdt — f in LP(y)  as p— 0. O
3 0
We have thus given two representations for solutions of the extension problem, and we now claim they
are the same. This is not obvious and needs a proof. It is convenient to work with the functions

(pS,S(Z, Cl) = ((5 + 411|Z|2)2 +a2)7(n+1+s)/2’

in terms of which we can express ®; , as follows: with § = Alf,oz,
2—(n+1+s)

nnﬂ—r(s)r(%(n +1+ S))z%,a(z, a). 2-7)

(Ds,p(zv a) =
For a function ¢(z, t) on H" we let ¢*(z) denote the inverse Fourier transform of ¢ in the ¢ variable. Thus

oo
¢l s(2) = f 5.5z, e dt.
—00
This is a radial function on C" and hence has an expansion in terms of the Laguerre functions:
— _ 2

We let c,é’ 5 (s) be the coefficients defined by

0rs(@) = QM)A Y cr 5 ()0 (2). (2-9)
k=0

These coefficients are given in terms of the auxiliary function L(a, b, ¢) defined for a, b € Ry and c € R
as follows:

o
L(a,b,c)= / e 4@ FDb1 (1 4 ) dx. (2-10)
0

The following proposition expresses the c,é’ 5(s) in terms of L; see [Cowling and Haagerup 1989].
Proposition 2.3 (Cowling—Haagerup). Forany § > 0and 0 < s < %(n + 1), we have

Q)+ A
(A +1+s9)°

Using this proposition we can compute the explicit formula for the group Fourier transform of ®; ,(g)
on H". Let P, (1) stand for the projections associated to H(A) = —A + A2|x|% Then making use of the
fact that

L(3IAl, 3Qk+n+1+5), 3Ck+n+1—ys)).

A
Ck,(S(S) =

/@ 0 ()2, 0)dz = Q) " A" P,

we obtain the following formula: with § = 4—1‘/02, as before,
27(n+l+s)

nnﬁ—m)l‘(%(n +14+9) Y ek () P,

k=0

/H @, ,(g)m(g)*dg =
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As the projections associated to L are given by Qr = M., ! PyM,,, we see that the solution defined in
Theorem 2.1 is given by

2—(n+1+s)

LR 902 Y el 5(9) Qi f ().

k=0

u(x, p) =

Therefore, in order to prove our claim, we only need to check that
—(n+1+s)

nn+11—*( )

4=
I'(s)

p* fo ki s(p)e™'t f(x)dt = Fo+1+s)° zszcka(S)Qkf(x)

k=0

where 6 = }Lpz. Equivalently, we need to check that

o0
/ ki s(p)e " ar = L(1p*, 32k +n+1+5), 3k +n+1-5)).
0

In order to compute the above integral, we make the change of variable coth# =2z 4 1 and note that
—(sinh?t)~'dt = 2dz and sinht = (2z(2z +2))~ /% We get

(o.¢]
. —s—1 — 2 _
/ (Slnht) s le (cotht)p /4€ t (2k+n) dt
0

(2k+n)/2
) d

:2/00(22(2z+2))(s /2 ,~Qz+Dp /4(2Z—|—2 .
0

2z

o
_5 / ¢~ QDR /4 (0 )= D Chm1/2 90 | 0y~ [(=$)+Chm)1/2 g
0
o
Y / e~ @A DP2 /4 () [HD @RI/ (4 1=+ k42 g,
0

=2L(3p* 1Qk+n+1+s), 5k +n+1-y3)).

This proves our claim that Theorems 2.1 and 2.2 define the same solution of the extension problem.
The above proof also shows that the function u(x, p) defined by the integral (using U in place of L)

-5

I'(s)

solves the extension problem for U and the following expansion for the solution « is valid.

W, p) = o /0 ke s(0)e ™V £ (x)dr,

Proposition 2.4. For 0 <s < %(n + 1) and f € L*(y), the solution of the extension problem associated
to U is given by

u(-, p) = Fz(_s)pZS ZL(W, Tk+n/24+1+s), 3(k+n/2+1—25)) O f- (2-11)
k=0

We let T, , stand for the solution operator which takes f into the solution u(x, p) of the extension
problem. Thus

—S

T f(0) = 1 ZSfO ke (e £ (x) d,
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which is also given by the expansion in the above proposition. In what follows we make use of the
transformation property

(22)° _ @
ra t* D=1

satisfied by the L function for all admissible values of (a, b, ¢); see Cowling and Haagerup [1989].

L\, b,a) (2-12)

Fractional powers of the operators L and U. In what follows let A stand for either L or U. Note that
the associated eigenvalues A are given by (2k +n) and (k + %n), respectively. The above representation
of the solution of the extension problem allows us to define A; as the Neumann boundary data associated
to the extension problem. More precisely we have the following result:

Theorem 2.5. Assume that0 <s < 1. Let f € L> "\ L?(y) with 1 < p < 0o be such that As f € LP(y).
Then the solution of the extension problem u(x, p) = Ty , f (x) satisfies

: _ s T(1 =)
1 1 2sa ’ — _21 2s A, f,
Lim pu(x, p) To) sf
where the convergence is understood in the L? (y) sense.

Proof. The expansion of T , f given in Proposition 2.4 and the transformation property (2-12) of the
L function allows us to verify the identity
4°T(s)

2s —
1Y T—s,p(Asf)(x) = T'(—s)

Ty p f(x), (2-13)

which when expanded reads as

45T 4 o0
(S)u(x, 0) = / (sinh 7)$~le~ (oD /4o =14 4 £ (1) dr.
[(=s) I'(=s) Jo

2

Differentiating with respect to p and multiplying both sides by —p!' =2, we get

o
—0""F0,u(x, p) = ——p*17 f (sinh 7)* ! (coth £)e~ €MD 4e=1A A £ (x) dt.
0

2I(s)

Now we make the change of variable t — tp? to get

o0
_pl—ZSapu(x’ p) — p4—25 / (Sinh(l,pZ))S—l Coth(tp2)e—COth(I,DZ),DZ/4e—Z‘p2AASf(x) dt
0

20 (—s)

. 25\ s—1
! / 2 (SROONT (10 p2ye I 10 4 f .
2I'(=s) Jo 1p?

Under the extra assumption that A, f € L?(y) with 1 < p < 0o, we know that lim,_, ¢ e‘pz’AAsf =Af,
in L?(y). So as p — 0, we can argue as in the proof of Theorem 2.2 to obtain
1 o.¢]
llm _ 1—2‘&‘8 , — —A / l,S—Z —1/(41) dt .
p—>0( 1% p”(x L)) 2T (s) sf( o 4
Computing the last integral and simplifying we obtain

o) Ay f. O

lim (o'~ 8,u(x, p)) =
p—0
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3. Characterisations of solutions of the extension problem
In this section we prove several characterisations of solutions of the extension problem for L. Recall that
the extension problem for L reads as

=20, — 207 ur, ) =0, u(x,0)= f(x).

(-L+02+

Now given @ € N" and p > 0 we define the Fourier—Hermite coefficients associated to the expansion in
terms of the normalised Hermite polynomials H,, as

ue, p) = / u(x, p)Hy(x) dy (x).
Now letting vy (p) :=u(a, 2,/p), we see that
(—Qlal+n) + pd; + (1 = )3, — PIva(p) =0,  va(0) = (f, Ha)r2()-
Again if we write vy (p) = e P gy (2p), then it can be easily checked that the above equation becomes
rga(r)+(1—s—r)g,(r) — 3Qlal+n+1—5)gy(r) =0,
where r = 2p. Now we let g, (r) = r*hy(r), which leads to
rhy(r) +(14+s—r)h,(r) — %(2|oz| +n+1+5)hy()=0. 3-1)

Note that this is in the form of Kummer’s equation: xA”(x) + (b — x)h’ — ah(x) = 0. The solutions
of Kummer’s equation are given by the functions M (a, b, x) and V (a, b, x), which are known as the
confluent hypergeometric functions. The function M, given by M (a, b, x) = Z;’fzo((a)m /(B)mm")x™, is
analytic, and

V(a,b,x)=

T < M(a, b, x) 1_I,M(l+a—b,2—b,x)>
- —X , x>0.
sintb \I'(14+a —b)I"(b) F'a)'2->)

Also, V has the integral representation given by
1 o0
Via,b, x)= —f e N 1+ 0P dr, x>0.
['(a) Jo

For more details, see for instance [Abramowitz and Stegun 1964, Chapter 13] and also [Frank et al. 2015,
Lemma 5.2].

Finally, writing p = %s and k = ||+ %n, performing another substitution w,, (r) = e 12rp /2y (r),
transforms (3-1) to

1/4 — pu?
w, (r) + (—% - ; + /r—2“> we (r) =0, (3-2)

which is in the form of a Whittaker equation. This warrants the following lemma which describes the
properties of solutions of Whittaker equations.
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Lemma 3.1 [Olver and Maximon 2010]. Let x € R and —2u ¢ N. The two linearly independent solutions
of the ordinary differential equation

w' (x) + (—}1 -+ /—_’“‘)w(x) —0
x2
are given by the functions M, (x) and W, (x), where

1/2 -
K,u(x)_e_x/z 1/2+MZ—/ +M pr

’

(1 +2M)pp'
and when 2 is not an integer,
['(—2p) I'(+2u)
W, =—-M, —— M, _ . 3-3
K,u(x) T(1/2—p—x) K,M(x)+ T2+ 1 —rx) K, u(x) (3-3)
Moreover, we have the following asymptotic properties of these Whittaker functions:
For large x,
Il +2w) - -
M, ~—— T 2K — N d W ~ e 25k, 3-4
K,,u(x) F(1/2+M—K)e X 22 K# 3 5 an K,M(x) € X ( )
Also as x — 0 we have
M, (x) =x"T12(14+0(x), 2v#-1,-2,-3,..., (3-5)
re -2
Wi o (x) = _ T ey TC2W ey gdneny g<p< L (3
(/24 pn—«) ra2—uw—«)

In view of the above lemma, generic solutions of (3-2) are given by
Wy (r) = Cr(la)M_(a|4n/2), s/2(r) + Co(laDW_(1a4n/2), 5/2(F).
But we know v, (p) = e g4 (2p) = e P (2p)*ho(p) = e P (2p)*e?/?p~1 /27" w4 (p), and by definition
vy (p) = u(er, 2,/p). Hence we have
1)/2
i, p) = (3p )(S / (Cl(lal)W—(|a|+n/2),s/Z(%pz) + Cz(IOtl)M—(|a\+n/2),s/z(%pz))- (3-7)

The initial condition on the solution along with the behaviour of the Whittaker functions stated in the
previous lemma allows us to conclude that
1
Ci(la)) = m1“( 2k +n+s+1)(f, Ho)2())-

Thus the solution of the extension problem can be written as a sum of two functions, namely

e 1
(%pz)(s 1)/2@ZF(%(2k+n+s+1))W_(k+n/2),s/2(% )Qkf

(2,0 (S b2 Z Co(la) M ()40 /2), s/2( )Ha(X)-

aeN”
The second series above converges under some decay conditions on the coefficients C,(|o|) as we will
see soon. We make use of these considerations in the proof of Theorem 3.3 below.
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To proceed further with our description of solutions of the extension problem, we need the following
asymptotic properties of the Whittaker functions appearing in the above expressions for large values of
the parameter k.

Lemma 3.2. For any p € (0, 00), we have the following asymptotic properties, as k tends to infinity:

2 1/2
—1)/2 _ e P
(307 7P M ). s2(20%) ~ () TP (W2 m) 1/2exp(2<2k+n);<—) ) (3-8)

42k +n)
o 1/2
1 2\(s=1)/2 1,2 (pv/2k+m) 7 ( ( : ) )
1 W iewna sn(2p?) ~ Al expl—2Qk +n)¢ | ——— . (39

where 2,/T(x) = Vx +x2 +1In(/x ++/x + 1) forx > 0.

Proof. For large values of « and for any x € (0, 00), the following asymptotic properties can be found in
[Olver and Maximon 2010, 13.21.6, 13.21.7]:

2r2u+1 /4
My (dcx) = K(M’_’“l s )(’;i(xx)) D (@kc ()7 (1 + 0™, (3-10)
« 1/4
W_yeu(dicx) = VKE{ ’f/ez G{fx)) Ko (4 (x) /) (14 0™, (3-11)

where I, is the modified Bessel function of the first kind and K, denotes the Macdonald function of
order 2. Taking x = %,02, Kk=k+ %n and u = %s, for large values of &, from (3-10) we have

2T 2ut1 202k
M (tny2).5/2(x) = CuA+1) (xf(x/ (2k+n))

1/4 . 12
-1
(ktn/2) 12\ 2Q2k+n)+x ) 12M<2(2k+”)§ (m) )(1+0(k )).

Recall that the modified Bessel function of the first kind has the following asymptotic property:

e when x isreal and x — oo. (3-12)

IZ[L(X) ~

1
V2mx
But it is easy to see that 2(2k +n)¢ (x/(2(2k + n)))'/? goes to infinity as k — oo, which by the above
asymptotic property yields

12
otens (i) )

X 1/2\—1/2 X 1/2

valid for large values of k. It can be easily checked that for any x > 0 and large &,

1\ 1/4 X 1/4 X 1/4 3\1/4 N 1/4
_ - <f— <[Z= . 3-14
(4) (2k+n> - (2(2k+n) —i—x) - (4) <2k—|—n> ( )

This, along with (3-13), proves the result for the function M_ . ,2), /2.
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We obtain the asymptotic property for the other function similarly: for large &, from (3-11) we have

W_(ksns2),5/2(x)

_ B (xe(e/ @k + )\ x \" L
_(k+n/2)k+n/2—l/2( 202k +n)+x ) Kzu(2(2k+n)§(m) )(1+0(k ).

Now the Macdonald’s function K5, (z) has the following asymptotic property:

Ko, (x) ~+/m/(2x)e™™, when x is real and x — oo. (3-15)

Again for the same reason as above, as k — 00, using (3-15) we have

12
ek sne () )

X 1/2\—1/2 X 1/2

Using Stirling’s formula, I'(x) = /27x*~1/2e 7% 0/12¢ for 0 < 6(x) < 1 which is true for x > 0, see
[Ahlfors 1953], we have
I'(3Q2k+n+14s))e*/2 T(32k+n+1+s))
(k+ n/2)(k+n/2)—1/2 - e—0(k+n/2)/6Qk+n) T (%(Zk + n))

1+5)/2
~ (3@k4m) T,
as k — oo. This observation along with (3-14) and the asymptotic property (3-16) yields

172
X
T (3K 41+ 14 5) Woern/), 5/2(0) ~ 2k +n)* 27 Ax 18 e"p<_2(2k e (2(2_k +‘n>) )

Remark. It can be easily checked that for large « the following inequality is valid for any x > 0:

% XKk < K+/C(x/K) < % XK, (3-17)

which can be used to further simplify the exponential part in the above estimates.

The analysis preceding Lemma 3.2 motivates us to define the following two operators. Given a
distribution f such that M,, f is a tempered distribution, we define

(1p2)(s—1)/2 00

2 ZF(%(ZI“L”JFSJF D)W_ktns2), 52 (30%) Ok f- (3-18)

1y __
Spf = res) &

Recall that 4 is a tempered distribution on R” if and only if the Hermite coefficients satisfy the estimate
|(h, ®g)| < C(2|a| +n)™ for some integer m. So M, f being a tempered distribution, its Hermite coeffi-
cients have at most polynomial growth, and consequently Qy f has polynomial growth in k. So because
of the exponential decay in (3-9), the above series defining S; f converges uniformly. Consequently, in
view of (3-7), S é f defines a solution of the extension problem.

For the other solution of the Whittaker equation we define the operator Sﬁ for nice functions g by

o0
2= (30772 " M2 (20%) Oxs. (3-19)
k=0
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It is not hard to see that as the Whittaker function M_ 4,2, s /2(% ,02) has exponential growth as k — oo,
QOrg must have enough decay for the series in (3-19) to converge. This encourages us to determine a
condition on the function g so that the projections Qg have enough decay. Now as can be seen in the
above lemma, the function M_4,/2), s /2(%,02) is growing like ¢’ V2Kt for large values of k which leads
1L \which we denote by H]%’,([R{”). Clearly, if
g€ =0 H)i ,(R"), the series in (3-19) converges and defines a smooth function. But in view of the connec-
tion between L and the Hermite operator H, we note that a function gisin Hy, 2 (R™) if and only if ge™!" /2
is in the image of L?(R™) under the Poisson semigroup e —tH'” 1 et us write Hz([R") = tH'"? (L*(R™")).

We are ready to prove the following characterisation for the solution of the extension problem.

us to consider the image of L?(y) under the semigroup e~

Theorem 3.3. Let f be a distribution such that M,, f is tempered. Then any function u(x, p) for which
M, u(x, p) is tempered in x is a solution of the extension problem (1-5) with initial condition f if and
only if u(x, p) = S! oS (x) + s? »8(x) for some g € M=o it(R”).

Proof. First suppose u(x, p) = S! FACIE) g(x) for some g such that g € (), H I(R") Consequently,

120) = Ce 20v2k+n for large k. So the expression (3 19) defining Spg 18
well defined and solves the extension problem.

for every ¢ > 0, we have || Qg ||?

Now since M, f is a tempered distribution, as mentioned above, the Fourier—Hermite coefficients
associated to Hermite polynomials of f satisfy

| ()] =|(f, Hy) 2 < CQ2lal+n)™  for some integer m.

But in view of the fact that Zlal g l=G(k+n-D/k!n -1 <CQ2k+ n)"~!, we must have that
10k F1I? 120 = C (2k +n)?"*+"=1 Now the asymptotic property (3-8) in Lemma 3.2 along with estimate
(3-17) gives

(302 T Pr (A @k 41+ 14+ 9))Woegnyy.2(50%) < (032K 4y =12 oV25012

which allows us to conclude that

(o.¢]

D (G A1+ 14+9))Woienay,s12(507)) @2k +m)" ! < o0,

k=0
Consequently, S /1) f make sense and hence solves the extension problem. Now we observe that an easy
calculation yields

)"

W ( (2k+n+1+s))W_(k+n/2) 3/2(% )

—S

T T
which together with the expression (3-18) yields that S}) f is in the form (2-3) and, as discussed in the

previous subsection, this converges to f as p — 0. Also note that from the asymptotic property in (3-5),
(s—1)/2

PP L(Lp% L@lal+n+1+5), Qlal+n+1-5)), (3-20)

we have (%,02) M_(k+,,/2),s/2(%p2) approaches zero as p — 0. So S/%g — 0 as p — 0. Therefore

U= S:) f+ S% g solves the extension problem with initial condition f.



1222 PRITAM GANGULY, RAMESH MANNA AND SUNDARAM THANGAVELU

Conversely, suppose u(x, p) is a solution of the extension equation (2-1) with initial condition f whose
Fourier—Hermite coefficients associated to the Hermite polynomials have tempered growth. Then as
discussed in the beginning of this subsection we have

u(a, p) = (%,02)(‘?_1)/2(6‘1(IOll)W—<k+n/2),s/2(%p2) + Cole) M—n2), 52(30%))-

Now using (e, 0) = (f, Hy) and the behaviour of (%,02)(371)/2

W_(k4ny2), 5/2(30?) near p =0, see (3-5),
we have
F(3Qlel+n+1+y))

Ci(la]) = rG)

(fs Ha) 12y

Also since M, u(x, p) is tempered, i (o, p) has at most polynomial growth in ||. But estimate (3-17)
along with the asymptotic property (3-8) yields

(%pz)(kl)/zM_(Hn/z),s/z(%pz) < C(Io)sf1/2(m)7371/263p\/2k+n/2

for large k. Hence we must have C»(|a|) decaying as e~3#v21¢+7/2 for every p > 0. So let us take
8= yene Ca(lae|) Hy. Then the function g satisfies || ng”%Z(y) < Ce3oV2k+n/2 for every p > 0. This
ensures that g € H]i3 o /2([R{”) for every p > 0, which completes the proof. ]

Remark. For any p > 0, the space Hg([R”) has an interesting characterisation. It is well known that
any g from this space has a holomorphic extension to the tube domain Q, = {z =x+iy € C" : |y| < p}
in C" which belongs to L?($2 p» W) for an explicit positive weight function w, given by

Injr—1Q2i(p* — |x1H) V2 |x])

, =x+iyeC
Qi(p2— Pzt T C Y

w,(2) = (p* = y|H"?

where J,,»_1 denotes the Bessel function of order (n/2 — 1). We denote this weighted Bergman space
by H 3(@"). Thangavelu [2010] proved that for any holomorphic function F on €2,

, kl(n—1)!

n— 2
rn— it (200 G20

/ IF@)Pwpy()dz=ca Y _ P f]
2 k=0

where f is the restriction of F to R". In view of this identity we see that g € H 3(IR”) if and only if the
function M, g extends holomorphically to €2, and belongs to Hg(C”). We refer the reader to [Thangavelu
2010] for more details in this regard. From this observation we infer that the condition g € (), Hf’ ((R™)
in the above theorem can be replaced by the requirement that M, g extends holomorphically and belongs
to (=0 H2(C").

We also have the following characterisation of the solution u(x, p) when M, u(x, p) has tempered
growth in both the variables.

Theorem 3.4. Suppose u(x, p) is a solution of the extension problem (2-1), where M, u is tempered (in
both variables). Then u = S},f for some f € LP(y) if and only if sup,_q llu(-, p)l|lLrp) < C.
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Proof. Suppose f € LP(y), and let u = Sﬁl) f. Then, as mentioned earlier,
—5

I'(s)

ux, p) = ——p* fo kes(p)e™L f(x) .

tL

Now since e~ '* is a contraction semigroup on L”(y), we have

4—S 2% o
., < —p~f k; s(p)dt.
luC-, PlLry) = ||f||Lf’(y)F(s),0 /0 1,s(P)

Proceeding in a similar way as before, one can easily see that

oo
/ kis(p)dt =21 L (307, 3(1+9), 3(1 =9)).
0
So we have

luC-, ) llriyy < Csll fllrgyp™ L(30% 3(1+5), 5(1—5)).

Now we make use of an estimate for the L function, see [Roncal and Thangavelu 2020b, p. 18], to get

. —s _ 2 2
luC-, D rey < Csll Fllroyp™T(s)(307) e =20 fllrye ™ /4,

which gives the required boundedness.

Conversely, let sup,,_g [[u(-, p)llLr) < C. This condition allows us to extract a subsequence p; along
which u( -, p) converges weakly to a function f € LP(y). Letting p go to zero along p;, from (3-7) we
have

e, p)(30%) "
_ T(3Qlal+n+1+5))
B T'(s)

(f. Ha) 120y Wtny2), 5/2(3%) + Co({a DM —kny2), s/2(5.0%)-

Now as p — oo we have

I'(1+2p) P14 ketn)
T2+ p+ (k+n/2)

But it is given that i («, p) has polynomial growth in the p variable, so we must have C,(«) = 0, and

M_(k1ny2), /2 (%,02) ~

hence we are done. O

Now we turn our attention to the holomorphic extendability of solutions of the extension problem under
consideration. To motivate what we plan to do, we first recall a result about holomorphic extendability of
solutions of the following extension problem for the Laplacian on R":

(A+8§+1’%S3p)u(x,p)=0, u(x,0) = f(x), xeR", p=>0.

After the remarkable work of Caffarelli and Silvestre [2007], this problem has been extensively studied in
the literature. See, for example, the work of Stinga and Torrea [2010]. It is known that for f € L?(R"),
the function u(x, p) = p* f * ¢, ,(x), where ¢; , is the generalised Poisson kernel given by

—n/ZF(%(n +S))

2 2\—(n+s)/2 cR"
RO (p” + 1x[%) ,X :

(ps,p(x) =T
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is a solution of the extension problem. Recently in [Roncal and Thangavelu 2020b], the authors proved
that a necessary and sufficient condition for the solution of the above problem to be of the form u(x, p) =
P’ f * s ,(x) for some f e L?(R") is that u( -, p) extends holomorphically to the tube domain €2, in C”,
belongs to a weighted Bergman space B,(£2,) and satisfies the uniform estimate |lu(-, p)| g, < C for
all p > 0, where the norm | - || g, is given by

B . |y|2 s—1
||F||%;S =p ”f |F(x+ly)|2<1——'02 dxdy.
+

QP
Our aim in the rest of this section is to prove an analogous result for the extension problem we considered
for the Ornstein—Uhlenbeck operator L. In order to do so, we require the following Gutzmer’s formula
for the Hermite expansions. In order to state the same, we need to introduce some more notations.

Let Sp(n, R) denote the symplectic group consisting of 2n x 2n real matrices which preserves the
symplectic form [(x, u), (y,v)]=(u-y —v-x) on R?" with determinant 1. Recall that O (2n, R) stands
for the orthogonal group, and let K := Sp(n, R)N O (2n, R). For a complex matrix o =a +ib, it is known
that o is unitary if and only if the matrix o4 := (¢ ~”) belongs to the group K which yields a one to one
correspondence between K and the unitary group U (n). A proof of this can be found in [Folland 1989].
We let o - (x, u) stand for the action of o4 on (x, u), which clearly has a natural extension to C" x C".
Also given (x, u) € R* x R", let w(x, u) be the unitary operator acting on L*(R") defined by

T, W (E) = TEDpE fu), &R

Clearly for (z, w) € C" x C", as long as ¢ is holomorphic, 7 (z, w)¢ (§) makes perfect sense. Also note
that Laguerre functions of type (n — 1), defined earlier in (2-8), can be considered as a function on R" x R"
which can be holomorphically extended to C* x C" as follows:

oz w) = LI (A2 +wd))e @4 L wedn
We have the following very useful identity proved in [Thangavelu 2008]:

Theorem 3.5 (Gutzmer’s formula). For a holomorphic function f on C", we have

=\ kl(n—1
|| oo @) da ag = e ”)Z(kfr” iy 2P 1

where z=x+iy, w=u+iveC"
We use this to prove the following result:
Proposition 3.6. Let § > 0. For a holomorphic function F on S2;, we have the identity

LR+ DI+ sy

(=26,
T(k+n+38)

[ [ irasinPuiedxay =c, SR
nJyl<t

k=0

where f denotes the restriction of F to R" and the weight wf > 0 is given by

2 2\6—1
FTRELY TL
R +
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Proof. Let F be holomorphic in the tube domain 2; = {z =x+iy:|y| <t} of C". Now since the Lebesgue

—(Jul?

. . . . — 112 . . . .
measure is rotationally invariant, (1 — (Ju |2+ |y 1) / tz)i Te 1) dy du is a rotation-invariant measure.

So, using Gutzmer’s formula, we have

2 2\0—1
/ (/|na»in@n%E)Q—¢ﬂ—§BL) PP gy gy
R2n n t +

k! (n— o P+ PN e
=c, Z ”Pkf”%(k-i- 1 / or(2iy, 2iu) (1 — t—2 i e~ (™1l )dy du. (3-22)

Integrating in polar coordinates, the integral on the right-hand side becomes
2 2\0—1 s—1
/ o (2iy, 2iu)(1 — lul”+1y” o~ (ul+1y1*) dy du = wn, / L L= (1 r? A
R 2 + 0 2 N

Now using a change of variable r — rt followed by another change of variable r — /r in the integral in
the right-hand side of the above equation, we have

oo r2 -1 1 1
/ Lg—l(—zrz)(l - 72) rldr = 5:2" / LN r(=2e2) (1 =)L ar.,
0 0

+

By making use of the following identity (see [Szeg6 1967]),

I'(k 1 !
L{(t) = (tetl) /(1—r)“ﬁ1rﬁL,’f(n)dr,
Fla—=pr'k+B+1) Jo
the above yields
1 2 2\é—1
_/ ok (2iy, 2iu) 1_M e_(|”|2+|y|2)dydu
I'(8) Jgen 12 N
I'(k
= Lng, TEEM ynst o2y (3.3
2 "T(k+n+38)

Now we simplify the left-hand side of (3-22):

1 2 2\5-1
- 17y, iv)FE)[2de) (1 - lul”+1yl” e~ P+ gy,
F((S) R2n Rn tz +

2 2\6—1
_ < |ei(iy.€+iy.iu/2)F(§+l~u)|2d$) (1_ lul=+ 1yl ) o) gy g
F(5) R2n Rn t2 N
2 2\ 6—1
! e 2 P +iw)de ) [ 1 - [l i R (S dy du
F((S) RZn Rn t2 "

1 9. |u|2+|y|2 o-1 Ry 2
= | [|FE+iu) < / e 2y5<1—— e D gy d& du
f,, r'(8) 12 N

=/ (P& +iu)Pw? (u, §) d& du.
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Now, when |u| > ¢, we see that (1 — (Ju|®> + |y|2)/t2)‘_3|:1 =0 for all y € R". Thus,
[ reriotuiwsasan= [ [ 1FE-ioPule s ds du
R2n nJ u| <t

Finally, we have

Ck+ DI (n+6)
Ck+n+9)

Ll —2her. O

/n/H IF (& +in)Pw)w. §)ds du=c, Y | PS5
ul<t k=0

For s > 0, we consider the following positive weight function w, (k) on N given by the sequence

2k + DI'(n +2S)Ln+2s—1(_1p2)
Ck+n+2s) * 20

We define W (R") to be the space of all tempered distributions f for which

(307 (T (3K 40+ 14 9) Weii, 512(30°))

o
LFIZ, =Y @, PefII3 < oo.

k=0

Remark. For r < 0, the following asymptotic property of Laguerre functions is well known (see [Szegd
1967, Theorem 8.22.3]) and is valid for large &, for r < —c and for ¢ > O:

1
27
The asymptotic property (3-9) together with (3-17) gives

(%pz)s_l (T(3Qk+n+1+ys)) W—(k+n/2),s/2(%,02))2 < c1(pN2k +n)BLemrVin

and from (3-24) we have

Lg(r) — er/2(_r)—a/2—1/4ka/2—1/462\/—kr(1 + O(k_l/z)). (3_24)

LZ““(—%pz) < cep2/4p—n—2s+1/2(2k+n)(n-‘rZS—1)/2—1/4ep«/2k+n.

Now using the fact that I'(k + )T (n 4 25) /T (k +n + 2s) ~ 2k +n)~"+2~D we have
Wy (k) < cre” 4 (p? 2k + ny) @D/,
On the other hand, using (3-9) and (3-24), for large k, we have
W, (k) > cae” 14 (p2(2k + n))~F DAV B,

where ¥, (k) =42k —|—n)§(p2/(4(2k +n))/2 — p/2k. It can be checked that for 0 < p < 1, the function
¥, (k) is decreasing in k, whence ¥, (k) < ¢ for some constant ¢ depending on p. So finally we have

c2e” 14 (0% (2k + )"V < B, (k) < 107 (p? 2k + ) "D/ (3-25)

By letting m,, = —%(211 + 1), we clearly see that f € W;([R") if and only if f € WI"}" (R™) whenever
0 < p < 1. Here Wi (R") denotes the Hermite Sobolev spaces.
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In view of the connection between the operators H and L, to prove Theorem 1.7 it suffices to prove
the following characterisation for the solution of the extension problem for H. Note that the extension
problem for the Hermite operator H we are talking about reads as

) 1-2s, 1
(—H +02+ PR T

Pux, p) =0, ulx,0) = f(x).
For p > 0, let T, stand for the operator defined for reasonable f by

oo
—np 1
T, f(x):= (% )(s )/ m Z ( Rk+n+s+ 1))W—(k+n/2) v/2( )Pkf(X)
k=
Using similar reasoning as in the case of L, we point out that for a tempered distribution f, the above
expression makes sense and solves the extension problem for H. Moreover, in view of the relation

Ok =M PiM,,, we have T, f = M!S} M f. Thus Theorem 1.7 easily follows from the following:

Theorem 3.7. A solution of the extension problem for H is of the form u(x, p) = T, f(x) for some
fe WZ” (R") if and only if for every p > 0, u(-, p) extends holomorphically to 2, > and satisfies the
estimate

/ lu(z, p)lzwisﬂ(z) dz < Cp"~1/2, (3-26)
Qo2

forall0 < p <1.
Proof. First suppose u(x, p) =T, f (x) for some f such that f € WZ’(S)([R{"). So clearly

(lpz)(s—l)/Z 00

rG) Y T3k +n+s+D)W_iesns).s2(30%) Pef (x).
k=0

u(x, p) =

But the Hermite function ®,(x) = H,(x)e ™ */2 has holomorphic extension to C". Let &y (z, w) :=
Z\od:k ®,(2) Py (w). Then using the estimate (see [Thangavelu 2010])

1Dz, 2)| < C(y)(2k + n)30=D/4 2V 2kFnly|

along with the asymptotic property (3-9), we conclude that the series

(o.¢]

P(3Qk+n+s+D)W-rn),52(50°) Pef (2)
k=0

converges uniformly over compact subsets of €2,,> and hence defines a holomorphic function in the
domain €2,,,. Now noting that

1P -, p)I13 = p> 2T (A @k 4145+ D) W_grny, s 2(302)) 11 P F113,

in view of Proposition 3.6 we obtain

o0
[/ Gty pPuate v drdy =™ 35,01 21
n )|<p

k=0
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But in view of (3-25),

1 £12, < Cer*/4p=CntD/2 Z<2k+n)2’"" 1P 115,

) ) k=0
which gives

/ / e + iy, ) Pus (e, 3) dx dy < Cep" 12 f1.
"Jyl<p/2

proving the first part of the theorem.
Conversely, let u(z, p) be holomorphic on €2,/ for every p > 0 satisfying the estimate (3-26). Let g,
be a tempered distribution such that

Pau(-,p)=(3p 2)(‘ D2p T(3Qk+n+s+D)W_iern2).s2(30%) Pegp- (3-27)

Now for 0 < p < 1, using (3-25) we have

o0
02 Z ~
||gp||€vgn < Ce P /4p(2n+1)/2 wp(k)”Pkgp”%
k=0
Note that using Proposition 3.6 we obtain

(e8]
[ pPude dz =™ Y 8,0l P I
Qp/2

k=0
which by the hypothesis yields ||g, ||€Vm,, < C for all 0 < p < 1. Now by the Banach—Alaoglu theorem,
H
we choose a sequence {p,} going to 0 such that g, converges weakly in Wy;"(R") as k — oco. Let f be
the weak limit in this case. Now given ¢ € S(R"), we have

/R ux, pu)p()dx =y / Peu(x, pu) Pep(@) dix.
k=0

But using (3-27), the above integral equals

o0
s—1)/2 -
> (3e2) T (B @lal+n s + D)W gapin. s2(502) / Pigy, (x) Pep(x) dx.
Rn
k=0
This allows us to conclude that u( -, p,,) converges to f in the sense of distribution. Now under the
assumption that u solves the extension problem for H, the exact same argument as in the beginning of

this subsection gives

i, p) = (2022 (CLUD W (a2, s/2(10%) + Coa(aDM_(ai1n/2). 5 12(102)),

where i (a, p) denotes the Hermite coefficients. But the estimate (3-26) gives

o0

2 _
Z(Cz(k)M,an/z),3/2(%/)2)) LY (=1p?) < C(p).
k=0
But since both M_in/2), s /2(%,02) and LZ“S_I(—%,OZ) have exponential growth in k (see (3-8) and
(3-24)), the above inequality forces C,(k) to be zero. Now, as u( -, p,,) converges to f and as p,, tends
)(S 1)/2W_(k+,,/2),s/2(%p31) goes to a constant I'(s)/ F(%(2k +n+s+ 1)) (see (3-5)), and
the theorem follows. |

to zero, (2 P
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4. Trace Hardy and Hardy’s inequality

Trace Hardy inequality. We prove the following trace Hardy inequality only for the operator U as the

case of L is similar. We shall work with the gradient on R" x [0, co) defined by

Vou = Q7201u, 27 u, ..., 271 28,u, d,u).

We also let Py(dy, d,) = (—U + 83 + l—sz P % ,02) stand for the extension operator.

Lemmad4.1. Let u and v be two real-valued functions on R" x [0, 00) such that u, v € Cg([O, 00), C2(RM)).

Then for 0 < s < 1 we have

I, 1.

u(x, p)
v(x, p)

/ / IVyu(x, o) + (3n+ 307 )ulx, p)*)p' = dy (x) dp

p' ™ dy(x)dp

Vyu(x, p) —

2
/ fR u(x, p) (Ps<ax,a@v(mp))p“*dy(x)dp

n (X, p

2
+fR WD fim (129, 0) (x, p) dy (x).

n v(x,0) p—>0

Proof. For any 1 < j < n, we consider the integral

2
/ (aju—%ajv) dy(x):f ((8ju)2 2 djud; v—l— (8 v))dy(x).
n Rn

Now by the definition of adjoint we get

/ Zajuajvdy(x)zf uajf"(Eij) dy(x).
Re U R® 1)

Using the fact that 8 = 2x; — 9; on L?(y), we have

e u? u ) 1
I/laj ;a,v =2x,73,v—;8jua,v—u 8j ;8]-1) s

which together with the above equation yields

u u? 2 1
2 —djudjvdy(x) = 2xj—0jv—ud;| —9;v )] dy(x)
Rr U n v v

2 2 2
u u u
= /,, (2.)6]—8]1) — Tajzv + p(ajv)z) d]/(X)

v

l/tz 2 u I/t2 %
@ =25t dy @) == | =oaedy o,

Hence we have

@-1)

(4-2)
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Similarly, for any x € R" one can obtain

% /2 u - 00 1,2 B u(x,0)? . _
/0 (ﬁ(apu)z—zzapuapopl 2%1;;:/0 pap(pl 29,0)dp + o 0) g%(pl 29,0)(x, p).

Multiplying both side of (4-2) by % and summing over j we get the required result. U

Theorem 4.2 (general trace Hardy inequality). Let 0 <s < 1. Suppose ¢ € L*>(y) is a real-valued function
in the domain of Uy such that ¢~ U, is locally integrable. Then for any real-valued function u(x, p)
from the space Cg([O, 00), Cg([RR”)) we have

2LS¢(X) d
@ (x)

Proof. To prove this result, we make use of Lemma 4.1. Since the left-hand side of (4-1) is always

/0/R(|vuu<x,p)|2+(§n+41¥/a2)u<)c,/)>2)p1—2%1y<)c)cl/)zcn,s/R u(x. 0) y ().

nonnegative, we have, for 0 <s < 1,

| [ 090t P+ (bt 5o Jute, )01 dy o) dp

o0 2
Z—fo /R Mv((xx, /;)) (Py(dy. 3,)v(x, p))p" " dy (x) dp

u(x,O)2 ) _
_fRn v(x, 0) lim (o™= 0,v) (x, p) dy (x). (4-3)

Now we take »
res)”
Then v solves the extension equation (2-1), i.e., Ps(dx, d,)v =0 and v(x, 0) = ¢ (x). Then from (4-3),
we have

/O /R (IVoutx, o) + (30 + g0 )ulx, p)*)p' > dy (x) dp

v(x, p) = 2 [0 wk,,s(p)e—%(x)dr.

(x,00? L
z_fRn uv();’o) g%(pl 9,0)(x, p)dy (x). (4-4)

In view of the above, we need to solve the extension problem for U with a given initial condition ¢. Since

. 2 s T =)
_1 1 2.&8 , :21 ZA—U ,
Tim p ot (X, p) oG s¢

we get the desired inequality. O
Corollary 4.3. Let0 < s < 1 and f € L*(y) with Uy f € L*>(y). Then we have

U,
U, )i = / 202 4w
R ¢

for any real-valued ¢ in the domain of Us.

Proof. When u itself solves the extension problem with initial condition f, the proof of Lemma 4.1 shows
that the left-hand side of the trace Hardy inequality reduces to (Us f, f)12(,)- ]
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Hardy’s inequality from trace Hardy. In this subsection we construct a suitable function ¢ so that
(Us@) /¢ simplifies. In order to do so, let us quickly recall some basic facts about Laguerre functions.
Let @ > —1 and k € N. The Laguerre polynomial of degree k and type a, which we denote by L (x), is
a solution of the ordinary differential equation

xy'(x)+ (@ +1—=x)y(x)+ky(x)=0,

whose explicit expression is given by

k

. Ph+atD) (- _
L"(x)_jz::or(k—j+1)r(j+a+1) T ()

Recall that the Laguerre functions of type (n — 1) are given by
ot ) = szl(%rz)e_rz/{ r>0.

For more details about such functions we refer the reader to [Thangavelu 1993, Chapter 1]. Now given
s, p > 0, we consider the function ¢, , which is defined in terms of Laguerre polynomials as follows:

$ep ()= Com o)LL (1x1?) = 723" Cop ()~ (Y211,

m=0 m=0
where the coefficients are given in terms of the L function as
2
2
F(An/2+1+s))

In the following lemma we show how these functions are related via the fractional power of the operator
under study.

Crp(s) =

Lp, $Qk+n)+ 10 +5), ek +m) + 11 —9)).

Lemma 4.4. For —1 <s < 1, we have
r(lm/2+1+5)°
F(tm/2+1-5)°

Proof. Let us take two radial functions g and 4 on R” such that

Us¢fs,p = (4p)s¢s,p- (4'6)

g(x) =2 2p (),

where & € L2(R"). Moreover, we choose % in such a way that the Laguerre coefficients
'm+1) &

RV Ny =2
L(m+n/2) Jo

h(r)L;’n/Z_1 (;"z)e_rz/zrn_1 dr
are nonzero. By our choice of # and definition of g, it is not hard to see that Qg(x) = e/ 2Pch(x).
Also, since 4 is radial, using a result proved in [Thangavelu 1993, Theorem 3.4.1] we have

if k=2m+1,
n/2-1

4-7
WL (x2)e 2 if k = 2m. (@-7)

0
Prh(x) = :Rn/2—1
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Now using the definition of the Laguerre function along with the fact that R"/ = 1(h) # 0, we see that
b =23 B (0 ey L), S+ (1 =)l (VL)
S5 P — F(n/2—|—1+s)2 > 4 2 > 4 2

o]
= T2y Cop ) RYPT )T R DL (1 Py,
m=0

But observation (4-7) and the fact that
Qig(x) = e Pe(x)
transform the above equation into

Bop (@)= Crp) (R[5 (1) 7' Qg (x). (4-8)

k=0

Hence using the definition of U; we have

(R, ()" Oxs. (4-9)

o0 F(1@k+n)+11+s)
Ug' —S = C o Zs i i
sP—s.p g (=) I(;Qk+n)+5(1—s))

But in view of the transformation property (2-12), we have
Ck,p (—S)
2

— L(p, YQk+n)+i(1—s), LQk+n)+ 10 +5)
F(%(n/2+1—s))2 (p. 3 n)Ts3 $) g )Tz 5))

2 T
r(fme+1-)> T
(/24 145)° T
r(fm2+1-9)> T

Hence from (4-9) we obtain

1Qk+n)+3(1—y))
}1(2k+n)+-(1+ )
1 Qk+n)+3(1-5))
1k+n)+5(1+9)

L(p, 32k+n)+5(1+s), ;k+n)+5(1—5))

Cr,p(5). (4-10)

T(A(n/241+5))
Us¢—s,p: (Z(n/ S))2(4:0)X¢s,p- g
T(3(n/24+1-5))

Now in the rest of the section we will calculate ¢y , almost explicitly in terms of the Macdonald’s

function K, defined for z > O by the integral
o0
K,(z) = 2_”_12”/ e~ =T/E0 V=1 gy
0

Proposition 4.5. Let 0 <s < 1 and p > 0. Then we have
ﬁz—(n/l-i—l-i—s)/l
2
V2T (3(n/2+1+5))

2 _
bs.p(x) = 2 (p 4 |x )" K o (o ). (@-11)
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Proof. First we note the following formula proved in [Ciaurri et al. 2018, Lemma 3.8]:

1 [~ . , >
— / M ((p A+ )T = Y e (9)ef VI, (4-12)
A/ 2 —00 k=0
where the coefficients c,é, ,(s) are given by
2 |A|S
Chp(8) = — A SL(pIAl, 3 (4k +2a +2) + 3(1 +5), 3 (4k + 20 +2) + 3(1 —5)).
L(3(@+2+s))

This holds for any A # 0 and o > —%. In particular, taking o = %n —1and A =1 in (4-12), we have

¢s,p(x) :e|x|2/2 eit((p+ |x|2)2+t2)—(n/2+1+s)/2 dt. (4_13)

1 o
L4 2 /;oo
The right-hand side of the above equation can be computed in terms of the Macdonald’s function K.
Now we make use of the formula (see [Prudnikov et al. 1986, p. 390])

©  cosbr 2:\'*7° U
————dr=|— ——Kj/2-5(bz), 4-14
/o TeE=ithed (b) OB 19
which is valid for b > 0 and 06, Nz > 0. This gives

/00 eit((p_"_ |x|2)2+t2)—(n/2+1+S)/2 dl,

” ST/
Tr(lm2+1+)

Now using the fact that K, = K_,, we obtain
ST 0212

(p+ X2~ 2K (o 1xP). (4-15)

2 _
.o (x) =2 N T ))e'X'/2<p+|x|2> PR K s p(p+ X1, (4-16)
3 n N
proving the proposition. 0

We are now ready to prove Theorem 1.2. For the convenience of the reader we state the theorem here
as well.

Theorem 4.6. Let O < s < 1. Assume that f € L*>(y) such that Us f € L>(y). Then for every p > 0 we
have

ws(p +|x1?) dy (x)

F(A(n/241++)) f(x)?
Usf, iz = @) =7 [
(Ust, Flizg) =2 2p) F(3m/24+1-9) Ja (0 +1x)°

for an explicit ws(t) > 1. The inequality is sharp, and equality is attained for f(x) = ¢_g ,(x).
Proof. Taking ¢ = ¢_; , in 4.5, in view of Lemma 4.4 we have

U _T(02+1+9)° b0,
¢ rle24+1-59)  ¢p
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Now we use Proposition 4.5 to simplify the right-hand side of the above equation. Note that

¢sp T(3(/2+1-5)) 5—s K200 +1x%)
= (p+1xI)" i
¢—s,p F(z(n/2+1+s)) K(n/2+1 s)/2(p+|x| )

4-17)

Let
K t
w,(t) = (n)2414s)/2( )’
Kups1-520)

Using the fact that K, (¢) is an increasing function of v for ¢ > 0, we note that w,(¢) > 1, for all # > 0, and

Usp 2 s F(3m/24+1-s))
¢ F(Jn/2+1+s))
Hence the required inequality follows from Corollary 4.3.

To see that equality holds for f(x) = ¢_s ,(x), using Lemma 4.4 we note that

(o + 1x ) wy(o + |x[%).

<Us¢—s,pv ¢—s,,o>L2(y)

2414 s
( (l’l/ S) / ¢—s,o( )2 ) p( ) (x)

((/2+1—s) $—s,p(x)

We finish by noting that (4-17) allows us to write the above as

5.0 (1)
(Us@—s.p> P sp>L2(y)_('0)/ (p |

Wu}s(pﬂxﬁdwm. O

5. Isometry property for the solution of the extension problem

In this section we prove an isometry property of the solution operator associated to the extension problem
for the Ornstein—Uhlenbeck operator under consideration. Such a property has been studied in the context
of the extension problem for the Laplacian on R" and for the sub-Laplacian on H" in [Moéllers et al. 2016].
See also the work of Roncal and Thangavelu [2020a], where they proved a similar result in the context of
H-type groups.

We consider the Gaussian Sobolev space H), (R") defined via the relation f* € Hj, (R") if and only if
Lspf e Lz(y), where L > is the fractional power under consideration. Instead of || Ly /> f |2, we use the
equivalent norm for this space which is given by

I(3Qlal+n)+ 31 +s))
r(3Qlal+n) +11-s)

IF12) = Lo f. Py = D 2° (f, Ha) 12|

aeN"?
Recall that the H,, are the normalised Hermite polynomials on R" forming an orthonormal basis for L(y).
As the solution of the extension equation (2-1) is a function of p?, it can be thought of as a function of
(x, y) € R"*2 that is radial in y. Thus it makes sense to define P f (x, y) = u(x, ~/2|y|), where u(x, p)
is the solution of the extension equation (2-1) given by (2-3). We can now consider P f(x, y) as an
element of LZ(R"*2, ). For («, j) € N* x N2 we let

Hy j(x,y) = Hy(x\)H;(y), (x,y) e R" x R?,
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where the H; are two-dimensional Hermite polynomials. Then P f(x, y) can be expanded in terms
of Hy j(x,y). We will show that P takes 7}, (R") into HH(R2). We equip 7—[;“([}22"”) with a
different but equivalent norm. For u € ’Hj,“ (R"*2), we define

Z - TGl +21jl+n+ D+ 3(1+ (1+5)))

J , Hy) 2 2,
P @lal+ 21+ D+ 11— 7)ol

2
||14||(1,s) =
(a0, j)eNn x N2

where for any j € N? we let
. w2
u (x) = /2 u(x, y)Hi(y)e Iyl /Zdy.
R

Equipped with this norm we denote the space 7—[;“ (R"*2) by ’}N{;H (R"*2).

Theorem S5.1. For 0 < s < n, the function Py : H},(R") — 7A-Z‘;;+1(R”+2) is a constant multiple of an
isometry, i.e., | Ps fll(1,5) = Cu sl fll(s) for all f € Hy, (R").

Proof. We have

o0

2
Pof(x,y) = Z o)

Ayl L@k +n) + 31 +9), 1k +n) + 11— 5)) Oc f-

Now from (2-13) we note that

Pif(x,y)= —s f|y|(L )

X g I (3Qk+n)+5(1+s5))
2%k L—s), d@k+m+1a 2 :
= 2 iy LD F @A s @3 ) i

O f.

Now writing @ := $(2k +n) + (1 +s) and b := 1(2k +n) + 3(1 — s), we expand L(3|y[?, a,b) in
terms of Hermite polynomials. In order to do this, we use Mehler’s formula (see [Urbina-Romero 2019,
Chapter 1]) for two-dimensional normalised Hermite polynomials:

r2(Ix12+1y%) _2rx-y
1—7r2 1—r2)

S Hj 0 H ) = (1= )7 exp(—

jeN?

In view of the definition of the L function, we have

o0
L(%|y|2’a9 b) =e_|yz/2/ e_tlylzta_l(l_"_l,)—bdt‘
0

Now taking > =t /(1 +1) in the above Mehler’s formula, we have

[j1/2
—tlyl _ (1+t)_ Z H;(0)H, ()7)<1:_t) ! ’
jeN?
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which yields

L(3IyP a,b) =" /ZZH(O)H(y)/ (A HI2=1 (] 4 py=b=lil2=1 gy
jeN?

L@+ 1jl/2rb—a+1)
r+1jl/2+1)

= e 2N Hj(0)H; ()

jeN?

Here the second equality follows from the formula

ja-1 F(a)F(b—a)
/(Hﬂ ar === 5-1)

Finally, writing P f (x, y) = v(x, ¥) and using the above observations, we have
v(x, y)
= c e D7 Z H;(0)H;(y)

(o, j)EN" xN2

T(a+1jl/2)T (b—a+1) T(3Qlal+n)+3(1+s))
Ch+1j1/2+1) T (3Qlal+n)+3(1-s))

(f, Ha)LZ(y)Ha(x),

where ¢, :=4°/T"(—s). Now note that for any j € N? we obtain

T(a+1jl/2)T(b—a+1)T(AQlal+n)+ 1(1+5))
FG+1j1/2+D  T(3Qlal+n)+ 31 —5))

v/ (x)=c; Y H;(0)

aeN”

(fs Ha) 2y Ha (X)),

which yields
T(a+1j1/2T(h—a+1)T(3Qlal+n)+1(1 +s))
Fo+1j1/2+1) F(3Qlal+n)+3(1-y)

As shown in [Urbina-Romero 2019], for any k£ € N and for one-dimensional Hermite polynomials we

(v, Hy)12(y) = s H;(0) (fs Ha)12(y)-

have "
27T 2k+1)
Hy1(0)=0 and (Hyu(0)>="—+—-—"_"
2%+1(0) and  (Hx%(0)) TR
But making use of the formula I'(2z) = (27r)~1/22%~1/2I'(2)['(z + ), we obtain
1 T(k+1/2)
Hy(0)’, = ——— 177
(H2 (0)) U Tkt

Hence, for j = (ji, j») € N", we have
1TGi+1/29T(2+1/2)
FGi+DTGa+1D

With these things in hand we proceed to calculate ||v||%l 5)» Which is given by a constant multiple of

(H;(0)) =

ZZ (3Ck+2]jl+n+ D+ 11+ (1+5)))
(3Qk+2]jl+n+D+11—(1+5)))

T(a+jl/2Tb—a+ 1) T(3Qk+n)+3(1+5)?
Fo+1jl1/2+1)  Tr(EQk+n+i1-y)

X fﬁ(O)

j
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where || Qi f1I?> = Zlﬂll:k [{f, Ha) 12y |>. Now we have already noted the fact that Hp;((0) = 0. In what
follows both j; and j, should be even. Using the values of a and b we have

Z T(3Ck+2]jl+n+ D+ 11+ (1+5)))

Ta+1jl/2T®h—a+ 1))2
F(Qk+2]jl+n+D+11—(1+5)

(H"(O) TG+ 1jl1/2+1)

J=G1.2)eN?

_Ts+1)? 3 F(L@k+20jl+n+D+10 =1 +5) TG+ 1/29T (o + 1/2)
T jeNzF(%(2k+2|j|+n+1)+%(1+(1+s))) FGi+DrGa+ 1D

In order to simplify this further we make use of some properties of Hypergeometric functions. We start
by recalling that

o0

FG6.p.n.2)=)Y

k=0

[e9)

(5)k(ﬁ)kzk_ I'(n) ZF(5+k)F(ﬁ+k)Zk
(mik! ©  T@OLB) = T+ k+1D"

k=0
Here we will be using the following property proved in [Olver and Maximon 2010]:

o0

rmIr'(n—46 — r ré+ikr k
(mT'(n ﬁ)zF(a,ﬂ,n, 1= (1) Z B@+KI(B+ )‘
INUEIINGES:)) F@OTB) g T+ K&+ 1)
That is,
rée+0r+k)  TErmn—:a —,B)T‘(S)’ provided 9t(j — 8 — B) > 0, (52)

ST+l k+1)  T—&C0—p)

Taking § = (2k+2jo+n+1—s), B=1 and n=3(2k+2j>+n+3+s) in the above formula, we have

o0

Z FE+pr@+j) _TLe+1/2r0/2) F(3Qk+2j,+n+1-y))
i+ jorGi+1) L(s+1) F(3Qk+2jp+n+2+s))

Jj1=0

This gives

5 FA@k+20j1+n+ 1D+ 10 = A+5)) TG+ /2T + 1/2)

SR TGk+2j1+n+ D)+ 30+ +5)) TG+ DI+

_TG+1/2T1/2) i I(3Ck+n+1=9)+ j2)T (ja+1/2)
Pe+D = T(3@k+n+2+5)+ )T (2+ 1)

_T(s+1/TA/2) T(5Ck+n+1-5) T()'(1/2)
TG+ T(i@k+n+1+5) T+1/2)
(/22T (5Qk+n+1-5))
s T(A@k+n+1+9)
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Therefore, we have

r(1/2) S T(AQ@k+n+1—ys)
IWlI.g =T (s + 1)? oo (% )||Qkf||2
= T(;Qk+n+1+9)
F(3@lel+n+1-5s)
=cas »_ 2 (2 )|<f, Hy) 12 1* = sl F1IGy)- O

F(AQlal+n+1+y))

aeN”

6. Hardy-Littlewood—Sobolev inequality for H;

In this section we are interested in the Hardy-Littlewood—Sobolev inequality for the fractional powers H.
For the Laplacian on R" and the sub-Laplacian on H", such inequalities with sharp constants are known.
Let us recall the inequality for the sub-Laplacian £ on H". Letting ¢ = 2(n + 1)/(n + 1 — s), the
Hardy-Littlewood—Sobolev inequality for £, (see [Branson et al. 2013; Frank and Lieb 2012]) reads as

FAa+n+9)7 0 2
(f )zwzﬁif“( / |g<z,w>|‘fdzdw) < (L, 8). 1)
F(3(1+n—y) He

We first find an integral representation of H_; using the integral representation of fractional powers of
the sub-Laplacian, £_g. The integral kernel of £_; is given by ¢, s|(z, )|~ 2+25 as shown in [Roncal and
Thangavelu 2016]. Here |(z, t)| := (|z|* + 2)1/4 denotes the Koranyi norm on the Heisenberg group and
0 =2n + 2 is its homogeneous dimension. We consider the Schrodinger representation ; of H" whose
action on the representation space L2(R") is given by

(2, P (E) = MM ETI D (& 4 ),

The Fourier transform of a function f € L'(H") is the operator-valued function defined on the set of all
nonzero real numbers, R*, given by

fo) = f(z,)m(z, 1) dz dt.
[H]n

The action of the Fourier transform on a function of the form £ is well known and is given by 67 )=
f (A)H (A\), where H (M) is the scaled Hermite operator. In view of this, it can be easily checked that

dm,(m(L)) =m(H (%)), (6-2)

where dr, stands for the derived representation corresponding to ;. We refer the reader to [Thangavelu
1998] for more details in this regard. Recall that the fractional power £_; is defined as follows (see
[Roncal and Thangavelu 2016]):

I A L T(EQk+n) +3(1—5)) N
s , — n l/ ( 20 s 2 2 A A ) iAt )»nd)\,
L s f(z,1):=(2m) N gu ) F(%(2k+n)+%(1+s))f $5. 0p (2) e
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So we have dm (L_s) = H(A)_. In particular, for A = 1, using spectral decomposition, we have

(L@k+nm) +11-9)
H., P
f= Z (3Ck+n)+3(1+5)) g4

Now it is not hard to see that

2 Iy (3Qk+n)+ (1 —))
H_, [-1%/2 — ,—IxI7/2 ) 6-3
(fe )(x) =e EO Ck+m+i(+s ))Qkf(x) (6-3)
Hence from the definition of L_; we have
Hoy(fe " 1) = e 2L f (). (6-4)

In this section, we prove an analogue of (6-1) for the operator H_;. We first study L? — L? mapping
properties of the operator H_;.
In view of relation (6-2) we have

Hoyf(6) = cns /H e O (2,0 € dedr

Using the definition of 7 and writing z = x 4 iy, we obtain
H_ f(&)=cns / (x> + |y[P)? +12) (1972t I E423/2) £ 4 vy dx dy dt
|].|]n
= Cns / ((x)* + |n — E17)? + 12) " H1=9)/2it il CEFXM/2 £ (10 dx di dit
Hn

:/Rn Ky (&, n) f(m)dn,

where the kernel K3, is defined by

Ky (€. 1) = cus / (x| = §[2)% +12) T Im0 2l H0STD2 g i, (6-5)

R xR

Taking the modulus and then a change of variables leads to

Ky €. m) Scn,xf (x> +n =) ™" dx.
Rn
Now again a change of variable x — x|§ — | yields
K3 (5, | < Cusl§ =0l "2, (6-6)

It is a routine matter to check the following L? — L7-boundedness property; see e.g., [Grafakos 2009,
Theorem 6.1.3]. In fact, for 1 < p <g <ocowith 1/p —1/q =2s/n, we get

IH-s flie < Cos (P flILr (6-7)

Nevertheless, in the following theorem, we obtain a better estimate for the kernel, improving the
L? — L9 estimates mentioned above.
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Theorem 6.1. Forany 1 < p <q <oowith1/p—1/q <1, there exists a constant C,, s(p) such that for
all f € LP(R"), the inequality ||H_; f||re < Cu.s(P)|| fllLr holds.

Proof. In view of the formula stated in (4-14), from (6-5) we have
ﬁzf(n/2+1+s)/2
P r(fm+1-s)

Now we use the integral representation of K, to simplify the above integral giving the kernel as

K;-I(S’ 17);:20,1 / (|x|2+|77_$|2)_(n+1_S)/sz(rH»lfS)/Z(lx|2+|77_$|2)eix.(n+$)/2dx-
Rn

00
KU(Z) — 2—v—1Zv/ e—t—z2/(4t)t—v—l dt. (6-8)
0

A simple change of variables shows that
oo
ZUKU (Z) — 2\)—1 / e—l—zz/(4t)tu—l dt = ZUK—v(Z)-
0
Thus

(x)?+ =)~k g n(x? +n—€1)
= (IxP+n =& TR g n (X4 In—E17),

leading to the formula
(x? +1n = ER)THRK oo (2P + In =) =277 fo T emrErn - gy,
where v = %(n +1—s)and z = |x|* + & — | Writing a := %(5 + 1), we estimate the integral
f o~ (P40 giva g

where we have let r = |£& — n|. First note that

/ e—(|x|2+r2)2/(4t)eix-a dx = e—r4/(4t)f eix.ae—2r2|x|2/(4t)e—|x|4/(4t) dx.

n

Let ¢ stand for the Fourier transform of the function e~ ¥4 S0 the above integral is bounded by

2
e (N s 1/4 —tyP/er) 4
e 2) T @t (a—y)e Ys

which is bounded by (after making a change of variables and using |¢(§)| < C)

e—r4/(4t)tn/4’
and K3y, (&, n) is bounded by

o0
/ o@D —(n+2-25)/4=1 4, _ r_(n+2_23)/2K(n+2—2s)/4(rz)-
0

Finally we have

K3 (6. < ClE =" "2 K 005 a(1E —1I*) = G(E — ). (6-9)
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Now we see that
|H_s f(&)| <C|fI*xG(), VEeR" (6-10)

Now note that for » > 1, integrating in polar coordinates, we have
(00)
/ G(x) dx=cy f (=PI K g a0 (@?) " dt
g 0

Using the facts that K, (z) ~ z~'/2¢™% for large z and near the origin 77" K, (z) is bounded, we conclude
that the above integral is finite. Now in view of Young’s inequality we have

1 11
A1+ Gllg = IfIpIG Wherec—l—i-l:E-l—;. (6-11)

But this is true for any r > 1. Hence we are done. O
As a corollary to Theorem 6.1 we have the following analogue of (6-1).

Corollary 6.2. For g =2n/(n —s), 0 <s < n, we have the inequality

2/q
Cn,s(fw |f o)l dX> <(Hsf, f), (6-12)

where C,, ; is some constant depending only on n and s.

Proof. Replacing s by %s and putting p = 2 in the above theorem, we have

IH_s2 12 < casl £113, (6-13)

where g = 2n/(n — s). Now in the above inequality substituting f by H,/ f we have

2/q
(/Rn |f (o)) dx) <cus(Hspp fs Hsp2 f ).

But in view of Stirling’s formula for the gamma function we know that Hsz/z and H; differ by a bounded
operator on L*(R"). Hence the result follows. U

Corollary 6.3 (Hardy’s inequality for H). Let 0 <s < 1. Assume that f € L*>(R") such that H, f € L*>(R").
Then we have

f(x)?
(Hf, )@ = Cns /Rn (I+[x[2)*

Proof. Given f € L*(R"), in view of Holder’s inequality we have

2 2/q
T g caes( [ 1F@dx) (6-14)
re (14 |x|%) Rr
where
2n - lq’ 1 2n—2s s
q= , An,s):= ( (14 |x|5)™ dx) and —=1- ==
n—s R q 2n n

Hence the result follows from the previous corollary. U
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As a consequence of this we have a version of Hardy’s inequality for L;:

Corollary 6.4. Let 0 < s < 1. Assume that f € L*>(y) such that L, f € L>(y). Then we have
f( )?
(Ls fs gy = / A+ 2Py dy (x).

Proof Let f € L*(y). Itis easy to see that g(x) := f(x)e""‘z/2 e L>(R"). By Corollary 6.3 we have

g(x)?
HV ’ n Z C}’l PPN
(Hsg, &) 12@r) 3 R pET
Also from the spectral decomposition we see that

Hyg(x) = Hy(fe ) 0r) = e ML £ o),
which gives (Hg, 8) 12wy = (Ls f, f)12()- Hence the result follows. ]

Remark. Frank and Lieb proved in [Frank et al. 2008] that the constant appearing in the left-hand side of
the Hardy-Littlewood—Sobolev inequality (6-1) for the sub-Laplacian on the Heisenberg group is sharp.
It would be interesting to see the sharp constant in the analogous inequality (6-12), which we have proved
for the Hermite operator.
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ON THE WELL-POSEDNESS PROBLEM FOR THE
DERIVATIVE NONLINEAR SCHRODINGER EQUATION

ROWAN KILLIP, MARIA NTEKOUME AND MONICA VISAN

We consider the derivative nonlinear Schrodinger equation in one space dimension, posed both on the line
and on the circle. This model is known to be completely integrable and L2-critical with respect to scaling.
We first discuss whether ensembles of orbits with L2-equicontinuous initial data remain equicontinuous
under evolution. We prove that this is true under the restriction M(q) = [ |g|> < 4. We conjecture that
this restriction is unnecessary. Further, we prove that the problem is globally well posed for initial data
in H'/® under the same restriction on M. Moreover, we show that this restriction would be removed by a
successful resolution of our equicontinuity conjecture.

1. Introduction

The derivative nonlinear Schrédinger equation
igi+q"+i(lg’q) =0 (DNLS)

describes the evolution of a complex-valued field g defined either on the line R or the circle T =R/Z. This
equation was introduced as an effective model in magnetohydrodynamics; see [Ichikawa and Watanabe
1977; Mio et al. 1976; Mjglhus 1976]. It was soon shown to be completely integrable [Kaup and Newell
1978] and has received enduring attention since that time.

As we shall document more fully below, well-posedness questions for (DNLS), particularly global
well-posedness, have been particularly stubborn. Local well-posedness is already very challenging: the
nonlinearity contains a full derivative, like KdV or mKdV, while the linear part gives only Schrédinger-like
smoothing.

The task of converting local into global well-posedness is typically a matter of exploiting conservation
laws. As a completely integrable system, (DNLS) has an infinite family of conserved quantities. The first
three are as follows:

M@ = [ laworax (-1
H@ =} [ ia ~24)+lql* ax. (12
Haa) = [ 10+ 3ilaPad - 34+ Jlal*ax. (-3
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The striking fact about (DNLS) is that, with the exception of M (q), none of the Hamiltonians in the
hierarchy are coercive. Indeed, algebraic solitons have M = 45 but all other Hamiltonians are identically
zero. Applying the scaling symmetry

q(t, x) > VA g(\’t, hx) (1-4)

to an algebraic soliton yields a one-parameter family of solutions with identical values for all the conserved
quantities. However, this family is unbounded in H* for every s > 0.
The quantity H (g) serves as the Hamiltonian for (DNLS) with respect to the Poisson structure

SF (§G\ S8F (8GY
F,Gl= | —(— — (=) dx, 1-5
{ } /Sq(5q)+éq<5q) * (1

while M (q) generates translations, albeit at speed 2. Although the momentum is given by %M (g), our
definition of M leads to a more seamless connection to the existing literature.

Given that M (g) is invariant under both (DNLS) and the scaling (1-4), it is natural to ask whether or
not (DNLS) is well posed in L% This is not known. Indeed, the existing local well-posedness theory
requires H* initial data with s > % (We will make some further progress on this question in this paper.)
It is important to recognize that because M (g) is scaling critical, the mere fact that it forms a coercive
conservation law would not suffice to render local well-posedness in L? automatically global. One must
fear the solution concentrates at one (or more) points in space, a scenario known as type-II blowup. We
do not believe this happens.

Conjecture 1.1. For any Q C S that is L*-bounded and equicontinuous, the totality of states reached by
(DNLS) orbits originating from Q, that is

Q*={e”VHq:quandte[R}, (1-6)
is also Lz-equicontinuous.

Here S denotes Schwartz class in the line case and C*° on the torus. In the line case, recent works
(discussed below) guarantee that all such initial data lead to global Schwartz solutions. The analogous
claim is unknown on the torus, though we believe it to be true. Nevertheless, one can still ask if
equicontinuity holds for as long as the orbits do exist. By the arguments presented in this paper, solutions
cannot break down without losing equicontinuity. Therefore, a positive resolution of the conjecture for
such partial solutions would already guarantee that they are global and so settle the conjecture in its
entirety; see Corollary 4.2.

We phrased the conjecture in terms of S initial data because it is a class that is dense in all relevant
spaces. It also serves to emphasize that the central question to be addressed is not inherently tied to low
regularity.

Equicontinuity in L? is most easily understood via Fourier transformation: it means that |§|?> forms a
tight family of measures. Notice that, in view of the uncertainty principle, concentration on the physical
side must be accompanied by a loss of tightness on the Fourier side.
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In setting this conjecture, we have in mind four principal reasons: (1) It is challenging, yet recent
developments give us hope for a successful resolution. (2) It encapsulates a single essential obstacle,
namely, understanding conservation laws for (DNLS). (3) A proof of this conjecture would have significant
consequences for the well-posedness problem. Indeed, such equicontinuity results form an essential part of
arecent program developed in [Bringmann et al. 2021; Harrop-Griffiths et al. 2020; Killip and Visan 2019]
that has proved successful in obtaining optimal well-posedness results for completely integrable PDE.
(4) We are able to verify that it is true in the regime M(q) < 4m; see Theorem 1.3 below.

Given the nature of completely integrable systems, it is natural to imagine that an equicontinuity
conjecture of the same form holds for all other PDE in the (DNLS) hierarchy. Indeed, we truly believe that
this is so and will shortly formulate just such a conjecture. However, the particular claim that we believe
will be of greatest use in understanding the hierarchy is best expressed through the perturbation determinant.
Let us turn our attention now to presenting this object, beginning with the requisite background.

The Lax pair introduced by Kaup and Newell [1978] for (DNLS) employs

Ly — [—ixz_—a Aq ] ’
-G ir*—d
For what follows, it will be convenient to make some cosmetic changes to this choice. Specifically, we
set A = e/™/* /i with k > 1 and replace ¢/™/*q > q. This yields
1 0| k=0 4+« Kk—0 0
L(x) := [0 _1] [iﬁé ;Cg] and, for ¢ =0, Lo(x) := [ 0 —(K+3)] .

These modifications maintain the crucial property that for smooth functions,

q(t) solves (DNLS) <«<— %L(r; k) =[P(t; k), L(t; k)],
where
Ple) — 2ik%—k|q|? 2iic32q—ic'2\qPq+ik' g’
(9= |:2K3/Zé+iK1/2|q|2C_]—K1/2q_/ —2ik%+klq? } '

This guarantees that the Lax operators L at different times are conjugate, at least formally. This in turn
suggests that the perturbation determinant det[L ! (k)L (x)] should be well defined and conserved by the
flow.

To make this precise, it is convenient for us to mimic the analysis of the AKNS-ZS system employed
in [Killip et al. 2018]: Let us first define (« £ 9)~1/2 as the Fourier multipliers (k £i& )~1/2 where the
complex square root is determined by /k > 0 and continuity. We then define

AQ) = —3) g +3) " and T(q) =k +d) G —28)""2 (1-7)
which are Hilbert-Schmidt operators for ¢ € L?; see Lemma 2.1. Thus
a(k; q) =det[1 —ik AT'] (1-8)

is well defined for ¢ € L? (and extends holomorphically to all Re ¥ > 0); moreover, for ¢ € S it agrees
with the formal notion of the perturbation determinant.
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While a (k) does encode all the Hamiltonians of the (DNLS) hierarchy, this is more easily seen through

its logarithm,
(s ) = —logla(c: )1 = Y T r((ic AT)'), (1-9)
=1 ¢
which serves as a generating function for these conservation laws. Due to the possibility of a(«) vanishing,
a(k) may not be defined for all k > 1. Nevertheless, the series in (1-9) does converge for fixed g € L?
and « sufficiently large; see Proposition 2.6.

We have not yet addressed the conservation of a(k; g) under the (DNLS) flow. In the line case,
this could be effected by demonstrating that a(k; g) coincides with the reciprocal of the transmission
coefficient and then appealing to the inverse scattering theory. However, two direct proofs have appeared
recently in the literature: Klaus and Schippa [2022] argued by differentiating the series (following a model
introduced in [Killip et al. 2018]), while Tang and Xu [2021] developed a microscopic representation of
this conservation law (in the style of [Harrop-Griffiths et al. 2020]). While these papers impose a small
M (q) requirement, this is solely to guarantee the convergence of the series (1-9). This issue is remedied
by our Proposition 2.6.

To state the grand version of Conjecture 1.1, covering a wide range of commuting flows, let us first
introduce a replacement for the set Q, defined in (1-6). Given g € S, we first define

Cy=1{g€S:al;q)=alk;q) for all « > 0} (1-10)

and write Cf; for the connected component (in the L? topology) of C, containing ¢. Finally, given a set
0 C S, we define

0= J ¢y (1-11)
q€Q

Conjecture 1.2. If Q C S is L?-bounded and equicontinuous, then so too is the set Q. defined in (1-11).

We have several motivations in choosing connected components when defining Q... This formulation
of the conjecture retains a vestige of the behavior of orbits, while emphasizing that this is a question
about conservation laws and is ultimately independent of the well-posedness of any flow. Note also that
while the zero solution and the family of algebraic solitons all share a(x) = 1, they are not in the same
connected component under the (DNLS) hierarchy.

Our most compelling evidence in favor of these two conjectures is that both hold in the regime where
M(qg) <4r.

Theorem 1.3. Let Q C S be an L*-equicontinuous set satisfying
sup{llgll7: 1 q € Q) < 4. (1-12)
Then the set Q. defined in (1-11) is L*>-bounded and equicontinuous.

The significance of 4 is this: It is the value of M at which the polynomial conservation laws lose
their efficacy. It is also the value of M for the algebraic soliton, which is maximal among all solitary



ON THE WELL-POSEDNESS PROBLEM FOR THE DERIVATIVE NONLINEAR SCHRODINGER EQUATION 1249

wave solutions. Unlike mass-critical NLS, (DNLS) admits solitons of arbitrarily small L?-norm, and
consequently, there is no notion of a scattering threshold.

The proof of Theorem 1.3, which will be given in Section 3, is both short and simple. Indeed, the
hypothesis (1-12) even allows us to forgo the restriction to connected components.

It has been observed before that tr(ik AT') may be used to understand how the L?-norm of g is
distributed across frequencies (compare Lemma 2.2). The key observation that allows us to reach all the
way to 47 (as opposed to mere smallness, compare [Klaus and Schippa 2022; Tang and Xu 2021]) is
the manner in which we handle the remainder, specifically, the observation that the remainder may be
summed in « for any ¢ € L?; see (3-8).

While the 4r restriction is crucial to our proof of Theorem 1.3, it does not play any role in our
subsequent analysis of the consequences of such equicontinuity. For this reason, we introduce a general
threshold M.,..

Definition 1.4. Let M, denote the maximal constant such that for any L?-equicontinuous set Q C S
satisfying

sup{llgll7. :q € O} < M, (1-13)
the set defined in (1-11) is Lz—equicontinuous.

Evidently, Theorem 1.3 shows that M. > 47 and we conjecture that M, = co. Our primary contribution
to the well-posedness problem is low-regularity well-posedness below the M, threshold.

Theorem 1.5. Fix % <s< % The (DNLS) evolution is globally well posed, both on the line and on the
circle, in the space

By, ={q € H' : |qll}. < M) (1-14)
endowed with the H® topology.

A natural prerequisite for proving this theorem is a priori H* bounds. In Section 4, we show how such
bounds follow from L?-equicontinuity; see Theorem 4.3.

To prove Theorem 1.5 we employ the method of commuting flows introduced in [Killip and Visan 2019].
In that paper, the method was used to prove well-posedness of the Korteweg—de Vries equation. It has
also been adapted and extended to treat the well-posedness problem for other completely integrable PDE
[Bringmann et al. 2021; Harrop-Griffiths et al. 2020], to prove symplectic non-squeezing [Ntekoume
2022], and to construct dynamics for KdV in thermal equilibrium [Killip et al. 2020].

In contrast to those papers, we do not employ a change of unknown; this simplifies some of the analysis.
On the other hand, new difficulties attend the construction of regularized flows: Because they are rooted in
a(k; q), the regularized Hamiltonians H, (g) cannot be defined throughout B]?,I* for any single value of «.
Instead, we need to use an exhaustion by equicontinuous subsets. Ultimately, these problems originate in
the L>-criticality of the problem. Nevertheless, we will be able to prove that the regularized flows admit
a satisfactory notion of well-posedness all the way down to L?! The s > % restriction arises later when
we show that the regularized flows converge to the full (DNLS) evolution.
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At this moment we do not know whether s = 1 is sharp in either geometry or indeed, whether the
threshold regularity will differ between the line and the circle. Moreover, we do not know of any results
(in either geometry) that would preclude well-posedness all the way down to the scaling critical space L2
On the other hand, the self-similar solutions constructed in [Fujiwara et al. 2020] (see also [Kitaev 1985])
show that smooth solutions can break-down in a dramatic way if one permits mere weak-L? decay at
spatial infinity.

The restriction s < % in Theorem 1.5 does not represent a meaningful breakdown of our methods.
However, treating larger values would require additional arguments. This seems unwarranted given that a
great deal is already known about H?-solutions for s > %, as we shall now discuss.

Local well-posedness in H* for s > % was proved by Tsutsumi and Fukuda [1980; 1981]. This was
extended to s > % by Takaoka [1999] for (DNLS) posed on the line and by Herr [2006] for the periodic
problem. The endpoint s = % is significant: for lesser s, the data-to-solution map can no longer be
uniformly continuous on bounded sets; see [Biagioni and Linares 2001; Takaoka 1999].

Global well-posedness in H'(R) for initial data satisfying M (g) < 2w was obtained by Hayashi and
Ozawa [1992]. This result was extended first to s > % and then to s > % by Colliander, Keel, Staffilani,
Takaoka, and Tao [Colliander et al. 2001; 2002], under the same L? restriction. See [Miao et al. 2011] for
a refinement of these arguments to handle the endpoint case s = %, as well as [Takaoka 2001] for earlier
efforts in this direction.

Hayashi and Ozawa [1992] also proved that solutions with initial data in S remain in S for as long as
they remain bounded in H'.

Wu [2015] proved global well-posedness in H'(R) for initial data satisfying M(q) < 4; see also his
earlier work [Wu 2013] which first overcame the 27 barrier. An alternate variational proof was given in
[Fukaya et al. 2017], which also constructed global solutions for highly modulated initial data of arbitrary
L? size. The result in [Wu 2015] was extended to the periodic setting in [Mosincat and Oh 2015]. Finally,
the argument in [Colliander et al. 2002] was further advanced in [Guo and Wu 2017; Mosincat 2017] to
treat the endpoint case s = % and M (q) < 4m; see also [Win 2010] for earlier work in the periodic setting.

We note that the results of this paper provide an alternate proof of the main results in [Mosincat and
Oh 2015; Wu 2015]; see Corollary 4.2. In particular, Proposition 4.1 shows that H' bounds follow from
Theorem 1.3.

The well-posedness of (DNLS) has also been investigated in Fourier—Lebesgue spaces; [Deng et al.
2021; Griinrock 2005; Griinrock and Herr 2008]. This allowed the authors to obtain a uniformly continuous
data-to-solution map in spaces that are closer to the critical scaling; recall that this property breaks down
in H* spaces when s < % An almost sure global well-posedness result for randomized initial data was
proved in [Nahmod et al. 2012].

As a completely integrable PDE, (DNLS) is also amenable to inverse scattering techniques. Building
on the pioneering work of Liu [2017], global well-posedness and asymptotic analysis of soliton-free
solutions in H>2(R) = {f € H*(R) : x* f € L*>(R)} were addressed in [Liu et al. 2016; 2018].

Global well-posedness for all H*?(R) initial data was proved by Jenkins, Liu, Perry, and Sulem in
[Jenkins et al. 2020b]. This work builds on the authors’ prior successes in [Jenkins et al. 2018b]. These
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authors also proved a soliton resolution result [Jenkins et al. 2018a] for generic data in H2?(R). See also
their excellent review article [Jenkins et al. 2020a].

The inverse scattering approach was also applied by Pelinovsky and Shimabukuro [2018] to prove
global well-posedness in H'!(R) N H?(R) for soliton-free solutions and then in joint work with Saalmann
[Pelinovsky et al. 2017] for data giving rise to finitely many solitons; see also [Saalmann 2017].

Recently there has been a surge of activity on the well-posedness problem for (DNLS). We first note
the paper [Klaus and Schippa 2022], which showed a priori H® bounds, 0 < s < % for solutions with
M (g) small. The smallness assumption allows them to guarantee that the series (1-9) converges rapidly
for x large, and so the series can be conflated with its first term. The paper [Tang and Xu 2021] presents
a microscopic representation of the conservation of «(k; ¢). In [Bahouri and Perelman 2022], the authors
achieve the major breakthrough of proving that for every initial datum in H'!/?(R), the orbit remains
bounded in the same space (irrespective of the size of M(q)). For the periodic (DNLS), the paper [Isom
et al. 2020] shows that for s > 1 and M (¢g) small, the H*(T)-norm of solutions grows at most polynomially
in time.

While these exciting results appeared too recently to affect what we do in this paper, their novelty and
insightfulness give us every hope that the conjectures presented herein may soon be resolved.

2. Preliminaries

Our conventions for the Fourier transform are

N 1 . 1 , N
- —igx dx, :_f iEx d
& m/Re f(x)dx, so f(x) 7= e f&)de

for functions on the line, and

1
[ = fo e f()dx, so f)= Y fE)eH

Ee2nz

for functions on the torus T. These definitions of the Fourier transform are unitary on L? and yield the
Plancherel identities
I lee=1flre and [flem= Y IfEPR
ge2nz
as well as the following convolution identity on R:
_ 1 .
fe= Ef *8.
We use the standard Littlewood—Paley decomposition of a function,
q= Z qn
Ne2N

based on a smooth partition of unity on the Fourier side. Here g; denotes the projection onto frequencies
|&] <1; for N > 2, frequencies || ~ N are contained in gy .
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The fact that the operators A and I' defined in (1-7) are Hilbert-Schmidt was noticed already in [Killip
et al. 2018, Lemma 4.1]:

Lemma 2.1. Forqg € L% and k > 0, we have

IA13, @ = T3, %flo 4+$2 Mdsw*nqn%, @2-1)
2(R) 2(R) R K2 \/m ~ L
£2\ 14®)?
1A, =TI, ~ D o (4+ ) s ol 2-2)
’ ’ Ee2nZ Kk 52

Proof. The estimate (2-1) follows from the computation

1. 1 £\ 4@
N :_/ 2/ nd /1 (4+ )—d
1A I,m = 77 Rm@' R\/K2+172\/K2+(77+€)2 e 4k? + €2 :

To compute the above integral in 7, one treats separately the regions |n| < 2|&§| and || > 2|&|; the

logarithm term arises only when considering the first region.
On the torus, similar arguments yield

IAB,m = 2 4@ Y : ~ Y 1o 4+52 )
jZ(T)_ q g \/m

te2nZ ne2nZ \/"2""72\/"2"‘(’7"‘5)2 g€
which settles (2-2). ]

These Hilbert—Schmidt bounds ensure that ix AT is trace class and thus that the determinant in (1-8) is
well defined. The trace of this operator will also be important and is easily evaluated.

Lemma 2.2. Let g € L? and k > 0. Then

AR |2

tr(ik AT) = / Klg@I e on R, (2-3)
2k —i&

o Te i)

(K AT) = —— g;’zm onT. (2-4)

Proof. To prove (2-3), we simply compute the trace on the Fourier side:

. A 2 2
w(ikAT) = 2 // . 1g(5)|  dnde = / zKIq(E)|
2 (n—ll{)(n—i—é—i—u{) 2/(—15

In the circle setting, we use the partial fraction decomposition of the cotangent:

1 1 1 K
> RIS N RSN G (2-5)
K4+in k—in 2 1—e¥

ne2nz

In this way, we find

1 1 B iK|gE) T+e™
tr(ik AT") =ik Z |Q(€)| €+2 Z (n—iK_n-i‘f'i‘iK)_ Z 26 —i& |

te2nz ne2nz Ee2nz

Notice that the sum over n simplifies to (2-5) because & € 2n 7. U
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In Section 5, it will be convenient to express the next term in the series (1-9) as a paraproduct. This is
the role of the next lemma.

Lemma 2.3. Let g € L? and k > 0. Then

~ 1 B 2 B 1 2 ]
tr([AT] )_/R<2/<—|—8q> (4« 8)<2K_aq> dx on R, (2-6)

1+e« 1 2 1 2
([ATP) = ¢ / ) 4k — ) q) dx onT. 2-7)
l—e* Jy\ 2k +0 2k — 0

Proof. The method is exactly that of the previous lemma, only the details change. In the line case, we

have a more complicated (but still elementary) contour integral. In the circle case, one must verify that

1
Z (k +i&)k — il +m D +ilE +n1+mD —il§ +n1+n2+n3])

ge2nz

14 4 —i(m +n3)

T l—em® Q2 —in)Qx +in) (2K —in3) (26 +ing)’
This follows from (2-5) via a careful partial fraction decomposition. O

Our next lemma records operator estimates for frequency localized potentials.

Lemma 2.4 (operator estimates). Fix g € L% N e2N andk > 1, and write Ay = A(gn) and Ty =T (gpn).
Then

1 N2
1AN I3, = ITx I3, ~ H—Nlog(4+ﬁ)nqmm, (2-8)
f N?
1ANlop = ||FN||0p<rmn log 4+ )}quan, (2-9)
> AN lop S~ minf{y/No, Vic}ligll 2. (2-10)
N<Ny

Proof. The claim (2-8) follows immediately from Lemma 2.1.
Using the Bernstein inequality, we estimate

_ _ 1 N
[ANIlop < 10 =) loplign lopll(k +3) 2 llop < =llgnllze S ~——llgnll2-
K K

Combining this with (2-8) yields (2-9).
The case Ny < k of (2-10) is clear. If Ny > «, an application of (2-9) yields

N2 JK
Z [ANIop S Z —||61||L2 + Z —log(4+ >||61||L2 S _”CI”sz

N<Ny N<k Kk<N<Ny

as desired. |
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Lemma 2.5. Forall k > 1, we have

(e 4+3) " fle— ) Mg, SV g, (2-11)
gt +3) 13, S gl 2, (2-12)
(e —3) "4 q e+ lop S llgll 2 (2-13)

Proof. We first turn to (2-11). We will only consider here the line setting; in the periodic case, one can
apply a similar argument to the one in the proof of Lemma 2.1. A straightforward computation yields

1 =12 _L// G
R T (k% + (& +m)2 (2 +1n?) s

Considering separately the regions || < 2|£| and |5| > 2|&| when integrating in 1, we find

1f &)
k(K24 E2)

By direct computation (compare [Simon 2005, Theorem 4.1]), we have

e+ ree—0 1,5 [ as S 1F 1.
lg e+ )72, S llgllalite +i6) ™2 Se™ P liglle,

which settles (2-12).
Similarly, by Cwikel’s theorem (see [Cwikel 1977] or [Simon 2005, Theorem 4.2]), we find that

_ _ _ q _
(e — )" 4q e+ ) *lop < e — D4 1gop | —= (1 +3) /4
Vvlql op
S5 IVlgllzs S llglze. 0

Proposition 2.6. Let Q be a bounded and equicontinuous subset of L% Then

lim sup \/E”A(Q)Hop =0. (2-14)

K— 00 qu
Moreover, there exists ko > 1 such that the series (1-9) converges uniformly for k > ko and q € Q.

Proof. Fix ¢ > 0 and let n > 0 be a small parameter to be chosen later. Using (2-10) and Lemma 2.1, we
get

VEIA@ llop S VEINAWG 3 llop + VE Y IAN@llop S 1g=nellz2 + /T lg 2.

N<nk

Choosing 1 small enough depending on the L? bound of Q, and then « sufficiently large depending on 7
and the equicontinuity property of O, we may ensure that

VElIA@Q)llop <& forall g€ Q,

which yields (2-14).
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. . 1
To continue, we choose «q sufficiently large such that for any x > «xo we have \/k |[A(g)llop < 5

uniformly for g € Q. Lemma 2.1 then yields

G ATY o, < e AR IANZ S 27017 (2-15)
uniformly for ¥ > kg and g € Q, which ensures convergence of the series (1-9). U

As discussed in the introduction, this convergence result allows the arguments of [Klaus and Schippa
2022; Tang and Xu 2021] to be extended beyond the regime of small LZ-norm and so show that a(x; ¢)
is conserved under the (DNLS) flow, for « sufficiently large. This conservation is inherited by a(x; g) for
all Re k > 0 because this is a holomorphic function in this region.

3. Equicontinuity in L2

The goal of this section is to prove Theorem 1.3. We begin with a convenient notion of the momentum at
high frequencies in each geometry:

2l _ [ E1EP el N EEP )
Pr'lciq)i= | JoprdE and By (K’q)'_g;f%”%z' (3-1)

The curious notation is explained by the fact that these expressions coincide with the quadratic (in g)
parts of the quantities in (4-3). For our immediate purposes, however, the following relation with the
formulas of Lemma 2.2 is more important:

Imtr(ik AT) = —[M(q)—,B[Z](K D] on R,
1 1 (3-2)
Imtr(eAT) = 1€ gy - B2 g)] on T
Given an infinite subset £ C 2V, we then define a norm via
g% = llgll7.+ > Bk 9. (3-3)

kel

This in turn leads to a very convenient formulation of equicontinuity.

Lemma 3.1. A set Q C L? is bounded and equicontinuous if and only if there exists an infinite set K C 2N
such that sup, ¢ ¢ lIgllx < 0.

Proof. This is immediately evident from the observation that
g%~ gl72+ D lg=clj % ligllz+ > #x € Kk < NYlignll3.. O
ke Ne2N

Before beginning the proof of Theorem 1.3, we need two further preliminaries. The first will allow us
to pass from the determinant to the exponentiated trace, and the second to take logarithms.

Lemma 3.2. Let A € Jy. Then

|det(1 4+ A) —exp{tr(A)}| < SIIAl3, exp{llAll3,}. (3-4)
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Proof. Let A; enumerate the nonzero eigenvalues of A repeated according to algebraic multiplicity. By
relating eigenvalues and singular values, Weyl proved that

D il <lAlls, and > nP < A,

Now let us compare

o0
1
det(1+A)=1+) = > Mikiyee ki, and exp{tr(A)}—l—i—Z Z Mijhiy « A, -

n=1 ilv---ain -----

distinct
Evidently, the difference contains only sums over n-tuples (i, ..., i,) that contain at least one pair of
identical indices. Thus,
LHS of (3-4) < Z ( )[ZM | }[Dm] < —||A||§22mnAn§; :
n= 2 i n=2 n )
and so (3-4) follows. O
Lemma 3.3. Given C > 0and 0 < ¢ < 7, let
={z:|Rez|<Cand 0 <Imz <2m —&}. (3-5)
Then
e
Im(z — w)| < — le?” —e*| uniformly for z,w € R. (3-6)
sin(e/2)
Proof. This reduces to elementary trigonometry once one realizes that the worst-case scenario is Re z =
Rew =—C. ]

We are now ready for the climax of the section.

Proof of Theorem 1.3. Let us begin right away with the key computation. Given any g € L% we may
apply (2-8), (2-10), and (in the final step) Cauchy—Schwarz to deduce that

Y ik AT @5, S 2 D0 IAM@ 15 1AM @13, 11AN; @) llopl An, (@) llop

re2N rke2N Ni~N,>Nj3,N4

SM@ Y Y %

N2
log (4 + ) lgn, 2 1lgn, |l L2 min{No, «}

ke2N NI’VNZ
K N? N>
SM@) Y ligw, ||Lz||qN2||Lz( > ﬁlog<4+—§) + ) —)
N{~N» K<N» 2 Kk Kk>N> Kk
< M(g)* (3-7)

Combining this with Lemmas 2.1 and 3.2, we find

> late; q) —exp{—tlik A(@)T ()]}] < CM (g)*e M@ (3-8)

rke2N

for some absolute C.
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As we did not explicitly require that M (g) = M (q) for g € Cg, let us pause to see that this follows
from the equality a(x; g) = a(k; g). From (3-4) and Lemma 2.2 we see that for x — oo,

0=la(k; §) —alx; q)| = |exp{— trlix A(@T(§)] — exp{— trlix AT ()1}] +o(1)
= lexp] LM @] - exp|-LM@]| + o).
Thus M (gq) is preserved modulo 47 7. As g belongs to the same connected component as ¢, we must
have that M (¢q) = M(q). For later use, we note the consequence
sup M(q) = sup M(q). (3-9)
GE€ Qs qeQ
While this argument did not require the hypothesis (1-12), we will need it to unwrap this phase
ambiguity when we address equicontinuity. This is our next topic.
Given an equicontinuous set Q satisfying (1-12), choose & > 0 and an infinite subset X C 2N such that

1+e™*
sup —M(q) <4m —2¢ and sup|qlx < o0.
geQ.kek l—e qe0

Proceeding very much as we did above, we see that
, e~ . 2 ,CM(q)
> " lexp{—tlik A(§)T(§)] — exp(— trlik A(q)T (@)1} <2CM (g)’e
kel
for any g € Cg. Combining this with (3-2) and Lemma 3.3, we deduce that
D 1B @) — B s )] Se 1.

kel

This in turn guarantees that

sup{[|71|%: : § € Qus} < sup{llgll:: q € Q)+ 0:(1) < 00,

from which equicontinuity follows via Lemma 3.1. ]

4. Conservation laws and equicontinuity

The primary goal of this section is to prove H® bounds for (DNLS) solutions, for 0 < s < % as a
prerequisite for proving Theorem 1.5. In addition, we will prove equicontinuity in these spaces, which is
also needed to prove that theorem.

Before turning to that subject, we pause to show how L>-equicontinuity can be used to restore coercivity
to the traditional polynomial conservation laws. As a representative example, we show how H(g) can be

used to control the H'-norm.

Proposition 4.1. Let Q € H' be L?-bounded and equicontinuous. Then

lgll3, < Ha(g) + M(q), (4-1)

uniformly for all g € Q.
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Proof. Splitting into low and high frequency parts and estimating using the Bernstein and Gagliardo—
Nirenberg inequalities, respectively, we obtain

6 6 6 2 6 4 2
lgllys < lg=nllje +llg=nl7e S N7lqly> + llg-nl72lq"lIz--

This allows us to control the quartic term in H,, and hence the H I_norm, as follows:
m2 3 3.
lg'll;. < Ha(q) + 5 lg(x)|”1g (x)| dx

9
< H(q) +ellq'I2 + 1 lal s

9 4 2 9 2 3
< (@) + (o + Oy la=nlif:) 1413 + C - N2 M (@),

for any ¢ > 0. The claim (4-1) now follows by choosing ¢ small and then N large, exploiting the
equicontinuity of Q. (I

Proposition 4.1 allows us to extend local H' solutions globally in time, provided we remain below the
M., bound introduced in Definition 1.4.

Corollary 4.2. The (DNLS) evolution is globally well posed, both on the line and on the circle, in the
space
By, =lg€H" :lqlj: < M) 4-2)

endowed with the H' topology. Moreover, initial data in S leads to solutions that belong to S at all times.

Proof. In the line case, this result can be deduced from [Bahouri and Perelman 2022]; indeed, the
restriction M (g) < M, is not needed in this case. Below we give an alternate argument that works also in
the periodic setting.

As discussed in the introduction, local well-posedness in H'! was proved already in [Takaoka 1999;
Herr 2006]. Thus, given initial data ¢(0) € B ,{4* N S, there is a corresponding maximal lifespan solution
qg € C,(0,T); H ) to (DNLS). Moreover, [Hayashi and Ozawa 1992] shows that ¢(t) € S for all
t €0, T). Combining [Klaus and Schippa 2022; Tang and Xu 2021] with Proposition 2.6 yields that
a(k; q(t)) =a(k, g(0)) for all t € [0, T) and ¥ > 0. By the definition of M, and Proposition 4.1, the
solution ¢ satisfies a priori H' bounds on [0, 7), which in turn guarantees that T = oo.

Finally, global well-posedness in leu* follows from local well-posedness and the density of Sin H'. [J

Let us now turn to low-regularity questions. Bounded sets in H*, with s > 0, are automatically
bounded and equicontinuous in L2 As we shall work only below the M, threshold in this section, such
L?-equicontinuity is retained globally in time. Our goal is to propagate H® bounds. The key to doing this
is a certain renormalization of o (x; g) that we introduce now:

Br(x; @) == llqll7, —2Ima(x; q) on R,
1—€_K (4'3)

. - 2 .
Br(k; q) = ||Q||Lz—m21m01(/<s6ﬂ on T.
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Proposition 2.6 guarantees that these quantities are well defined for « sufficiently large across our whole
family of orbits.
The quadratic (in ¢) parts of these expressions were presented already in (3-1). As we saw there,

these provide a sense of the L2-norm of the high-frequency part of ¢. To address higher regularity, for

O<s < % we consider the quantity

o d
Bs (ks q) 3=f ﬁ(%;q)xzsf.

The quadratic term in this expression is given by
o dx >l —p? dx —9?
Rl 7)) — 21¢,,. 2 _ 2 ~
Bs (K,q)—fK B0 g™ — —/K <4X2_32q,q>% ot <—(K2_32)1_sqw]>-

From this we see that for any 0 < n < 1,

Ig=iclzs < B2 s @) S P gl + 19 el (4-4)
and so ,BS[QJ (k; q) captures the H®-norm of the high-frequency part of g. Indeed, a bounded set Q € H*®

is equicontinuous in H* if and only if 8[?!(x; ¢) — 0 uniformly on Q as k — oo.

Theorem 4.3. Fix 0 < s < % and let Q C S be H*-bounded and satisfy (1-13). Then, recalling the
notation Q. from (1-11), we have

sup llgllzs < C(sup g3, sup liglFs). (4-5)
GE Qs qeQ qeQ

Moreover, if Q is H®-equicontinuous, then so is Q .

Proof. As Q is H®-bounded, it is automatically L?-bounded and equicontinuous. By (3-9), Q.. inherits
L?-boundedness from Q. As Q satisfies (1-13), we deduce that Q.. is also L2—equicontinuous. By
Proposition 2.6, we may choose «p > 1 such that

Vil A@)lop < % uniformly for ¢ € Q4 and Kk > «y. (4-6)
As shown there, this ensures that o (k; ¢) and so also B(x; g) are well defined for all ¢ € Q. and k > «y.
Arguing as in (2-15), we also see that (4-6) implies
2] < * 2 , dx
1Bs (k5 ) — B (k5 @) S 27 TA (T ()15, ~
K
> 2542 dx
S > 1Al AnlnIAN ol Avdo — @)
K

Ni~Ny>N3>Ny

uniformly for g € Q. and k > kg. To continue from here, we decompose the full sum into the subregions S ;
defined by
S) ={k < Ny < x and N3 < nk}, Sy = {Np > x and N3 < nk},

S1={N2 <«},
S3 ={k < Ny < x and N3 > n«}, S5 = {Ny > x and N3 > nk},
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where n € (0, 1) is a small parameter to be chosen later. We will estimate separately each of the
contributions

© dx
Ij(k; q) 2=/ w5t E I AN 3, T AN, 13, T A N5 op T A Ny [ op ot
K
S

Applying (2-8) and (2-10) from Lemma 2.4, we have
o N2 dx
ns [ Y el lelal:
« 20 x
Ni~Nr<k

25—1 2 2 4
S Mgl Y. Mallaw izl e S« gl
Ni~N<k

Proceeding analogously and using (4-4), we find
o dx
S — -2
LS > / i NS g s llgws s llg 1l . —
4
Ni~Ny>k ¥ V2
—1
< D0 N Mlaw s laws s 132 S nllql2:82 ;@)
Ni~Ny>«k
* 2s—1 ar1—2s dx
LS Y TNy g e g e g 22 g nell 2 —
Ni~Ny>k N>

2 .
S D0 lanlaslan gl lg=nde S lglizzlgsnd 226 9),
Ni~Ny>«k

N2 2 Nz2 —1-2 2 dx
> f nxx‘log(4+?)N2 “llaw s lase s a2 =
K

< D0 N Man s lansllas 132 S nllql3. 82 (k: @),
Ni~Ny>k
and finally,

e 28 1\]22 —2s dx
S ) o log 4+ 2 )Ny law e gl gl 2l g el 2 —

Ni~Ny>«k K

2 .
S Y0 lamllaslanlaslglzlgsmelz S Il c2llgs el 282 (c: ).
Ni~Ny>«k

Collecting all our estimates, we conclude that

1Bs (k3 @) — B2 s @)l Sk llglly + (g3 + gl 22 g nell22) B2 (kc; q)

uniformly on Q... AS Q. 1S L?-bounded and equicontinuous, we may choose 1 small and then «1 > «g
large to deduce that

sup B (k; q) < sup B (k; @) + k% sup llgll},.  forall k > k. (4-8)
GEQ s qeQ qeQ

The claim (4-5) now follows from (4-4) by choosing k = k.
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It remains to prove that H*-equicontinuity for Q is inherited by Q... This requires a different estimate
for I;. Using (2-8) and (2-9), we obtain

i dx
LS Y VNsNallgn 2 llgm iz llgns iz lgn,l 2 / x>

25—4 4
75'(3 “Nallys.
Ny<--=<Ni =k «

where o = min{s, }1} Now that we know (4-5), we may employ it here to deduce the following analogue
of (4-8):

- 4
sup B2 (s q) S sup B s @) + 1> 7 C(sup llg 72, sup llgl7:) 4-9)
qE€ Qs qeQ qeQ qeQ
uniformly for ¥ > k;. As 40 > 2s, equicontinuity follows by sending k — oo. U

5. Global well-posedness in H* for s > %

In order to treat the line and circle simultaneously, it is convenient to introduce

1—e™*

Alkig)=a(k;q) on R and  A(x;q)= iy

a(k;qg) on T. (5-1)

This leads to parallel leading asymptotic expansions:
i 1 1
Alk;q) = M(q)+—H(q) +0(—),
2 4 K
as follows from Lemmas 2.2 and 2.3. This expansion is important; it guides our choice of regularized
Hamiltonian flows. We choose
Hc(q) :=4k Re A(k; q),

since, formally at least, H(q) = H,(q) + O(x~"), which suggests that the flow generated by H,(q)
approximates the (DNLS) flow as the parameter « diverges to infinity.
The flow generated by H, (g) with respect to the Poisson structure (1-5) is
d SH.\ SA(k;q) SA(k:q)\Y . SA SA
—q=\|-=]=2% — + , since — =
8q 8q dq

dt 56? g (HK)

Our first task in this section is to prove that the H, flow is well posed on L’-equicontinuous sets
of Schwartz initial data satisfying (1-13), provided « is chosen sufficiently large depending on the
equicontinuous family; see Proposition 5.3. Moreover, we will show that the corresponding solutions
belong to S for all times.

In Lemma 5.2, the H, flow will be shown to conserve M (g) and a(x; g); thus, it satisfies both the
H*-bounds and the H*-equicontinuity guaranteed by Theorem 4.3. Together with Proposition 5.3, this
immediately yields well-posedness of the H, flow on H* forall 0 <s < % under the restriction (1-13);
see Corollary 5.4.

To prove that the (DNLS) flow is well posed in H*® for é <s< %, it then suffices to prove that this is well
approximated by (H,) flows as k — co. An important ingredient in our argument is the commutativity of
the H, and (DNLS) flows, at least on S. This follows from Lemma 5.2 and the well-posedness of these
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flows on S by mimicking the arguments in [Arnold 1989, §39]. In view of this commutativity, proving
convergence of the (H,) flows to the (DNLS) flow amounts to showing that the flow generated by the
difference of the Hamiltonians H (g) — H, (¢) converges to the identity as k — oo. This final stage of the
proof will be carried out in Theorem 5.5.

In order to make sense of (H, ), we must prove that a(k; g) is in fact differentiable. To solve (H,)
locally in time, we further need to show that this functional derivative is itself a Lipschitz function of g.
These goals require us to define a(k; ¢) on open sets in L2 rather than merely equicontinuous sets. The
next result addresses these issues.

Here and below we write Q. to denote the ¢ neighborhood of Q in the L?-metric.

Lemma 5.1. Let Q be a bounded and equicontinuous subset of L*. Then there exist ¢ > 0 and ko > 1
such that for all k > kg, we have that a(k; q) is a real-analytic function of q € Q.. Moreover, we have
the bounds

Sa(k; q) da(k; q)
Taq ‘ =2 Seligle (5-2)
q H! 8‘] H!
‘aaw;q)_&x(x:é) ‘506('“1)_5“(“5) Skllg =il (5-3)
7R VR I 7 R R .

where the implicit constants depend only on Q. Additionally, for every k > ko and q € Q., there exists
v (k; q) € H' such that

Sa(ic: q)\ Sa(k; )
M =2K¥—mq[y(laq}+l], (5-4)
8q oq
Sa(k; ! Sa(k; .o
(M) = 22D | aty e g) 10, (5-5)
8q dq
_dak; q) da(ks q)
y(c; q) = 24— 12 gD (5-6)
8q 8q
Lastly, for each integer m > 0 we have
Sak; q)Y
’(8—q) S icllgllpm, (5-7)
q Hm
m (80K q) ! m
‘<x>2 (—8_ ) S k(X)) gll 2. (5-8)
q L2

uniformly for q € Q. and k > k.

Proof. Proposition 2.6 shows that given § € (0, 1], there exists kg > 1 such that

jlelg JK IA@) llop < g uniformly for x > «q.

As A(q) is linear in g, Lemma 2.1 allows us to deduce

qseug JK 1A (@) llop < g uniformly for « > ko, (5-9)

provided ¢ is chosen sufficiently small (depending on §).
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Now we must explain how to choose §. In view of (2-15), § < 1 guarantees that the series (1-9)
converges on Q.. We place an additional requirement to aid in the proofs of (5-2) and (5-3). From
Lemma 2.5 we find that

(e +3) 4 — ) lop - 1 — ) g (e +3) " op S gz - &2 IAQ) llop-
Thus, we may choose § even smaller if necessary to ensure also that
Kkl +3) g — ) Hlop - 1k — ) gk +3) 7 lop < 2 (5-10)

uniformly for ¢ € Q. and k > k.
Turning now to (5-2), we argue by duality. For f € H~!, we have

<f, Sa (ks q)

5 > Y u{lc =) gl +3) 71 e =) g e+ )7 f).

>0

The £ = 0 term is readily computed exactly via Lemma 2.2. For example,

- 1
ik tr{(k — 3)_161(K + 8)_1f} = iK<2 P f, q> in the line case.
K

In either geometry, this is easily seen to satisfy the desired bound.
For £ > 1, we employ (5-10) and Lemma 2.5 to estimate

[T el =) g +0) 7' g1 (e — ) g +0) 7! F
SN +0) 7 f e =0) M layllg e +0) 413, e +0) " g (e — ) lG,
< [l =) g (e +0) 5!
S27% N f -1 lgll s

with an implicit constant independent of £. This proves that the estimate (5-2) holds for the g derivative;
the bound on the g derivative follows in a parallel fashion.

The proof of (5-3) proceeds analogously, noting that one can always exhibit the difference ¢ — g in
place of a g.

We define y (k; g) via the associated linear functional

Ly g) =Y (10 twfltc =) 'qlc+3)"'g1tc =)' f)

£>1

+ ) @)l +0) G — ) gl e+ )Y, (5-11)

£>1

and will prove y € H' by showing that this functional is bounded for f € H~!,
Regarding the £ = 1 terms, Lemma 2.5 and direct computation show that

et ) g £3) Gk F) T FY SV llgle £ TGN I fll -t SV NI f Il gt
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For £ > 2, we employ Lemma 2.5 and (5-10) as follows:

| tr{l(c F ) g £) 7' Gl (c F )7 £
ST Fll-illg e+ )73, 11— )7 2 lopll (e + ) Ag e — )7V,
x [[(c =) g e +3) 5
S27 Vi llg Nl f Nl

where the implicit constant is independent of £. Thus y € H' and

ly (s Dl S Vel

The proofs of (5-4) and (5-5) follow parallel arguments. In the former case, we pair da(x; q)/8q
with f’, which we then rewrite as a trace. The result then follows by noting the operator identity
ff=—k—=09)f — f(k+9)+2«f and simplifying.

The proof of (5-6) follows the same style: one pairs y (x; ¢) with f’ and employs the operator identity
fl=k+09, fl=—k -3, f1.

The proof of (5-7) mimics closely that of (5-2), once one understands how to move the derivatives
from the test function f to copies of g. Introducing the notation f,(x) = f(x — h), we observe that by
the translation invariance of the trace,

Sarlic; )\ o ser(k; q) 0" 5
(m) _ 9 , . , 8 .
am ]
== 20T el =) g+ ) TGl e =) g (e +) T ).
h=0 ¢

Next, we apply the estimates used to prove (5-2) together with the elementary inequality

la™ 1122 < llgll 2" " g " forall 0<n < m.

This yields the estimate (5-7). Note that summability in £ is guaranteed by (5-10), just as before.

Lastly, we turn to (5-8). The argument is very similar; the key ingredient is to move the polynomial
weight (x)>" from the test function f to a copy of g. This is achieved via the identity

g+ )P = (=" [PDqle +9) " ],

n>0

valid for any polynomial P (x), which follows easily by induction using
[k +3)"", P)]=—(k +3)""P'(x)(k +3)"". O

Lemma 5.2. Let Q C S be L?*-bounded and equicontinuous, and let € and ko be as in Lemma 5.1. Then
forall k, x > ko,

{H,a(k)} =0, {M,ak)}=0, and {a(x),ax)}=0

on Q.. Consequently, A(k), A(x), M, H, and H, all Poisson commute on Q..
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Proof. As discussed in the introduction, the commutativity of «(x) with the Hamiltonian H was proved
in [Klaus and Schippa 2022; Tang and Xu 2021] whenever the series defining o (k) can be guaranteed to
converge. Such convergence is guaranteed by Lemma 5.1.

Recalling (1-5) and employing (5-4), (5-5), and (5-6), we find

(M, a(k)} =2k f y'dx =0.

Notice that (5-6) guarantees y’ € L.

If ¥ = x the third equality is clear. When x # x», we may proceed to compute the Poisson bracket by
applying (5-4) and (5-5) directly to the derivatives of a(«x) or by employing integration by parts and then
the corresponding formulae for the partial derivatives of «(x). Comparing the two approaches yields

xla(k), a(x)} =rk{a(k), x(x)}, andso {a(x),a(x)}=0. U

Proposition 5.3. For each L*-equicontinuous set Q C S satisfying (1-13), there exists ko > 1 sufficiently
large such that for all k > kg, the (H,.) flow is globally well posed for initial data in Q. Moreover, the
solutions remain in S for all time. Lastly, the set

Q. :={"Vlg:.qe0,teR, andk > ko)
is bounded and equicontinuous in L>.

Proof. Recall the set Q. introduced in (1-11). By (3-9), the hypothesis (1-13), and the definition of M.,
this set is bounded and equicontinuous in L% We fix £ > 0 and «( > 1 as the values obtained by applying
Lemma 5.1 to the set Q.

Next we construct a local solution for initial data ¢ (0) € Q. For k > kp, Lemma 5.1 ensures that one
can run the usual contraction mapping argument for the integral equation

! : S A Al
q(z)=q(0)+/ ZK(SA(K’_q(S))+5A(Kv4(s)))ds
0 8q 8q

to find a unique solution g € C([0, T']; L2), provided T is chosen sufficiently small. In fact, 7' is chosen

so small that g (¢) and indeed all Picard iterates remain in the e-neighborhood of Q...

Combining the estimates (5-7) and (5-8) with the Gronwall inequality shows that ¢g(¢) € S for all
t € [0, T]. This in turn allows us to apply Lemma 5.2 to conclude that (x; ¢(¢)) and hence a(x; g(¢)) are
conserved. Taken together, these observations guarantee that ¢ ([0, 7]) € Q. and so the local solutions
may be concatenated to yield a global solution lying wholly within Q... Finally, as Q, is a subset of Q.
it is Z?-bounded and equicontinuous. (Il

Combining Proposition 5.3 with Theorem 4.3 immediately yields well-posedness of the (H, ) flow in
the following sense:

Corollary 54. Fix0 < s < % and let Q C S be H®-bounded and satisfy (1-13). Then there exists ko > 1
such that for all k > kg the (H,.) flow is globally well posed for initial data in Q. Moreover,

0. ={"Vg:.qeQ, teR, andk > ko) CS is H*-bounded.

If Q is H®-equicontinuous, then so is Q.
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In order to complete the proof of Theorem 1.5, we must prove that H*-Cauchy sequences of initial
data g, (0) € S satisfying (1-13) lead to Cauchy sequences of solutions to (DNLS). As mentioned above,
this will be accomplished by showing that the flow

d o 8A(k;q)  8A(k;q)\] i
—q=\|iq' - lql*q — 2« SR L 2. (H 3
dt 3q oq

generated by H(q) — H,(q), converges to the identity as k — 00. Due to commutativity of the flows,

S-valued solutions to (H,fiff) can be built via

diff _
etJVHK qg= etJVHe tJVHKq

using Corollaries 4.2 and 5.4. In view of Lemma 5.2, these solutions conserve M and «(x).

The proof of our final theorem makes a fitting end for this paper by highlighting the power of
equicontinuity. It is also here that we will finally see the origin of the restriction s > é. It is needed to
make sense of the nonlinearity in (H,?iff) pointwise in time.

Theorem 5.5. Fix % <s< % and T > 0. Given a sequence q,(0) € S of initial data that converges in H*®
and satisfies (1-13), let g, (t) denote the corresponding solutions to (DNLS). Then g, (t) converges in H®,
uniformly for |t| <T.

Proof. By hypothesis, the set Q = {g,(0) : n € N} is bounded and equicontinuous in the H®-metric. Let
ko > 1 be as given by Corollary 5.4. Then for ¥ > kg, the (H,) flow is well posed for initial data in Q,
and the set

0, :={e""Vq,0):neN, teR, andk >k} CS

is bounded and equicontinuous in H*.
The commutativity of the (H,) and the (DNLS) flows allows us to rewrite our sequence of solutions as

diff
gu(t) = TV TV e g (0).

Moreover, by Theorem 4.3, the set
(V"G g € Q.. teR, and k > k) C Qs
is bounded and equicontinuous in H*.
We will show that g, (¢) forms a Cauchy sequence in H*, uniformly for |¢| < 7. By the definition of Q,,
we estimate

diff
sup [1gn(t) — gm®llgs <2 sup sup [le"" V" g —qllps + sup |le" Vg, (0) — e "V g, (0)| s
[t|<T qeQy |t|IST |t|<T

for all ¥ > k. For any such fixed «, the well-posedness of the (H, ) flow ensures that the last term of the
right-hand side converges to 0 as n, m — oo. Thus, it suffices to prove that the difference flow converges
to the identity uniformly on Q.:

. diff
lim sup sup [le"/VE" g —g|lgs =0.

K= 4eQ, tI<T
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In fact, as Q.. is H®-equicontinuous, it suffices to show that

lim sup sup [le”/VE" g — gl -« = 0. (5-12)

K= 4eQ, It|<T

By the fundamental theorem of calculus and (H%), proving (5-12) reduces to showing that

0A(k;q)  S8A(k;q)
—— + )
dq dq

lim sup ||F|ly—3=0, where F:=iq — |q|2q —ZK( (5-13)

o
K= 40,y

A straightforward computation shows that FI!!, the linear (in ¢) term in F, is given by —id°/(4x* — 3%)q.
This clearly converges to zero in H =3 as k — 00, uniformly on Q,., or indeed, on any L%-bounded set.

We turn now to the contribution of FI3!, the term in F that is cubic in ¢. Employing Lemma 2.3, we
find the cubic terms

SAG: O\ K2 U Neae—or( LY 22 1 (I
< 3G ) __2K—3{(2K+3q)(K_ )<2/<—aq>} _2K—a{q<2/<—aq>(2x+aq)}’
SAG )\ K 1 N 22 | 1

< 3q ) __2K+a{(2K—aq)(4K+a)<zK+aq>} _2/<+a{q<z/<+aq>(2x—a )}

This allows us to compute the full cubic term as follows:

F3l_ o2 0 1 L]y 2 1 1
= o N\ —a N\ 2 101 2w +o| N 2o\ 2 =51
I LN e 1N,
K K —
N —a )\ 2104 N 199\ 2 =)~ 14
20 K Ko 20 K < i e
T —a| N\ D9 N\ 50| ol N\ +r o)\ —39) | "9 \ gz =521
. 92 1 9 9 N\ 1 9 9
TN\ 42— 321) 72N 2 29 N\ 2 109) " 2N\ 2 19\ 2 —09)-

To estimate its contribution, we pair with f € H? and apply Holder’s inequality. Boundedness is easily

Q

deduced from

(WA S ws, (5-14)

Hz T
2

L%+H4K2—32q .

S glas- (5-15)

]
liglls + H o137

Evidently (5-15) requires s > %. The gain of a power of « in (5-14) guarantees that the contribution of
the first two terms in F31 decays to zero as k — oo. For the remaining terms, we use H*-equicontinuity
to obtain decay: as s > l, we have that

d
2k £0

=0.
HS

lim sup
K7 g0

< lim sup
K70 g€

q q

2k £0

L3
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Finally, we turn our attention to the remaining terms (quintic and higher) in the series expansion of F.
By Lemma 2.1, (1-9), and the embedding H3 < L,

'/ FFES) gy

The convergence we require does not follow from Proposition 2.6; we would lose by a factor of /k.

Y K PIA@IBIA@DIZET A lop S g Tl Flls Y IA@IZE
=2 £>2

However arguing in the same fashion, we find
IA@ llop S 1A @<y lop + IAG=pllop S k™ g yellzoe +17 211Gyl 2
SeT @2 g e A+ 00 g el e,
for any n > 0. When s > %, we may simply take n = 1 to deduce that

lim sup ||[FPY - =0.

—
K70 geQ..

For the endpoint case s = é, this follows from the H*-equicontinuity of Q,, by choosing n small and
then « large. This completes the proof of the theorem. O
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EXPONENTIAL INTEGRABILITY IN GAUSS SPACE

PAATA TVANISVILI AND RYAN RUSSELL

Talagrand showed that finiteness of E e/V/ /2 implies finiteness of E e/ ®)~E/X) where X is the standard
Gaussian vector in R” and f is a smooth function. However, in this paper we show that finiteness
of Ee!V/1"/2(1 4|V £])~! implies finiteness of E e/ ~E/(X) "and we also obtain quantitative bounds

log Ee/ B < 10E/V/P2(1 4+ |V £,

Moreover, the extra factor (1 + |V f|)~! is the best possible in the sense that there is a smooth f with
Ee/ =8/ =ocobut Ee/V/*/2(1 +|V f])~¢ < oo forall ¢ > 1. As an application we show corresponding dual
inequalities for the discrete time dyadic martingales and their quadratic variations.

1. Introduction

Bobkov and Gotze [1999] showed that for a smooth function f : R" — R with E f(X) =0 we have

Ee/ ™) < (EeIV/XOM/CD forany o > L, (1-1)

for the class of random vectors X in R" satisfying the log-Sobolev inequality with constant 1. In particular,
the estimate (1-1) holds true when X ~ N(0, I,«,) is the standard Gaussian vector in R"” and I, is
the identity matrix. The inequality implies the measure concentration inequality P( f(X) > 1) < e~*"/2
for all A > 0 provided that |V f| <1 and E f(X) = 0. In [Bobkov and Gotze 1999] it was asked what
happens in the endpoint case when o = %, i.e., does finiteness of Ee!V/(¥)/2 imply finiteness of Ee/X)
even forn =1and X ~ N (0, 1)?

From the aforementioned paper, it is not hard to see that the Bobkov—Gotze exponential inequality (1-1)
is optimal in terms of the powers, i.e., one cannot replace 1/(2« — 1) with 1/(ca — 1) for some ¢ < 2, and
one cannot replace ¢®V/1” with e“*/V/I” for some ¢ < 1. Notice that the finiteness of Ee#!V/ I for some
B € (0, 1) does not imply finiteness of Ee/®; for instance, consider X ~A'(0, 1) and f(x) = 3(x* —1).

Therefore, perhaps
Ee/®) < p(EelV/OP/2)

is the best possible inequality one may seek for some % : [1, o0) — [0, 00).

According to a discussion on page 8 in [Bobkov and Gotze 1999], Talagrand showed that even
though (1-1) fails at the endpoint exponent o = %, surprisingly, the finiteness of EelV/ (X /2 i) implies
finiteness of Ee/ for X ~ N(0, I,x,). We are not aware of Talagrand’s proof as it was never published;
we do not know if he solved the problem only for n =1 or for all n > 1.

MSC2020: 26D10, 35E10, 42B35.
Keywords: exponential integrability, heat flow, Gauss space, measure concentration.
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In this paper we show that the finiteness of Ee!VA20 + 1V F(X))~! implies the finiteness of Ee/X)
for all n > 1, and the extra factor (1 4+ |V f])~! is the best possible in the sense that it cannot be replaced
by (1+ |V f])~¢ for some ¢ > 1. Moreover, we provide quantitative bounds.

Theorem 1.1. For any n > 1, we have
log Ee/®=Ef < [0E!V/ P21 11 £(x))~! (1-2)

forall f e CR"), where X ~ N (0, I,xp).

To see the sharpness of the factor (14|V f[) ! in (1-2), letn =1, and let f(x) = 3x% Then Ee/® = o0.
On the other hand,

1 dx
[EeIVf(X)IZ/Z(l +IVFX)) ™ = f <00
27 Jr (1 +1x])¢

for all ¢ > 1. It remains to multiply f by a smooth cut-off function 1<z and take the limit R — oo.
Using standard mass transportation arguments the exponential integrability (1-2) may be extended to
random vectors X having uniformly log-concave densities.

Corollary 1.2. Let X be an arbitrary random vector in R"* with density ") dx such that Hessu > R, x,
for some R > 0. Then

log Ee/=Ef < [0E!V/OP/QR) (| 1 g=1/2)v £(X)|)~! (1-3)
forall f e CP(R").

Exponential integrability has been studied for other random vectors X as well. Let us briefly record
some known results where we assume f to be real-valued with E f(Y) =0. In all examples Y is uniformly
distributed on the set where it is given.

logEe/ ™ <E}Ver f (V)% YeS*={|x|=1, x e R}, (1-4)
logEe/™ <1+ELIVFW)IE YeD={|x| <1, xR, (1-5)
log Ee/™) < log EeP(* M), Y e{—1,1}", (1-6)
log Ee/¥) < log [Ee4|vf|2(y), Y e[-1, 17", (only for convex f), (1-7)

where in (1-6) by the symbol D( f)* we denote the discrete gradient; see [Bobkov and Gétze 1999]. The
estimate (1-4), also known as the Mozer-Trudinger inequality (with the best constants due to Onofri), has
been critical for geometric applications [Moser 1971; Onofri 1982]. A slightly weaker version of (1-6),

namely,
Ee/ ) < Fem DU M/8

was obtained by Efraim and Lust-Piquard [2008].
The proof of the main theorem follows from heat flow arguments. We construct a certain increasing
quantity A(s) with respect to a parameter s € [0, 1]. We will see that

log Ee/ ™ = A(0) < A(1) < E £(X) + 10E/V P21 41V F(x))~"
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To describe the expression for A(¢), let @ (1) =P (X <) be the Gaussian cumulative distribution function,
and set k(x) = —log(®’(¢)/®(¢)). Our main object will be a certain function F : [0, c0) — [0, 00)
defined as

X
F(x) :/ HAETO) gy forall x e [0, 00), (1-8)
0

where (k') is the inverse function to &’ (it will be explained in the next section why F is well defined).
For g : R" — (0, 00), we consider its heat flow U,g(y) := Eg(y + +/sX), where s € [0, 1]. Then

s|VU| -
A(s) = U, |:10g Ui_sg+F <M)] 0)
Ui—sg
will have the desired properties: A’(s) > 0, A(0) =loglkg, and A(1) =FElogg + EF(|Vg|/g). The
argument gives the inequality

) Vgl
ogbg—FElogg <EF(—|. (1-9)
g

If we set g(x) = e/ ™ with f: R" — R and use the chain rule |[Vg|/g = |V f], we obtain
logEe/ & <EF(|Vf)). (1-10)

The last step is to show the pointwise estimate F(s) < 105"/ 2(1+s)~! for all s > 0. We remark that
the obtained inequality (1-10) is stronger than (1-2) and it should be considered as a corollary of (1-10);
however, due to a complicated expression for F' we decided to state the main result in the form of (1-2).
The computation of A’(s) is technical and is done in Section 2C, where we also explain how the
expression A(t) was “discovered”. We should note that the main reason that makes A" > 0 is the fact that
k'/k” > 0 and the inequality'
1—k"—ke* >0,

which for k = — log(®'(¢)/®(¢)) serendipitously turns out to be an equality.

Sections 2A and 2B are technical and can be skipped when reading the paper for the first time. In these
sections we show that F € C2([0, 00)) is an increasing convex function with values F(0) = F’(0) =0
and F”(0) = 1. Furthermore, the modified hessian matrix of

yx oo
M(x,y) :=10gx+/ KO gy (1-11)
0
is positive semidefinite:

My
M55 My >0 forall (x,y) € (0, 00) x [0, 00). (1-12)
M., M,
In Section 2C we demonstrate that the condition (1-12) implies the inequality
M(Eg(X),0) <EM(g(X), [Vg(X)]) (1-13)

for all smooth bounded g : R* — (0, 00). At the end of Section 2C, we deduce Theorem 1.1 and
Corollary 1.2 from (1-13).

Htis an equality for k = — log(®’(¢)/®(¢)) yet an inequality would be sufficient for our purposes.
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As an application, in Section 3 we show that the dual inequality to (1-9), in the sense of duality
described in Section 3.2 of [Ivanisvili et al. 2018], corresponds to the following theorem.

Theorem 1.3. For any positive martingale {§,},>0 on a probability space ([0, 1], B, dx) adapted to a
discrete time dyadic filtration ([0, 1), @) =Fy C F| C -+ suchthatéy =&yy1 =+ =&x > 0 fora
sufficiently large N, we have

log E&s — Elog &ao < [EG(E:;%) (1-14)

where [Ec] =D =0 Gkt1 — £)? is the quadratic variation, and G(t) := ftoofoo r=2e$* =12 gy ds.

N

In Lemma 3.2 we obtain the two-sided estimate
Tlog(1+17) <G(t) <log(1+¢%) forall t>0.

In particular, (1-14) implies that
log &y — Elogéy, S[Elog<1+@>. (1-15)
%
Estimate (1-15) shows how well log £, is concentrated around log E&, provided that one can control the
quadratic variation of £,,. Theorem 1.3 posits a duality approach developed in [Ivanisvili et al. 2018].
This may be considered as complementary to the e-entropy bound

—&
[Eeéoo_ﬂ;&x: < ¢
T 1—e¢

which holds for all discrete time simple martingales &, (not necessarily positive and dyadic) provided
that [£0] < €2; see Corollary 1.12 in [Stolyarov et al. 2022].
The proof of (1-14) uses the special function

]

(o]
N(p,t):= log(p)—i—/ / r=2eE =2 gr ds

P/t
which we find by dualizing M (x, y) = logx + F(y/x). We deduce that N is heat convex, i.e.,

AN(p,t) <N(p+a,t+a>)+N(p—a,t+a> (1-16)

for all reals p, a, t such that p =a > 0 and ¢t > 0. Finally, after iterating (1-16), we recover (1-14).

2. Proofs of Theorem 1.1 and Corollary 1.2

2A. Step I: an implicit function F and its properties. Let

X
k(x) := —log(log ®(x))’ = 1x? +1og< / e=5/2 ds) for all x € R.
o0

Define a real-valued function F as
t

FK' (1)) = / k' (s)e"® ds  forall t € R. -1

—00

The following lemma, in particular, shows that F is well defined.
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Lemma 2.1. We have
(1) K'(=0) =0, K'(x) ~x as x — 00, and k" > 0 (and hence k' > 0);
(2) F:[0,00) — [0,00), F(0)=F'(0)=0, F"(0) =1, F'(k') = X, and F" (k') = (k'/ k")eX.

Proof. Let us investigate the asymptotic behavior of k and its derivatives at x = —oco. Let x < 0, and
for m > 0 define

X
I, = exz/zf e 25™m g,
—0oQ
Integration by parts reveals I,, = —x~ "D — (m 4 1)I,,4,. By iterating we obtain

X
exz/zf e_sz/zdSZI(): —x xS —3.x4+3.5.x743.5.7- Iy
- — xS o) as x — —00

because |Ig] < [*_ s78ds < |x|™". Thus, as x - —oo we have

D =Jp=—xTHx3 =3+ o(x|T), e F — _x —x 'y 0(x| ),
Kx)=x+e " =_x142x3 4 0(x|7d), K'(x)=1—kK@x)e *™ =x"2+ 0(x|™,
k' (x)ek™

k' (x)ek® = —x 3 + 0(jx| ™), and =14 0(x|™.

k" (x)

The claim .

/ — ~
k (x)=x+ exz/z ficoo e_SZ/z ds

X as x —-> o0

is trivial. Next, we show that k” > 0. By elementary calculus we have

x%2 rx 522 2 2
K'=1-— e f_ooe ds+1 ¢ [(/X e=72 ds) —xe ¥? /X =52 gg — exz].

(€2 [* e~ ds) o\, o

If we let h(x) := e*/2 and H(x) = ffoo e~’/2 dt, then it suffices to show
u(x) := H* —xhH — h* > 0.
Clearly H' = h and h’ = —xh. Next
u' =2Hh—hH +x*hH — xh* +2xh* = Hh + x*h H + xh*

X
1+ x2

=(H+x*H +xh)h = <H+h )(1+x2)h.

Letv(x) =H(x)+h(x)x/(1 + x2). Then, we have

V(x)=h—h x? +h St (I n =2 N 2 L
o 1+x2  (14+x22 \U+x2 (1+x22)  (1+x2)?2 '

Since v(—o0) = 0 and v’ > 0, we obtain v(x) > 0 for all x € R. In particular #’ > 0, and taking into
account that u(—o0) = 0, we conclude u(x) > O for all x € R.
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To verify the second part of the lemma notice that F'(0) =0 by considering the limit as t — —oo in (2-1).
Taking the derivative in ¢ of (2-1) and dividing both sides by k” > 0 we obtain F’(k’) = e. Considering
the limit as r — —oo we realize F’(0) = 0. Taking the second derivative gives F” (k') = (k'/k")e*. We
have (k'/k")ek =14+ O(x~2) — 1 as x = —oo. Hence F”(0) = 1, proving the lemma. O

It follows that k€’ > 0 and k¥’ : R — [0, 00). Thus, we may consider the inverse map ¢ —> k’(¢) denoted
by (kK )~1: 10, 00) — R. After a suitable change of variables in (2-1), we write

k)~'(x)
F(x) = / K’ (s)ek® ds

o0

X
- / MO gy, (by s = (k)™ (u)),
0

which coincides with the expression announced in (1-8).
Lemma 2.2. We have F(x) < 10ex2/2(1 +x)~! forall x > 0.

Proof. Notice that k' (1) = u 4+ e *® >y (for all u € R) and k” > 0. Therefore, u > (k') "' (u) for u > 0,
so the inequality k(u) > k((k")~'(u)) follows from the fact that X’ > 0. Thus

X X u X
F(x) < / KW gy = / 6“2/2/ e ds du < VZJT/ 12 du.
0 0 —00 0

Next, we claim the simple chain of inequalities

X
f eu2/2 du (2) 2X ex2/2 (z) 3 ex2/2'
0 T 1+x2 T l4x

Indeed, inequality (A) follows from the fact that it is true at x = 0 and

4 (2 exz/z‘fxe”z/zdu — /2 1—L > /2 1—4L2 —0.
dx \1+ x? 0 (14 x2)2 (2x)2

In contrast, inequality (B) is immediate. Therefore, we conclude that

F(x) <3v2me"?(14+x)"" <1021 +x)" forall x > 0. 0
2B. Step 2: Monge—Ampeére type PDE. Define
M(x,y)=logx+ F(y/x) forall (x,y) e (0,00) x [0, c0). (2-2)

Clearly M € C? and My (x,0) =0, where M, =9M/dx and M, = dM/dy. Next, let us consider the
matrix

(2-3)

M,
A(X’ y) = (Mxx'i‘T Mxy) .

Myy  Myy
We claim the following:

Lemma 2.3. Foreach (x, y) € (0, 0c0) x[0, 00), the matrix A(x, y) is positive semidefinite with det(A) =0.
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Proof. Let us calculate the partial derivatives of M. Let ¢ := yx~'. We have

My=x""—yx?F'(yx Y =x""1—tF'(t)), M,=x""F(),
M =—x 24+ 2yx 7 F (yx ™) 4+ (px 2 F (yx ™) =x 2 (=1 + 2 F' (1) + 1 F" (1)),

Lemma 2.1

My, =—x"2(F' () +tF"(t), Myy=xF'(t)y > 0.

To see that A(x, y) is positive semidefinite, it suffices (due to the inequality My, > 0) to check that
det(A) = 0. We have

M M ! F/F//
det(A) = My My, — M7, + ——2 =x7* [(—1 +2tF' +t*F"YF" — (F' +tF")* + ; }
y

F/F//
=X4|:—F”—(F/)2+ :|

Next, for t = k’ we have F'(k') = ¥ and F" (k') = k’e*/k” by Lemma 2.1. Therefore

F'F’ k/ek €2k €2k 3
_F//_(F/)2+ ; =_7_32k+7=7(1—k”—k/€ k):()’
as k'(x) = x + e *® (and hence k” = 1 — k’e™%). O

2C. Step 3: the heat flow argument. First we would like to give an explanation for how the flow is
constructed. For simplicity consider n = 1. If we succeed in proving the inequality

M(Eg(§),0) <EM(g(§).1g'E)D, g:R— (0,00, (2-4)

where & ~ N(0, 1) and M (x, y) =logx + F(y/x), then we obtain
logEg+ F(0) <Elogg +EF(lg'l/g),

which for g = e/ coincides with (1-10). So the goal is to prove (2-4). We consider a discrete approximation
of &, namely, let

E=(e1,.-,8m),

where the ¢; are i.i.d. symmetric Bernoulli &1 random variables. By the central limit theorem,

g1+ +éem d
T—)f as m — o0.
m

We hope to prove the hypercube analog of (2-4), i.e.,

(2-5)

~ = . - i + o tem
MEZE),0) <EMGE), D@, &G) = g(u)

Jm

for all m > 1, where the discrete gradient |Dg(€)| := v/ }_i_; |D; 2(8)|? is defined as follows:

gler, oo &, Em)—8(E1, .o, =€,y Em)
2

Dig(er,....em) = for j=1,...,m.
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One sees that as m — oo we have

. ) it . 1
1o () ol

S == T

at least for bounded smooth functions g with uniformly bounded derivatives. Thus taking the limit m — oo
we observe that the right-hand side of (2-5) converges to the right-hand side of (2-4); in particular,
(2-5) implies (2-4).

Next, we take this one step further and consider the inequality (2-5) for all g : {—1, 1} — R instead

and

of the specific functions defined in (2-5); in doing so we are ever so slightly enlarging the class of test
functions to include those that are not invariant with respect to permutations of (g, ..., &,). To prove
that

M(Eh,0) <EM(h,|Dhl) forall h:{—1,1}" — (0,00) andall m>1, (2-6)

one trivial argument would be to invoke the product structure of {—1, 1}". For example, if we manage to
show an intermediate “4-point” inequality

M(E; h, |DE; h|) <E;,M(h,|DhJ), 2-7)
where [E,, averages only with respect to €1, then by iterating (2-7) we deduce the inequality
M(Eh,0) =Mk, - - -Ee h, |DE,,, - - - Ee h]) < Ee, - - - Ee,, M (h, [Dh|) = EM (h, | Dh]).

Upon closer inspection, we see that (2-7) follows” from the 4-point inequality
2M(x,y) < M(x+a,Va*+ (y+b)*) + M(x —a,va* + (y — b)?) (2-8)

for all real numbers x, y, a, b such that x =a > 0. To prove (2-8) for one specific M seems to be a
possible task; however, if we take into account that M is defined by (2-2) which involves an implicitly
defined F, the 4-point inequality (2-8) becomes complicated (see [Ivanisvili and Volberg 2020], where
one such inequality was proved for M (x, y) = —0R(x +iy)>/? by tedious computations involving high
degree polynomials with integer coefficients).

Expanding (2-8) at the point (a, b) = (0, 0) via Taylor series, one easily obtains a necessary assumption:
the infinitesimal form of (2-8), i.e.,

M,
Mxx“l‘T Mxy > 0. (2-9)
Mxy Myy

Of course, the infinitesimal condition (2-9) does not necessarily imply its global two-point inequality (2-8)
(and in particular (2-6)). Also, it may seem implausible to believe that the positive semidefiniteness
of (2-9) implies the inequality (2-4) in Gauss space. Surprisingly this last guess turns out to be correct, and

2In fact they are equivalent provided that y — M (x, y) is nondecreasing.
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perhaps the reason lies in the fact that one only needs to verify (2-5) as m — oo (and only for symmetric
functions g). Let us “take the limit” and see how the heat flow arises.

Let E,,_x be the average with respect to the variables ¢, ..., &,—_¢, and let E* be the average with
respect to the remaining variables &,,_¢+1, - .., &n. Then the 4-point inequality (2-7) implies that

k — [EkM([Em_kg, |DE,,—xg|) is nondecreasing on [0, m].

The expression EXM (E,,_xg, | DE,,_x&|) we rewrite as EXM (A, B), where

|
Jk m Jm—k m

P ,Zf:lsj £+Z;”:k+18j Lk 2+0 k
= " m—k&8 \/z m ,—m—k_ m —m3/2 .

Taking k, m — oo so that % — s € [0, 1], one can conclude that

k m
1 & k i &j k
A= [Em_kg(Z]_l J + Z]_k-l—l J )’

s> ExM(Eyg(X+/s +Y/1—5), /s|Eyg'(X+/s +Y+/1 —s)|) is nondecreasing on [0, 1],

where X, Y € N(0, 1) are independent and Ex takes the expectation with respect to the random variable X.
In other words, if we let Usg(y) = Eg(y + /s X) to be a heat flow defined as

T 32 U Uro —
35 Sg_ZaxZ s8> 08 =8>
then
s> UMU,_3g,/s|Ui_sg'|)(0) is nondecreasing on [0, 1]. (2-10)

Luckily we may ignore all the steps by starting from the map (2-10) and taking its derivative in s to
divine when it has nonnegative sign. Slightly abusing the notations, denote D = d/dx, and, for simplicity,
let us work with the map s — UsM (Uy_sg, \/sU;_sg’), where we omit the absolute value in the second
argument of M. Let b = Uy_;g. Clearly db/ds = —%Dzb. We have

d 1 1 1 Js
— UM (b, \/sDb) = =D*U;M (b, /sDb) + U;| —=D*bM, + | —Db — X-D*b|M
T UsM(b. J5Db) = 3 (\/E)-i-(z +(2ﬁ 2>y>
Us 2 2 My 3
== D(MDb+ My/sD*b) — MD b+$Db—My\/ED b
U

; M
== (1\4)06(1)19)2 +2M,y/s DbD?*b + M,ys(D*b)* + TyDb).
N

Notice that
My
—Db
s
MXX

M,
— (b iprw) (Mot Mo (D0 )
My, My, ) \/sD?b

M, (Db)* +2M, /s DbD*b + M,,s(D*b)* +
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It remains to extend the argument to higher dimensions and put the absolute value back into the second
argument of M.

Theorem 2.4. Let M : (0, 00) x [0, 00) — R be such that M € C? with M,y (x,0)=0and

My
Maxt y My > 0. (2-11)
M,y My,
Then the map
s> UMU _sg, /s|VU_sg|) is nondecreasing on [0, 1] (2-12)

for all smooth bounded functions g : R" — (0, 0o) with uniformly bounded first and second derivatives.

Proof. Let M(x, y) = B(x, y*). Let By and B, be partial derivatives of B. Positive semidefiniteness of
the matrix (2-11) in terms of B converts to

(Bn(X, ) +2Bs(x, y?) 2yBia(x, ¥?) ) -

(2-13)
2yBia(x, ¥?) 2By (x, y?) +4y? By (x, y?)

for all x > 0 and all y > 0O (in fact this holds for all y € R). Next, let G = U;_;g. Clearly dG/ds = —%AG.
We have

%USB(Ul_Sg, s|U1-sVg*) = SU;[AB(G, s|VG[*) — BiAG +2B,|VG|* —2B,sVG - VAG].

Next, let D; = d/0x;. Then
D;B(G, s|VG|*) = BiD;G+BasD;|VG/?,
D?B(G, s|VG|*) = B11(D;G)*+2B12D;GsD;|VG[*+ Bns*(D;|IVG|*)*+ B D;G+Bys D} VG,
AB(G, s|VG|]?) = Bn|VG|2+2812VG-SV|VG|2+322|sV|VG|2|2+B1AG+stA|VG|2.
Notice that A|VG|?> =2V G - VAG + 2 Tr(Hess G)% Therefore
AB(G, s|VG|*) = BIAG +2B,|VG|> —=2B»sVG - VAG
= B11|VG|*+2B»VG -sV|VG|2+B22|SV|VG|2|2+282|VG|2+232s Tr(Hess G)>
zBll|VG|2—2|B12||VG||sV|VG|2|+822|SV|VG|2|2+2B2|VG|2+2stTr(HessG)2. (2-14)

First we want to consider the case when |VG| = 0. We recall that M (x, y) = B(x, y?). Therefore B> (x, 0)
exists and is equal to %Myy (x, 0) (due to the fact that M, (x, 0) =0). Also

lim Bia(x. ¥y = 1My (x, 0)

and

lim Baa(x, yHy? = lim LM,y (x, [y]) = 2Ba(x, y2)) = 0.
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Therefore, if |VG| = 0, then due to the inequality

n n
Tr(Hess G)?|VG|*> = Z IVD;G|*|VG|* > Z(VDjG VG =1 (2-15)
j=1 j=1
the expression (2-14) simplifies to
2B5(G, 0)s Tr(Hess G)* = 1 M,,(G, 0)s Tr(Hess G)* > 0,

where the last inequality holds true by assumption (2-11), hence (2-14) is nonnegative.

If [VG| > 0 then we proceed as follows: Assumption (2-11) implies yM,, + M, > 0. In particular,
taking y = 0 we obtain M,(x, 0) > 0. Also it follows from (2-11) that M, > 0. Thus M,(x,y) >0
for all y > 0 In particular, By(x, y*) > 0 for all y > 0 (and also for y = 0 as we just noticed that
By(x,0) = yy(x,0) > 0). Therefore, using inequality (2-15), we may estimate the last term in (2-14)
from below as Bz|sV|VG| | /(2s|VG|?). Finally,

212
i ) - o |sVIVGP
B11IVG|* =2|B12| VG| |sVIVGI*| + Ba|sVIVG|*|” +2B,|VG] +B2—2s|VG|2

_ (Live Szt Bii+2By  2J5|VG||Bu| ﬁlev(;'ﬂ -0
2IVG] 2./s|VG||Byz| 4s|VG|*By +2B; _SZ\VG\ B

by assumption (2-13) and the fact that B is evaluated at the point (G, s|VG?). O

Proof of Theorem 1.1. Notice that Uyg(y) = Eg(y + +/sX). Therefore, comparing the values of the
map (2-12) at the endpoints s =0 and s = 1 we obtain

M(Eg(X),0) = UgM (Uig, V0|U1Vg|)(0) < UtM (Uog. [UgVg)(0) = EM(g(X), |Vg(X))).
In particular, for g = ¢/ where f € Cy°(R"), we obtain
logEe/® <Ef(X)+EF(VFX)).
The pointwise inequality F(x) < 10e*” 2(1+x)~" from Lemma 2.2 finishes the proof of Theorem 1.1 [J

Proof of Corollary 1.2. Let du = e™"™ dx be the density of the log-concave random vector X with
Hessu > R1,, for some R > 0. It follows from [Caffarelli 2000] that there exists a convex function
Y : R" — R such that the Brenier map T = Vi pushes forward the Gaussian measure

e lI7/2
Vv Q@m)"
onto dy and such that 0 < Hess ¥ < (1/+/R)I,x,. Next, apply the inequality

dy,(x) = dx

log/W e dy. (x) S/Rn ) dyn(x)—i-/Rn F(V£@)]) dyn(x) (2-16)

with f(x) = h(V¥(x)) for an arbitrary 2 € C5°(R"). Then notice that

IV f(x)| =[Hess y VA(VY (x))] < ﬁIVh(VI/f(X))I-
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Since F’ > 0, we conclude that
1
F(V i) =< F<—|Vh(VW(X))|)
/ N

< 10VAVVIP/QR (| 1 R=12)vp(Vyr)))

The preceding inequality together with (2-16) implies that

log / " du(x) < / h(x) dp(x)+ 10 / VIR (1 4 R=12Th(x) )~ dpa(x)
Rn n

n

for all h € C3°(R"). This finishes the proof of Corollary 1.2. U

Remark 2.5. The transport map 7T (x1, ..., x;) = (®(x1), ..., P(x,)) pushes forward the standard
Gaussian measure onto the uniform measure on [0, 1]% and it is (27)~!/2 Lipschitz. Therefore, the
inequality (2-16) applied to f(x) = h(T (x)) for a smooth 4 : [0, 1]* — R implies that

log Ee"M=E) < EF(27)~ V2| VRh(Y)|)
< EeVMOE (1 4 27) 12| V),

where Y ~ unif([0, 1]"). We thank an anonymous referee for this remark.

3. Applications: the proofs of Theorem 1.3 and estimate (1-15)

Let us recall the definition of dyadic martingales. For each n > 0 we denote by D, the dyadic intervals
belonging to [0, 1) of level n, i.e.,

k k+1
o ={[ 5 o ) k=01,
2n n

Given &€ € L'([0, 1], dx), define a dyadic martingale {&;}x>0 as
Ei(x) =Y (E)Li(x), n=0,

1€D,

1
<s>1=”—|/15dx,

here |7| denotes the Lebesgue length of /. If we let F,, be the o-algebra generated by the dyadic intervals

where

in D, then &, = E(§ | F,,) is the martingale with respect to the increasing filtration {Fj}r>0. Next we

[E1=) 4,

n>0

define the quadratic variation

where d, := &, — &,_1 is the martingale difference sequence. In what follows, to avoid the issues
with convergence of the infinite series we will be assuming that all but finitely many d,, are zero, i.e.,
En =&ny1 =--- =& for N sufficiently large. Such martingales we call simple dyadic martingales; they
are also known as Walsh—Paley martingales [Hytonen et al. 2016].
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Let
N(p,t) :=log(p)+ G(p/v1)

for p > 0, t > 0, where
o oo 2 )
G(S)=// u 2O qudr, s > 0.
S r

Lemma 3.1. For all real numbers p, a, t we have
N(p+a,t+a*>)+N(p—a,t+a*) >=2N(p,1),

provided that p +a > 0 and t > 0.

Proof. First we verify that N (p, t) satisfies the backward heat equation

1
EN[)p—'_Nt:O.

Indeed, we have

1 G"(p/v1) _
Nop+2N; ==+ +/ —G'(p/NDp1 ™"

1
= —(~1+5%G"(s) = s°G(5)),
p

where s = p/+/t. Direct calculations show that

e 00
G/(S) — _es2/2/‘ u—Ze—uz/z du and GN(S) _ S_2 _ ses2/2 / M_ze_uz/z dit.
s s

Substituting (3-4) into (3-3) we see that the expression in (3-3) is zero.
Next, we claim that ¢t — N(p, t) is concave. Indeed,

1
Ny =—3pt7 PG (p/V/D),
1, _ 3 _
Nu =Pt G (p/ND + 3 pt G (p/V1)

_ 1 2~ /
= m[s G (s)+3sG'(s)].

1283

(3-1)

(3-2)

(3-3)

(3-4)

Since N, +2N; =0, we have G” = 572 4+ 5G'(s) by (3-3). Therefore, the sign of N, coincides with the

sign of 1+ (53 +35)G'(s). Using (3-4), it suffices to show that

e—s2/2 ) )
o(s) = — —f u e ?du<0 forall s>0.
57+ 3s s
We have ¢(oco0) = 0 and
() = o2 1 3432 1 6>
§)=¢€ — — — = — ,
¢ 3452 (Bs+59)2 52| T Bs+s22 "

thereby ¢(s) <0, and hence r — N(p, t) is concave for t > 0.
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Next, consider the process
Xs=N(p+ B, t+5),

where B; is the standard Brownian motion starting at zero. It follows from Ito’s formula that X; is a

martingale. Indeed, we have

dX, = Nyds + N,dB, + AN ,,ds =’ N,dB,.

Define the stopping time
T =inf{s > 0: B ¢ (—a, a)}.

Set Ys = Xmin{s,r) for s > 0. Clearly Y; is a martingale. On the one hand Yy = N(p, t). On the other hand
EYso =EN(p+B;,t+7)

=E(N(p—a,t+7) | By = —a)P(B; = —a)+E(N(p+a,t+71) | B = —a)P(B; = —a)

< %[N(p—a, t+E(t | B, = —a))+N(p+a,t+E(t | B =a))], (by concavity of r — N(p, 1)).
Finally, as B? — s is a martingale, we have that 0 = E(B? — 1) = a?> — Et. By symmetry we obtain
E(t | B; = —a) = E(t | B; = a) = a* Thus the lemma follows from the optional stopping theorem. [J

Before we complete the proof of Theorem 1.3 let us make a remark. If N(p, t) is an arbitrary smooth
function satisfying the backwards heat equation (3-2) and inequality (3-1), then ¢ — N (p, t) must be
concave. In other words, the concavity of t — N (p, t) is necessary and sufficient for the inequality (3-1)
to hold provided that N solves the backwards heat equation. Indeed, let r(a) = N(p +a, t + a?). Then

r'(a) = N,+2aN,,

r"(@) = Npp-+4aNy + 2N, +4a* N, 2 4aN ,; +4a>N,,,

I”W(a) = 4Npt + 4aNpp, + Sasz” + 8(1Ntt + 4612an + 803Nm (:;2) 4Npt + 12@2Np” + 8@3N[”,

r////(a) = 4Nplp + SaNpt[ + 2461Npt[ + ]2a2Np,tp + 24a3Npm + 24612Nt[[ + 8a3Ntttp + 16614NU;[

D UN 0 +32aN iy +32a° Npyss + 16a* Ny

By Taylor’s formula we have

4
N(p+a,t+a*)+N(p—a,t+a*) = r(a)+r(—a)=2r0)+r"0)a*+ r””(O)i’—2 +o(a)

4
a
= 2N(p, )+ Nppi (P, D7 + o(a*)

3-2 2a*
N, 1) — Nu(p, N7 +old).

Thus it follows from (3-2) that

N(p+a,t+a®>)+N(p—a,t+a*)—2N(p,1)
m =

li 7]

a—0 a

2
—5Nu

is nonnegative, i.e., t — N(p, t) is concave.
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Now we are ready to complete the proof of Theorem 1.3. Let N >0 be such that §y =&y =--- =§&.

We have
EN,[ED =ENEn, [EnD

=EENEo+ & — )+ -+ Ev —En—1), E1 =€)+ -+ Ev —En-1)7) | Fyv-1)).

Notice that the random variables

n=4&+E —&)+--+Ev_1 —Ev—2) and = (& —£) +- 4 (En—1 —En—2)?

are Fn_j measurable. Yet on each atom Q of Fy_; the random variable £y _| — &y takes values +A

with equal probabilities %l Q|. Then it follows from (3-1) that
ENEn, [En]) = EN(En-1, [En-1D).
Iterating this inequality and using the boundary value N (p, 0) = log p for p > 0, we obtain
EN(E, [5]) = EN (&, 0) =InE§.

This finishes the proof of Theorem 1.3.

Inequality (1-15) follows from the following lemma.

Lemma 3.2. We have that

log(1+y~2) > /

Y —124x%)/2,-2 1 -2
f T2 drdx > Llog(1+y7%)
y X

forall y > 0.

Proof. For a positive constant C > 0, consider a map

0 [o,0)
h(y; C) = f / eI grdx — Clog(1+y72),  y>0.
y X

(3-5)

Notice that 4(oco; C) = 0. To prove the second inequality in (3-5) (or the first inequality in (3-5)) it

suffices to show that

00 e(7t2+y2)/2 1
hy(y; C) =— ————dt+2C <0

for C = % (or hy(y; C) = 0 for C = 1). Next, consider

67}72/2

o0
1ﬁ(y;C)ze‘yz/zh/(y;C):—/ e 2 dr 420 —.
y 4y

(3-6)

Clearly v (0c0; C) = 0. To show (3-6) for C = % (or its reverse inequality when C = 1), it suffices to

verify that

w<y.c>—Ce”’2/2(1 Gy2+1) yz)_nyz/z(l_l ! >
o 2 \C T2+ D? yr+d 2

+ —
N
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for C = % (or the reverse inequality for C = 1). Let s = (y>+ 17! €0, 1]. Then —1 + 41> — 5¢ is
minimized on [0, 1] when t = % and its minimal value is —?—é (or maximized on [0, 1] when ¢t = 0 and its
maximal value is —1). The lemma is proved. (I

4. Concluding remarks

One may ask how we guessed N (p, t) which played an essential role in the proof of Theorem 1.3. There
is a general argument [Ivanisvili et al. 2018] which informally says that any estimate in Gauss space (or
more generally on the hamming cube) involving f and its gradient has a corresponding dual estimate for
a stopped Brownian motion and its quadratic variation (or more generally dyadic square function). For
example, to prove inequality (1-2), there was a certain function M (x, y) used in the proof. This function
satisfies the Monge—Ampere type PDE

M,
det (M”JFT M”) —0 (4-1)

My, Myy

with a boundary condition M (x, 0) = log(x), so that the matrix in (4-1) is positive definite. Suppose we
would like to solve the PDE (4-1) in general. Using exterior differential systems (see details in [Ivanisvili
and Volberg 2018]), the PDE may be linearized to the backwards heat equation; namely, locally the
solutions can be parametrized as

M(x,y)=—px+~/ty+u(p,t),
X =—up(p,t),
y = 2\/;ul(pv t)v

where u satisfies the backwards heat equation

{ut +%upp 207
M(M)C(xv 0)5 0) = M(X,O) _XMx(xv 0)5

with# > 0 and p € 2 C R. An important observation is that if # happens to satisfy
u(p+a,t+a®)+u(p—a,t+a®) >2u(p,1),
then under some additional assumptions on u, one expects an identity

M(x, y) = supinf{—px + Viy+u(p. )= inf sup{—px + Viy+u(p. 0},
t t

which, if true, implies that M satisfies the 4-point inequality (2-8); see [Ivanisvili et al. 2017; 2018] for
more details. These functions M (x, y) and u(p, t) we call dual to each other. One may verify that for
our particular M defined by (1-11), the corresponding dual u(p, ¢) is

o0 o0
u(p,t) =1+log(—p) +/ / r=2e-H5D/2 gy ds, p<0, t>0,
—p/t s

which coincides with N (p, t) after subtracting 1 and reflecting in the variable p.
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Using this approach, one could try to prove the 4-point inequality (2-8), which would imply
EM(g, |Dgl) > M(Eg,0) forall g:{—1,1}" - R,.

So, one may hope to obtain Theorem 1.1 on the hamming cube after substituting g = e/. However, we
did not proceed with this path on the unfortunate grounds that the chain rule misbehaves on the hamming
cube, i.e., the identity |De/ | / e/ =|D | does not hold. Therefore, to prove (1-2) on the hamming cube
perhaps different ideas are needed.

Our last remark is that one may provide another proof of (1-15) using a simpler function compared
to N (what we call the supersolution). Indeed, consider

N (p,1) = jlog(p*+1), t>0, p>0.
Notice that

N (p, 0) =log(p), (4-2)
sup 2
t+t
pp sup __
- +N, = m >0, (4-3)
1 1
N;i® = (4-4)

———<0.
2(t+p?)? ~
Using the same argument as in the proof of (1-14) we verify that NS'P(p, t) satisfies (3-1). Notice
that NP does not solve the backwards heat equation; however, due to inequality (4-3) the stochastic
process Y, constructed in the proof of (3-1) will be a submartingale which is sufficient for the proof

of (3-1). Thus we obtain
log E£o, — Elog &y < %[Elog(l + %)

o0

which improves on (1-15) by a factor of %
The supersolution N*'P(p, t) was guessed from the form of the inequality (1-15) by considering

log(p) + Clog(1+1/p?)

and choosing an optimal constant C (in our case C = % worked well). It was a good coincidence that
such an NP satisfies (4-2), (4-3), and (4-4). However, if one tries to construct a supersolution to the
inequality (1-2) one may hope that, by chance,

M(x, y) =log(x) + Ce” /@) (1 4 y/x) ™!
may work for some positive C. A direct calculation shows that there is no positive constant C such that
inequality (2-11) holds.
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