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# A SINGLE-STAGE FLUX-CORRECTED TRANSPORT ALGORITHM FOR HIGH-ORDER FINITE-VOLUME METHODS 

Christopher Chaplin and Phillip Colella

We present a new limiter method for solving the advection equation using a high-order, finite-volume discretization. The limiter is based on the flux-corrected transport algorithm. We modify the classical algorithm by introducing a new computation for solution bounds at smooth extrema, as well as improving the preconstraint on the high-order fluxes. We compute the high-order fluxes via a method-of-lines approach with fourth-order Runge-Kutta as the time integrator. For computing low-order fluxes, we select the corner-transport upwind method due to its improved stability over donor-cell upwind. Several spatial differencing schemes are investigated for the high-order flux computation, including centereddifference and upwind schemes. We show that the upwind schemes perform well on account of the dissipation of high-wavenumber components. The new limiter method retains high-order accuracy for smooth solutions and accurately captures fronts in discontinuous solutions. Further, we need only apply the limiter once per complete time step.

## 1. Introduction

We wish to solve hyperbolic conservation laws of the form

$$
\begin{equation*}
\frac{\partial U}{\partial t}+\nabla \cdot(\overrightarrow{\boldsymbol{F}}(U))=0 \tag{1}
\end{equation*}
$$

where $U$ represents a vector of conserved values and $\overrightarrow{\boldsymbol{F}}=\left(\boldsymbol{F}^{1} \cdots \boldsymbol{F}^{D}\right)$ the corresponding $D$-dimensional fluxes. The discrete solution of these equations at a given time $t^{n+1}$ and spatial location $\boldsymbol{i}$ is given by

$$
\begin{equation*}
\langle U\rangle_{i}^{n+1}=\langle U\rangle_{i}^{n}-\frac{\Delta t}{h} \sum_{d=1}^{D}\left[\left(\boldsymbol{F}^{d}\right)_{i+\boldsymbol{e}^{d} / 2}^{n+1 / 2}-\left(\boldsymbol{F}^{d}\right)_{i-\boldsymbol{e}^{d} / 2}^{n+1 / 2}\right] \tag{2}
\end{equation*}
$$

where $\langle U\rangle_{i}^{n}$ approximates the average of $U$ over a rectangular Cartesian control volume at time $t^{n}$ and $\left(\boldsymbol{F}^{d}\right)^{n+1 / 2}$ approximates the average of $\overrightarrow{\boldsymbol{F}}(U)$ from time $t^{n}$ to $t^{n+1}$ over the faces of the same control volume. The parameters $\Delta t$ and $h$ represent
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the time-step size and grid spacing, respectively. Methods for accurately computing the fluxes, $\left(\boldsymbol{F}^{d}\right)^{n+1 / 2}$, to obtain high-order accuracy for smooth solutions are well understood. However, these high-order methods must be modified to selectively introduce dissipation in the presence of discontinuities or underresolved gradients. These modification methods are called limiter schemes. Modern limiter schemes seek to achieve high-order accuracy for smooth solutions regardless of complexity and to represent discontinuities well.

Many of the original second-order limiter schemes, such as monotonic upstreamcentered schemes for conservation laws (MUSCL) [25], total variation diminishing (TVD) [11], piecewise parabolic method (PPM) [7], and flux-corrected transport (FCT) [2], are still used in some form today. But these original schemes struggled to achieve all of the aforementioned goals, particularly high-order accuracy for solutions that are both complicated and smooth. The standard and weighted essentially nonoscillatory (ENO/WENO) schemes were developed to address these issues for TVD [12; 17; 22]. An extremum-preserving limiter has been added to PPM [6]. For FCT, a nonclipping limiter was developed [28]. Finite-element methods, in particular discontinuous Galerkin (DG) methods, have also been gaining popularity for these problems. DG methods use a menagerie of technologies to handle discontinuities [3]. Recent efforts have been made to combine aspects of WENO limiting and the DG discretization [22]. FCT was also extended to finite-element discretizations [18; 19], and many of the recent improvements to the algorithm have been on these discretizations $[16 ; 13 ; 15 ; 14]$. Most of the limiter methods mentioned so far use a semidiscrete, method-of-lines formulation, wherein a standard ordinary differential equation (ODE) integrator is used to advance the solution after the spatial differencing scheme has been applied. There are fully discrete methods as well, such as arbitrary derivative in space and time (ADER) [24;23]. They offer an alternative to the method-of-lines approaches [1; 9].

The starting point for our approach is a method-of-lines, finite-volume formulation. In all semidiscrete implementations mentioned above, the limiter algorithm is applied every time a high-order flux evaluation occurs. This requires the limiter to be applied several times during a single time-update procedure. For this study we chose to only apply limiting once per time update, after the total high-order flux was generated. This choice is motivated by both current and future performance considerations [10; 26]. Moving limiting to a postprocessing procedure allows for smaller stencils and less parallel communication. Limiters that are designed to preserve high-order accuracy at smooth extrema typically make use of secondor higher-order spatial derivative information to determine where the solution is smooth enough to not require limiting. Computing these derivatives at each stage in high-order ODE integration scheme requires a larger stencil than the standard high-order flux stencil, at least up until ninth order. The other half of this is that,
typically because the limiter procedure is complicated and has a wide stencil, ghost cells are synchronized at each stage computation. If one can fit all the data required to complete the entire time update in local memory, then synchronization must only occur once per time advance. These two hindrances, namely wider stencils and repeated synchronization barriers, motivated the departure from the stage-by-stage limiting approach.

We elected to use a version of flux-corrected transport (FCT) for our limiting scheme [2; 28; 15]. FCT introduces dissipation through a nonlinear hybridization of a high-order flux with a dissipative, low-order flux. To compute the high-order flux, we used a method-of-lines approach with fourth-order Runge-Kutta (RK4) as the time-integration scheme. For the spatial derivatives we looked at a family of methods based on high-order centered- and one-point-upwinded linear finitevolume interpolations. The low-order scheme was the corner-transport upwind (CTU) method $[4 ; 21]$. We elected to use CTU for two reasons: CTU permits the use of larger time steps than the standard donor-cell method, and CTU can be constructed in such a way as to preserve positivity in the solution. In addition to using these schemes for the high- and low-order fluxes, we modified the FCT algorithm in three important ways. First we included an extremum-preserving bound computation based on the approach used in $[6 ; 20]$ for interpolation-based limiting. We also designed a more restrictive condition on applying the typical preconstraint for the high-order fluxes. Furthermore, we extended the product rule to sixth-order accuracy. All of these features were required in order to maintain high-order accuracy for complicated smooth solutions.

For this study, we restricted our attention to the scalar advection equation. This allowed us to explore design space for this novel single-stage limiter in a simple setting, but one that is still relatively unforgiving. These advective terms appear directly in real applications including transport of scalars in the atmosphere, Vlasov equations in phase space, and combustion.

Advection equation. We will consider the linear advection equation in the form

$$
\begin{align*}
\frac{\partial q}{\partial t}+\nabla \cdot(q \overrightarrow{\boldsymbol{u}}) & =0,  \tag{3}\\
\nabla \cdot \overrightarrow{\boldsymbol{u}} & =0, \tag{4}
\end{align*}
$$

on a $D$-dimensional square domain $\Omega=[0,1]^{D}$. In this case $\overrightarrow{\boldsymbol{u}}$ is an advective velocity and $q$ is a scalar field. The partial differential equation above can also be written as

$$
\begin{equation*}
\frac{d q}{d t}=0, \quad \frac{d \overrightarrow{\boldsymbol{x}}}{d t}=\overrightarrow{\boldsymbol{u}} . \tag{5}
\end{equation*}
$$

Provided that an initial condition is specified $\left(q_{0}=q\left(\overrightarrow{\boldsymbol{x}}\left(t_{0}\right), t_{0}\right)\right)$, this system of ordinary differential equations yields a unique solution for any $q(\overrightarrow{\boldsymbol{x}}(t), t)$ and $\overrightarrow{\boldsymbol{x}}(t)$.

The solution arrived at by integrating the equations is that $q$ is constant along characteristic curves defined by $\overrightarrow{\boldsymbol{x}}(t)$. Even though there is a simple solution to this equation, the analysis is still quite useful since there is no diffusion or entropy condition built into the equation: any numerical errors introduced are propagated through the domain.

Finite-volume discretization. Our approach is to use a finite-volume method to discretize the physical domain into a union of control volumes

$$
\begin{equation*}
V_{i}=\left[\left(\boldsymbol{i}-\frac{1}{2}\right) h,\left(\boldsymbol{i}+\frac{1}{2}\right) h\right], \quad i \in \mathbb{Z}^{D} \tag{6}
\end{equation*}
$$

where $h$ is the grid spacing and $\boldsymbol{i}$ is a $D$-dimensional index denoting location. The origin in the physical domain occurs at the point $\left(\boldsymbol{i}-\frac{1}{2}\right) h$ when $\boldsymbol{i}=\mathbf{0}$.

Values of the conserved scalar quantity $q$ are stored as cell averages $\langle q\rangle$ over each $V_{i}$, and the fluxes $\boldsymbol{F}^{d}=q \boldsymbol{u}^{d}$ are stored as averages $\left\langle\boldsymbol{F}^{d}\right\rangle_{i \pm \boldsymbol{e}^{d} / 2}$ over the surface faces $A_{d}^{ \pm}$of each cell:

$$
\begin{align*}
\langle q\rangle_{i}(t) & =\frac{1}{h^{D}} \int_{V_{i}} q(\boldsymbol{x}, t) d \boldsymbol{x},  \tag{7}\\
\left\langle\boldsymbol{F}^{d}\right\rangle_{\boldsymbol{i} \pm \boldsymbol{e}^{d} / 2}(t) & =\frac{1}{h^{D-1}} \int_{A_{d}^{ \pm}} \boldsymbol{F}^{d}(\boldsymbol{x}, t) d \boldsymbol{x} . \tag{8}
\end{align*}
$$

Applying the finite-volume discretization (6) to (3) yields a semidiscrete system of ordinary differential equations (ODEs) in time

$$
\begin{equation*}
\frac{d\langle q\rangle_{\boldsymbol{i}}}{d t}=-\frac{1}{h^{D}} \int_{V_{i}}(\nabla \cdot(\overrightarrow{\boldsymbol{F}})) d \boldsymbol{x} \tag{9}
\end{equation*}
$$

The divergence theorem is then applied to (9):

$$
\begin{align*}
\frac{d\langle q\rangle_{i}}{d t} & =-D \cdot\langle\overrightarrow{\boldsymbol{F}}\rangle(t)  \tag{10}\\
& =-\frac{1}{h} \sum_{d=1}^{D}\left[\left\langle\boldsymbol{F}^{d}\right\rangle_{\boldsymbol{i}+\boldsymbol{e}^{d} / 2}-\left\langle\boldsymbol{F}^{d}\right\rangle_{\boldsymbol{i}-\boldsymbol{e}^{d} / 2}\right] \tag{11}
\end{align*}
$$

The integration of the above system with respect to time from $t^{n}$ to $t^{n+1}$ produces the solution

$$
\begin{align*}
\langle q\rangle_{i}^{n+1} & =\langle q\rangle_{\boldsymbol{i}}^{n}-\frac{\Delta t}{h} \sum_{d=1}^{D}\left[\left\langle\boldsymbol{F}^{d}\right\rangle_{i+\boldsymbol{e}^{d} / 2}^{n+1 / 2}-\left\langle\boldsymbol{F}^{d}\right\rangle_{\boldsymbol{i}-\boldsymbol{e}^{d} / 2}^{n+1 / 2}\right]  \tag{12}\\
\left\langle\boldsymbol{F}^{d}\right\rangle_{\boldsymbol{i} \pm \boldsymbol{e}^{d} / 2}^{n+1 / 2} & =\frac{1}{\Delta t} \int_{t^{n}}^{t^{n}+\Delta t}\left\langle\boldsymbol{F}^{d}\right\rangle_{\boldsymbol{i} \pm \boldsymbol{e}^{d} / 2}(t) d t \tag{13}
\end{align*}
$$

The resulting challenge is to accurately compute $\left\langle\boldsymbol{F}^{d}\right\rangle_{i \pm e^{d} / 2}^{n+1 / 2}$. It is important to note that no approximations have been made at this point: (12) and (13) are exact
relationships. However, to obtain a full discrete approximation, we need quadrature rules for the surface fluxes in (11) and for the time-averaged fluxes in (13). The quadrature rules for computing these fluxes are defined following ideas from [20]. In that work, the high-order quadratures were computed using a method-of-lines approach. The surface fluxes were computed using a high-order centered-difference method, and the temporal integration was computed using the classic RK4 method. We retained the use of RK4 in this study and investigated several high-order methods for computing the surface fluxes.

Hybridization. Returning to the flux description in (13), we may now define the hybridization

$$
\begin{equation*}
\left\langle\boldsymbol{F}^{d}\right\rangle_{\boldsymbol{i}+\boldsymbol{e}^{d} / 2}^{n+1 / 2}=\left(\eta_{\boldsymbol{i}+\boldsymbol{e}^{d} / 2}\right)\left\langle\boldsymbol{F}_{H}^{d}\right\rangle_{\boldsymbol{i}+\boldsymbol{e}^{d} / 2}+\left(1-\eta_{\boldsymbol{i}+\boldsymbol{e}^{d} / 2}\right)\left\langle\boldsymbol{F}_{L}^{d}\right\rangle_{\boldsymbol{i}+\boldsymbol{e}^{d} / 2}, \tag{14}
\end{equation*}
$$

where the subscripts $H$ and $L$ refer to the high-order and low-order fluxes and $\eta_{i+e^{d} / 2}$ is the hybridization coefficient.

In the following sections of the paper we will describe the design choices and procedures for computing the high-order flux, the low-order flux, and the hybridization coefficient.

## 2. High-order flux computation

We compute the high-order fluxes using the method of lines. Two schemes must be chosen: a scheme for integrating the solution in time and a scheme for computing the spatial derivatives. High-order accuracy requires that both schemes be high-order accurate.

High-order temporal integration scheme. We use the RK4 scheme to advance the solution. Returning to the system of ODEs (10),

$$
\frac{d\langle q\rangle}{d t}=-D \cdot\langle\overrightarrow{\boldsymbol{F}}\rangle(t)
$$

we want to integrate $\langle q\rangle$ from $t^{n}$ to $t^{n+1}$. RK4 is a fourth-order integration scheme that consists of computing a linear combination of stage-update variables $k_{s}$. The updates are defined as

$$
\begin{array}{ll}
\langle q\rangle^{0}=\langle q\rangle\left(t^{n}\right), & k_{1}=-D \cdot\left\langle\overrightarrow{\boldsymbol{F}}\left(\langle q\rangle^{0}\right)\right\rangle \Delta t, \\
\langle q\rangle^{1}=\langle q\rangle^{0}+\frac{1}{2} k_{1}, & k_{2}=-D \cdot\left\langle\overrightarrow{\boldsymbol{F}}\left(\langle q\rangle^{1}\right)\right\rangle \Delta t, \\
\langle q\rangle^{2}=\langle q\rangle^{0}+\frac{1}{2} k_{2}, & k_{3}=-D \cdot\left\langle\overrightarrow{\boldsymbol{F}}\left(\langle q\rangle^{2}\right)\right\rangle \Delta t, \\
\langle q\rangle^{3}=\langle q\rangle^{0}+k_{3}, & k_{4}=-D \cdot\left\langle\overrightarrow{\boldsymbol{F}}\left(\langle q\rangle^{3}\right)\right\rangle \Delta t . \tag{18}
\end{array}
$$

Each update variable $k_{s}$ requires computing stage fluxes $\left\langle\boldsymbol{F}^{d}\right\rangle_{i \pm \boldsymbol{e}^{d} / 2}^{s}=\left\langle q \boldsymbol{u}^{d}\right\rangle_{i \pm \boldsymbol{e}^{d} / 2}^{s}$. The stage fluxes are functions of the stage values $\langle q\rangle_{i}^{s}$ and $\left\langle\boldsymbol{u}^{d}\right\rangle_{i}^{s}$ exclusively, and the procedure for computing the fluxes will be described in the next section.

To perform the RK4 integration, we compute the appropriate linear combination of stage updates

$$
\begin{equation*}
\langle q\rangle\left(t^{n}+\Delta t\right)=\langle q\rangle\left(t^{n}\right)+\frac{1}{6}\left(k_{1}+2 k_{2}+2 k_{3}+k_{4}\right)+\mathbb{O}\left(h^{5}\right) . \tag{19}
\end{equation*}
$$

Using the conservation notation, this RK4 integration can also be described by

$$
\begin{align*}
\langle q\rangle_{i}^{n+1} & =\langle q\rangle_{i}^{n}-\frac{\Delta t}{h} \sum_{d=1}^{D}\left[\left\langle\boldsymbol{F}_{H}^{d}\right\rangle_{\boldsymbol{i}+\boldsymbol{e}^{d} / 2}-\left\langle\boldsymbol{F}_{H}^{d}\right\rangle_{\boldsymbol{i}-\boldsymbol{e}^{d} / 2}\right]  \tag{20}\\
\left\langle\boldsymbol{F}_{H}^{d}\right\rangle_{\boldsymbol{i} \pm \boldsymbol{e}^{d} / 2} & =\frac{1}{6}\left[\left\langle\boldsymbol{F}^{d}\right\rangle_{\boldsymbol{i} \pm \boldsymbol{e}^{d} / 2}^{(0)}+2\left\langle\boldsymbol{F}^{d}\right\rangle_{i \pm \boldsymbol{e}^{d} / 2}^{(1)}+2\left\langle\boldsymbol{F}^{d}\right\rangle_{\boldsymbol{i} \pm \boldsymbol{e}^{d} / 2}^{(2)}+\left\langle\boldsymbol{F}^{d}\right\rangle_{i \pm \boldsymbol{e}^{d} / 2}^{(3)}\right] . \tag{21}
\end{align*}
$$

High-order spatial difference schemes. We use high-order finite-difference methods to approximate the surface fluxes associated with the spatial derivatives. The fluxes $\left\langle q \boldsymbol{u}^{d}\right\rangle_{i \pm e^{d} / 2}$ for the spatial derivatives are functions only of the cell-averaged $\langle q\rangle_{i}$ and $\left\langle\boldsymbol{u}^{d}\right\rangle_{i}$ at any time. Several methods were explored in this study for computing $\langle q\rangle_{i \pm e^{d} / 2}$, including high-order centered-difference schemes and upwind schemes. The advantage of the upwind methods is that they have greater diffusion especially in regimes where the phase error begins to rise. The upwind methods only require a small additional computation, and the stability of similar-order centereddifference and upwind methods is almost identical. Although not investigated in this study, high-order centered-difference schemes with hyperdiffusive fluxes [28] offer a possible alternative to the upwind ones used here.

The interpolation formulae corresponding to the spatial differencing schemes used are presented below. For compactness, the following notation will be used:

$$
\begin{equation*}
\langle q\rangle_{i+\boldsymbol{e}^{d} / 2}^{n}=\sum_{s=-S}^{S} a_{s}\langle q\rangle_{i+s e^{d}}^{n}, \tag{22}
\end{equation*}
$$

where $S$ is the width of the stencil and $a_{s}$ are the coefficients. The odd-ordered methods use the full range of coefficients, whereas the even-ordered methods have no coefficient at $s=-S$.

- Fourth-order centered difference ( $S=2$ ):

$$
\begin{equation*}
\left\{a_{s}: s=-S+1, \ldots, S\right\}=\frac{1}{12}\{-1,7,7,-1\} \tag{23}
\end{equation*}
$$

- Fifth-order upwind ( $S=2$ ):

$$
\begin{equation*}
\left\{a_{s}: s=-S, \ldots, S\right\}=\frac{1}{60}\{2,-13,47,27,-3\} . \tag{24}
\end{equation*}
$$

- Sixth-order centered difference $(S=3)$ :

$$
\begin{equation*}
\left\{a_{s}: s=-S+1, \ldots, S\right\}=\frac{1}{60}\{1,-8,37,37,-8,1\} . \tag{25}
\end{equation*}
$$

- Seventh-order upwind ( $S=3$ ):

$$
\begin{equation*}
\left\{a_{s}: s=-S, \ldots, S\right\}=\frac{1}{420}\{-3,25,-101,319,214,-38,4\} . \tag{26}
\end{equation*}
$$

- Ninth-order upwind ( $S=4$ ):

$$
\begin{equation*}
\left\{a_{s}: s=-S, \ldots, S\right\}=\frac{1}{2520}\{4,-41,199,-641,1879,1375,-305,55,-5\} \tag{27}
\end{equation*}
$$

Product rule. To complete the flux computation, we must compute the average of the product of the scalar variable and the velocity $\left(\left\langle q \boldsymbol{u}^{d}\right\rangle_{i+e^{d} / 2}\right)$. The 2D product rules for second-, fourth-, and sixth-order accuracy are

$$
\begin{align*}
&\left\langle q \boldsymbol{u}^{d}\right\rangle_{\boldsymbol{i}+\boldsymbol{e}^{d} / 2}=\langle q\rangle_{\boldsymbol{i}+\boldsymbol{e}^{d} / 2}\left\langle\boldsymbol{u}^{d}\right\rangle_{\boldsymbol{i}+\boldsymbol{e}^{d} / 2}+\mathbb{O}\left(h^{2}\right),  \tag{28}\\
&\left\langle q \boldsymbol{u}^{d}\right\rangle_{\boldsymbol{i}+\boldsymbol{e}^{d} / 2}=\langle q\rangle_{\boldsymbol{i}+\boldsymbol{e}^{d} / 2}\left\langle\boldsymbol{u}^{d}\right\rangle_{\boldsymbol{i}+\boldsymbol{e}^{d} / 2}+\frac{1}{12} h^{2} \sum_{d^{\prime} \neq d} \frac{\partial q}{\partial x^{d^{\prime}}} \frac{\partial \boldsymbol{u}^{d}}{\partial x^{d^{\prime}}}+\mathbb{O}\left(h^{4}\right),  \tag{29}\\
&\left\langle q \boldsymbol{u}^{d}\right\rangle_{\boldsymbol{i}+\boldsymbol{e}^{d} / 2}=\langle q\rangle_{\boldsymbol{i}+\boldsymbol{e}^{d} / 2}\left\langle\boldsymbol{u}^{d}\right\rangle_{\boldsymbol{i}+\boldsymbol{e}^{d} / 2}+\frac{1}{12} h^{2} \sum_{d^{\prime} \neq d}\left(\frac{\partial q}{\partial x_{d^{\prime}}} \frac{\partial \boldsymbol{u}^{d}}{\partial x_{d^{\prime}}}\right) \\
&+\frac{1}{1440} h^{4} \sum_{d^{\prime} \neq d}\left(3 \frac{\partial^{3} q}{\partial x_{d^{\prime}}^{3}} \frac{\partial \boldsymbol{u}^{d}}{\partial x_{d^{\prime}}}+3 \frac{\partial^{3} \boldsymbol{u}^{d}}{\partial x_{d^{\prime}}^{3}} \frac{\partial q}{\partial x_{d^{\prime}}}+2 \frac{\partial^{2} \boldsymbol{u}^{d}}{\partial x_{d^{\prime}}^{2}} \frac{\partial^{2} q}{\partial x_{d^{\prime}}^{2}}\right)+\mathbb{O}\left(h^{6}\right) . \tag{30}
\end{align*}
$$

The possible sources of error in the product formulae above are computing the averages $\langle q\rangle_{i+e^{d} / 2}$ and $\left\langle\boldsymbol{u}^{d}\right\rangle_{i+e^{d} / 2}$ and computing the partial-derivative sums. We have already discussed several methods and their accuracy for computing $\langle q\rangle_{i+e^{d} / 2}$. The velocity fields are analytic for advection, so $\left\langle\boldsymbol{u}^{d}\right\rangle_{i+\boldsymbol{e}^{d} / 2}$ introduces no error. The derivative terms in the summations above were computed exclusively using centered-difference approximations of appropriate accuracy. For example, the derivatives in the fourth-order-accurate product formula were computed using a second-order centered difference. The derivatives in the sixth-order formula were computed to fourth order (for the term multiplied by $h^{2}$ ) and to second order (for the term multiplied by $h^{4}$ ).

We note that the product rule has no contribution in a 1D problem or in any multidimensional problem with constant velocity. To obtain an arbitrary $\mathcal{O}\left(h^{N}\right)$ accurate solution for a multidimensional problem with varying velocity, we need to ensure that the product rule along with the time integrator and the spatial differencing scheme are all at least $\mathbb{O}\left(h^{N}\right)$. In this study, our overall solution accuracy was constrained by the use of RK4 for integration. However, lower spatial discretization errors are produced using the sixth-order product rule, in place of the fourth-order rule, with fifth- and higher-order-accurate spatial differencing schemes.

| Method | Stability constraint |
| :--- | :---: |
| 4th center | $\sigma \lesssim 2.06 / D$ |
| 5th upwind | $\sigma \lesssim 1.73 / D$ |
| 6th center | $\sigma \lesssim 1.78 / D$ |
| 7th upwind | $\sigma \lesssim 1.69 / D$ |
| 9th upwind | $\sigma \lesssim 1.60 / D$ |

Table 1. Stability of methods for varying spatial difference operators and dimensionality $D$.
Stability. We compute the stability for each high-order scheme to determine the allowable time-step size following the procedure in [5]. Stability for the method of lines requires the eigenvalues of the right-hand side to lie within the stability region of the time integrator. These eigenvalues are computed by diagonalizing the semidiscrete system (10). For advection the eigenvalues are defined as the product of the velocity and the spatial derivative operator:

$$
\begin{align*}
\frac{d\langle q\rangle}{d t} & =\lambda\langle q\rangle  \tag{31}\\
\lambda\langle q\rangle & =-\overrightarrow{\boldsymbol{u}} \frac{\partial}{\partial \boldsymbol{x}}\langle q\rangle \tag{32}
\end{align*}
$$

The particular eigenvalues for each spatial differencing scheme will be presented later.

These eigenvalues must lie within the stability region of the time integrator. The stability region for RK4 is well known and can be described by its characteristic polynomial

$$
\begin{equation*}
P(z)=1+z+\frac{1}{2} z^{2}+\frac{1}{6} z^{3}+\frac{1}{24} z^{4} \tag{33}
\end{equation*}
$$

where $z=\Delta t \lambda$. Stability for this problem requires that $|P(z)| \leq 1$. The resulting stability constraints for each spatial differencing scheme are presented in Table 1, where $\sigma=|u| \Delta t / h$.

Along with stability, the phase error and dissipation were computed (Figure 1). The dissipation was defined as $(1-|g|)$, where

$$
\begin{align*}
|g| & =\sqrt{\operatorname{Re}(g)^{2}+\operatorname{Im}(g)^{2}},  \tag{34}\\
\operatorname{Re}(g) & =\left(1+x+\frac{1}{2} x^{2}+\frac{1}{6} x^{3}+\frac{1}{24} x^{4}\right)-\frac{1}{2} y^{2}\left(1+x+\frac{1}{2} x^{2}\right)+\frac{1}{24} y^{4},  \tag{35}\\
\operatorname{Im}(g) & =y\left(1+x+\frac{1}{2} x^{2}+\frac{1}{6} x^{3}\right)-\frac{1}{6} y^{3}(1+x), \tag{36}
\end{align*}
$$

and $z=x+i y$. The normalized phase error, $|1-\alpha|$, is defined using

$$
\begin{equation*}
\alpha=\frac{\alpha(\beta)}{|u|}=-\frac{1}{\sigma \beta} \frac{\operatorname{Im}(g)}{\operatorname{Re}(g)}, \tag{37}
\end{equation*}
$$

where $\beta=2 \pi k h$ for $k=0, \pm 1, \pm 2, \ldots, \pm N / 2$.


Figure 1. Normalized phase error (left) and dissipation (right) for the high-order methods ( $\sigma=0.8$ ).

Spatial differencing eigenvalues. The eigenvalues for each of the different highorder spatial differencing schemes are presented below. In each of the eigenvalue descriptions, $\beta_{d}$ may range from $-\pi$ to $\pi$ and is defined as $2 \pi k_{d} h$ with $k_{d}=$ $0, \pm 1, \pm 2, \ldots, \pm N / 2$.

- Fourth-order centered difference:

$$
\begin{equation*}
\lambda_{4}=\frac{i}{12 h} \sum_{d=1}^{D} u^{d}\left[16 \sin \left(\beta_{d}\right)-2 \sin \left(2 \beta_{d}\right)\right] . \tag{38}
\end{equation*}
$$

- Fifth-order upwind:

$$
\begin{align*}
\lambda_{5}=\frac{1}{60 h} \sum_{d=1}^{D} u^{d}\left[\left(-2 \cos \left(3 \beta_{d}\right)\right.\right. & \left.+12 \cos \left(2 \beta_{d}\right)-30 \cos \left(\beta_{d}\right)+20\right) \\
& \left.+i\left(2 \sin \left(3 \beta_{d}\right)-18 \sin \left(2 \beta_{d}\right)+90 \sin \left(\beta_{d}\right)\right)\right] \tag{39}
\end{align*}
$$

- Sixth-order centered difference:

$$
\begin{equation*}
\lambda_{6}=\frac{i}{60 h} \sum_{d=1}^{D} u^{d}\left[2 \sin \left(3 \beta_{d}\right)-18 \sin \left(2 \beta_{d}\right)+90 \sin \left(\beta_{d}\right)\right] . \tag{40}
\end{equation*}
$$

- Seventh-order upwind:

$$
\begin{align*}
\lambda_{7}=\frac{1}{420 h} & \sum_{d=1}^{D} u^{d}\left[\left(3 \cos \left(4 \beta_{d}\right)-24 \cos \left(3 \beta_{d}\right)+84 \cos \left(2 \beta_{d}\right)-168 \cos \left(\beta_{d}\right)+105\right)\right. \\
& \left.+i\left(-3 \sin \left(4 \beta_{d}\right)+32 \sin \left(3 \beta_{d}\right)-168 \sin \left(2 \beta_{d}\right)+672 \sin \left(\beta_{d}\right)\right)\right] . \tag{41}
\end{align*}
$$

- Ninth-order upwind:

$$
\begin{align*}
& \lambda_{9}=\frac{1}{2520 h} \sum_{d=1}^{D} u^{d}\left[\left(-4 \cos \left(5 \beta_{d}\right)+40 \cos \left(4 \beta_{d}\right)-180 \cos \left(3 \beta_{d}\right)\right.\right. \\
&\left.+480 \cos \left(2 \beta_{d}\right)-840 \cos \left(\beta_{d}\right)+504\right) \\
&+i\left(4 \sin \left(5 \beta_{d}\right)-50 \sin \left(4 \beta_{d}\right)+300 \sin \left(3 \beta_{d}\right)\right. \\
&\left.\left.-1200 \sin \left(2 \beta_{d}\right)+4200 \sin \left(\beta_{d}\right)\right)\right] \tag{42}
\end{align*}
$$

## 3. Low-order flux computation

The low-order fluxes are computed using the CTU method [4;21]. CTU is a first-order time-advancement scheme. The method is desirable over the simpler donor-cell upwind method because its stability is independent of dimensionality. However, this increased stability comes with a price. Instead of a single flux being defined by a single upwind value, the CTU flux is dependent upon a set of upwinded values. These values are determined by tracing the characteristic paths from the nodes that define the flux surface. This process involves an increasing number of Riemann solves as the dimensionality of the problem increases. In the 1D case, CTU is identical to donor-cell upwind.

## 4. Computing the hybridization coefficient

We compute the hybridization coefficient $\eta$ using a modified multidimensional flux-corrected transport (FCT) algorithm. Note that the time superscript notation ( $n$ ) for fluxes is dropped for the remainder of the paper, but it is implied. Our algorithm is based upon the method described first in [28]. Here is the generic FCT procedure:
(1) Compute the high-order fluxes $\left\langle\boldsymbol{F}_{H}^{d}\right\rangle_{i \pm e^{d} / 2}$ over the cell volume $V_{i}$.
(2) Compute the low-order fluxes $\left\langle\boldsymbol{F}_{L}^{d}\right\rangle_{i \pm e^{d} / 2}$ and the corresponding low-order update

$$
\begin{equation*}
\langle q\rangle_{i}^{t d}=\langle q\rangle_{i}^{n}-\frac{\Delta t}{h} \sum_{d=1}^{D}\left[\left\langle\boldsymbol{F}_{L}^{d}\right\rangle_{i+e^{d} / 2}-\left\langle\boldsymbol{F}_{L}^{d}\right\rangle_{i-e^{d} / 2}\right] \tag{43}
\end{equation*}
$$

(3) Compute the antidiffusive fluxes

$$
\begin{equation*}
\left\langle A^{d}\right\rangle_{i \pm e^{d} / 2}=\left\langle\boldsymbol{F}_{H}^{d}\right\rangle_{i \pm \boldsymbol{e}^{d} / 2}-\left\langle\boldsymbol{F}_{L}^{d}\right\rangle_{i \pm e^{d} / 2} . \tag{44}
\end{equation*}
$$

(4) Limit the antidiffusive fluxes:

$$
\begin{equation*}
\left\langle A_{\eta}^{d}\right\rangle_{i \pm e^{d} / 2}=\eta_{i \pm e^{d} / 2}^{d}\left\langle A^{d}\right\rangle_{i \pm e^{d} / 2}, \quad 0 \leq \eta_{i \pm e^{d} / 2}^{d} \leq 1 \tag{45}
\end{equation*}
$$

(5) Update the solution with the limited antidiffusive fluxes:

$$
\begin{equation*}
\langle q\rangle_{i}^{n+1}=\langle q\rangle_{i}^{t d}-\frac{\Delta t}{h} \sum_{d=1}^{D}\left[\left\langle A_{\eta}^{d}\right\rangle_{i+e^{d} / 2}-\left\langle A_{\eta}^{d}\right\rangle_{i-e^{d} / 2}\right] \tag{46}
\end{equation*}
$$

Limiting the antidiffusive flux. The primary challenge in the above formulation is computing the hybridization coefficients $\left(\eta_{i \pm e^{d} / 2}\right)$. Following the procedure in [28], we compute the coefficients in the following manner.

Preconstrain the high-order fluxes $\left\langle\boldsymbol{F}_{H}\right\rangle_{\boldsymbol{i} \pm \boldsymbol{e}^{d} / 2}$. This is a prelimiting step that in effect sets $\left\langle A^{d}\right\rangle_{i \pm e^{d} / 2}$ to zero when it would otherwise admit diffusion and flatten the solution profile.

Compute the sum $\left(P_{i}^{ \pm}\right)$of all the antidiffusive fluxes into and out of the cell and a measure of the allowable flux into or out of the cell $\left(Q_{i}^{ \pm}\right)$:

$$
\begin{align*}
P_{i}^{+} & =\sum_{d=1}^{D}\left[\max \left(\left\langle A^{d}\right\rangle_{i-e^{d} / 2}, 0\right)-\min \left(\left\langle A^{d}\right\rangle_{i+e^{d} / 2}, 0\right)\right]  \tag{47}\\
Q_{i}^{+} & =\left(\left(q_{\max }\right)_{i}-\langle q\rangle_{i}^{t d}\right) \frac{h}{\Delta t}  \tag{48}\\
P_{i}^{-} & =\sum_{d=1}^{D}\left[\max \left(\left\langle A^{d}\right\rangle_{i+e^{d} / 2}, 0\right)-\min \left(\left\langle A^{d}\right\rangle_{i-e^{d} / 2}, 0\right)\right]  \tag{49}\\
Q_{i}^{-} & =\left(\langle q\rangle_{i}^{t d}-\left(q_{\min }\right)_{i}\right) \frac{h}{\Delta t} \tag{50}
\end{align*}
$$

Compute the least upper bounds

$$
\begin{align*}
& R_{i}^{+}= \begin{cases}\min \left(1.0, Q_{i}^{+} / P_{i}^{+}\right) & \text {if } P_{i}^{+}>0.0, \\
0.0 & \text { otherwise },\end{cases}  \tag{51}\\
& R_{i}^{-}= \begin{cases}\min \left(1.0, Q_{i}^{-} / P_{i}^{-}\right) & \text {if } P_{i}^{-}>0.0 \\
0.0 & \text { otherwise }\end{cases} \tag{52}
\end{align*}
$$

Select the hybridization coefficient with the most restrictive upper bound:

$$
\eta_{i+e^{d} / 2}= \begin{cases}\min \left(R_{i+e^{d}}^{+}, R_{i}^{-}\right) & \text {if }\left\langle A^{d}\right\rangle_{i+\boldsymbol{e}^{d} / 2}>0.0,  \tag{53}\\ \min \left(R_{i}^{+}, R_{i+e^{d}}^{-}\right) & \text {if }\left\langle A^{d}\right\rangle_{i+\boldsymbol{e}^{d} / 2} \leq 0.0\end{cases}
$$

In the above description the user is provided with two design choices: preconstraint for the high-order flux and method of computing the solution bounds $\left(q_{\max }\right)_{i}$ and $\left(q_{\text {min }}\right)_{i}$.

Computing the solution bounds. Compute initial estimates of the solution bounds, $\left(q_{\max }\right)_{i}$ and $\left(q_{\min }\right)_{i}$. First, compute the bounded solutions in a rectangular stencil $\left(B_{i}\right)$ that is $\left[2 s_{i}+1\right]^{D}$ cells in size, where $s_{i}$ is the stencil size. Following convention the stencil size was fixed to be one cell.

After the stencil is determined, four bounds are computed: max based on $\langle q\rangle^{n}$, min based on $\langle q\rangle^{n}$, max based on $\langle q\rangle^{t d}$, and min based on $\langle q\rangle^{t d}$ :

$$
\begin{align*}
\left(q_{\max }\right)_{i}^{n} & =\max \left(B_{i}\left(\langle q\rangle^{n}\right)\right),  \tag{54}\\
\left(q_{\min }\right)_{i}^{n} & =\min \left(B_{i}\left(\langle q\rangle^{n}\right)\right),  \tag{55}\\
\left(q_{\max }\right)_{i}^{t d} & =\max \left(B_{i}\left(\langle q\rangle^{t d}\right)\right),  \tag{56}\\
\left(q_{\min }\right)_{i}^{t d} & =\min \left(B_{i}\left(\langle q\rangle^{t d}\right)\right) . \tag{57}
\end{align*}
$$

Then select the upper and lower bounds of the two estimates:

$$
\begin{align*}
\left(q_{\max }\right)_{i} & =\max \left(\left(q_{\max }\right)_{i}^{n},\left(q_{\max }\right)_{i}^{t d}\right)  \tag{58}\\
\left(q_{\min }\right)_{i} & =\min \left(\left(q_{\min }\right)_{i}^{n},\left(q_{\min }\right)_{i}^{t d}\right) \tag{59}
\end{align*}
$$

Accurate solution bounds at smooth extrema. For the vast majority of cells within the domain, the previous bound computation is sufficiently accurate. However, computing bounds at extrema is more complicated. Ideally the bounds need to keep the solution monotonic and positive, but the bounds should also not "clip" the solution. There are a few different methods for avoiding clipping, and we use a geometric construction that is only applied at smoothly varying extrema. It is based on the ideas in [6].

The first task is to detect a smooth extremum. The smooth-extremum criterion in 1 D is

$$
\begin{equation*}
\left(\mathrm{ext}^{d}\right)_{i}=\min \left[(d q)_{i} \cdot(d q)_{i+e^{d}},(d q)_{i-e^{d}} \cdot(d q)_{i+2 e^{d}}\right] \leq 0.0, \quad 1.25 \cdot\left(d q_{\mathrm{tot}}\right)_{i}<(t v)_{i} \tag{60}
\end{equation*}
$$

where

$$
\begin{align*}
(d q)_{i} & =\langle q\rangle_{i}^{t d}-\langle q\rangle_{i-e^{d}}^{t d},  \tag{61}\\
\left(d q_{\mathrm{tot}}\right)_{i} & =\mid\langle q\rangle_{i+2 e^{d}}^{t d}-\langle q\rangle_{i-2 e^{d}}^{t d},  \tag{62}\\
(t v)_{i} & =\left|(d q)_{i+2 e^{d}}\right|+\left|(d q)_{i+\boldsymbol{e}^{d}}\right|+\left|(d q)_{i}\right|+\left|(d q)_{i-e^{d}}\right| . \tag{63}
\end{align*}
$$

This criterion has two parts. First, check for a sign change in the first derivative. The sign change will indicate either an extremum or a discontinuity in the solution. Second, ensure that the solution locally is not a perturbation of a discontinuity.

For a smooth multidimensional extremum, either $\left(\text { ext }^{d}\right)_{i}$ must be true in all dimensions or it must be true for some $d$ and the solution must remain constant along the dimensions in which $\left(\text { ext }^{d}\right)_{i}$ is not true. We use this criterion to determine if the solution is constant:

$$
\begin{equation*}
\max \left(\left|\left(q_{\max }^{d}\right)_{i}^{t d}-\langle q\rangle_{i}^{t d}\right|,\left|\left(q_{\min }^{d}\right)_{i}^{t d}-\langle q\rangle_{i}^{t d}\right|\right) \leq 10^{-14} \tag{64}
\end{equation*}
$$

where

$$
\begin{align*}
\left(q_{\max }^{d}\right)_{i}^{t d} & =\max \left(\langle q\rangle_{i-e^{d}}^{t d},\langle q\rangle_{i}^{t d},\langle q\rangle_{i+e^{d}}^{t d}\right)  \tag{65}\\
\left(q_{\min }^{d}\right)_{i}^{t d} & =\min \left(\langle q\rangle_{i-e^{d}}^{t d},\langle q\rangle_{i}^{t d},\langle q\rangle_{i+e^{d}}^{t d}\right) \tag{66}
\end{align*}
$$

Once we have determined that the solution at $V_{i}$ is at a smooth extremum, we compute new values of $\left(q_{\max }\right)_{i}$ and $\left(q_{\min }\right)_{i}$. The first step is to construct a parabolic function from the local values of $\langle q\rangle^{n}$ :

$$
\begin{equation*}
q^{d}(x)=\frac{1}{2}(d 2 q)_{\boldsymbol{i}}^{n} x^{2}+\frac{1}{2}\left(\langle q\rangle_{i+\boldsymbol{e}^{d}}^{n}-\langle q\rangle_{i-\boldsymbol{e}^{d}}^{n}\right) x+\langle q\rangle_{\boldsymbol{i}}^{n} \tag{67}
\end{equation*}
$$

where

$$
\begin{equation*}
(d 2 q)_{i}^{n}=\langle q\rangle_{i+\boldsymbol{e}^{d}}^{n}+\langle q\rangle_{i-\boldsymbol{e}^{d}}^{n}-2\langle q\rangle_{i}^{n} \tag{68}
\end{equation*}
$$

The location of the vertex $\left(x_{c}\right)$ is given by the ratio $-b / 2 a$, where $a$ and $b$ are the quadratic and linear coefficients from (67):

$$
\begin{equation*}
x_{c}=-\frac{\langle q\rangle_{i+e^{d}}^{n}-\langle q\rangle_{i-e^{d}}^{n}}{2(d 2 q)_{i}^{n}} \tag{69}
\end{equation*}
$$

and $-0.5 \leq x_{c} \leq 0.5$. Then, we evaluate the quadratic at the vertex to find the extremum value as well as deconvolve to get an estimate of the point value:

$$
\begin{equation*}
\left(q_{\mathrm{ext}}^{d}\right)_{i}=\frac{1}{2}(d 2 q)_{i}^{n} x_{c}^{2}+\frac{1}{2}\left(\langle q\rangle_{i+\boldsymbol{e}^{d}}^{n}-\langle q\rangle_{i-\boldsymbol{e}^{d}}^{n}\right) x_{c}+\langle q\rangle_{\boldsymbol{i}}^{n}-\frac{1}{24}(d 2 q)_{i}^{n} . \tag{70}
\end{equation*}
$$

We select the largest $\left(q_{\mathrm{ext}}^{d}\right)_{i}$ or smallest $\left(q_{\mathrm{ext}}^{d}\right)_{i}$ depending on the sign of the second derivative:

$$
\left(q_{\mathrm{ext}}\right)_{i}= \begin{cases}\max _{d}\left(\left(q_{\mathrm{ext}}^{d}\right)_{i},\left(q_{\max }\right)_{i}\right) & \text { if } \operatorname{sgn}\left((d 2 q)_{i}^{n}\right) \leq 0.0  \tag{71}\\ \min _{d}\left(\left(q_{\mathrm{ext}}^{d}\right)_{i},\left(q_{\min }\right)_{i}\right) & \text { otherwise }\end{cases}
$$

Finally, we compute the appropriate extremum bound by augmenting the solution value at the previous time by a scaled difference between the extremum value and the solution value

$$
\begin{align*}
& \left(q_{\max }\right)_{i}= \begin{cases}\langle q\rangle_{i}^{n}+2.0\left[\left(q_{\mathrm{ext}}\right)_{i}-\langle q\rangle_{i}^{n}\right] & \text { if } \operatorname{sgn}\left((d 2 q)_{i}^{n}\right) \leq 0.0 \\
\left(q_{\max }\right)_{i} & \text { otherwise }\end{cases}  \tag{72}\\
& \left(q_{\min }\right)_{i}= \begin{cases}\langle q\rangle_{i}^{n}+2.0\left[\left(q_{\mathrm{ext}}\right)_{i}-\langle q\rangle_{i}^{n}\right] & \text { if } \operatorname{sgn}\left((d 2 q)_{i}^{n}\right)>0.0 \\
\left(q_{\min }\right)_{i} & \text { otherwise }\end{cases} \tag{73}
\end{align*}
$$

Updating $R_{i}^{ \pm}$at extrema. We flag the extrema at which the Laplacian is changing sign. In most cases this flag should not be activated. However, if the Laplacian does change sign at a smooth extremum, we turn the limiter on so that the low-order flux is chosen. This is a protective measure we have included in the algorithm.

We compute the $D$-dimensional approximation to the Laplacian over a three-point stencil

$$
\begin{equation*}
\Delta q_{i}=\sum_{d=1}^{D} \frac{\partial^{2} q_{i}}{\partial x_{d}^{2}} \approx \sum_{d=1}^{D} \frac{(d 2 q)_{i}^{n}}{h^{2}} \tag{74}
\end{equation*}
$$

If $\Delta q$ changes sign anywhere in the three-point vicinity of $\boldsymbol{i}$, then we flag that cell $\boldsymbol{i}$. We then update the least upper bound multiplier at the flagged cells:

$$
\begin{equation*}
R_{i}^{ \pm}=0 \quad \text { if } \boldsymbol{i} \text { flagged } \tag{75}
\end{equation*}
$$

Preconstraining the high-order flux. We preconstrain the high-order flux where the corresponding antidiffusive flux would admit diffusion and flatten the solution profile. In practice, the value of the antidiffusive flux is edited instead of the highorder flux directly. Following [28] we set the antidiffusive flux to zero in these regions.

The baseline condition for applying the preconstraint is

$$
\begin{equation*}
\left\langle A^{d}\right\rangle_{i+\boldsymbol{e}^{d} / 2}\left(\langle q\rangle_{i+\boldsymbol{e}^{d}}^{t d}-\langle q\rangle_{i}^{t d}\right) \leq 0.0 . \tag{76}
\end{equation*}
$$

However, this condition was not sufficient for our algorithm. The condition was occasionally satisfied at smooth areas in the solution. This manifested itself as a drop in convergence rate. We noticed that the preconstraint was mainly being applied near steep gradients and discontinuities. Moving forward, we only want to apply the preconstraint at discontinuities.

We added the following requirements to make sure we only apply this condition away from smooth areas:

$$
\begin{gather*}
\min \left[(d 2 q)_{i+\boldsymbol{e}^{d}}^{n} \cdot(d 2 q)_{i}^{n},(d 2 q)_{i}^{n} \cdot(d 2 q)_{i-e^{d}}^{n},(d 2 q)_{i+\boldsymbol{e}^{d}}^{n} \cdot(d 2 q)_{i+2 \boldsymbol{e}^{d}}^{n}\right]<0.0  \tag{77}\\
\left|\left\langle A^{d}\right\rangle_{i+\boldsymbol{e}^{d} / 2}\right| \leq \frac{\left|\left(\boldsymbol{u}^{d}\right)_{i+\boldsymbol{e}^{d} / 2}\right| h}{2}\left(1-\sigma_{\boldsymbol{i}+\boldsymbol{e}^{d} / 2}\right) \frac{\left|(d 2 q)_{\boldsymbol{i}}+(d 2 q)_{i+\boldsymbol{e}^{d}}\right|}{2} \tag{78}
\end{gather*}
$$

where $\sigma_{i+\boldsymbol{e}^{d} / 2}=\left|\left(\boldsymbol{u}^{d}\right)_{i+\boldsymbol{e}^{d} / 2}\right| \Delta t / h$.
The first constraint above (77) attempts to detect a discontinuity in the solution. However, there are smooth multidimensional solutions in which the second derivative naturally changes sign. The second constraint (78) seeks to preclude this case. The term on the right-hand side of the inequality (78) is the $d$-directional dissipation term, scaled by the cell size, in the modified equation analysis of CTU applied to the advection equation:

$$
\begin{equation*}
\frac{\partial q}{\partial t}+\sum_{d=1}^{D}\left(\boldsymbol{u}^{d} \frac{\partial q}{\partial x_{d}}\right)=\sum_{d=1}^{D}\left(\frac{\boldsymbol{u}^{d} h}{2}\left(1-\sigma_{d}\right) \frac{\partial^{2} q}{\partial x_{d}^{2}}\right)+\mathbb{O}\left(h^{2}\right) \tag{79}
\end{equation*}
$$

We are interested in comparing the magnitude of this dissipative term to the antidiffusive flux. The magnitude of the dissipative term is large in the neighborhood
of discontinuities. If this magnitude is large relative to the antidiffusive term, then we assume we are near a discontinuity and allow the preconstraint.

Steepening. In the previous subsection, we stated that the antidiffusive flux is set to zero in the regions where it would flatten the profile. As recognized in [8; 15], we may alternatively reverse the sign of and scale the antidiffusive flux. This process, known as steepening, seems to produce even sharper solution profiles at fronts. However, steepening has led to robustness issues in the past, including producing overshoots in the solution if the scaling factor is too large. For this reason we elected to keep the scaling factor at zero for the vast majority of the tests in this study.

If steepening is deemed necessary, we make the following changes to the algorithm: make the smoothness check more stringent and scale the antidiffusive flux instead of zeroing it. We found that scaling the right-hand side of (78) by 0.5 worked well to ensure the solution was discontinuous. In addition, we found that the best scaling factor for the tests in this study was 2.0 .

## 5. Results

Results in one and two dimensions are presented. A total of four initial conditions were investigated. Of the four, one initial condition was smooth and the others contained a discontinuity. For the two-dimensional tests, we used a constant diagonal velocity field and a solid-body-rotation velocity field:

$$
\begin{align*}
& \boldsymbol{u}=[1,1],  \tag{80}\\
& \boldsymbol{u}=2 \pi[y-0.5,0.5-x] . \tag{81}
\end{align*}
$$

The center for the constant-velocity initial condition was in the middle of the domain, whereas it was offset by 0.25 of the grid height for the solid-body-rotation examples:

$$
\begin{aligned}
& \boldsymbol{x}_{c}^{\text {const }}=(0.5,0.5), \\
& \boldsymbol{x}_{c}^{\text {solid }}=(0.5,0.75) .
\end{aligned}
$$

Initial conditions. The smooth initial condition was constructed as a power of cosines

$$
q_{i}\left(t_{0}\right)= \begin{cases}\cos ^{8}\left(\frac{\pi}{2}\left(R / R_{0}\right)\right) & \text { if } R \leq R_{0}  \tag{82}\\ 0 & \text { otherwise }\end{cases}
$$

with

$$
R=\sqrt{\left(x_{i}-x_{c}\right)^{2}}, \quad x_{i} \in[0,1], \quad R_{0}=0.15
$$

Three different discontinuous initial conditions were investigated. The first was a square and is described as

$$
q_{i}\left(t_{0}\right)= \begin{cases}1 & \text { if }\left|x_{i}^{D}-x_{c}^{D}\right| \leq 0.15 \text { for each } D  \tag{83}\\ 0 & \text { otherwise }\end{cases}
$$



Figure 2. Centered (left) versus upwind (right) difference methods without limiting ( $\sigma=0.8, t=1.0$, and $N=128$ ).

The next is a semiellipse

$$
q_{i}\left(t_{0}\right)=\left\{\begin{array}{ll}
\sqrt{1.0-\left(R / R_{0}\right)^{2}} & \text { if } R \leq R_{0},  \tag{84}\\
0 & \text { otherwise }
\end{array} \quad \text { with } R_{0}=0.25\right.
$$

The last test case is the classic slotted cylinder in two dimensions

$$
q_{i}\left(t_{0}\right)= \begin{cases}1 & \text { if }\left|x_{i}^{0}-x_{c}^{0}\right| \geq 0.025 \text { or } x_{i}^{1} \geq 0.85(\text { provided } R \leq 0.15)  \tag{85}\\ 0 & \text { otherwise }\end{cases}
$$

with $R=\sqrt{\left(\boldsymbol{x}_{\boldsymbol{i}}-\boldsymbol{x}_{c}^{\text {solid }}\right)^{2}}$.
Effectiveness of design features. We seek to demonstrate the need for each of the design choices made in the algorithm. The first feature is upwind methods for high-order fluxes. To show the effectiveness of the upwind methods, we examined the performance of the high-order fluxes with no limiting (Figure 2) on the square initial condition (83) in 1D. In the presence of a discontinuity, upwind methods produced much smaller magnitude oscillations than centered-difference methods. This outcome is consistent with the amplitude and phase error analysis presented earlier. When the limiter is turned on, the oscillations are clipped for both types of fluxes but the dispersive errors remain in the centered-difference solutions. Figure 3 shows this remaining dispersive error on the semiellipse initial condition (84).

The second design feature is the extremum-preserving limiter. We simulated advection with the smooth cosine initial condition (82) in 2D. This initial condition has a smoothly varying extremum in the middle of the domain. Figure 4 , left, shows the excessive diffusion at this extremum that results from not using the extremumpreserving limiter. Not only is there excess diffusion, but also the convergence rate of the method suffers.

The preconstraint is another important feature of this algorithm. Figure 4, right, shows the effectiveness of the preconstraint on the square initial condition running


Figure 3. Centered (left) versus upwind (right) difference methods with limiting ( $\sigma=0.8$, $t=1.0$, and $N=128$ ).


Figure 4. Effectiveness of extremum-preserving limiter at $t=5.0$ (left) and preconstraint and steepener in 2D at $t=1.0$ (right) ( $\sigma=0.8$ and $N=128$ ).
right at the stability limit of the method in 2D. The preconstraint sharpens the solution profile near the front. The steepening preconstraint improves the solution profile even further. However, for most of the tests in this study, our preconstraint produced identical results with and without steepening. The remaining results do not include steepening.

One-dimensional tests. The first requirement for the limiter method is that it reduces to the high-order scheme away from discontinuities. All of the high-order schemes running at a large CFL number ( $\sigma=0.8$ ) achieved similar errors for smooth solutions in 1D (Figure 5). At this CFL number, the rate of convergence for each method was 4.0. We also computed the errors running at a lower CFL number ( $\sigma=0.2$ ). The error-reduction rate for each scheme at the low CFL number roughly matched the order of the spatial differencing scheme for the grid sizes displayed here. These results demonstrate that the limiter is not being activated in smooth regions, and hence, the first requirement is met.


Figure 5. $L_{\infty}$ errors in 1D. Left column: error without limiter. Right column: error with limiter. Top row: $\sigma=0.8$. Bottom row: $\sigma=0.2$.


Figure 6. Discontinuous solutions with limiting and square (left) and semiellipse (right) initial conditions ( $\sigma=0.8, t=1.0$, and $N=128$ ).

The second requirement is that the limiter method accurately represent discontinuities. Figure 6 shows how the limiter performs on the square and semiellipse initial conditions in 1D. For both cases, the limiter method accurately captures the front and keeps the solution bounded.


Figure 7. $L_{\infty}$ errors in 2D. Left column: without limiter. Right column: with limiter. Top row: constant velocity. Bottom row: rotation velocity.

Two-dimensional tests. The errors for the smooth initial condition test in two dimensions are reported with and without the limiter for both velocity fields (Figure 7). As in the one-dimensional case, the high-order solution accuracy requirement is met. Interestingly, for the solid-body-rotation solution, the error reduction is greater than fourth order for many of the spatial differencing schemes. Also the ninth-order scheme is still convergent right at its theoretical stability limit ( $\sigma \approx 0.8$ ).

The limiter also performs quite well at representing discontinuities in two dimensions. Various solution plots for discontinuous initial conditions are presented (Figures 8-10). All of the two-dimensional plots were generated using the ninthorder scheme in space, running at $\sigma=0.8$. The square solution under constant velocity has few, if any, ripples and is nicely bounded (Figure 8). There is some distortion of the corners, particularly at the top-left and bottom-right. The square solution under solid-body rotation looks similar to the constant-velocity solution, and the corner issue is mitigated.

The semiellipse solution is likewise well resolved (Figure 9). As with the onedimensional case there are some dispersive errors on the leading edge, but they are small. The solutions under both velocity fields are accurately bounded. The


Figure 8. Square solutions ( $\sigma=0.8, t=1.0$, and $N=128$ ). Top left: constant velocity. Top right: solid-body rotation. Bottom row: centerline comparison.
semiellipse solution under solid-body rotation was centered at $\boldsymbol{x}_{c}^{\text {solid }}=(1.0,1.5)$ to keep the edge of the condition away from the domain boundary. The domain was also expanded to $\boldsymbol{x}_{\boldsymbol{i}} \in[0,2]$.

The final test was the slotted cylinder (Figure 10). The limiter method keeps the solution bounded and resolves the fronts quite nicely. At lower grid resolutions, the slot can fill in and the bounds may not be enforced. But as the grid is refined, both of these issues are resolved.

## 6. Conclusions

We presented a new flux limiter based upon FCT that retains high-order accuracy for smooth solutions and captures fronts well. Our algorithm presented here uses CTU for low-order fluxes, upwind schemes for high-order fluxes, and RK4 for time integration. Our additions to the previous FCT method included a new computation for the extrema, an expanded preconstraint on the high-order fluxes, and a sixth-order-accurate finite-volume product rule. Furthermore, the limiter was only applied once per each time advance.


Figure 9. Semiellipse solutions ( $\sigma=0.8, t=1.0$, and $N=128$ ). Top left: constant velocity. Top right: solid-body rotation. Bottom row: centerline comparison.


Figure 10. Slotted cylinder under solid-body rotation ( $\sigma=0.8, t=1.0$, and $N=256$ ).
Left: solution. Right: centerline comparison.

The convergence rates for the smooth initial-condition tests were extremely similar in all three of the standard norms: $L_{1}, L_{2}$, and $L_{\infty}$. On account of this only the $L_{\infty}$ errors were displayed. Each high-order spatial discretization achieved fourth-order accuracy, at a minimum, for the smooth initial condition. In theory, we could also have achieved a higher overall order of accuracy with a more accurate
temporal integration scheme. Fourth-order accuracy was expected since we used a fourth-order-accurate time integrator (RK4) and a relatively large CFL number (0.8) for the majority of the test cases presented. At this CFL number, the error from the temporal discretization is much larger than the spatial discretization. To confirm this we also ran simulations at a low CFL number (0.2). The algorithm achieved higher convergence rates at this lower CFL number. We concluded that the errors from the spatial differencing schemes dominate the solution when running at low CFL numbers. The solid-body-rotation test also produced higher-order convergence rates than expected. This is likely explained by the fact that the solution is being advected at a range of CFL numbers tending toward zero as the solution approaches the center of the domain. Another interesting feature is the large difference in errors between the various spatial differencing schemes for the solid-body-rotation example. At the higher CFL number there are nearly two orders of magnitude difference in the max-norm error between the fourth- and ninth-order schemes. For the same initial condition running at the lower CFL number, there are over three orders of magnitude difference between these max-norm errors.

Potential extensions for this work are applying the limiter to systems of hyperbolic conservation laws, developing new high-order upwind methods with corner coupling, and further improving the preconstraint on the high-order fluxes. Applying the limiter to hyperbolic systems is the most direct extension of this work. Implementing this limiter for a compressible gas dynamics solver would be a good starting point. Following [15] we would not apply the limiter directly to the conserved variables but rather to the characteristic variables. The equations that govern the characteristic variables in 1D look like a system of decoupled advection equations, and the ideas presented here have clear applicability. Characteristic decomposition and limiting become more difficult in multiple dimensions, but there is a road map to follow. There are two general approaches available: either compute the fluxes and limiter along each direction in a split manner, or compute the fluxes in a multidimensional manner and limit the directional fluxes independently or sequentially. In previous studies [15] there was no discernible difference between the two approaches for the test cases analyzed, but it is important to consider both in general.

High-order, corner-coupled upwind methods for use with general multistage time integrators could remove the dimensional dependence of the stability. However, no upwind method of this nature currently exists. The preconstraint on the high-order fluxes is another area where additional study could pay off. In this work we found that the preconstraint affected a delicate balance between effectively representing discontinuities and retaining high-order accuracy in smooth yet complex areas. It was relatively simple to achieve one or the other. Ensuring both required testing many versions of the preconstraint. Introducing a steepening coefficient with the preconstraint improved discontinuity representation, but additional work must be
done to ensure robustness. The primary robustness concern with steepening is avoiding overshoot in the solution; however, our restrictions of only applying the preconstraint near fronts as well as limiting smooth extrema at which the Laplacian changes sign should reduce the risk of overshoot. We could also use other antidiffusive approaches for handling these types of contact discontinuities [27]. On the other hand, several canonical hyperbolic systems of equations have steepening mechanisms built into the physics, so steepening may only be useful in certain limited contexts.
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# ACHIEVING ALGORITHMIC RESILIENCE FOR TEMPORAL INTEGRATION THROUGH SPECTRAL DEFERRED CORRECTIONS 

Ray W. Grout, Hemanth Kolla, Michael L. Minion and John B. Bell


#### Abstract

Spectral deferred corrections (SDC) is an iterative approach for constructing higher-order-accurate numerical approximations of ordinary differential equations. SDC starts with an initial approximation of the solution defined at a set of Gaussian or spectral collocation nodes over a time interval and uses an iterative application of lower-order time discretizations applied to a correction equation to improve the solution at these nodes. Each deferred correction sweep increases the formal order of accuracy of the method up to the limit inherent in the accuracy defined by the collocation points. In this paper, we demonstrate that SDC is well suited to recovering from soft (transient) hardware faults in the data. A strategy where extra correction iterations are used to recover from soft errors and provide algorithmic resilience is proposed. Specifically, in this approach the iteration is continued until the residual (a measure of the error in the approximation) is small relative to the residual of the first correction iteration and changes slowly between successive iterations. We demonstrate the effectiveness of this strategy for both canonical test problems and a comprehensive situation involving a mature scientific application code that solves the reacting Navier-Stokes equations for combustion research.


## 1. Introduction

Since its introduction by Dutt et al. [12], the iterative nature of spectral deferred corrections (SDC) has been leveraged extensively to create efficient, high-accuracy methods for temporal integration tailored to specific types of problems. For example, in multi-implicit spectral deferred correction methods [3; 27], the terms in an advection-diffusion-reaction system are integrated separately with different time steps but coupled together using the SDC approach to achieve higher-order temporal accuracy than is achievable with traditional operator-splitting schemes. A similar approach is used to reduce splitting errors in a low-Mach combustion code by Nonaka et al. [32], where the SDC iterates are used to couple together interacting

[^1]physical processes. In this case, a significant advantage is realized in that the reduction in splitting error reduces nonphysical excursions into a chemical state space that artificially excites the intrinsic stiffness in the system. SDC has also been used to construct efficient time-parallel methods for partial differential equations (PDEs) [15]. Such desirable features that are not readily available in classical methods such as linear multistep or Runge-Kutta (RK) methods can make SDC an attractive choice for time integration despite the fact that SDC often requires relatively more function evaluations per time step.

There is growing concern about the impact of hardware errors - especially those that can lead to successful completion with erroneous results known as silent data corruption. This concern is driven by trends towards increasing concurrency as well as operation near design limits. Reducing voltage to improve energy efficiency has long been known to increase susceptibility to soft errors (e.g., [2; 10]). Further, modern designs tend to have elevated operating temperatures, which also increases the soft error rate [38;9]. Wei et al. [41] define error resilience eloquently as the ability of a program to prevent an error from becoming a silent data corruption. We will look to leverage the iterative nature of SDC to provide algorithmic error resilience for temporal integration in the face of soft errors in the arithmetic operations and scratch variables used to update the solution. We expect that the iterative nature will be well suited to recover from transient errors. Chen et al. [7] note that an adaptive RK scheme, where the solution update is computed for two different time steps, should be able to detect soft faults as the two evaluations will be dramatically different if a soft fault has occurred. Benson et al. [1] constructed an error detector by evaluating an alternative time integration scheme (tailored for speed rather than stability, such as an embedded RK scheme of lower order, an explicit counterpart to a linear multistep method, or simple extrapolation) and examining the norm of the difference between the base and alternative schemes for anomalies in the context of a window of time steps. Benson et al. used the window of time steps because they noted that a hard threshold on the difference norm is meaningless because the expected norm of the difference changes with the solution. We use similar logic when inspecting the convergence rate between successive correction iterations to determine if the solution is acceptable.

The primary contributions of this paper are, firstly, to show that monitoring the residual in SDC correction sweeps can be used to detect soft (transient) errors resulting from hardware faults that could lead to silent data corruption using a reference integration algorithm and, secondly, to demonstrate the feasibility of recovering from soft errors by continuing SDC correction iterations. The intent of this paper is not to look at the details of low-level fault injection but rather at how a time integration algorithm can recover from those faults that migrate up the call tree through the return values of kernels. Here we use the term kernel to refer to
routines at the application level that compute terms in the governing differential equations being integrated. For example, the kernels from the application discussed in Section 2.4 are operations that compute advective or diffusive terms for the method-of-lines formulation or evaluate transport coefficients.

The remainder of this paper is organized as follows. In the next section, we present a brief outline of the SDC algorithm, relevant aspects of the state of research on fault injection and algorithmic resilience, and an overview of the combustion code used as an application benchmark later in the paper. We then turn in Section 3 to the behavior of the application in the context of single-occurrence synthetic errors, using the explicit Runge-Kutta integrator traditionally employed in the application code as a baseline to assess susceptibility to silent data corruption. We also examine the ability of the SDC algorithm to recover from such errors in an application test case and in a linear problem to demonstrate how the damping proceeds in a controlled setting. Finally, in Section 3.4, we look at a comprehensive error injection test case where we inject errors at an elevated rate into many runs of the application test case to see how our SDC iteration strategy narrows the distribution of the simulation output in a challenging scenario.

## 2. Preliminaries and related work

2.1. SDC formulation. Spectral deferred correction schemes were proposed by Dutt et al. [12] and subsequently developed significantly by Minion and colleagues (e.g., $[31 ; 3 ; 28]$ ). The basic approach is briefly recapped in this subsection before we consider additional aspects of its performance relevant to use in practical applications.

SDC schemes are based on recasting the ordinary differential equation (ODE)

$$
\begin{equation*}
\psi^{\prime}=F(\psi, t), \quad \psi\left(t_{n}\right)=\psi_{n} \tag{1}
\end{equation*}
$$

over the time interval $t^{n} \leq t \leq t^{n+1}$ in integral form as

$$
\begin{equation*}
\psi(t)=\psi_{n}+\int_{t_{n}}^{t} F(\psi, \tau) d \tau \tag{2}
\end{equation*}
$$

Subdividing the interval $\left[t_{n}, t_{n+1}\right]$ by choosing $M+1$ Gauss-Lobatto quadrature nodes $t_{m}\left(t^{n}=t_{0}\right.$ and $\left.t^{n+1}=t_{M}\right)$, for each node we can write the approximation

$$
\begin{equation*}
\phi_{m}=\psi_{n}+\Delta t \sum_{j=0}^{M} q_{m, j} F\left(\phi_{j}, t_{j}\right) \tag{3}
\end{equation*}
$$

This integral provides an approximation to the solution $\psi_{n+1} \approx \phi_{M}$ at $t^{n+1}$; however, it effectively couples the solution at all of the quadrature nodes in the interval. Equation (3) is referred to as the collocation formulation (see, e.g., [20]) and
is equivalent to a fully implicit Runge-Kutta method with stages given by the quadrature nodes and coefficients in the Butcher tableau corresponding to the $q_{m, j}$. SDC can be thought of as providing an efficient iterative approach for computing the solution to this coupled system by iterative substepping over the nodes.

The basic idea is, given an approximate continuous solution $\phi^{k}(t)$, one can define a residual that measures the error in the approximation $\phi^{k}$ as

$$
\begin{equation*}
R\left(\phi^{k}, t\right)=\phi_{n}+\int_{t_{n}}^{t} F\left(\phi^{k}(\tau), \tau\right) d \tau-\phi^{k}(t) \tag{4}
\end{equation*}
$$

If we define $c^{k}(t)=\phi(t)-\phi^{k}(t)$, then by substituting the definition of the residual into the integral form of the original equation, we obtain

$$
\begin{equation*}
c^{k}(t)=\int_{t^{n}}^{t}\left[F\left(\phi^{k}(\tau)+c^{k}(\tau), \tau\right)-F\left(\phi^{k}(\tau), \tau\right)\right] d \tau+R\left(\phi^{k}(t), t\right) \tag{5}
\end{equation*}
$$

We then discretize this equation using the approximate residual

$$
\begin{equation*}
R_{m}\left(\phi^{k}\right)=\phi_{n}+\Delta t \sum_{j=0}^{M} q_{m, j} F\left(\phi_{j}^{k}, t_{j}\right)-\phi_{m}^{k} \tag{6}
\end{equation*}
$$

An explicit Euler-type method to discretize (5) gives the resulting update formula for the $k$-th iterate

$$
\begin{equation*}
c_{m+1}^{k}=c_{m}^{k}+\Delta t_{m}\left[F\left(\phi_{m}^{k+1}, t_{m}\right)-F\left(\phi_{m}^{k}, t_{m}\right)\right]+R_{m+1}\left(\phi^{k}\right)-R_{m}\left(\phi^{k}\right) \tag{7}
\end{equation*}
$$

or, in a direct update form for $\phi_{m}^{k+1}=\phi_{m}^{k}+c_{m}^{k}$,

$$
\begin{equation*}
\phi_{m+1}^{k+1}=\phi_{m}^{k+1}+\Delta t_{m}\left[F\left(\phi_{m}^{k+1}, t_{m}\right)-F\left(\phi_{m}^{k}, t_{m}\right)\right]+I_{m}^{m+1}\left(\phi^{k}\right), \tag{8}
\end{equation*}
$$

where

$$
\begin{equation*}
I_{m}^{m+1}\left(\phi^{k}\right)=\Delta t \sum_{j=1}^{M}\left(q_{m+1, j}-q_{m, j}\right) F\left(\phi^{k}\left(t_{l}\right), t_{l}\right) \approx \int_{t_{m}}^{t_{m+1}} F\left(\phi^{k}(\tau), \tau\right) d \tau \tag{9}
\end{equation*}
$$

$I_{m}^{m+1}$ is the equivalent to the integral of the polynomial interpolant of $\phi^{k}$ over the interval $\left[t_{m}, t_{m+1}\right]$. Each such iteration can improve by one the formal order of accuracy of the approximate solution up to the order of the underlying quadrature. In the case of $M+1$ Lobatto nodes, the method achieves order $2 M$ of convergence.

In the numerical results, we focus on SDC methods using three Lobatto nodes. If the initial value at all three nodes is taken to be the value at $t_{n}$ and four correction iterations as described by (8) are performed, then the resulting method is formally fourth-order accurate. This is the same order of accuracy as the collocation or fully implicit Runge-Kutta method using the same three nodes, but the two schemes are not identical. In fact, the fourth-order method with four iterations can be considered
an explicit Runge-Kutta method with eight stages (see, e.g., [8]). Additional SDC iterations will not raise the formal order of accuracy but will drive the numerical solution to that from the collocation formulation with linear convergence with a rate proportional to the time step.
2.2. Soft error fault injection. For the purpose of this study, we follow the taxonomy of Bridges et al. [4], wherein hard faults are those that cause program interruptions and clearly denote an incomplete program execution while soft faults are typically observed as random bit flips, where one or more bits of memory are reversed. These faults are transient and do not indicate hardware damage, as opposed to persistent faults such as bits that are immutable due to a physical defect ("stuck bit" errors). Depending on where in the memory hierarchy they occur and the robustness of the algorithm, soft faults may not always lead to a solution failure but might result in an erroneous solution despite completely evading detection [14]. It might be acceptably inexpensive to provide soft fault detection and correction mechanisms for some, but not all, memory levels. For instance, error correction codes have been shown to correct a majority of soft faults in main memory [38] while processor registers are difficult to protect from soft faults [24]. Many factors such as altitude, age, temperature, and utilization are thought to affect error rates in real machines with a significant variability observed across various DRAM vendors. Recent studies have attempted to characterize and quantify error rates by surveying hardware logs from real machines, although a consensus is far from apparent. Schroeder et al. [35] study error rates from commodity clusters in Google's server fleet and observe that a majority of the errors are hard errors and soft errors are far less probable (a soft error probability of $\sim 2 \%$ for every hard error). On the other hand, Sridharan et al. [39] find the opposite to be the case from a survey of data from two high-performance computing systems: Cielo at Los Alamos National Laboratory and Jaguar at Oak Ridge National Laboratory. Nonetheless, the most dominant mode seems to be single-bit errors ( $60 \%$ ) with hard and soft errors being approximately equiprobable.

Considering the various enmeshed layers of software and hardware, the propagation of soft faults from one layer to another can be complicated to model. Strictly speaking, a bit flip at the level of hardware instructions is unlikely to migrate up to the application level as a single bit flip after several operations have been performed on the data. Even near the hardware level, a single bit flip in an instruction input might result in multiple bit flips in the destination register [14]. Despite this, there is some evidence that injecting single bit flips at higher levels produces similar effects from an application perspective as injecting errors near the hardware level. We choose this approach because it allows us to reason about the algorithmic sensitivity to the errors while eliminating the potentially confounding effects of interaction of the errors before reaching the application level.

Wei et al. compare the behavior of high-level fault injection (implemented at the LLVM intermediate representation (IR) level) to low-level fault injection (using Intel Pin tools) and find that, while there were significant differences in the number of program crashes between the two techniques, the IR-level fault injection is effective for assessing the impact of soft faults that result in silent data corruption. Wei et al. [41] also note that it is an established de facto standard that single bit flips [16] are an appropriate approach. In a related issue, Fang et al. [16] look at the effect of fault injection on multithreaded programs implemented using OpenMP and consider the sensitivity of the thread where the faults are injected due to the emphasis of the master thread on problem setup/teardown (phases of their chosen benchmarks that are particularly prone to resulting in ultimate silent data corruption in the output from fault injection). In our present application of interest, the setup/teardown phases are a very small portion of the overall run time, and otherwise the application follows a bulk-synchronous model.

Since our focus here is on the algorithmic robustness of SDC, we adopt a simple fault injection model. Considering that processor registers and arithmetic lookup units (ALUs) and floating point units (FPUs) are the most vulnerable to soft faults [41], we model soft faults as single bit flips in processor registers. However, we inject errors at the level of the application rather than at or very near the hardware level. We adopt an approach similar to, but even closer to the application level than, that of Wei et al. [41] and inject faults as if they manifest as single bit flips in register work arrays of the application level kernels that evaluate the terms contributing to the time derivative $(F)$ of our system of ODEs.
2.3. Algorithmic approaches to resilience. Since a large number of scientific applications employ linear system solvers, methods to incorporate resilience in iterative linear solver algorithms have received wide attention. For example, Heroux and Bridges et al. [23; 4] propose a fault-tolerant version of the generalized minimal residual method (FT-GMRES) whereby the inner iteration that corresponds to the preconditioning step for the outer iteration is allowed to be unreliable. Rank deficiency of the subsequent upper-Hessenberg matrix could signal a potentially faulty execution of the inner iteration that would require some recovery strategy. The decision about whether a fault has occurred, and the subsequent recovery, is a global operation and involves agreement and hence global communication. Sloan et al. [36] suggest that error detection and recovery should instead be localized near the fault occurrence. The most expensive computational kernel in linear solver algorithms such as GMRES, the quasiminimal residual method (QMR), and conjugate gradient (CG) is usually a matrix-vector multiplication. Sloan et al. [36] contend that a soft error is most probable in this kernel and suggest an identity check that involves projecting the result of the matrix-vector multiplication onto a test vector. The
projection can be computed two different ways, so the results should agree if there were no faults in the original matrix-vector multiplication. By choosing the test vector to initially have all elements set to unity, they suggest a recursive hierarchical algorithm to hone in on the exact locations of faulty execution. Stoyanov and Webster [40] consider Jacobi and Gauss-Seidel fixed point iteration algorithms and leverage the identity that the norm of the difference between successive iterates should reduce at the same rate as the convergence of the algorithm. They suggest that checking this identity can be used as a method to identify errors due to soft faults and propose rejecting iterations that fail this test as a means to incorporate resilience.

Alternative approaches have also been proposed for explicit PDE schemes that are not iterative in nature. Mayo et al. [30] suggest combining two extremes in the tradeoff space for resilient explicit PDE algorithms: artificial viscosity, the physical mechanism that damps perturbations, and triple modular redundancy, the strategy of performing computations three times and accepting a result that was reproducible at least twice. They propose using multiple finite difference schemes over stencils of different widths at each grid point of the same formal order of accuracy to identify and discard outliers that might have been corrupted due to soft faults. Donzis and Aditya [11] propose asynchronous explicit finite difference schemes for PDEs that could be viewed as a potential resilience strategy. Typically, the explicit scheme for spatial derivatives requires the solution from neighboring grid points, which involves communication of ghost regions across processing elements (PEs). In the conventional implementation of such schemes, the communication and the calculation of spatial derivatives are completed by all PEs before the next time step is begun; i.e., all portions of the domain advance the solution in a time-step-synchronized fashion. However, one might envision that soft faults cause some portions of the domain to take longer to execute an iteration, introducing an asynchrony between PEs. Donzis and Aditya [11] propose asynchronous schemes whereby neighboring PEs could be at different time steps but still perform spatial derivatives to an intended order of accuracy. They model the asynchrony between neighboring PEs as a random process and show that while such schemes can be stable the accuracy in both time and space might be degraded. However, the desired order of accuracy severely limits the maximum asynchrony allowable between any pair of PEs.
2.4. S3D reacting flow solver and ignition benchmark problem. S3D is a solver for compressible reacting flows developed by Chen et al. [6]. S3D uses eighthorder finite-difference approximations of spatial derivatives with a method-oflines discretization integrated temporally using a six-stage, fourth-order compact Runge-Kutta integrator from the family developed by Kennedy et al. [26]. Second
derivatives are obtained by repeated application of the discrete first-derivative operator. The code has been used to produce direct numerical simulations (e.g., sufficiently resolved to capture all relevant continuum scales for turbulence, chemical reaction, and turbulence-chemistry interaction) of a variety of turbulent combustion problems. Past problems include premixed flames [21; 33; 19], nonpremixed flames [22;42;18;17], and autoignition problems [13;34]. The code solves the compressible Navier-Stokes equations along with transport of the mass fractions of $K$ chemically reacting species using a mixture-averaged transport model. The species density, momentum, and energy equations of hydrodynamics are given by

$$
\begin{align*}
\frac{\partial}{\partial t}\left(\rho_{k}\right)+\nabla \cdot\left(\rho_{k} \boldsymbol{v}\right)+\nabla \cdot \mathcal{F}_{k} & =\dot{S}_{k}  \tag{10}\\
\frac{\partial}{\partial t}(\rho \boldsymbol{v})+\nabla \cdot\left[\rho \boldsymbol{v} \boldsymbol{v}^{T}+p \boldsymbol{I}\right]+\nabla \cdot \tau & =0  \tag{11}\\
\frac{\partial}{\partial t}(\rho E)+\nabla \cdot[(\rho E+p) \boldsymbol{v}]+\nabla \cdot[\mathcal{Q}+\tau \cdot \boldsymbol{v}] & =0 \tag{12}
\end{align*}
$$

where $\rho_{k}, \boldsymbol{v}, p, E$, and $\dot{S}_{k}$ denote, respectively, the mass density for species $k$, fluid velocity, pressure, total specific energy, and chemical source term for species $k$ for a mixture with $K$ species $(k=1, \ldots, K)$. We note that $\sum_{k} \mathcal{F}_{k}=0$ and $\sum_{k} \dot{S}_{k}=0$ so that summing the species equations gives conservation of mass with $\sum_{k} \rho_{k}=\rho$, the total fluid density. Note that $\boldsymbol{v} \boldsymbol{v}^{T}$ is a (tensor) outer product with $T$ indicating transpose and $\boldsymbol{I}$ is the identity tensor (i.e., $\nabla \cdot p \boldsymbol{I}=\nabla p$ ). Transport properties are given in terms of the species diffusion flux $\mathcal{F}$, viscous stress tensor $\tau$, and heat flux $\mathcal{Q}$. The viscous stress tensor is

$$
\begin{equation*}
\tau=-\eta\left(\nabla \boldsymbol{v}+(\nabla \boldsymbol{v})^{T}\right)+\frac{2}{3} \eta(\nabla \cdot \boldsymbol{v}) \boldsymbol{I} \tag{13}
\end{equation*}
$$

where $\eta$ is the shear viscosity. The heat flux is

$$
\begin{equation*}
\mathcal{Q}=\sum_{k} h_{k} \mathcal{F}_{k}-\lambda \nabla T \tag{14}
\end{equation*}
$$

where $h_{k}$ is the enthalpy of the $k$-th species and $\lambda$ is the thermal conductivity.
The diffusion velocity of the $k$-th species is modeled with a mixture-average formulation for $k-1$ species:

$$
\begin{equation*}
\mathcal{F}_{k}=-\bar{D}_{k}\left[\nabla Y_{k}+Y_{k} \bar{W} \nabla W_{k}+\left(1-M_{k} \bar{W}\right) \frac{1}{p} \nabla p\right] \tag{15}
\end{equation*}
$$

where $Y_{k}=\rho_{k} / \rho$ is the mass fraction of species $k, \bar{D}_{k}$ is the mixture-averaged diffusion of species $k, W_{k}$ is molecular weight of species $k$, and $\bar{W}$ is the mean molecular weight. The final species diffusion velocity is computed so as to enforce
conservation of mass:

$$
\begin{equation*}
\mathcal{F}_{K}=\sum_{k=1}^{K-1}-\mathcal{F}_{k} \tag{16}
\end{equation*}
$$

where $K$ is the dominant species, typically $\mathrm{N}_{2}$. Thermodynamic properties are temperature-dependent; the temperature is related to the energy by

$$
\begin{equation*}
E=e_{s}+\frac{1}{2} u_{k} u_{k}, \quad e_{s}=\int_{T_{0}}^{T} C_{v} d T-\frac{R T_{0}}{\bar{W}} \tag{17}
\end{equation*}
$$

where $C_{v}$ is the mixture constant volume specific heat and $R$ is the ideal gas constant.
The chemical source terms appearing in the species equations are computed by evaluating a chemical reaction network

$$
\begin{equation*}
\dot{S}_{k}=W_{k} \sum_{j=1}^{N_{r}} v_{k j} R_{j} \tag{18}
\end{equation*}
$$

where $\nu_{k j}$ are the stoichiometric coefficients for reaction $j$ and the rates of the $N_{r}$ reactions are given by expressions of the Arrhenius form used by [25]. For example, for a reaction where reactants $A$ and $B$ are converted into products $C$ and $D$,

$$
\begin{equation*}
A+B \Leftrightarrow C+D \tag{19}
\end{equation*}
$$

the forward rate is given by

$$
\begin{equation*}
R_{f}=[A][B] k_{f}, \quad k_{f}=A_{f j} T^{\beta_{j}} \exp \left(\frac{-T_{a j}}{T}\right) \tag{20}
\end{equation*}
$$

where $A_{f j}, \beta_{j}$, and $T_{a j}$ are coefficients describing the $j$-th reaction with the reverse rate given by

$$
\begin{equation*}
R_{b}=[C][D] k_{b}, \quad k_{b}=\frac{k_{f}}{k_{\mathrm{eq}}}, k_{\mathrm{eq}}=\left(\frac{p}{R T}\right)^{\sum_{n=1}^{N} \nu_{n j}} \exp \left(\frac{\Delta S_{j}^{0}}{R}-\frac{\Delta H_{j}^{0}}{R T}\right) \tag{21}
\end{equation*}
$$

where $\Delta S_{j}^{0}$ and $\Delta H_{j}^{0}$ are the entropy and enthalpy of formation differences across the reaction, respectively.

The ideal gas equation of state $(p=\rho R T / \bar{W})$ completes the description of the system. To solve (10)-(12), a method-of-lines approach is used where spatial derivatives are replaced by a finite difference operator of the form

$$
\begin{equation*}
\left[\frac{\partial \phi}{\partial x}\right]_{i} \approx \sum_{m=1}^{4}\left(\alpha_{m} \phi_{i-m}+\alpha_{m} \phi_{i+m}\right) \tag{22}
\end{equation*}
$$

In the course of evaluating the time derivatives, S3D computes the various terms much as written here where various kernels (e.g., compute operand, apply derivative


Figure 1. Spatial profiles of temperature and species mass fractions at $t=5.5 \mu \mathrm{~s}$ (top) and $t=30 \mu \mathrm{~s}$ (bottom) from reference solution obtained with 6,4-RK integrator.


Figure 2. Temporal evolution of maximum temperature and species mass fractions at grid point coinciding with maximum temperature from reference solution obtained with 6,4-RK integrator.
operator, and compute diffusion velocity) operate on the entire solution grid until all of the time derivatives are completely assembled.

In the tests that follow, we will use a fixed time step and tolerate the extra computational cost as a necessary expense to remove one aspect that would make the results more difficult to interpret; in future work we plan to study the combination of SDC and adaptive time step control. The canonical problem is a one-dimensional simulation of a homogeneous mixture composed of hydrogen and air mixed in a stoichiometric ratio with a Gaussian temperature hot spot placed in the center of the domain according to

$$
\begin{equation*}
T(x)=T_{0}+\left(T^{*}-T_{0}\right) \frac{1}{\sigma \sqrt{2 \pi}} e^{-\left(x-x^{*}\right)^{2} /\left(2 \sigma^{2}\right)} \tag{23}
\end{equation*}
$$

Solutions for this problem obtained using S3D and the native integrator used historically in S3D (the 6,4-RK algorithm) are shown in Figures 1 and 2. The problem is one-dimensional; 120 grid points are used to spatially resolve the ignition process, and a fixed time step of 5 ns is used in all cases. Figure 1 shows that the initial spatial temperature profile drives formation of a broad pool of hot radicals, led by $\mathrm{HO}_{2}$ that is eventually consumed as the mixture proceeds towards ignition
and takes the first steps towards the formation of a front. In the time histories shown in Figure 2, the peak temperature decreases due to diffusive processes along with the slow buildup in $\mathrm{HO}_{2}$ followed by an increase in $\mathrm{H}_{2} \mathrm{O}_{2}, \mathrm{OH}$, and O and finally a rapid rise in temperature. The chemical mechanism is that of Li et al. [29]; CHEMKIN's [25] tranlib is used to evaluate transport coefficients for a mixtureaveraged diffusion formulation. This test case has a relatively long "soaking" period, requiring approximately 5000 time steps before the onset of thermal runaway at $20 \mu \mathrm{~s}$. This provides ample opportunity for small errors to compound into a large effect on the solution yet is relatively manageable for experimentation. A similar test case, a zero-dimensional ethylene-air ignition problem, is used by Spafford et al. [37] to study the effects of single precision on chemical reaction rate evaluation in the context of porting S3D kernels to a graphics coprocessor, where the test case proved sufficiently sensitive to the accuracy of the function evaluation that evaluating the reaction rates in single precision is insufficient to achieve an acceptable solution.

## 3. Soft error injection response

In this section we look at injecting two types of soft errors into major work arrays (those of the dimension of the solution grid) during the computation of the solution:
(A) scaling a single value within a work array by a large factor (i.e., multiplying by $10^{4}$ ) and
(B) reversing the value of a bit at any position within the array (i.e., the value at any grid point could have any bit within it flipped, including the sign bit, the mantissa, and the exponent positions).

We use the type-A errors to explore the sensitivity of the solution to various intermediate values and to study how continued SDC sweeps can correct for such errors. Type-A errors produce a moderate response in that they typically produce a perturbed state that is incorrect but still physically plausible - the circumstance where silent data corruption is intuitively likely. Type-B errors are more realistic but can result in perturbed states that are physically inconsistent (e.g., negative temperatures). We use the bit flip approach, described in Section 2.2, for a comprehensive assessment of the technique integrated into the application code at the end of this section. In all cases, we limit our study to the work arrays that form return values of basic "simulation kernels" (which will be described in the following subsection). In other words, we leave persistent variables (e.g., stencil coefficients), control flow and instruction logic, and the solution vector at the start of the time step unperturbed.
3.1. Work array sensitivity. The S3D algorithm computes several quantities that are stored in work arrays during the evaluation of the right-hand-side function, and the sensitivity of the solution to perturbations varies widely between quantities.

To demonstrate this, we modified the code that evaluates the temporal derivatives of given quantities so that the results of kernel functions are perturbed. That is, evaluation of the time derivative involves application of several kernels called as functions that manipulate a set of work arrays:

$$
\begin{equation*}
\mathcal{R}^{k}(\vec{W}) \leftarrow \operatorname{kernel}_{k}\left(\mathcal{I}^{k}(\vec{W}), \vec{q}, \ldots\right) \tag{24}
\end{equation*}
$$

where $\vec{W}$ is the vector of multidimensional work arrays, $\mathcal{R}^{k}(\vec{W})$ is the subset of the work arrays altered by the $k$-th kernel, $\mathcal{I}^{k}(\vec{W})$ is the subset of the work arrays used as input to the $k$-th kernel, $\vec{q}$ is the vector of conservative state variables at the start of the time step, and the (...) represents the constants that complete the closure for the kernel. In this nomenclature we apply a perturbation function $\mathcal{P}$ that applies a single bit error (as discussed near the end of Section 2.2) to the return values of each kernel immediately after each kernel completes:

$$
\begin{equation*}
\widehat{\mathcal{R}}^{k}(\vec{W}) \leftarrow \mathcal{P}\left[\mathcal{R}^{k}(\vec{W})\right] . \tag{25}
\end{equation*}
$$

The scratch/work arrays to which the error injection was applied have dimension $8 \cdot(n x, n y, n z),(n x, n y, n z, 3,3)$, (nx, ny, nz, ns, 3), and (nx, ny, nz, ns) whereas the carryover arrays with dimension ( $\mathrm{nx}, \mathrm{ny}, \mathrm{nz}, \mathrm{ns}, 2$ ) and the various setup arrays of smaller dimension as well as executable code have not been made vulnerable. Comparing perturbed runs to the baseline calculation described in Section 2.4 (again with a fixed 5 ns time step and the 6,4 -RK time integration method), we obtain a sensitivity profile for the various work arrays. Figure 3 indicates the difference in the maximum temperature in the simulation domain at a fixed time near the end of the ignition delay when the various quantities are subjected individually to a one-time perturbation. The perturbation is applied to the output work array at the grid point where the temperature is maximum by multiplying the value by $10^{4}$ immediately after the value is calculated during the first substage function evaluation for the time step beginning at $t=5.5 \mu \mathrm{~s}$. We observe, as many others have previously (e.g., [16]), that such error injection can result in different categories of behavior:
(1) The simulation fails in a detectable manner before completion, frequently as soon as the perturbation is injected. This is typically due to an unrealizable condition (e.g., temperature outside physical bounds or the sum of the species mass fractions becoming much larger than unity).
(2) There is no detectable effect on the calculated ignition delay.
(3) The calculation proceeds without apparent error to completion, and the calculated ignition delay is altered, with the size of the error depending on the size of the perturbation earlier in the calculation.
While the first type may slow scientific progress due to frequent restarts, it is the final type - the silent, undetectable errors that alter the result of the calculation -


Figure 3. Difference in maximum temperature in domain from baseline at fixed time near end of ignition delay resulting from one-time perturbation of work arrays during calculation using traditional ( $6,4-\mathrm{RK}$ ) integration algorithm. Derivative of density is highlighted in green crosshatch. Work arrays where perturbation resulted in simulation crash are not shown. Variable groups are as follows: Group I, primaries $\left(u, \gamma, c_{p}, Y_{\alpha}\right)$; Group II, enthalpies $\left(h_{\alpha}\right)$; Group III, gradients $\left(\nabla u, \nabla T, \nabla Y_{\alpha}\right)$; Group IV, diffusive fluxes ( $\tau_{i j}, J_{\alpha}, J_{T}$ ); Group V, second derivative operands and results (momentum, energy, species); and Group VI, reactions ( $S_{\alpha}$ ).
that are the most serious. Of the 93 kernel return values perturbed individually, for 74 of those variables the calculation proceeds to completion. The remainder result in simulation crashes (e.g., from out-of-bounds temperature extremes) and are not shown in Figure 3. The error in the temperature at the end of the solution ranged from 70 K below the correct temperature to 93 K above the correct temperature; this corresponds to impacting the calculated ignition delay by more than $5 \%$. While it is difficult to make generalizations, perturbations that increased the reaction rate involving known ignition promoters for this mechanism $(\mathrm{O}, \mathrm{OH}$, and H$)$ resulted in a significant temperature increase (hence, shorter ignition delay). Conversely, perturbations that increased the transport rates and hence hindered the buildup of radicals led to a decrease in temperature (hence, longer ignition delay). The perturbation that increased the source term for the continuity equation led to a decrease in temperature and is indicated in green in Figure 3 and will be considered in detail in the following subsection as representative of the error injections that led to silent data corruption.


Figure 4. The effect of perturbation of the continuity equation source term on solution temporal evolution using $6,4-\mathrm{RK}$ and SDC integration schemes; temporal plots were extracted at a fixed spatial location where error is injected. Notably, the SDC solution is indistinguishable from the baseline solution while the Runge-Kutta solution is silently and significantly corrupted.
3.2. Solution after injection of perturbation. Modifying the term that forms the density time derivative in the RHS evaluation, that is,

$$
\begin{equation*}
\frac{\partial \rho}{\partial t}=\frac{\partial(-\rho u)}{\partial x} \tag{26}
\end{equation*}
$$

results in a greater than $5 \%$ increase in the eventual predicted ignition delay and a significant change in the temperature at the end of the baseline ignition delay as highlighted in Figure 3 using the 6,4-RK integration method. Figure 4 shows the temporal evolution of the solution for temperature and key species for the baseline, unperturbed case, for the 6,4-RK integration and for SDC integration. The SDC integration is performed using three Gauss-Lobatto quadrature nodes and four correction sweeps. Figure 5 compares the spatial profiles at two different times: the time step after the error is injected and the time step when the baseline case reaches the ignition criterion. The perturbation grows over time after the injection (at $t=5.5 \mu \mathrm{~s}$ ). In keeping with the silent nature of the corruption, by inspection of the portion of the time history after the fault injection, it is difficult to tell that an error has occurred. Similarly, while it is obvious from looking at the spatial


Figure 5. Effect of perturbation of continuity equation source term on solution using 6,4-RK and SDC integration schemes at time of baseline case ignition. Solid lines are the $6,4-\mathrm{RK}$ solution, and dashed lines are the SDC solution for temperature (red) and $\mathrm{HO}_{2}$ mass fraction (green). The upper plot shows the difference between the computed solution and the baseline while the lower plot shows the computed solution alongside the baseline (in solid black).
profiles at later times in Figure 5 that the solution is contaminated by ringing, it is not clear how to distinguish this from under-resolved physics [5]. Conversely, the solution traces obtained when using SDC with a fixed number of iterations are indistinguishable from the baseline, unperturbed case. This is an empirical demonstration of the tendency of the SDC iterations to recover from soft errors that result in silently corrupted data when using the traditional integration algorithm.

In Figure 6, the residual as given in (4) is shown over time; the curves shown for $\left|\mathcal{R}_{k}\right|$ are the magnitude of the residual for the $k$-th correction iteration. There is one value per time step plotted obtained at the end of the time step; the lower portion of the figure is an enlargement of the upper portion. We observe that the error injection can be detected by monitoring the residual, which increases sharply when the error is injected. In this experiment the number of SDC correction iterations is held constant. While this is sufficient to damp the error injected to the point where the solution is not qualitatively deteriorated, the residual at the final iteration has


Figure 6. SDC residual response to soft perturbation for four correction sweeps given by $\mathcal{R}_{1}-\mathcal{R}_{4}$. The lower plot is a zoom in on the region of the fault injection; note that the fault is clearly evident by examining the residual.
not reached its final value prior to the error injection. It is several time steps later that the residual after the final time step reaches approximately the same magnitude as the final residual prior to the error injection. In the next subsection we will look at the response of a linear problem to shed more light on how further SDC iterations reduce the error in a contaminated solution.
3.3. Response of linear problem to perturbation. In Figures 7 and 8, a similar experiment is performed on the linear test problem

$$
\begin{equation*}
y^{\prime}(t)=y(t), \quad y(0)=1 \tag{27}
\end{equation*}
$$

over the interval $[0,1]$. Three quadrature nodes are used, and four correction sweeps, including the initial explicit Euler predictor, are performed, giving a formally fourthorder method. The baseline behavior is shown in Figure 7 for comparison to the perturbed solution in Figure 8. A perturbation to the solution is introduced by using $y^{\prime}=(1.5) y$ for the derivative evaluation during the third SDC sweep at the second quadrature node. For the unperturbed case, the solution error decreases monotonically with iteration count as seen in Figure 7. However, when the error is


Figure 7. SDC iteration behavior for the linear problem ( $y^{\prime}=A y$ ).
injected during the third sweep, we see the error jump up again to near the error in the initial predictor (Sweep 4 in Figure 8). After subsequent sweeps the error is reduced until after Sweep 7 the error in the solution is less than before the error is injected. Figure 9 demonstrates that the error damping is geometric for a wide range of perturbation magnitudes. The horizontal axis in Figure 9 corresponds to the size of the multiplicative perturbation to the derivative computation $y^{\prime}=s y$. We find that across a wide range of $s$, both larger and smaller than unity, the error is damped with a consistent ratio. Also of note in Figure 9, we look at continuing the SDC iterations beyond the number of passes necessary for convergence of the reference solution. Even for large perturbations that result in errors several orders of magnitude larger than the reference solution converged error, the converged solution remains the same. This feature of SDC - the ability to recover from such large excursions from the true solution - leads to its natural resilience.
3.4. Response to multiple errors. In this subsection we conduct an experiment to assess the potential of the SDC iterations to recover from soft errors in a more realistic scenario. We use the baseline test case described above, running the simulation until a fixed time $t_{\mathrm{ign}}$. We then extract the maximum temperature in


Figure 8. Effect of perturbation of the linear problem on SDC iteration convergence. Error is injected during Sweep 3 which results in an error larger than the initial predictor but is then damped by Sweeps 5 and 6 .
the domain as a global measure of the simulation result. We set up our fault injection framework to inject bit flips into random bits in the return values of randomly selected kernels at random times, as discussed in Section 3. Specifically, we injected one fault every 5580 calls to the error injection callback per rank; this corresponds to approximately one fault every 10 time steps using the baseline RK time-advancement algorithm without error injection. Within this window, each process (MPI rank) chooses a random location where the fault will be injected. At the start of the fault injection window, each rank initializes a counter zero and chooses a random number in the range $(0,5580)$ to be the fault call. The counter is incremented each time the error injection callback is executed, and when it equals the fault call, a random bit within the valid range of the argument pointer is flipped. The counter continues to increment with successive calls, but without error injection, until it reaches the window size when it is reset and a new fault call count is chosen for the next window. For this one-dimensional calculation five MPI ranks were used.


Figure 9. Effect of perturbation magnitude on SDC convergence rate. Reference solution $y_{\text {ref }}$ is the analytic solution with $s=1$.

When faults are injected randomly across the variable array, there is the potential that some faults will result in immediate crashes of the program as identified as the first type in Section 3.1, i.e., flipping the sign bit of major variables or changing the most significant bit in the exponent. These types of faults will cause the program to experience an unrecoverable error that is easily detectable. The test code solves a transport equation for total energy and computes temperature by using a Newton search to solve (17). Hence, a bounds check on the temperature is likely to pick up out-of-bounds issues on any of the variables that participate in (17). The code historically monitors the temperature range during the solution of (17) and terminates if it goes out of bounds. In order to allow the simulation to continue without a full restart, we cache the solution vector at the start of every outer time step and allow the simulation to restart from that point rather than terminating and restarting from a save file.

Furthermore, to deal with the final type of error (those leading to silent corruption), we modified the SDC algorithm to monitor its convergence through the reduction in the residual. We propose a strategy for mitigating soft errors - hardware-introduced faults that are stochastic and transient in nature - based on monitoring the behavior of the SDC correction through the residual to identify when a soft error has occurred and continuing iteration until the residual drops to the prescribed tolerance. In the case of nonrecoverable errors detected during the correction iterations, we restart

|  | Mean | Minimum | Maximum | Span | Variance |
| :--- | :---: | :---: | :---: | :---: | :---: |
| RK | 1737.32 | 1728.92 | 1758.82 | 29.90 | 0.95 |
| SDC | 1737.30 | 1736.70 | 1743.69 | 7.00 | 0.04 |

Table 1. Variance in temperature at the end of calculation with error injection using baseline Runge-Kutta integration and the SDC approach of the same order. The result from both methods without error injection is 1737.25 .
the time step. For each correction iteration (after the first) we compute

$$
\begin{align*}
\mathcal{R}_{1} & =\frac{\max \left|\vec{R}_{n}\right|}{\max \left|\vec{R}_{1}\right|},  \tag{28}\\
\mathcal{R}_{n-1} & =\frac{\max \left|\vec{R}_{n}\right|}{\max \left|\vec{R}_{n-1}\right|} \tag{29}
\end{align*}
$$

and continue the correction sweeps until $\mathcal{R}_{1}<10^{-5}$ and $\mathcal{R}_{n-1}>0.9$, that is, until the residual is small compared to the residual from the first correction pass and is also not changing significantly between successive correction passes. The tolerance values for $\mathcal{R}_{1}$ and $\mathcal{R}_{n-1}$ were chosen to be consistent with the ratios found in the baseline case without fault injection at the end of the SDC iterations. The maximum number of correction passes is limited to eight, after which the time step is accepted. In practice, only a few time steps encountered this limit.

We conducted 1500 independent runs using both the baseline RK time integration and the proposed SDC method; the distribution of the temperature at the end of the calculation is shown in Figure 10 and Table 1. The data in the table demonstrates that the temperature values using SDC are significantly more clustered near the reference value than those computed using RK. There are some occurrences where the error introduced is sufficiently large that maximum SDC iteration limit is reached before without fully damping the error, which accounts for the nonzero variance in the sample of the SDC solutions. Despite this, the width of the distribution is far narrower than the corresponding baseline distribution. In a production environment, two alternatives to narrow the distribution further are available: more SDC iterations could be allowed, or the time step could be restarted if the iteration limit is reached. For this test, the rate of error injection is significantly magnified from realistic error rates, so either option is likely acceptable with minimal computational cost under realistic error rates for a target platform. This is meant to be illustrative: given the uncertainty in the error rates for future architectures, we demonstrate that the simulation can make progress and the effect of those errors are mitigated, but it is difficult to assess computational cost without knowing what the error rates are. This is left for future work as more realistic predictions and measurements of soft error rates on extreme-scale architectures become available. Satisfyingly, the resilient


Figure 10. Distribution of temperature at end of calculation with error injection using baseline Runge-Kutta integration and SDC approach of same the order.
form of SDC does not add extra cost beyond a general formulation when there are no hardware faults. In the presence of extreme error rates, the algorithm still makes progress, with the vast majority of runs resulting in no silent data corruption and a clear path to including the remaining outliers available.

## 4. Conclusion

Natural extensions to a generic SDC algorithm have been proposed that are demonstrated to provide improved algorithmic resilience. It is shown that, in the face of a single transient error, continued SDC iterations beyond those normally required provide a viable approach to error recovery. In the case of elevated rates of stochastic errors, the algorithm can still make progress. In addition, although it is not explored here, the method provides a mechanism for detecting stuck bit errors that could potentially be used to trigger restarting the affected time step using different memory for the work arrays. When no errors are introduced, the suggested formulation reverts to a generic SDC algorithm, so there is no significant cost penalty for the modifications. The formulation is predicated on the ability to protect the integrity of the solution state between successive time steps as well as the program control flow. However, the work arrays used by the application code during a time step that typically comprise the majority of the memory usage can be exposed to significant error rates. This provides an opportunity for savings, where the need
for error correction is potentially reduced without resorting to measures such as redundant calculation that increase computational cost irrespective of the actual error rate realized. As such, the method is a way for application developers to design for potential increased soft error rates on future hardware without the penalty of degraded performance on less error-prone architectures.
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# A FOURTH-ORDER CARTESIAN GRID EMBEDDED BOUNDARY METHOD FOR POISSON'S EQUATION 

Dharshi Devendran, Daniel T. Graves, Hans Johansen and Terry Ligocki

In this paper, we present a fourth-order algorithm to solve Poisson's equation in two and three dimensions. We use a Cartesian grid, embedded boundary method to resolve complex boundaries. We use a weighted least squares algorithm to solve for our stencils. We use convergence tests to demonstrate accuracy and we show the eigenvalues of the operator to demonstrate stability. We compare accuracy and performance with an established second-order algorithm. We also discuss in depth strategies for retaining higher-order accuracy in the presence of nonsmooth geometries.

## 1. Introduction

There are many numerical approaches to solve Poisson's equation in complex geometries. Green function approaches $[26 ; 16 ; 8]$, such as the fast multipole method, are fast and near-optimal in complexity, but they are not conservative. Also, they cannot be easily extended to variable and tensor coefficient Poisson operators, which are important in the earth sciences and multimaterial problems.

Another popular approach is to use the finite element method, which has a number of advantages. These advantages include negative-definite discrete operators, higherorder accuracy, and ease of extension to variable coefficients. The conditioning and accuracy of the discrete finite element operator can be strongly mesh-dependent, however [6]. Unfortunately, generating meshes with higher-order conforming elements for complex three-dimensional domains is still an expensive, globally coupled computation, and an open area of research [30].

This motivates the need for simpler grid generation. Cut cells are a simple way of addressing this. In a cut cell (or embedded boundary) method, the discrete domain is the intersection of the complex geometry with a regular Cartesian grid. Such

[^2]intersections are local, and can be calculated very efficiently in parallel, enabling fast computation of solution-dependent moving boundaries [ $1 ; 33 ; 27$ ]. Cut cells have been used successfully to solve Poisson's equation in finite volume [19; 32] and finite difference [14;24] discretizations.

For many problems, such as heat and mass transfer, discrete conservation is important. Finite volume methods are discretely conservative by construction because they are in discrete flux-divergence form [22]. Previous finite volume methods for Poisson's equation are first order in truncation error near the embedded boundary and second order in solution error [19;32]. Our finite volume discretization of Poisson's equation is third order in truncation error and fourth order in solution error. The discretization is in flux-divergence form and therefore strongly conservative.

The second-order, finite volume, strongly conservative Schwartz et al. algorithm [32] has been used in many larger applications, including incompressible NavierStokes with moving boundaries [27], compressible Navier-Stokes [15] and a DNAtransport application [37]. We compare our algorithm to the Schwartz et al. algorithm by comparing both eigenvalue spectrums and the number of degrees of freedom that are required to achieve a given degree of accuracy.

Realistic boundaries can have discontinuities in their derivatives. For example, it is common to make a geometric description out of the intersection of several simpler geometries. We show that these discontinuities can have profound effects upon accuracy. We provide a strategy for maintaining higher-order accuracy in the presence of geometric discontinuities using geometric regularization with a smoothing length which can be controlled. We show that the rate at which this smoothing length converges with grid refinement matters greatly.

## 2. Algorithm

The algorithm is described in several steps. First, we introduce the embedded boundary finite volume discretization for Poisson's equation. Then we obtain a Taylor-series-based interpolant of the solution and operator that is compatible with cell- and face-averaged quantities, and achieves the desired order of accuracy. Lastly, we introduce a weighted least-squares approach that uses nearest neighbor values to stably interpolate the quantities needed by the finite volume operator.
2.1. Finite volume discretization. Given a charge density $\rho$, Poisson's equation for the potential $\phi$ can be written as

$$
\begin{equation*}
\nabla \cdot(\nabla \phi)=\rho . \tag{1}
\end{equation*}
$$

Integrating this over a control volume $V$ and applying the divergence theorem yields

$$
\begin{equation*}
\int_{\partial V} \nabla \phi \cdot \hat{\boldsymbol{n}} d A=\int_{V} \rho d V \tag{2}
\end{equation*}
$$



Figure 1. Illustration of cut cell notation. The shaded region is outside the solution domain. The volume $V_{i}=V_{(i, j)}$ is connected to other volumes via the faces aligned with the coordinate planes. The EB face is formed by the intersection of the embedded boundary and the cell.
where $\hat{\boldsymbol{n}}$ is the outward-facing unit normal to the surface.
Our volumes are rectangular control volumes on a Cartesian mesh, cut by an embedded boundary. Formally, the underlying description of space is given by

$$
\Upsilon_{\boldsymbol{i}}=\left[\left(\boldsymbol{i}-\frac{1}{2} \boldsymbol{u}\right) h,\left(\boldsymbol{i}+\frac{1}{2} \boldsymbol{u}\right) h\right], \quad \boldsymbol{i} \in \mathbb{Z}^{\mathcal{D}},
$$

where $\mathcal{D}$ is the dimensionality of the problem, $h$ is the mesh spacing, and $\boldsymbol{u}$ is the vector whose entries are all one. Note we use bold font $\boldsymbol{u}=\left(u_{1}, \ldots, u_{d}, \ldots, u_{\mathcal{D}}\right)$ to indicate a vector quantity. Given an irregular domain $\Omega$, we obtain control volumes $V_{i}=\Upsilon_{i} \cap \Omega$ and faces $A_{i \pm \frac{1}{2} e_{d}}$, which are the intersection of the boundary of $\partial V_{i}$ with the coordinate planes $\left\{\boldsymbol{x}: x_{d}=\left(i_{d} \pm \frac{1}{2}\right) h\right\} \quad\left(\boldsymbol{e}_{d}\right.$ is the unit vector in the $d$ direction). We also define $A_{\mathrm{B}, i}$ to be the intersection of the boundary of the irregular domain with the Cartesian control volume: $A_{\mathrm{B}, i}=\partial \Omega \bigcap \Upsilon_{i}$. Figure 1 illustrates a volume cut by an embedded boundary.

We define a flux function to be the gradient of the potential $(\boldsymbol{F} \equiv \nabla \phi)$. Given a volume $V_{i}$ we can rewrite the integral form of Poisson's equation (2) as a sum of integrals over each face in the volume,

We use the following notation to denote the averages of $\phi$ over a computational volume:

$$
\begin{equation*}
\langle\phi\rangle_{i}=\frac{1}{\left|V_{i}\right|} \int_{V_{i}} \phi d V \tag{4}
\end{equation*}
$$

The average flux over a coordinate face is defined as

$$
\left\langle F_{d}\right\rangle_{i \pm \frac{1}{2} e_{d}}=\frac{1}{\left|A_{i \pm \frac{1}{2} e_{d}}\right|} \int_{A_{i \pm \frac{1}{2} e_{d}}} F_{d} d A
$$

and the average flux at the irregular face is given by

$$
\left\langle F_{d} \hat{\boldsymbol{n}}_{d}\right\rangle_{\mathrm{B}, i}=\frac{1}{\left|A_{\mathrm{B}, i}\right|} \int_{A_{\mathrm{B}, i}} F_{d} \hat{\boldsymbol{n}}_{d} d A .
$$

To create a conservative divergence operator, we discretize our divergence operator as a sum of average fluxes. We define the volume fraction $\kappa$ to be the fraction of the volume of the cell inside the solution domain, so that

$$
\begin{equation*}
\kappa=h^{-\mathcal{D}}\left|V_{i}\right| . \tag{5}
\end{equation*}
$$

Given a flux function $\boldsymbol{F}$, the $\kappa$-weighted divergence of the flux is defined to be the volume average of the divergence multiplied by $\kappa$ :

$$
\begin{align*}
\kappa L(\phi)_{i} & =\kappa\langle\nabla \cdot \boldsymbol{F}\rangle_{i} \\
& =\frac{1}{h^{\mathcal{D}}} \int_{V_{i}} \nabla \cdot \boldsymbol{F} d V \\
& =\frac{1}{h^{\mathcal{D}}} \sum_{d=1}^{\mathcal{D}}\left(\left|A_{i+\frac{1}{2} e_{d}}\right|\left\langle F_{d}\right\rangle_{i+\frac{1}{2} e_{d}}-\left|A_{i-\frac{1}{2} e_{d}}\right|\left\langle F_{d}\right\rangle_{\boldsymbol{i}-\frac{1}{2} e_{d}}+\left|A_{\mathrm{B}, i}\right|\left\langle F_{d} \hat{\boldsymbol{n}}_{d}\right\rangle_{\mathrm{B}, i}\right) . \tag{6}
\end{align*}
$$

We weigh the conservative divergence this way to avoid small- $\kappa$ numerical instabilities. Implicit algorithms for Poisson's equation (1) solve the discrete system

$$
\begin{equation*}
\kappa\langle\nabla \cdot \nabla \phi\rangle_{i}=\kappa\langle\rho\rangle_{i} \tag{7}
\end{equation*}
$$

for $\phi[19 ; 32]$, which avoids very large negative eigenvalues from terms with $\kappa^{-1}$. Up to this point, no approximations have been made.

The accuracy of the method is dependent only upon the accuracy of the discretization of the average fluxes. Previous conservative algorithms for embedded boundaries compute fluxes that are second order $[29 ; 27 ; 32 ; 13 ; 15 ; 28 ; 11]$. In those algorithms, the face-averages of $\nabla \phi$ are approximated to second order by pointwise values at the centroids of faces. These fluxes are constructed by pointwise differencing those cell-centered values of $\phi$.
2.2. Taylor series expansions for average quantities. In our discretization, we use the cell-averages of $\phi$ directly in the local polynomial expansion of $\phi$ that matches the boundary conditions to some order of accuracy. We use this polynomial expansion to construct a more accurate approximation to the face-averaged flux.

Throughout this paper, we use the following compact "multi-index" notation:

$$
(\boldsymbol{x}-\overline{\boldsymbol{x}})^{\boldsymbol{p}}=\prod_{d=1}^{\mathcal{D}}\left(x_{d}-\bar{x}_{d}\right)^{p_{d}}, \quad \boldsymbol{p}!=\prod_{d=1}^{\mathcal{D}} p_{d}!
$$

Given a point in space $\overline{\boldsymbol{x}}$, and a $\mathcal{D}$-dimensional integer vector $\boldsymbol{p}$, we define $m_{\boldsymbol{i}}^{\boldsymbol{p}}(\overline{\boldsymbol{x}})$ to be the $\boldsymbol{p}$-th moment of the volume $V_{i}$ relative to the point $\overline{\boldsymbol{x}}$ :

$$
\begin{equation*}
m_{i}^{p}(\overline{\boldsymbol{x}})=\int_{V_{i}}(\boldsymbol{x}-\overline{\boldsymbol{x}})^{p} d V \tag{8}
\end{equation*}
$$

The volume of the cut cell $V_{i}$ is $\left|V_{i}\right|=m_{i}^{z}$, where $z$ is the zero vector. We define the face moments $m_{i \pm \frac{1}{2} \boldsymbol{e}_{d}}^{p}(\overline{\boldsymbol{x}})$ to be the $\boldsymbol{p}$-th moments (relative to the point $\overline{\boldsymbol{x}}$ ) of the faces $A_{i \pm \frac{1}{2} e_{d}}$ :

$$
\begin{equation*}
m_{i \pm \frac{1}{2} e_{d}}^{p}(\overline{\boldsymbol{x}})=\int_{A_{i \pm \frac{1}{2} e_{d}}}(\boldsymbol{x}-\overline{\boldsymbol{x}})^{p} d A \tag{9}
\end{equation*}
$$

We define two moments corresponding to the embedded boundary face $A_{\mathrm{B}, i}$,

$$
\begin{equation*}
m_{\mathrm{B}, i}^{p}(\overline{\boldsymbol{x}})=\int_{A_{\mathrm{B}, i}}(\boldsymbol{x}-\overline{\boldsymbol{x}})^{p} d A \tag{10}
\end{equation*}
$$

and

$$
\begin{equation*}
m_{\mathrm{B}, i, d}^{\boldsymbol{p}}(\overline{\boldsymbol{x}})=\int_{A_{\mathrm{B}, i}}(\boldsymbol{x}-\overline{\boldsymbol{x}})^{p} \hat{\boldsymbol{n}}_{d}(\boldsymbol{x}) d A \tag{11}
\end{equation*}
$$

where $\hat{\boldsymbol{n}}_{d}$ is the $d$-th component of the outward-facing unit normal to the EB face.
For some integer $Q$, suppose we want an $O\left(h^{Q}\right)$ approximation to the flux $\boldsymbol{F}=\nabla \phi$. Given a sufficiently smooth function $\phi$, we can approximate $\phi$ in the neighborhood of $\overline{\boldsymbol{x}}$ using a multidimensional Taylor expansion:

$$
\begin{equation*}
\phi(\boldsymbol{x})=\sum_{|\boldsymbol{q}|<=Q} \frac{1}{\boldsymbol{q}!} \phi^{(\boldsymbol{q})}(\overline{\boldsymbol{x}})(\boldsymbol{x}-\overline{\boldsymbol{x}})^{q}+O\left(h^{Q+1}\right) \tag{12}
\end{equation*}
$$

where we use the multi-index partial derivative notation

$$
\begin{equation*}
\phi^{(\boldsymbol{q})}=\partial^{\boldsymbol{q}} \phi=\frac{\partial^{q_{1}}}{\partial x_{1}^{q_{1}}} \cdots \frac{\partial^{q_{\mathcal{D}}}}{\partial x_{\mathcal{D}}^{q_{\mathcal{D}}}} \phi \tag{13}
\end{equation*}
$$

If we put the expansion (12) into one of the integrals in (3) over a coordinate-aligned face and set $c_{q}=\frac{1}{q!} \phi^{(\boldsymbol{q})}(\overline{\boldsymbol{x}})$, we get

$$
\begin{align*}
\int_{A_{i \pm \frac{1}{2} e_{d}}} \frac{\partial \phi}{\partial x_{d}} d A & =\sum_{|\boldsymbol{q}|<=Q} q_{d} c_{\boldsymbol{q}} \int_{A_{i \pm \frac{1}{2} e_{d}}}(\boldsymbol{x}-\overline{\boldsymbol{x}})^{\boldsymbol{q}-\boldsymbol{e}_{d}} d A+O\left(h^{Q}\right)  \tag{14}\\
& =\sum_{|\boldsymbol{q}|<=Q} q_{d} c_{\boldsymbol{q}} m_{\boldsymbol{i} \pm \frac{1}{2} \boldsymbol{e}_{d}}^{\boldsymbol{q}-\boldsymbol{e}_{d}}(\overline{\boldsymbol{x}})+O\left(h^{Q}\right) \tag{15}
\end{align*}
$$

The flux equation at the irregular boundary becomes

$$
\begin{align*}
\int_{A_{\mathrm{B}, i}} \frac{\partial \phi}{\partial x_{d}} \hat{\boldsymbol{n}}_{d} d A & =\sum_{|\boldsymbol{q}|<=Q} q_{d} c_{\boldsymbol{q}} \int_{A_{\mathrm{B}, i}}(\boldsymbol{x}-\overline{\boldsymbol{x}})^{\boldsymbol{q}-\boldsymbol{e}_{d}} \hat{\boldsymbol{n}}_{d} d A+O\left(h^{Q}\right)  \tag{16}\\
& =\sum_{|\boldsymbol{q}|<=Q} q_{d} c_{\boldsymbol{q}} m_{\mathrm{B}, \boldsymbol{i}, d}^{\boldsymbol{q}-\boldsymbol{e}_{d}}(\overline{\boldsymbol{x}})+O\left(h^{Q}\right) \tag{17}
\end{align*}
$$

All the moments can be generated to any order as shown in Schwartz, et al. [33]. Therefore, generating an $O\left(h^{Q}\right)$ algorithm for Poisson's equation reduces to finding the coefficients $c_{q}$.
2.3. Weighted least-squares interpolants. We define $\mathcal{N}_{i+\frac{1}{2} e_{d}}$ to be the set of volumes in the neighborhood of face $\boldsymbol{i}+\frac{1}{2} \boldsymbol{e}_{d}$. Our neighborhood algorithm is described in Section 2.3.3. We put the expansion (12) into (4) for every volume $V_{j} \in \mathcal{N}_{i+\frac{1}{2} e_{d}}$ :

$$
\begin{align*}
\langle\phi\rangle_{j} & =\frac{1}{\left|V_{\boldsymbol{j}}\right|} \sum_{|\boldsymbol{q}|<=Q} c_{\boldsymbol{q}} \int_{V_{\boldsymbol{j}}}\left(\boldsymbol{x}-\overline{\boldsymbol{x}}_{\boldsymbol{i}+\frac{1}{2} \boldsymbol{e}_{d}}\right)^{q} d V  \tag{18}\\
& =\frac{1}{\left|V_{\boldsymbol{j}}\right|} \sum_{|\boldsymbol{q}|<=Q} c_{\boldsymbol{q}} m_{\boldsymbol{j}}^{\boldsymbol{q}}\left(\overline{\boldsymbol{x}}_{\boldsymbol{i}+\frac{1}{2} \boldsymbol{e}_{d}}\right) \tag{19}
\end{align*}
$$

where $\overline{\boldsymbol{x}}_{\boldsymbol{i}+\frac{1}{2} \boldsymbol{e}_{d}}=h\left(\boldsymbol{i}+\frac{1}{2} \boldsymbol{e}_{d}\right)$ is the center of the target face. This forms a system of equations for the coefficients $c_{q}$.

Define $C$ to be a column vector composed of the Taylor coefficients $c_{q}$. In $C$, the powers of $\boldsymbol{q}$ are listed in lexicographical order. For example, in two dimensions, for $Q=2$,

$$
C=\left[\begin{array}{l}
c^{(0,0)}  \tag{20}\\
c^{(1,0)} \\
c^{(2,0)} \\
c^{(0,1)} \\
c^{(1,1)} \\
c^{(0,2)}
\end{array}\right] .
$$

Define $\Phi$ to be the column vector of all $\langle\phi\rangle_{j}$ such that $V_{j} \in \mathcal{N}_{i+\frac{1}{2} e_{d}}$. Define $M$ to be the matrix of the volume moments of the neighbors normalized by their
volumes. Each row of $M$ corresponds to a particular neighbor. In particular, suppose $\mathcal{N}_{i+\frac{1}{2} e_{d}}=\left\{V_{j_{1}}, \ldots, V_{j_{N}}\right\}$. Then the $l$-th row of $M$ are the moments for neighbor $V_{j_{l}}$. Each column of $M$ corresponds to a particular power $\boldsymbol{q}$. Because the volume of $V_{\boldsymbol{j}}$ is $m_{j}^{z}$, the first column consists of ones.

For example, in two dimensions, with $Q=2$, the moment matrix $M$ takes the form

$$
M=\left[\begin{array}{cccccc}
1 & \frac{m_{j_{1}}^{(1,0)}}{m_{j_{1}}^{(0,0)}} & \frac{m_{j_{1}}^{(2,0)}}{m_{j_{1}}^{(0,0)}} & \frac{m_{j_{1}}^{(0,1)}}{m_{j_{1}}^{(0,0)}} & \frac{m_{j_{1}}^{(1,1)}}{m_{\left.j_{1}\right)}^{(0,0)}} & \frac{m_{j_{1}}^{(0,2)}}{m_{j_{1}}^{(0,0)}}  \tag{21}\\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
1 & \frac{m_{j_{N}}^{(1,0)}}{m_{j_{N}}^{(0,0)}} & \frac{m_{j_{N}}^{(2,0)}}{m_{j_{N}}^{(0,0)}} & \frac{m_{j_{N}}^{(0,1)}}{m_{j_{N}}^{(0,0)}} & \frac{m_{j_{N}}^{(1,1)}}{m_{j_{N}}^{(0,0)}} & \frac{m_{j_{N}}^{(0,2)}}{m_{j_{N}}^{(0,0)}}
\end{array}\right] .
$$

Extending both $C$ and $M$ to $Q=4$ simply requires adding the extra moments in Pascal's triangle in lexicographical order. All moments in the system of equations are centered around the target face at $\overline{\boldsymbol{x}}_{\boldsymbol{i}+\frac{1}{2} \boldsymbol{e}_{d}}=h\left(\boldsymbol{i}+\frac{1}{2} \boldsymbol{e}_{d}\right)$. The system of equations formed by (19) over the neighborhood $\mathcal{N}_{i+\frac{1}{2} \boldsymbol{e}_{d}}$ takes the form

$$
\begin{equation*}
\Phi=M C \tag{22}
\end{equation*}
$$

Say there are $P$ coefficients we need and $N$ neighbors in $\mathcal{N}_{i+\frac{1}{2} \boldsymbol{e}_{d}}$. If $N>P$, we have an over-determined system that we can solve by weighted least squares. We define a weighting matrix $W$ and use it to multiply both sides of our system

$$
W \Phi=W M C .
$$

The choice of weighting matrix is discussed in Section 2.3.2. Taking the MoorePenrose pseudoinverse, we solve for the Taylor coefficients

$$
C=(W M)^{\dagger} W \Phi,
$$

and use these coefficients to compute the flux at the face. Recall from (15) that we need to shift and transform the coefficients to compute the average gradient at the face. Define $G$ to be the row vector $G=\left[\cdots q_{d} m_{i+\frac{1}{2} e_{d}}^{q-\boldsymbol{e}^{d}} \cdots\right]$, where $|\boldsymbol{q}|<=Q$. Then, (15) becomes

$$
\left|A_{i+\frac{1}{2} e_{d}}\right|\left\langle F_{d}\right\rangle_{i+\frac{1}{2} e_{d}}=G C .
$$

We express this flux calculation as a stencil. Because these are all linear operators, we know we can express the flux as a column vector $S_{i+\frac{1}{2} e_{d}}$ acting on the solution, $\left|A_{i+\frac{1}{2} e_{d}}\right|\left\langle F_{d}\right\rangle_{i+\frac{1}{2} e_{d}}=S_{i+\frac{1}{2} e_{d}}^{T} \Phi$, where

$$
\begin{equation*}
S_{i+\frac{1}{2} e_{d}}=G(W M)^{\dagger} W \tag{23}
\end{equation*}
$$

At every face in the domain, we solve for the stencil $S_{i+\frac{1}{2} e_{d}}$. For faces near the domain boundaries and the embedded boundary we add boundary equations to the
system (22). This is discussed in Section 2.3.1. We solve for our stencils using the singular value decomposition framework from LAPACK [5].

Putting the flux stencils from (23) into (6), we get the stencil for our operator $\kappa L$ :

$$
\begin{equation*}
\kappa L_{i}=\frac{1}{h^{\mathcal{D}}}\left(\sum_{d=1}^{\mathcal{D}}\left(S_{i+\frac{1}{2} e_{d}}-S_{i-\frac{1}{2} e_{d}}\right)+S_{i}^{\mathrm{EB}}\right) \tag{24}
\end{equation*}
$$

where $S_{i}^{\mathrm{EB}}$, the stencil for the embedded boundary flux, is discussed in Section 2.3.1.
2.3.1. Boundary conditions. Boundary conditions for this algorithm are used in two ways. First, we need to calculate the fluxes at the boundary to complete our finite volume discretization (see (24) ). Second, including the boundary conditions in the interpolant (22) provides additional rows in the matrix that can compensate for ill-conditioned rows from small cells.

To calculate boundary fluxes, we need different procedures for different types of boundary conditions. For Neumann boundary conditions, the flux is the specified boundary condition. For Dirichlet boundary conditions, on the other hand, we need to compute a stencil to calculate the flux. For Dirichlet domain boundary faces, we solve for the flux stencil as we would for any other face. For Dirichlet boundary conditions on embedded boundary faces, we follow the same procedure except that we use the polynomial expansion from (17), where the derivatives of the normal to the boundary are included.

We add equations that contain boundary condition information to the system (19) used to compute polynomial coefficients. This is done for two reasons: first, it increases the rank of the interpolation matrix if there are small cells. Second, in combination with the weighting matrix described in Section 2.3.2, it "smoothly" incorporates boundary conditions into interior cells that are near the embedded boundary, so the interpolants at nearby faces are more consistent with each other. We have found that this greatly improves the spectrum of the resulting operator.

Specifically, suppose a volume $V_{j}$ in the neighbor set $\mathcal{N}_{i+\frac{1}{2} e_{d}}$ contains a domain face $\boldsymbol{j}+\frac{1}{2} \boldsymbol{e}_{d}$ which has a Dirichlet boundary condition $\langle\phi\rangle_{\boldsymbol{j}+\frac{1}{2} \boldsymbol{e}_{d}}=\phi_{\mathrm{DB}}$. We add the equation

$$
\begin{align*}
\phi_{\mathrm{DB}} & =\frac{1}{\left|A_{\boldsymbol{j}+\frac{1}{2} e_{d}}\right|} \int_{A_{j+\frac{1}{2} e_{d}}} \phi d A  \tag{25}\\
& =\frac{1}{\left|A_{\boldsymbol{j}+\frac{1}{2} e_{d}}\right|} \sum_{|\boldsymbol{q}|<=Q} c_{\boldsymbol{q}} \int_{A_{j+\frac{1}{2} e_{d}}}\left(\boldsymbol{x}-\overline{\boldsymbol{x}}_{\boldsymbol{i}+\frac{1}{2} e_{d}}\right)^{q} d A  \tag{26}\\
& =\frac{1}{\left|A_{\boldsymbol{j}+\frac{1}{2} e_{d}}\right|} \sum_{|\boldsymbol{q}|<=Q} c_{\boldsymbol{q}} m_{\boldsymbol{i}+\frac{1}{2} \boldsymbol{e}_{d}}^{\boldsymbol{q}}\left(\overline{\boldsymbol{x}}_{\boldsymbol{i}+\frac{1}{2} \boldsymbol{e}_{d}}\right) \tag{27}
\end{align*}
$$

to the system (19). If $V_{j}$ contains an embedded boundary face with a Dirichlet boundary condition $\langle\phi\rangle_{i}^{\mathrm{EB}}=\phi_{\mathrm{EB}}$ we add the appropriate form of (17):

$$
\begin{align*}
\phi_{\mathrm{EB}} & =\frac{1}{\left|A_{\mathrm{B}_{i}}\right|} \sum_{|\boldsymbol{q}|<=Q} c_{\boldsymbol{q}} \int_{{A_{\mathrm{B}_{i}}}(\boldsymbol{x}-\overline{\boldsymbol{x}})^{q} n_{d} d A}  \tag{28}\\
& =\frac{1}{\left|A_{\mathrm{B}_{i}}\right|} \sum_{|\boldsymbol{q}|<=Q} c_{\boldsymbol{q}} m_{\mathrm{B}_{i}, d}^{\boldsymbol{q}}(\overline{\boldsymbol{x}}) \tag{29}
\end{align*}
$$

to our equation set (19). The extension of this process to Neumann boundary conditions is straightforward.
2.3.2. Weighting matrix. Using weighted least squares adds a great deal of flexibility to the least-squares system solver, in that we do not need to carefully choose neighbor sets that are both optimally minimal, and produce a well-conditioned interpolation. As the simplest choice, we use a diagonal weighting matrix $W$ in (23), which amounts to assigning relative importance to the various equations in the system: larger weights mean that equation will more heavily influence the solution to the system [35]. If the volume being weighted is $\boldsymbol{j}$ and the target face is $\boldsymbol{i}+\frac{1}{2} \boldsymbol{e}_{d}$, the weight value $W_{j, i+\frac{1}{2} e_{d}}$ is chosen to be

$$
W_{j, i+\frac{1}{2} e_{d}}=\left(D_{j, i+\frac{1}{2} e_{d}}\right)^{-5},
$$

where $D_{j, i+\frac{1}{2} \boldsymbol{e}_{d}}$ is the Euclidean distance between the volume center and the target face center. We have found that the choice of weighting function strongly influences the locality of the resulting stencil, and thus the eigenvalues and stability of the resulting operator. Using this weighting, we find that our stencil values in the interior appear to be a perturbation off of a standard second-order stencil, while operator eigenvalues are stable despite small or missing neighboring cells near the embedded boundary.

To understand the effect of the weighting matrix power, we can apply discrete Fourier analysis [23] to the Poisson problem in a one-dimensional periodic domain. For an eigenmode $\phi=e^{i \beta x}$, the exact differential operator is $\partial_{x x} \phi=\lambda \phi$, where $\lambda=-\beta^{2}$. Our discrete operator based on (23) can be written as:

$$
\begin{equation*}
L \Phi=\frac{1}{h}\left(S_{i+\frac{1}{2} e_{d}}-S_{i-\frac{1}{2} e_{d}}\right) \Phi, \quad L \Phi \equiv \sum_{i=-N / 2}^{N / 2} s_{i} \phi_{i} \tag{30}
\end{equation*}
$$

From this it is straightforward to calculate the eigenvalues $\lambda_{L}$ of our discrete operator, which we have plotted in Figure 2 for $N=14$. Note that the weight power $p$ in $W=D^{p}$ has a dramatic effect for $p \geq-4$, and relatively little effect for $p<-4$. We believe this is because the entries of Vandermonde-like matrix $M$ in (22), which increase like $O\left(D^{4}\right)$, can be counteracted with $W=D^{-5}$ or greater. This allows us


Figure 2. Discrete Fourier analysis of the effect of the weighting matrix power in one dimension, plotting wave number $\beta \in[0, \pi)$ versus operator eigenvalue $\lambda$ for mode $\phi=e^{i \beta x}$. The dotted line is the exact differential operator, $\lambda=-\beta^{2}$. The solid lines represent the discrete operator (30) with $N=14$ points in the stencil, and different weight powers $p$, for $W=D^{p}$.


Figure 3. Neighbors of faces cut by the embedded boundary. Geometric constraints can greatly alter the number of neighbors available within a given radius.
to not be concerned with how many neighbors are in our stencil, and maintains the desired accuracy and stability properties of the differential operator. This analysis can be extended to two or more dimensions, and for other operators, which will be the focus of a future paper.
2.3.3. Neighborhood algorithm. We define the neighborhood of the face to be the set of valid cells within a discrete radius $R=3$ cells of either cell of the face:

$$
\begin{equation*}
\mathcal{N}_{i+\frac{1}{2} e_{d}}=\left\{\boldsymbol{j}: i_{d}-j_{d}<R \text { or } j_{d}-\left(i_{d}+1\right)<R \text { for any } 1 \leq d \leq \mathcal{D}\right\} \tag{31}
\end{equation*}
$$

We use this many cells because we need enough cells in the system (22) so that the system will be over-determined even in the case where the embedded boundary cuts out half of the cells in the neighborhood. Figure 3 illustrates how the number of neighbor volumes can vary due to geometric constraints. We detect if there are not enough cells for any given face and, for that face, we use a larger $R$.
2.4. Multigrid algorithm. Once our stencils are calculated, we use the Chombo infrastructure $[9 ; 10]$, which uses the Martin and Cartwright multigrid algorithm [25], to solve the system. The bottom solver for our multigrid algorithm is the PETSc algebraic multigrid solver [4; 2;3]. For eigenvalue calculations, we use the SLEPc infrastructure [18; 17; 7]. For details of our adaptive multigrid algorithm, see Devendran et al. [12].

## 3. Convergence tests

To validate our algorithm, we present convergence tests to show that our algorithm is converging at expected rates. We test both truncation error $T$ and solution error $\epsilon$. We evaluate convergence using the $L_{1}, L_{2}$, and $L_{\infty}$ norms. Given an error field $E^{h}$, whose resolution is $h$, defined on volumes $V_{i}$ in $\Omega$, and a norm operator $\|\cdot\|$, the rate of convergence $\varpi$ is defined as

$$
\varpi=\log _{2}\left(\frac{\left\|E^{2 h}\right\|}{\left\|E^{h}\right\|}\right)
$$

Given a computational domain $\Omega$, we define the $L_{\infty}$ norm of a field to be the maximum value of that field while the $L_{1}$ and $L_{2}$ norms are integral norms. These take the form

$$
\begin{aligned}
\|E\|_{\infty} & =\max _{i \in \Omega}\left|E_{i}\right| \\
\|E\|_{1} & =\frac{1}{\left|V_{\Omega}\right|} \int_{\Omega}\left|E_{i}\right| d V=\frac{1}{\left|V_{\Omega}\right|} \sum_{i \in \Omega}\left|E_{i}\right|\left|V_{i}\right| \\
\|E\|_{2} & =\left(\frac{1}{\left|V_{\Omega}\right|} \int_{\Omega}\left|E_{i}\right|^{2} d V\right)^{\frac{1}{2}}=\left(\frac{1}{\left|V_{\Omega}\right|} \sum_{i \in \Omega}\left|E_{i}\right|^{2}\left|V_{i}\right|\right)^{\frac{1}{2}}
\end{aligned}
$$

where $\left|V_{\Omega}\right|$ is the volume of the whole domain.
Given a smooth input potential $\phi^{e}$, we compute the truncation error $T$ by comparing the discrete operator $L$ with the exact average Poisson operator $L^{e}$ :

$$
\begin{equation*}
T=\kappa\left(L\left(\phi^{e}\right)-L^{e}\left(\phi^{e}\right)\right), \tag{32}
\end{equation*}
$$

where $\kappa L(\phi)$ is given in (6) and

$$
\begin{equation*}
L^{e}\left(\phi^{e}\right)_{i}=\int_{i} \nabla \cdot\left(\nabla \phi^{e}\right) d V \tag{33}
\end{equation*}
$$

We weight the operator this way because the volume fraction $\kappa$ can be arbitrarily small and because this is the form of the operator that is used in the solution process (see (7)). The solution error $\epsilon$ is given by comparing the computed solution $\phi$ to

| $\mathcal{D}$ | norm | $\left\\|\epsilon^{2 h}\right\\|$ | $\varpi$ | $\left\\|\epsilon^{h}\right\\|$ |
| :---: | :---: | :---: | :---: | :---: |
| 2 | $L_{\infty}$ | $1.290 \cdot 10^{-4}$ | 2.60 | $2.130 \cdot 10^{-5}$ |
| 2 | $L_{1}$ | $5.336 \cdot 10^{-6}$ | 3.99 | $3.358 \cdot 10^{-7}$ |
| 2 | $L_{2}$ | $1.200 \cdot 10^{-5}$ | 3.55 | $1.022 \cdot 10^{-6}$ |
| 3 | $L_{\infty}$ | $9.222 \cdot 10^{-4}$ | 3.86 | $6.334 \cdot 10^{-5}$ |
| 3 | $L_{1}$ | $1.071 \cdot 10^{-5}$ | 4.00 | $6.687 \cdot 10^{-7}$ |
| 3 | $L_{2}$ | $2.507 \cdot 10^{-5}$ | 3.66 | $1.984 \cdot 10^{-6}$ |

Table 1. Truncation error convergence rates with Dirichlet boundary conditions on the embedded boundary and Neumann boundary conditions on the domain. The geometry is the exterior of the ellipse shown in Figure 6, and $h=1 / 128$.
the exact solution $\phi^{e}$ :

$$
\begin{equation*}
\epsilon=\phi-\phi^{e} \tag{34}
\end{equation*}
$$

We expect the truncation error to be larger at the embedded boundary since the operator is formally third order in the cut cells. Potential theory tells us that these truncation errors at the boundary should be smoothed out in solution error. We therefore expect solution error to be uniformly fourth order in all norms.

For these tests, we need a smooth geometry and preferably one whose curvature varies. Our computational domain is the unit cube. Given a center point $\boldsymbol{x}_{0}$, we use the exterior of an ellipse of the form

$$
\begin{equation*}
\sum_{d=1}^{\mathcal{D}} \frac{x_{d}^{2}-x_{0, d}^{2}}{r_{d}^{2}}=0 \tag{35}
\end{equation*}
$$

where $\boldsymbol{r}=(0.25,0.5,0.75)$ and $\boldsymbol{x}_{0}=(0.5,0.5,0.5)$. A picture of this ellipse is given in Figure 6. We generate our geometric moments to $O\left(h^{6}\right)$ so that our results would only reflect the accuracy of our Poisson discretization. In these tests our finest grid spacing is $128^{\mathcal{D}}$ ( $h=1 / 128$ ), and the exact potential field is given by

$$
\begin{equation*}
\phi^{e}=\prod_{d=1}^{\mathcal{D}} \cos \left(\pi x_{d}\right) . \tag{36}
\end{equation*}
$$

3.1. Truncation error. In Table 1, we present truncation error rates for the case where the domain has Neumann boundary conditions and the irregular boundary has Dirichlet boundary conditions ( $\left.\phi\right|_{\partial \Omega}=\phi^{e}$ ). In Table 2, we present truncation error rates for the case where the domain has Dirichlet boundary conditions and the irregular boundary has Neumann boundary conditions $\left(\nabla \phi \cdot \hat{\boldsymbol{n}}=\nabla \phi^{e} \cdot \hat{\boldsymbol{n}}\right)$. For the two examples, we present convergence rates for both two and three dimensions. The third-order truncation error at the embedded boundary dominates the error on the domain, and the $L_{\infty}$ error reflects this. The truncation error in the $L_{1}$ norm, on the other hand, is fourth-order because the embedded boundary only has codimension one.

| $\mathcal{D}$ | norm | $\left\\|\epsilon^{2 h}\right\\|$ | $\varpi$ | $\left\\|\epsilon^{h}\right\\|$ |
| :---: | :---: | :---: | :---: | :---: |
| 2 | $L_{\infty}$ | $1.979 \cdot 10^{-4}$ | 2.99 | $2.485 \cdot 10^{-5}$ |
| 2 | $L_{1}$ | $1.423 \cdot 10^{-5}$ | 3.95 | $9.184 \cdot 10^{-7}$ |
| 2 | $L_{2}$ | $3.897 \cdot 10^{-5}$ | 3.46 | $3.530 \cdot 10^{-6}$ |
| 3 | $L_{\infty}$ | $4.490 \cdot 10^{-4}$ | 2.22 | $9.645 \cdot 10^{-5}$ |
| 3 | $L_{1}$ | $2.698 \cdot 10^{-5}$ | 3.95 | $1.747 \cdot 10^{-6}$ |
| 3 | $L_{2}$ | $6.697 \cdot 10^{-5}$ | 3.44 | $6.161 \cdot 10^{-6}$ |

Table 2. Truncation error convergence rates with Neumann boundary conditions on the embedded boundary and Dirichlet boundary conditions on the domain. The geometry is the exterior of the ellipse shown in Figure 6, and $h=1 / 128$.

| $\mathcal{D}$ | norm | $\left\\|\epsilon^{2 h}\right\\|$ | $\varpi$ | $\left\\|\epsilon^{h}\right\\|$ |
| :---: | :---: | :---: | :---: | :---: |
| 2 | $L_{\infty}$ | $1.626 \cdot 10^{-7}$ | 3.94 | $1.060 \cdot 10^{-8}$ |
| 2 | $L_{1}$ | $8.934 \cdot 10^{-8}$ | 3.91 | $5.952 \cdot 10^{-9}$ |
| 2 | $L_{2}$ | $1.032 \cdot 10^{-7}$ | 3.93 | $6.783 \cdot 10^{-9}$ |
| 3 | $L_{\infty}$ | $3.060 \cdot 10^{-7}$ | 3.97 | $1.954 \cdot 10^{-8}$ |
| 3 | $L_{1}$ | $1.955 \cdot 10^{-7}$ | 3.95 | $1.265 \cdot 10^{-8}$ |
| 3 | $L_{2}$ | $2.154 \cdot 10^{-7}$ | 3.96 | $1.386 \cdot 10^{-8}$ |

Table 3. Solution error convergence rates with Dirichlet boundary conditions on the embedded boundary and Neumann boundary conditions on the domain. The geometry is the exterior of an ellipse and $h=1 / 128$.
3.2. Solution error. In $[19 ; 20]$, the authors show that a method can have a lowerorder truncation error on the embedded boundary (which is a codimension one set) than in the interior and still maintain the proper order for the solution error. We solve $\kappa L \phi=\kappa L\left(\phi^{e}\right)$ and compute the solution error. For this test $\phi^{e}$ is given by (36). In Table 3 we present solution error rates for the case where the domain has Neumann boundary conditions and the irregular boundary has Dirichlet boundary conditions $\left(\left.\phi\right|_{\partial \Omega}=\phi_{e}\right)$. We present solution error rates for the case where the domain and the irregular boundary have Neumann boundary conditions $\left(\nabla \phi \cdot \hat{\boldsymbol{n}}=\nabla \phi^{e} \cdot \hat{\boldsymbol{n}}\right)$ in Table 4. In both cases, we show uniform fourth-order convergence rates in all norms. We also run this test at much higher resolutions in Section 5.1.

## 4. Operator eigenvalues

In this section, we compare the spectrum of our algorithm to the widely used, second-order algorithm presented by Schwartz et al. [32].

The eigenvalues of the Poisson operator will depend upon the geometry and resolution of the problem as well as the operator boundary conditions. Due to limitations in computational resources, we are only able to show the spectrum for

| $\mathcal{D}$ | norm | $\left\\|\epsilon^{2 h}\right\\|$ | $\varpi$ | $\left\\|\epsilon^{h}\right\\|$ |
| :---: | :---: | :---: | :---: | :---: |
| 2 | $L_{\infty}$ | $1.835 \cdot 10^{-7}$ | 3.96 | $1.176 \cdot 10^{-8}$ |
| 2 | $L_{1}$ | $6.904 \cdot 10^{-8}$ | 3.95 | $4.459 \cdot 10^{-9}$ |
| 2 | $L_{2}$ | $8.678 \cdot 10^{-8}$ | 3.96 | $5.558 \cdot 10^{-9}$ |
| 3 | $L_{\infty}$ | $3.879 \cdot 10^{-7}$ | 3.86 | $2.669 \cdot 10^{-8}$ |
| 3 | $L_{1}$ | $9.325 \cdot 10^{-8}$ | 3.92 | $6.175 \cdot 10^{-9}$ |
| 3 | $L_{2}$ | $1.315 \cdot 10^{-7}$ | 3.94 | $8.559 \cdot 10^{-9}$ |

Table 4. Solution error convergence rates with Neumann boundary conditions the embedded boundary and Dirichlet boundary conditions on the domain. The geometry is the exterior of an ellipse and $h=1 / 128$.


Figure 4. Plots of eigenvalues for the two-dimensional Poisson operators with Neumann boundary conditions on the embedded boundary and Dirichlet boundary conditions on the domain boundary. Real and imaginary parts on the $x$ - and $y$-axes, respectively, with similar scales for each operator. The geometry implicit function is described by (35) and the resolution is $32^{2}$.
coarse two-dimensional problems (our resolution is $32^{2}$ ). We use the Krylov-Schur module in SLEPc [18] to compute the eigenvalues.

We present the spectrum for our fourth-order operator with Neumann boundary conditions on the embedded boundary and Dirichlet boundary conditions on the domain in Figure 4, right, We present the spectrum for the second-order operator with identical conditions in Figure 4, left. We also present the fourth-order spectrum for Dirichlet boundary conditions on the embedded boundary and Neumann boundary conditions on the domain in Figure 5, right. and the second-order spectrum in Figure 5, left. In both cases, Dirichlet boundary conditions on the embedded boundary introduce more complex eigenvalues. In both cases, all the eigenvalues have negative real components and are therefore stable.

## 5. Effect on accuracy of geometric differentiability

Fundamentally, the appeal of a higher-order method is that one can achieve higher accuracy with fewer degrees of freedom. To reliably achieve this rate of convergence,


Figure 5. Plots of eigenvalues for the two-dimensional Poisson operators with Dirichlet boundary conditions on the embedded boundary and Neumann boundary conditions on the domain boundary. Real and imaginary parts on the $x$ - and $y$-axes, respectively, with different scales for each operator. The fourth-order operator is very similar to second-order one, but with a few eigenvalues with significantly larger real or imaginary components. The geometry implicit function is described by (35) and the resolution is $32^{2}$.
however, one needs a sufficiently smooth description of the geometry. To achieve $O\left(h^{P}\right)$ accurate fluxes, Schwartz, Percelay et al. [33] show that all geometric moments in the calculation must also converge at $O\left(h^{P}\right)$.

Unfortunately, geometric descriptions are not always sufficiently smooth. This is not necessarily catastrophic. In [20], it is shown that large truncation errors can be ameliorated under certain circumstances; specifically, $O(1)$ truncation errors at a Dirichlet boundary condition will not prevent second-order solution error convergence. Similarly, $O(h)$ truncation errors at a Neumann boundary will not prevent second-order solution error convergence.

These competing effects present a bit of a complex picture. To see how our algorithm fits into this picture, we compare our algorithm to the widely used Schwartz et al. [32] algorithm for Poisson's equation. We compare the two algorithms using both a smooth and a nonsmooth geometric description. These comparisons are done for both Dirichlet and Neumann boundary conditions at the embedded boundary. Because some of the techniques used in this section are resource-intensive, we restrict our comparisons to two dimensions so we can achieve much higher resolutions.

All of these tests are done with an exact potential

$$
\phi_{e}=\prod_{d=1}^{\mathcal{D}} \sin \left(\pi x_{d}\right),
$$

and a charge distribution $\rho=\nabla \cdot \nabla \phi_{e}$. The calculation domain is the unit square and there are Dirichlet boundary conditions on the domain boundary. In all of these results we present both the resolution and the number points in $\Omega$ at that


Figure 6. Solution error for the ellipse geometry in two dimensions using the current fourthorder algorithm with a resolution of $512^{2}$. Left, using Neumann boundary conditions on the embedded boundary and Dirichlet boundary conditions on the domain boundary. Right, using Dirichlet boundary conditions both on the embedded and on the domain boundary.

| algorithm | resolution | \# points | $L_{\infty}(\epsilon)$ | $L_{1}(\epsilon)$ | $L_{2}(\epsilon)$ | $\varpi$ |
| :---: | :---: | ---: | :---: | :---: | :---: | :---: |
| Schwartz | $32^{2}$ | 952 | $1.419 \cdot 10^{-3}$ | $3.354 \cdot 10^{-4}$ | $4.144 \cdot 10^{-4}$ | - |
| Schwartz | $64^{2}$ | 3752 | $3.511 \cdot 10^{-4}$ | $8.645 \cdot 10^{-5}$ | $1.070 \cdot 10^{-4}$ | 1.95 |
| Schwartz | $128^{2}$ | 14884 | $8.639 \cdot 10^{-5}$ | $2.186 \cdot 10^{-5}$ | $2.709 \cdot 10^{-5}$ | 1.98 |
| Schwartz | $256^{2}$ | 59312 | $2.083 \cdot 10^{-5}$ | $5.443 \cdot 10^{-6}$ | $6.741 \cdot 10^{-6}$ | 2.00 |
| Schwartz | $512^{2}$ | 236832 | $5.167 \cdot 10^{-6}$ | $1.354 \cdot 10^{-6}$ | $1.677 \cdot 10^{-6}$ | 2.00 |
| Schwartz | $1024^{2}$ | 946432 | $1.272 \cdot 10^{-6}$ | $3.380 \cdot 10^{-7}$ | $4.185 \cdot 10^{-7}$ | 2.00 |
| current | $32^{2}$ | 952 | $2.786 \cdot 10^{-6}$ | $1.041 \cdot 10^{-6}$ | $1.316 \cdot 10^{-6}$ | - |
| current | $64^{2}$ | 3752 | $1.833 \cdot 10^{-7}$ | $6.897 \cdot 10^{-8}$ | $8.670 \cdot 10^{-8}$ | 3.91 |
| current | $128^{2}$ | 14884 | $1.176 \cdot 10^{-8}$ | $4.459 \cdot 10^{-9}$ | $5.557 \cdot 10^{-9}$ | 3.95 |
| current | $256^{2}$ | 59312 | $7.431 \cdot 10^{-10}$ | $2.833 \cdot 10^{-10}$ | $3.512 \cdot 10^{-10}$ | 3.97 |
| current | $512^{2}$ | 236832 | $5.045 \cdot 10^{-11}$ | $1.941 \cdot 10^{-11}$ | $2.396 \cdot 10^{-11}$ | 3.86 |

Table 5. Error vs. refinement comparison with the second-order Schwartz et al. algorithm with the elliptical geometry. This uses Neumann boundary conditions on the embedded boundary and Dirichlet boundary conditions on the domain boundary. The convergence rates $\varpi$ are calculated using $L_{1}$.
resolution This number of points represents the number of degrees of freedom in the calculation.
5.1. Accuracy vs. resolution for a smooth geometry. First we compare our algorithm to the Schwartz et al. algorithm with a smooth geometry. Here, our geometry is the exterior of the ellipse whose implicit function is described by (35). Figure 6, left, shows a solution error plot with Neumann boundary conditions at the embedded boundary. Figure 6, right, shows a solution error plot with Dirichlet boundary conditions. Both cases show that the solution error is distributed throughout the domain.

| algorithm | resolution | \# points | $L_{\infty}(\epsilon)$ | $L_{1}(\epsilon)$ | $L_{2}(\epsilon)$ | $\varpi$ |
| :---: | :---: | ---: | :---: | :---: | :---: | :---: |
| Schwartz | $32^{2}$ | 952 | $5.415 \cdot 10^{-3}$ | $1.322 \cdot 10^{-3}$ | $1.715 \cdot 10^{-3}$ | - |
| Schwartz | $64^{2}$ | 3752 | $1.590 \cdot 10^{-3}$ | $3.592 \cdot 10^{-4}$ | $4.665 \cdot 10^{-4}$ | 1.87 |
| Schwartz | $128^{2}$ | 14884 | $4.581 \cdot 10^{-4}$ | $9.569 \cdot 10^{-5}$ | $1.243 \cdot 10^{-4}$ | 1.90 |
| Schwartz | $256^{2}$ | 59312 | $1.259 \cdot 10^{-4}$ | $2.498 \cdot 10^{-5}$ | $3.247 \cdot 10^{-5}$ | 1.93 |
| Schwartz | $512^{2}$ | 236832 | $3.430 \cdot 10^{-5}$ | $6.449 \cdot 10^{-6}$ | $8.381 \cdot 10^{-6}$ | 1.95 |
| Schwartz | $1024^{2}$ | 946432 | $9.289 \cdot 10^{-6}$ | $1.647 \cdot 10^{-6}$ | $2.142 \cdot 10^{-6}$ | 1.96 |
| current | $32^{2}$ | 952 | $7.190 \cdot 10^{-7}$ | $3.169 \cdot 10^{-7}$ | $3.841 \cdot 10^{-7}$ | - |
| current | $64^{2}$ | 3752 | $4.146 \cdot 10^{-8}$ | $1.907 \cdot 10^{-8}$ | $2.300 \cdot 10^{-8}$ | 4.05 |
| current | $128^{2}$ | 14884 | $2.527 \cdot 10^{-9}$ | $1.173 \cdot 10^{-9}$ | $1.400 \cdot 10^{-9}$ | 4.02 |
| current | $256^{2}$ | 59312 | $1.564 \cdot 10^{-10}$ | $7.370 \cdot 10^{-11}$ | $8.717 \cdot 10^{-11}$ | 3.99 |
| current | $512^{2}$ | 236832 | $1.093 \cdot 10^{-11}$ | $5.195 \cdot 10^{-12}$ | $6.109 \cdot 10^{-12}$ | 3.82 |

Table 6. Error vs. refinement comparison with the second-order Schwartz et al. algorithm with the elliptical geometry. This uses Dirichlet boundary conditions everywhere. The convergence rates $\varpi$ are calculated using $L_{1}$.

Tables 5 and 6 show norms of our solution error at many resolutions for Neumann and Dirichlet boundary conditions, respectively, for both algorithms. For both Neumann and Dirichlet boundary conditions, we show the expected convergence rate of 4 for both Neumann and Dirichlet boundary conditions at the irregular faces.

We also get much smaller errors even with greatly reduced resolution. For example, in the Neumann case, we get an order of magnitude smaller errors at $64^{2}$ (less than one thousand degrees of freedom) than Schwartz et al. get at $1024^{2}$ (over one million degrees of freedom). We expect a different cross-over point depending on both resolution and the complexity of the boundary. Although our approach requires significantly more computation and memory, both due to setup (SVD-based solvers) and solution (using larger stencils), this impact is on a smaller-dimension domain (codimension 2 and 1 when $\mathcal{D}$ is 3 and 2, respectively) only near the embedded boundary. For a given size problem, there is likely a cross-over point where our algorithm delivers the same accuracy with many fewer total points.
5.2. Accuracy vs. resolution for a nonsmooth geometry. Now we compare our algorithm to the Schwartz et al. algorithm with a geometry that is only piecewise smooth. The geometry is given by the exterior of four or circles as shown in Figure 7. The implicit function is $C^{1}$ discontinuous. Figure 8, left, shows a solution error plot with Neumann boundary conditions. Figure 8, right, shows a solution error plot with Dirichlet boundary conditions. In both cases, the solution error is concentrated near the discontinuities in the geometry; in the Dirichlet case, it is concentrated in a very small area.

For Neumann boundary conditions at the embedded boundary, Tables 7 and 8 compare our solution errors with the Schwartz et al. algorithm for Dirichlet boundary


Figure 7. Diagram for our four circle geometry. The computational geometry is the region not covered by these four circles in the unit square, with centers $P_{1}=(0.5,0.5,0.5)$, $P_{2}=(0.5,0.735,0.5), P_{3}=(0.2965,0.3825,0.5), P_{4}=(0.7035,0.3825,0.5)$, and radii $R_{1}=0.2, R_{2}=R_{3}=R_{4}=0.1$.


Figure 8. Solution error for the four circle geometry in two dimensions using the current fourth-order algorithm with a resolution of $512^{2}$. Left, using Neumann boundary conditions on the embedded boundary and Dirichlet boundary conditions on the domain boundary. Right, using Dirichlet boundary conditions both on the embedded and on the domain boundary; the error is concentrated very near the cusps in the geometry.
conditions. The errors for the two algorithms are comparable for Neumann boundary conditions, though the higher-order algorithm does show better results with Dirichlet boundary conditions. For Neumann boundary conditions on the irregular faces, we do not even converge at second order. For Dirichlet boundary conditions, we show better convergence but it is generally less than fourth order.
5.3. Singular solutions and error characteristics. One might be tempted to ascribe this loss in accuracy to a poor approximation of geometric moments. After all, the implicit function from which the moments are generated is not smooth near the corner. To test this theory, we use the refinement algorithm described in [33] to refine the cells near circle intersections by a factor of $1024^{2}$ in each direction. Since we

| algorithm | resolution | \# points | $L_{\infty}(\epsilon)$ | $L_{1}(\epsilon)$ | $L_{2}(\epsilon)$ | $\varpi$ |
| :---: | :---: | ---: | :---: | :---: | :---: | :---: |
| Schwartz | $32^{2}$ | 862 | $3.525 \cdot 10^{-2}$ | $3.006 \cdot 10^{-3}$ | $4.625 \cdot 10^{-3}$ | - |
| Schwartz | $64^{2}$ | 3370 | $2.231 \cdot 10^{-2}$ | $9.703 \cdot 10^{-4}$ | $1.585 \cdot 10^{-3}$ | 1.63 |
| Schwartz | $128^{2}$ | 13318 | $1.291 \cdot 10^{-2}$ | $5.649 \cdot 10^{-4}$ | $1.134 \cdot 10^{-3}$ | 0.78 |
| Schwartz | $256^{2}$ | 52930 | $1.776 \cdot 10^{-3}$ | $8.885 \cdot 10^{-5}$ | $1.325 \cdot 10^{-4}$ | 2.66 |
| Schwartz | $512^{2}$ | 211136 | $3.576 \cdot 10^{-3}$ | $1.403 \cdot 10^{-4}$ | $2.192 \cdot 10^{-4}$ | -0.66 |
| Schwartz | $1024^{2}$ | 843316 | $3.033 \cdot 10^{-3}$ | $1.417 \cdot 10^{-4}$ | $2.089 \cdot 10^{-4}$ | -0.01 |
| current | $32^{2}$ | 862 | $5.751 \cdot 10^{-2}$ | $4.869 \cdot 10^{-3}$ | $7.208 \cdot 10^{-3}$ | - |
| current | $64^{2}$ | 3370 | $3.096 \cdot 10^{-2}$ | $1.420 \cdot 10^{-3}$ | $2.721 \cdot 10^{-3}$ | 1.77 |
| current | $128^{2}$ | 13318 | $2.817 \cdot 10^{-2}$ | $2.132 \cdot 10^{-3}$ | $3.204 \cdot 10^{-3}$ | -0.58 |
| current | $256^{2}$ | 52930 | $1.969 \cdot 10^{-2}$ | $1.383 \cdot 10^{-3}$ | $2.020 \cdot 10^{-3}$ | 0.62 |
| current | $512^{2}$ | 211136 | $1.517 \cdot 10^{-2}$ | $6.754 \cdot 10^{-4}$ | $1.042 \cdot 10^{-3}$ | 1.03 |

Table 7. Error vs. refinement comparison with the second-order Schwartz et al. algorithm for the four circle geometry. This uses Neumann boundary conditions on the embedded boundary and Dirichlet boundary conditions on the domain boundary. The convergence rates $\varpi$ are calculated using $L_{1}$.

| algorithm | resolution | \# points | $L_{\infty}(\epsilon)$ | $L_{1}(\epsilon)$ | $L_{2}(\epsilon)$ | $\varpi$ |
| :---: | :---: | ---: | :---: | :---: | :---: | :---: |
| Schwartz | $32^{2}$ | 862 | $2.191 \cdot 10^{-2}$ | $1.333 \cdot 10^{-3}$ | $1.750 \cdot 10^{-3}$ | - |
| Schwartz | $64^{2}$ | 3370 | $1.026 \cdot 10^{-2}$ | $3.717 \cdot 10^{-4}$ | $4.908 \cdot 10^{-4}$ | 1.84 |
| Schwartz | $128^{2}$ | 13318 | $2.850 \cdot 10^{-3}$ | $9.703 \cdot 10^{-5}$ | $1.300 \cdot 10^{-4}$ | 1.93 |
| Schwartz | $256^{2}$ | 52930 | $5.719 \cdot 10^{-4}$ | $2.654 \cdot 10^{-5}$ | $3.491 \cdot 10^{-5}$ | 1.87 |
| Schwartz | $512^{2}$ | 211136 | $8.178 \cdot 10^{-4}$ | $6.686 \cdot 10^{-6}$ | $9.117 \cdot 10^{-6}$ | 1.98 |
| Schwartz | $1024^{2}$ | 843316 | $8.979 \cdot 10^{-4}$ | $1.620 \cdot 10^{-6}$ | $2.330 \cdot 10^{-6}$ | 2.04 |
| current | $32^{2}$ | 862 | $1.818 \cdot 10^{-2}$ | $1.604 \cdot 10^{-4}$ | $5.435 \cdot 10^{-4}$ | - |
| current | $64^{2}$ | 3370 | $2.797 \cdot 10^{-3}$ | $3.228 \cdot 10^{-5}$ | $1.089 \cdot 10^{-4}$ | 2.31 |
| current | $128^{2}$ | 13318 | $2.317 \cdot 10^{-2}$ | $4.557 \cdot 10^{-6}$ | $7.391 \cdot 10^{-5}$ | 2.82 |
| current | $256^{2}$ | 52930 | $2.705 \cdot 10^{-3}$ | $2.014 \cdot 10^{-7}$ | $4.966 \cdot 10^{-6}$ | 4.49 |
| current | $512^{2}$ | 211136 | $6.502 \cdot 10^{-4}$ | $5.940 \cdot 10^{-8}$ | $2.263 \cdot 10^{-6}$ | 1.76 |

Table 8. Error vs. refinement comparison with the second-order Schwartz et al. algorithm with the four circle geometry. This uses Dirichlet boundary conditions everywhere.The convergence rates $\varpi$ are calculated using $L_{1}$.
know the geometric moments of the uncut subcells exactly and only one subcell contains the discontinuity, this increases the accuracy of the geometric moments dramatically. When we run this test, the solution errors do not change. The reason that our accuracy degrades for the four circle geometry is that the solution to the error equation is singular at these points. With homogeneous boundary conditions, the solution of the Poisson equation is singular near corners whose angle is greater than $\pi / 2$ [21].

Given a truncation error $T$ (defined in (32)) and the solution error $\epsilon$ (defined in (34)), the error equation can be written

$$
\begin{equation*}
L(\epsilon)=T \tag{37}
\end{equation*}
$$

The boundary conditions for $\epsilon$ are homogeneous analogs of the boundary conditions for $\phi$ (if $\phi$ 's boundary conditions are inhomogeneous Dirichlet, $\epsilon$ 's boundary conditions are homogeneous Dirichlet). Because our equation is linear, we can separate the truncation error into two parts. We define $T^{\mathrm{s}}$ to be the truncation error in cells within the stencil width $w$ of the singular points. We define the nonsingular component of the truncation error to be $T^{\mathrm{ns}}=T-T^{\mathrm{s}}$. We then compute the convergence rate of the solution error $\epsilon^{\mathrm{ns}}$ in the absence of the singular points of the truncation error by solving

$$
\begin{equation*}
L \epsilon^{\mathrm{ns}}=T^{\mathrm{ns}} \tag{38}
\end{equation*}
$$

with the appropriate homogeneous boundary conditions.
We are given a set of $M$ circles $\left\{C_{1}, \ldots, C_{M}\right\}$, which intersect at the set of volumes $\mathcal{V}^{\mathfrak{s}}=\left\{P_{1}, \ldots, P_{M}\right\}$. The singular part of the truncation error $T^{\mathrm{s}}$ is given by

$$
T_{v}^{\mathrm{s}}= \begin{cases}T & \text { if } \boldsymbol{v} \in \mathcal{V}^{\mathrm{s}}  \tag{39}\\ 0 & \text { otherwise }\end{cases}
$$

We solve (38) using both the current fourth-order algorithm and the second-order Schwartz et al. algorithm. The comparisons with the Schwartz et al. algorithm are given in Tables 9 and 10. Again, we show that the current algorithm has comparable errors at $32^{2}$ resolution to the Schwartz et al. algorithm at $1024^{2}$ resolution. Once we remove the singular part of the truncation error, we once again show consistent fourth-order accuracy with both Dirichlet and Neumann boundary conditions on the irregular faces.

## 6. Geometric regularization and accuracy

We recognize that the technique of removing the singular parts of the truncation error is not generally useful to larger applications. The tests presented in Section 5.3 are predicated upon knowing a priori the singular points and the exact solution. For high-order methods to be more generally useful, they must produce much better accuracy than lower-order methods in the presence of geometric discontinuities without this prior knowledge. In this section, we present a method to smooth the geometric description over a controlled length scale. We then show that, if one is careful about how this length scale converges with grid refinement, she can retain superior accuracy compared to lower-order methods even when the input implicit function is only $C^{0}$.

| algorithm | resolution | \# points | $L_{\infty}\left(\epsilon^{\mathrm{ns}}\right)$ | $L_{1}\left(\epsilon^{\mathrm{ns}}\right)$ | $L_{2}\left(\epsilon^{\mathrm{ns}}\right)$ | $\varpi$ |
| :---: | :---: | ---: | :---: | :---: | :---: | :---: |
| Schwartz | $32^{2}$ | 862 | $1.329 \cdot 10^{-3}$ | $3.557 \cdot 10^{-4}$ | $4.370 \cdot 10^{-4}$ | - |
| Schwartz | $64^{2}$ | 3370 | $2.881 \cdot 10^{-4}$ | $8.740 \cdot 10^{-5}$ | $1.073 \cdot 10^{-4}$ | 2.02 |
| Schwartz | $128^{2}$ | 13320 | $7.068 \cdot 10^{-5}$ | $2.084 \cdot 10^{-5}$ | $2.552 \cdot 10^{-5}$ | 2.06 |
| Schwartz | $256^{2}$ | 52930 | $1.777 \cdot 10^{-5}$ | $5.171 \cdot 10^{-6}$ | $6.327 \cdot 10^{-6}$ | 2.01 |
| Schwartz | $512^{2}$ | 211136 | $4.382 \cdot 10^{-6}$ | $1.278 \cdot 10^{-6}$ | $1.564 \cdot 10^{-6}$ | 2.01 |
| Schwartz | $1024^{2}$ | 843316 | $1.033 \cdot 10^{-6}$ | $3.222 \cdot 10^{-7}$ | $3.946 \cdot 10^{-7}$ | 1.98 |
| current | $32^{2}$ | 862 | $2.353 \cdot 10^{-6}$ | $7.242 \cdot 10^{-7}$ | $8.939 \cdot 10^{-7}$ | - |
| current | $64^{2}$ | 3370 | $1.864 \cdot 10^{-7}$ | $5.838 \cdot 10^{-8}$ | $7.354 \cdot 10^{-8}$ | 3.63 |
| current | $128^{2}$ | 13318 | $1.133 \cdot 10^{-8}$ | $3.783 \cdot 10^{-9}$ | $4.735 \cdot 10^{-9}$ | 3.94 |
| current | $256^{2}$ | 52930 | $7.215 \cdot 10^{-10}$ | $2.405 \cdot 10^{-10}$ | $2.993 \cdot 10^{-10}$ | 3.97 |
| current | $512^{2}$ | 211136 | $5.392 \cdot 10^{-11}$ | $1.649 \cdot 10^{-11}$ | $2.046 \cdot 10^{-11}$ | 3.86 |

Table 9. Convergence of the nonsingular part of the solution error vs. refinement for the current algorithm and for the Schwartz et al. algorithm. This uses Dirichlet boundary conditions on the domain boundary and Neumann boundary conditions on the embedded boundary.The convergence rates $\varpi$ are calculated using $L_{1}$.

| algorithm | resolution | \# points | $L_{\infty}\left(\epsilon^{\mathrm{ns}}\right)$ | $L_{1}\left(\epsilon^{\mathrm{ns}}\right)$ | $L_{2}\left(\epsilon^{\mathrm{ns}}\right)$ | $\varpi$ |
| :---: | :---: | ---: | :---: | :---: | :---: | :---: |
| Schwartz | $32^{2}$ | 862 | $6.121 \cdot 10^{-3}$ | $1.440 \cdot 10^{-3}$ | $1.875 \cdot 10^{-3}$ | - |
| Schwartz | $64^{2}$ | 3370 | $1.552 \cdot 10^{-3}$ | $3.911 \cdot 10^{-4}$ | $5.066 \cdot 10^{-4}$ | 1.88 |
| Schwartz | $128^{2}$ | 13320 | $4.119 \cdot 10^{-4}$ | $1.002 \cdot 10^{-4}$ | $1.321 \cdot 10^{-4}$ | 1.96 |
| Schwartz | $256^{2}$ | 52930 | $1.355 \cdot 10^{-4}$ | $2.669 \cdot 10^{-5}$ | $3.515 \cdot 10^{-5}$ | 1.90 |
| Schwartz | $512^{2}$ | 211136 | $3.215 \cdot 10^{-5}$ | $6.797 \cdot 10^{-6}$ | $8.913 \cdot 10^{-6}$ | 1.97 |
| Schwartz | $1024^{2}$ | 843316 | $9.172 \cdot 10^{-6}$ | $1.640 \cdot 10^{-6}$ | $2.152 \cdot 10^{-6}$ | 2.05 |
| current | $32^{2}$ | 862 | $5.126 \cdot 10^{-7}$ | $1.741 \cdot 10^{-7}$ | $2.236 \cdot 10^{-7}$ | - |
| current | $64^{2}$ | 3370 | $2.684 \cdot 10^{-8}$ | $1.080 \cdot 10^{-8}$ | $1.338 \cdot 10^{-8}$ | 4.01 |
| current | $128^{2}$ | 13318 | $1.586 \cdot 10^{-9}$ | $6.380 \cdot 10^{-10}$ | $7.764 \cdot 10^{-10}$ | 4.08 |
| current | $256^{2}$ | 52930 | $9.650 \cdot 10^{-11}$ | $3.882 \cdot 10^{-11}$ | $4.683 \cdot 10^{-11}$ | 4.03 |
| current | $512^{2}$ | 211136 | $6.676 \cdot 10^{-12}$ | $2.693 \cdot 10^{-12}$ | $3.232 \cdot 10^{-12}$ | 3.84 |

Table 10. Convergence of the nonsingular part of the solution error vs. refinement for both the current algorithm and the Schwartz et al. algorithm. This uses Dirichlet boundary conditions everywhere. The convergence rates $\varpi$ are calculated using $L_{1}$.
6.1. Smoothing the geometric description. Recall that, to generate our geometric moments using the algorithm described in [33], we must start with an implicit function $I(\boldsymbol{x})$ whose zero surface (or contour, in two dimensions) forms the embedded boundary. Consider the geometry described in Figure 7. The implicit function for each circle $C_{i}$, with radius $r_{i}$ and center $\boldsymbol{y}_{i}$ is given by

$$
C_{i}(\boldsymbol{x})=r_{i}^{2}-\sum_{d=1}^{\mathcal{D}}\left(x_{d}-y_{i, d}\right)^{2} .
$$

The overall implicit function at any point is given by taking the maximum of the four functions:

$$
\begin{equation*}
I(\boldsymbol{x})=\max _{1<=d<=4} C_{i}(\boldsymbol{x}) \tag{40}
\end{equation*}
$$

Since our geometry is smooth away from specific intersection locations, we wish to only smooth within a length scale $\delta$ from the intersections of implicit function zero surfaces. To smooth this description we could use a mollifying function and integrate the convolution directly as in [36]. This has the advantage that the length scale over which the smoothing happens is well defined. These functions can be delicate, however, to integrate numerically. Shapiro [34] presents an alternative approach called R-functions (named for V. L. Rvačev, the originator of the concept [31]), in which logical functions such as maxima, minima and absolute values are replaced by differentiable functions. Though this method is far more numerically tractable, the functions that Shapiro presents do not have a well-defined length scale over which they smooth. The smoothing method described here provides both a well-defined smoothing length and is numerically tractable.

One way to write the maxima function used in (40) is by using an absolute value:

$$
\max (a, b)=\frac{1}{2}(a+b+|a-b|)
$$

Let us define a function $\max _{\delta}$ which smooths the function max over a length scale $\delta$,

$$
\max _{\delta}(a, b)=\frac{1}{2}\left(a+b+A_{\delta}(a-b)\right)
$$

where $A_{\delta}$ is the convolution of the absolute value function with a sufficiently smooth function $\psi_{\delta}(x)$ with compact support in contained within $x \in[-\delta, \delta]$ :

$$
A_{\delta}(x)=\int_{-\infty}^{\infty} \psi_{\delta}(x-y)|y| d y=\int_{0}^{\infty} \psi_{\delta}(x-y) y d y-\int_{-\infty}^{0} \psi_{\delta}(x-y) y d y
$$

Since our algorithm is fourth order in fluxes, we use geometric moments to fourth order. The algorithm in [33] requires that the implicit function have derivatives to fourth order. This implies that the mollifier $\psi_{\delta}$ needs to be $C^{4}$ and these derivatives must also have compact support. We also require

$$
\int_{-\infty}^{\infty} \psi(y) d y=1
$$

Our choice of $\psi_{\delta}$ is

$$
\psi_{\delta}(x)= \begin{cases}\frac{4}{3 \delta} \cos ^{4}\left(\frac{\pi x}{2 \delta}\right) & \text { if }-\delta \leq x \leq \delta \\ 0 & \text { otherwise }\end{cases}
$$

| algorithm | resolution | \# points | $L_{\infty}(\epsilon)$ | $L_{1}(\epsilon)$ | $L_{2}(\epsilon)$ | $\varpi$ |
| :---: | :---: | ---: | :---: | :---: | :---: | :---: |
| Schwartz | $32^{2}$ | 862 | $1.989 \cdot 10^{-2}$ | $2.026 \cdot 10^{-3}$ | $3.003 \cdot 10^{-3}$ | - |
| Schwartz | $64^{2}$ | 3368 | $2.593 \cdot 10^{-3}$ | $2.686 \cdot 10^{-4}$ | $3.564 \cdot 10^{-4}$ | 2.91 |
| Schwartz | $128^{2}$ | 13316 | $1.171 \cdot 10^{-3}$ | $1.207 \cdot 10^{-4}$ | $1.657 \cdot 10^{-4}$ | 1.15 |
| Schwartz | $256^{2}$ | 52916 | $2.522 \cdot 10^{-4}$ | $3.012 \cdot 10^{-5}$ | $4.093 \cdot 10^{-5}$ | 2.00 |
| Schwartz | $512^{2}$ | 211062 | $6.144 \cdot 10^{-5}$ | $7.472 \cdot 10^{-6}$ | $1.014 \cdot 10^{-5}$ | 2.01 |
| Schwartz | $1024^{2}$ | 843004 | $1.417 \cdot 10^{-5}$ | $1.798 \cdot 10^{-6}$ | $2.436 \cdot 10^{-6}$ | 2.05 |
| current | $32^{2}$ | 862 | $1.525 \cdot 10^{-1}$ | $1.166 \cdot 10^{-2}$ | $1.905 \cdot 10^{-2}$ | - |
| current | $64^{2}$ | 3368 | $1.739 \cdot 10^{-3}$ | $5.812 \cdot 10^{-5}$ | $1.102 \cdot 10^{-4}$ | 7.64 |
| current | $128^{2}$ | 13316 | $7.054 \cdot 10^{-5}$ | $3.077 \cdot 10^{-6}$ | $5.886 \cdot 10^{-6}$ | 4.23 |
| current | $256^{2}$ | 52916 | $3.593 \cdot 10^{-6}$ | $4.053 \cdot 10^{-8}$ | $8.884 \cdot 10^{-8}$ | 6.24 |
| current | $512^{2}$ | 211062 | $1.425 \cdot 10^{-7}$ | $9.227 \cdot 10^{-9}$ | $1.473 \cdot 10^{-8}$ | 2.13 |

Table 11. Comparison of error rates with the four-circle geometry for the current algorithm and for the Schwartz et al. algorithm. The boundary conditions are Dirichlet on the domain boundary and Neumann on the embedded boundary. Here we set the geometric regularization length to a constant $\delta=0.01$. The convergence rates $\varpi$ are calculated using $L_{1}$.

| algorithm | resolution | \# points | $L_{\infty}(\epsilon)$ | $L_{1}(\epsilon)$ | $L_{2}(\epsilon)$ | $\varpi$ |
| :---: | :---: | ---: | :---: | :---: | :---: | :---: |
| Schwartz | $32^{2}$ | 862 | $1.184 \cdot 10^{-2}$ | $1.869 \cdot 10^{-3}$ | $2.522 \cdot 10^{-3}$ | - |
| Schwartz | $64^{2}$ | 3368 | $1.715 \cdot 10^{-3}$ | $4.142 \cdot 10^{-4}$ | $5.414 \cdot 10^{-4}$ | 2.17 |
| Schwartz | $128^{2}$ | 13316 | $5.922 \cdot 10^{-4}$ | $1.023 \cdot 10^{-4}$ | $1.356 \cdot 10^{-4}$ | 2.01 |
| Schwartz | $256^{2}$ | 52916 | $1.355 \cdot 10^{-4}$ | $2.676 \cdot 10^{-5}$ | $3.527 \cdot 10^{-5}$ | 1.93 |
| Schwartz | $512^{2}$ | 211062 | $3.215 \cdot 10^{-5}$ | $6.784 \cdot 10^{-6}$ | $8.892 \cdot 10^{-6}$ | 1.97 |
| Schwartz | $1024^{2}$ | 843004 | $8.063 \cdot 10^{-6}$ | $1.644 \cdot 10^{-6}$ | $2.159 \cdot 10^{-6}$ | 2.04 |
| current | $32^{2}$ | 862 | $7.904 \cdot 10^{-3}$ | $4.768 \cdot 10^{-5}$ | $2.992 \cdot 10^{-4}$ | - |
| current | $64^{2}$ | 3368 | $9.380 \cdot 10^{-5}$ | $1.418 \cdot 10^{-6}$ | $4.421 \cdot 10^{-6}$ | 5.07 |
| current | $128^{2}$ | 13316 | $2.921 \cdot 10^{-6}$ | $9.434 \cdot 10^{-9}$ | $5.098 \cdot 10^{-8}$ | 7.23 |
| current | $256^{2}$ | 52916 | $2.745 \cdot 10^{-7}$ | $2.839 \cdot 10^{-10}$ | $2.146 \cdot 10^{-9}$ | 5.05 |
| current | $512^{2}$ | 211062 | $3.223 \cdot 10^{-9}$ | $3.365 \cdot 10^{-12}$ | $3.125 \cdot 10^{-11}$ | 6.39 |

Table 12. Comparison of error rates with the four-circle geometry for the current algorithm and for the Schwartz et al. algorithm. The boundary conditions are Dirichlet everywhere. Here we set the geometric regularization length to a constant $\delta=0.01$. The convergence rates $\omega$ are calculated using $L_{1}$.
which fulfills these requirements. We need to integrate only where the mollifier is nonzero. If $a$ and $b$ are signed distance functions, then $\delta$ is the length scale over which $A_{\delta}(a, b)$ represents a smoothing of the absolute value function.
6.2. Regularization length scale and grid refinement. Now we investigate how one picks the length scale $\delta$. For the piecewise-smooth geometric description presented in Section 5.2, we present four different choices for $\delta$ and see how the accuracy changes with grid refinement. First we use a constant $\delta=0.01$. Second,

| algorithm | resolution | \# points | $L_{\infty}(\epsilon)$ | $L_{1}(\epsilon)$ | $L_{2}(\epsilon)$ | $\varpi$ |
| :---: | :---: | ---: | :---: | :---: | :---: | :---: |
| Schwartz | $32^{2}$ | 828 | $6.864 \cdot 10^{-3}$ | $1.503 \cdot 10^{-3}$ | $1.960 \cdot 10^{-3}$ | - |
| Schwartz | $64^{2}$ | 3238 | $1.628 \cdot 10^{-3}$ | $3.894 \cdot 10^{-4}$ | $5.070 \cdot 10^{-4}$ | 1.94 |
| Schwartz | $128^{2}$ | 12810 | $5.351 \cdot 10^{-4}$ | $1.014 \cdot 10^{-4}$ | $1.345 \cdot 10^{-4}$ | 1.94 |
| Schwartz | $256^{2}$ | 50918 | $1.404 \cdot 10^{-4}$ | $2.669 \cdot 10^{-5}$ | $3.516 \cdot 10^{-5}$ | 1.92 |
| Schwartz | $512^{2}$ | 203052 | $4.085 \cdot 10^{-5}$ | $6.808 \cdot 10^{-6}$ | $8.933 \cdot 10^{-6}$ | 1.97 |
| Schwartz | $1024^{2}$ | 810964 | $9.834 \cdot 10^{-6}$ | $1.640 \cdot 10^{-6}$ | $2.153 \cdot 10^{-6}$ | 2.05 |
| current | $32^{2}$ | 828 | $9.448 \cdot 10^{-5}$ | $1.965 \cdot 10^{-6}$ | $5.407 \cdot 10^{-6}$ | - |
| current | $64^{2}$ | 3326 | $9.659 \cdot 10^{-7}$ | $1.622 \cdot 10^{-8}$ | $4.080 \cdot 10^{-8}$ | 6.92 |
| current | $128^{2}$ | 13266 | $2.179 \cdot 10^{-8}$ | $8.458 \cdot 10^{-10}$ | $1.295 \cdot 10^{-9}$ | 4.26 |
| current | $256^{2}$ | 52886 | $2.110 \cdot 10^{-8}$ | $9.797 \cdot 10^{-11}$ | $2.689 \cdot 10^{-10}$ | 3.10 |
| current | $512^{2}$ | 211088 | $1.028 \cdot 10^{-8}$ | $2.417 \cdot 10^{-11}$ | $1.331 \cdot 10^{-10}$ | 2.01 |

Table 13. Comparison of error rates with the four-circle geometry for the current algorithm and for the Schwartz et al. algorithm. The boundary conditions are Dirichlet everywhere. Here we set the geometric regularization length to $\delta=4 h$. The convergence rates $\varpi$ are calculated using $L_{1}$.
we choose delta to vary linearly with $h(\delta=4 h)$. Third, we choose $\delta=\sqrt{R_{1} h}$, where $R_{1}=0.2$ is the radius of the largest circle in Figure 7. Finally, we choose

$$
\delta=0.1 \sqrt[4]{R_{1}^{3} h}
$$

The convergence rates for the four choices are quite different.
First, we set our geometric regularization length to a constant $\delta=0.01$. Tables 11 and 12 show error rates for Neumann and Dirichlet boundary conditions at the cut faces, respectively. With this fixed $\delta$, the current algorithm shows much smaller errors than Schwartz et al. In the $L_{1}$ norm, we get better error rates at $32^{2}$ than Schwartz, et al. gets at $1024^{2}$. We also show excellent convergence rates with both Neumann and Dirichlet boundary conditions at the irregular faces.

Next, we set our geometric regularization length to $\delta=4 h$. Tables 13 and 14 show the error rates for Dirichlet and Neumann boundary conditions at the cut faces, respectively. With $\delta$ converging linearly with grid refinement, the improvement over Schwartz et al. is far more modest, especially with Neumann boundary conditions at the cut faces. Our convergence rates in this case (again, especially with Neumann boundary conditions), are erratic.

Next, we set our geometric regularization length to $\delta=\sqrt{R_{1} h}$. Tables 15 and 16 show the error rates for Neumann and Dirichlet boundary conditions at the cut faces, respectively. With this formulation of $\delta$, we once again get much better error rates than Schwartz et al. Here again, in the $L_{1}$ norm, we get better error rates at $32^{2}$ than Schwartz, et al. gets at $1024^{2}$. Our convergence rates here for Dirichlet boundary conditions at the embedded boundary are fourth order. For Neumann boundary conditions at the irregular faces, our convergence rates here are more erratic.

| algorithm | resolution | \# points | $L_{\infty}(\epsilon)$ | $L_{1}(\epsilon)$ | $L_{2}(\epsilon)$ | $\varpi$ |
| :---: | :---: | ---: | :---: | :---: | :---: | :---: |
| Schwartz | $32^{2}$ | 828 | $1.232 \cdot 10^{-3}$ | $3.357 \cdot 10^{-4}$ | $4.141 \cdot 10^{-4}$ | - |
| Schwartz | $64^{2}$ | 3238 | $4.626 \cdot 10^{-4}$ | $1.379 \cdot 10^{-4}$ | $1.736 \cdot 10^{-4}$ | 1.28 |
| Schwartz | $128^{2}$ | 12810 | $2.328 \cdot 10^{-4}$ | $5.009 \cdot 10^{-5}$ | $6.474 \cdot 10^{-5}$ | 1.46 |
| Schwartz | $256^{2}$ | 50918 | $1.477 \cdot 10^{-4}$ | $2.196 \cdot 10^{-5}$ | $2.940 \cdot 10^{-5}$ | 1.19 |
| Schwartz | $512^{2}$ | 203052 | $8.893 \cdot 10^{-5}$ | $9.725 \cdot 10^{-6}$ | $1.335 \cdot 10^{-5}$ | 1.17 |
| Schwartz | $1024^{2}$ | 810964 | $4.877 \cdot 10^{-5}$ | $4.166 \cdot 10^{-6}$ | $5.785 \cdot 10^{-6}$ | 1.22 |
| current | $32^{2}$ | 828 | $1.683 \cdot 10^{-3}$ | $1.122 \cdot 10^{-4}$ | $2.043 \cdot 10^{-4}$ | - |
| current | $64^{2}$ | 3326 | $6.971 \cdot 10^{-6}$ | $5.483 \cdot 10^{-7}$ | $9.162 \cdot 10^{-7}$ | 7.67 |
| current | $128^{2}$ | 13266 | $6.512 \cdot 10^{-7}$ | $6.887 \cdot 10^{-8}$ | $9.896 \cdot 10^{-8}$ | 2.99 |
| current | $256^{2}$ | 52886 | $8.852 \cdot 10^{-7}$ | $7.875 \cdot 10^{-8}$ | $1.125 \cdot 10^{-7}$ | -0.193 |
| current | $512^{2}$ | 211088 | $4.898 \cdot 10^{-7}$ | $3.394 \cdot 10^{-8}$ | $5.000 \cdot 10^{-8}$ | 1.21 |

Table 14. Comparison of error rates with the four-circle geometry for the current algorithm and for the Schwartz et al. algorithm. The boundary conditions are Dirichlet on the domain boundary and Neumann on the embedded boundary. Here we set the geometric regularization length to $\delta=4 h$. The convergence rates $\varpi$ are calculated using $L_{1}$.

| algorithm | resolution | \# points | $L_{\infty}(\epsilon)$ | $L_{1}(\epsilon)$ | $L_{2}(\epsilon)$ | $\varpi$ |
| :---: | :---: | ---: | :---: | :---: | :---: | :---: |
| Schwartz | $32^{2}$ | 846 | $1.578 \cdot 10^{-3}$ | $5.115 \cdot 10^{-4}$ | $6.401 \cdot 10^{-4}$ | - |
| Schwartz | $64^{2}$ | 3312 | $5.006 \cdot 10^{-4}$ | $1.460 \cdot 10^{-4}$ | $1.845 \cdot 10^{-4}$ | 1.80 |
| Schwartz | $128^{2}$ | 13088 | $2.112 \cdot 10^{-4}$ | $4.692 \cdot 10^{-5}$ | $6.028 \cdot 10^{-5}$ | 1.63 |
| Schwartz | $256^{2}$ | 52022 | $8.354 \cdot 10^{-5}$ | $1.484 \cdot 10^{-5}$ | $1.940 \cdot 10^{-5}$ | 1.66 |
| Schwartz | $512^{2}$ | 20751 | $3.258 \cdot 10^{-5}$ | $4.992 \cdot 10^{-6}$ | $6.646 \cdot 10^{-6}$ | 1.57 |
| Schwartz | $1024^{2}$ | 82879 | $1.000 \cdot 10^{-5}$ | $1.449 \cdot 10^{-6}$ | $1.944 \cdot 10^{-6}$ | 1.78 |
| current | $32^{2}$ | 846 | $6.139 \cdot 10^{-5}$ | $4.725 \cdot 10^{-6}$ | $8.113 \cdot 10^{-6}$ | - |
| current | $64^{2}$ | 3330 | $1.274 \cdot 10^{-6}$ | $8.435 \cdot 10^{-8}$ | $1.691 \cdot 10^{-7}$ | 5.80 |
| current | $128^{2}$ | 13252 | $4.698 \cdot 10^{-7}$ | $4.297 \cdot 10^{-8}$ | $6.226 \cdot 10^{-8}$ | 0.973 |
| current | $256^{2}$ | 52794 | $8.422 \cdot 10^{-8}$ | $7.356 \cdot 10^{-9}$ | $1.057 \cdot 10^{-8}$ | 2.54 |
| current | $512^{2}$ | 210856 | $2.127 \cdot 10^{-8}$ | $1.846 \cdot 10^{-9}$ | $2.645 \cdot 10^{-9}$ | 1.99 |

Table 15. Comparison of error rates with the four-circle geometry for the current algorithm and for the Schwartz et al. algorithm. The boundary conditions are Dirichlet on the domain boundary and Neumann on the embedded boundary. Here we set the geometric regularization length to $\delta=\sqrt{R_{1} h}$. The convergence rates $\varpi$ are calculated using $L_{1}$.

Finally we set geometric regularization length to $\delta=0.1 \sqrt[4]{R_{1}^{3} h}$. Tables 17 and 18 show the error rates for Dirichlet and Neumann boundary conditions at the cut faces, respectively. We see excellent convergence rates and error values for both types of boundary condition.

Clearly, how the regularization length varies with grid refinement is an important concern. We suspect that the optimal formulation will depend upon the nature of the partial differential equation as well as its boundary conditions.

| algorithm | resolution | \# points | $L_{\infty}(\epsilon)$ | $L_{1}(\epsilon)$ | $L_{2}(\epsilon)$ | $\varpi$ |
| :---: | :---: | ---: | :---: | :---: | :---: | :---: |
| Schwartz | $32^{2}$ | 846 | $6.581 \cdot 10^{-3}$ | $1.496 \cdot 10^{-3}$ | $1.993 \cdot 10^{-3}$ | - |
| Schwartz | $64^{2}$ | 3312 | $1.890 \cdot 10^{-3}$ | $4.014 \cdot 10^{-4}$ | $5.254 \cdot 10^{-4}$ | 1.89 |
| Schwartz | $128^{2}$ | 13088 | $4.148 \cdot 10^{-4}$ | $9.815 \cdot 10^{-5}$ | $1.295 \cdot 10^{-4}$ | 2.03 |
| Schwartz | $256^{2}$ | 52022 | $1.355 \cdot 10^{-4}$ | $2.626 \cdot 10^{-5}$ | $3.447 \cdot 10^{-5}$ | 1.90 |
| Schwartz | $512^{2}$ | 207510 | $3.214 \cdot 10^{-5}$ | $6.751 \cdot 10^{-6}$ | $8.842 \cdot 10^{-6}$ | 1.95 |
| Schwartz | $1024^{2}$ | 828794 | $8.573 \cdot 10^{-6}$ | $1.643 \cdot 10^{-6}$ | $2.157 \cdot 10^{-6}$ | 2.03 |
| current | $32^{2}$ | 846 | $5.402 \cdot 10^{-6}$ | $2.143 \cdot 10^{-7}$ | $3.879 \cdot 10^{-7}$ | - |
| current | $64^{2}$ | 3330 | $2.792 \cdot 10^{-7}$ | $1.039 \cdot 10^{-8}$ | $1.807 \cdot 10^{-8}$ | 4.36 |
| current | $128^{2}$ | 13252 | $1.421 \cdot 10^{-8}$ | $5.089 \cdot 10^{-10}$ | $7.016 \cdot 10^{-10}$ | 4.35 |
| current | $256^{2}$ | 52794 | $2.260 \cdot 10^{-9}$ | $3.414 \cdot 10^{-11}$ | $7.429 \cdot 10^{-11}$ | 3.89 |
| current | $512^{2}$ | 210856 | $4.074 \cdot 10^{-10}$ | $2.406 \cdot 10^{-12}$ | $5.238 \cdot 10^{-12}$ | 3.82 |

Table 16. Comparison of error rates with the four-circle geometry for the current algorithm and for the Schwartz et al. algorithm. The boundary conditions are Dirichlet everywhere. Here we set the geometric regularization length to $\delta=\sqrt{R_{1} h}$. The convergence rates $\varpi$ are calculated using $L_{1}$.

| algorithm | resolution | \# points | $L_{\infty}(\epsilon)$ | $L_{1}(\epsilon)$ | $L_{2}(\epsilon)$ | $\varpi$ |
| :---: | :---: | ---: | :---: | :---: | :---: | :---: |
| Schwartz | $32^{2}$ | 846 | $8.863 \cdot 10^{-3}$ | $1.775 \cdot 10^{-3}$ | $2.356 \cdot 10^{-3}$ | - |
| Schwartz | $64^{2}$ | 3312 | $1.700 \cdot 10^{-3}$ | $4.134 \cdot 10^{-4}$ | $5.400 \cdot 10^{-4}$ | 2.10 |
| Schwartz | $128^{2}$ | 13088 | $6.486 \cdot 10^{-4}$ | $1.026 \cdot 10^{-4}$ | $1.361 \cdot 10^{-4}$ | 2.01 |
| Schwartz | $256^{2}$ | 52022 | $1.753 \cdot 10^{-4}$ | $2.692 \cdot 10^{-5}$ | $3.557 \cdot 10^{-5}$ | 1.93 |
| Schwartz | $512^{2}$ | 207510 | $3.698 \cdot 10^{-5}$ | $6.802 \cdot 10^{-6}$ | $8.921 \cdot 10^{-6}$ | 1.98 |
| Schwartz | $1024^{2}$ | 828794 | $1.002 \cdot 10^{-5}$ | $1.640 \cdot 10^{-6}$ | $2.152 \cdot 10^{-6}$ | 2.05 |
| current | $32^{2}$ | 846 | $2.322 \cdot 10^{-3}$ | $1.896 \cdot 10^{-5}$ | $9.508 \cdot 10^{-5}$ | - |
| current | $64^{2}$ | 3330 | $8.003 \cdot 10^{-5}$ | $1.197 \cdot 10^{-6}$ | $3.742 \cdot 10^{-6}$ | 3.98 |
| current | $128^{2}$ | 13252 | $3.913 \cdot 10^{-6}$ | $7.621 \cdot 10^{-9}$ | $6.239 \cdot 10^{-8}$ | 7.29 |
| current | $256^{2}$ | 52794 | $6.676 \cdot 10^{-7}$ | $7.522 \cdot 10^{-10}$ | $6.327 \cdot 10^{-9}$ | 3.34 |
| current | $512^{2}$ | 210856 | $5.136 \cdot 10^{-8}$ | $5.920 \cdot 10^{-11}$ | $4.836 \cdot 10^{-10}$ | 3.66 |

Table 17. Comparison of error rates with the four-circle geometry for the current algorithm and for the Schwartz et al. algorithm. The boundary conditions are Dirichlet everywhere. Here we set the geometric regularization length to $\delta=0.1 \sqrt[4]{R_{1}^{3} h}$. The convergence rates $\varpi$ are calculated using $L_{1}$.

## 7. Conclusions

We present a fourth-order, conservative discretization of Poisson's equation in the presence of complex geometry. We show that our algorithm converges at the expected rate for smooth solutions and geometries. We show that our algorithm has a similar eigenvalue spectrum to the a widely used second-order algorithm but is much more accurate with a sufficiently smooth geometric description. We show that the effect of geometric discontinuities on error rates can be profound.

| algorithm | resolution | \# points | $L_{\infty}(\epsilon)$ | $L_{1}(\epsilon)$ | $L_{2}(\epsilon)$ | $\varpi$ |
| :---: | :---: | ---: | :---: | :---: | :---: | :---: |
| Schwartz | $32^{2}$ | 846 | $9.291 \cdot 10^{-3}$ | $1.131 \cdot 10^{-3}$ | $1.540 \cdot 10^{-3}$ | - |
| Schwartz | $64^{2}$ | 3312 | $2.222 \cdot 10^{-3}$ | $2.422 \cdot 10^{-4}$ | $3.190 \cdot 10^{-4}$ | 2.22 |
| Schwartz | $128^{2}$ | 13088 | $1.348 \cdot 10^{-3}$ | $1.408 \cdot 10^{-4}$ | $1.940 \cdot 10^{-4}$ | 7.82 |
| Schwartz | $256^{2}$ | 52022 | $3.738 \cdot 10^{-4}$ | $4.130 \cdot 10^{-5}$ | $5.694 \cdot 10^{-5}$ | 1.76 |
| Schwartz | $512^{2}$ | 207510 | $1.141 \cdot 10^{-4}$ | $1.087 \cdot 10^{-5}$ | $1.500 \cdot 10^{-5}$ | 1.92 |
| Schwartz | $1024^{2}$ | 828794 | $3.202 \cdot 10^{-5}$ | $3.167 \cdot 10^{-6}$ | $4.370 \cdot 10^{-6}$ | 1.77 |
| current | $32^{2}$ | 846 | $4.085 \cdot 10^{-2}$ | $3.202 \cdot 10^{-3}$ | $5.722 \cdot 10^{-3}$ | - |
| current | $64^{2}$ | 3330 | $1.254 \cdot 10^{-3}$ | $3.802 \cdot 10^{-5}$ | $7.107 \cdot 10^{-5}$ | 6.39 |
| current | $128^{2}$ | 13252 | $1.189 \cdot 10^{-4}$ | $6.829 \cdot 10^{-6}$ | $1.186 \cdot 10^{-5}$ | 2.47 |
| current | $256^{2}$ | 52794 | $1.318 \cdot 10^{-5}$ | $6.356 \cdot 10^{-7}$ | $1.223 \cdot 10^{-6}$ | 3.42 |
| current | $512^{2}$ | 210856 | $1.134 \cdot 10^{-6}$ | $5.400 \cdot 10^{-8}$ | $8.949 \cdot 10^{-8}$ | 3.55 |

Table 18. Comparison of error rates with the four-circle geometry for the current algorithm and for the Schwartz et al. algorithm. The boundary conditions are Dirichlet on the domain boundary and Neumann on the embedded boundary. Here we set the geometric regularization length to $\delta=0.1 \sqrt[4]{R_{1}^{3} h}$. The convergence rates $\varpi$ are calculated using $L_{1}$.

Even in the presence of these discontinuities, however, higher-order convergence can be recovered if one removes the singular parts of the solution or smooths the geometric description. To retain higher-order accuracy, how the smoothing length scale varies with grid refinement is an important concern. We present one such refinement scheme which performs quite well for both Neumann and Dirichlet boundary conditions at cut faces.
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# A CENTRAL-UPWIND GEOMETRY-PRESERVING METHOD FOR HYPERBOLIC CONSERVATION LAWS ON THE SPHERE 

Abdelaziz Beljadid and Philippe G. LeFloch


#### Abstract

We introduce a second-order, central-upwind finite volume method for the discretization of nonlinear hyperbolic conservation laws on the two-dimensional sphere. The semidiscrete version of the proposed method is based on a technique of local propagation speeds, and the method is free of any Riemann solver. The main advantages of our scheme are its high resolution of discontinuous solutions, its low numerical dissipation, and its simplicity of implementation. We do not use any splitting approach, which is often applied to upwind schemes in order to simplify the resolution of Riemann problems. The semidiscrete form of our scheme is strongly built upon the analytical properties of nonlinear conservation laws and the geometry of the sphere. The curved geometry is treated here in an analytical way so that the semidiscrete form of the proposed scheme is consistent with a geometric compatibility property. Furthermore, the time evolution is carried out by using a total-variation diminishing Runge-Kutta method. A rich family of (discontinuous) stationary solutions is available for the conservation laws under consideration when the flux is nonlinear and foliated (in a suitable sense). We present a series of numerical tests, encompassing various nontrivial steady state solutions and therefore providing a good validation of the accuracy and efficiency of the proposed central-upwind finite volume scheme. Our numerical tests confirm that the scheme is stable and succeeds in accurately capturing discontinuous steady state solutions to conservation laws posed on the sphere.


## 1. Introduction

Nonlinear hyperbolic problems involving conservation laws, or more generally balance laws, arise in continuum physics and in many engineering applications. One of the most important partial differential equations (PDEs) is Burgers' equation, which plays a crucial role in designing numerical methods and arises in a variety of applications. For instance, it arises in the modeling of water infiltration in unsaturated soil and fluid flows through porous media, which are significant in petroleum and environmental engineering problems and in traffic flow problems [11;

[^3]37; 31]. In general, the solutions to hyperbolic PDEs can develop sharp gradients (or discontinuities) in finite time, even when starting from smooth initial conditions. For example, in multiphase flow in unsaturated porous media, the wetting front can be very sharp [28; 29]. High-resolution shock-capturing techniques are required since they have the ability to capture sharp gradients within a few computational cells with low levels of numerical diffusion and oscillation.

Various classes of so-called shock-capturing schemes have been proposed. In particular, upwind and central schemes have been used to numerically solve hyperbolic conservation laws. Generally, it can be stated that the difference between these schemes is that upwind methods use characteristic-related information, while central methods do not. The use of characteristic information in upwind schemes can improve the results but renders these schemes, in some cases, computationally expensive. Central schemes are widely used (see, e.g., [32]) after the pioneering work of Nessyahu and Tadmor [34], where a second-order finite volume central method on a staggered grid in spacetime was first proposed. This strategy leads to high resolution and the simplicity of the Riemann-solver free method. As observed by Kurganov and Tadmor [20], this scheme suffers from excessive numerical viscosity when a small time step is considered.

In order to improve the performance of central schemes, some characteristic information can still be used. Kurganov et al. [16] proposed the central-upwind schemes which are based on information obtained from the local speeds of wave propagation. The central-upwind schemes can be considered as a generalization of central schemes originally developed by Kurganov and Tadmor [20; 21] and Kurganov and Levy [14]. The central-upwind schemes are simple, since they use no Riemann solvers, and they have proven their effectiveness in multiple studies, as shown in [18; 19; 15]. Kurganov and Petrova [17] extended the central-upwind schemes to triangular grids for solving two-dimensional Cartesian systems of conservation laws. Next, Beljadid et al. [4] proposed a two-dimensional well-balanced and positivity-preserving cell-vertex central-upwind scheme for the computation of shallow water equations with source terms due to bottom topography.

Several studies have been recently done for hyperbolic conservation laws posed on curved manifolds. The solutions of conservation laws including the systems on manifolds and on spacetimes were studied in $[35 ; 33]$ and by LeFloch and coauthors [1;2;5;6;23;26;27]. More recently, hyperbolic conservation laws for an evolving surface were investigated by Dziuk, Kröner, and Müller [10], Giesselman [12], and Dziuk and Elliott [9]. Earlier on, for such problems, Ben-Artzi and LeFloch [6] and LeFloch and Okutmustur [27] established a general well-posedness theory for conservation laws on manifolds. In fact, several physically relevant classes of conservation laws in curved spaces were extensively investigated in recent years and we refer the interested reader to $[8 ; 13 ; 22 ; 24 ; 25]$.

Burgers' equation provides a simple, yet challenging, equation which admits discontinuous solutions, and it provides a simplified setup for the design and validation of shock-capturing numerical methods. Burgers' equation and its generalizations to a curved manifold have been widely used in the physical and mathematical literature. In [3], we have used a class of Burgers-type equations on the sphere and adopted the methodology first proposed by Ben-Artzi, Falcovitz, and LeFloch [5], which uses second-order approximations based on generalized Riemann problems. In [3], a scheme was proposed which uses piecewise linear reconstructions based on solution values at the centers of the computational cells and on values of Riemann solutions at the cell interfaces. A second-order approximation based on a generalized Riemann solver was then proposed, together with a total-variation diminishing Runge-Kutta method (TVDRK3) with operator splitting for the temporal integration.

The finite volume method developed in [5] is strongly linked to the structure of the governing equation on the sphere. The geometric dimensions are considered in an analytical way which leads to discrete forms of schemes that respect exactly the geometric compatibility property. The splitting approach which is used in these schemes simplifies the resolution of the Riemann problem, but it increases the computational cost.

In the present study, we propose a new finite volume method which is less expensive in terms of computational cost. This scheme is free of any Riemann solver and does not use any splitting approach, while such a splitting is widely used in upwind schemes when one needs to simplify the resolution of Riemann problems. The present paper provides the first study of geometry-preserving, central-upwind schemes for conservation laws on a curved geometry.

Burgers' equation and its generalizations will be used in the present paper in order to develop and validate the new finite volume method. We design in full detail a geometry-compatible central-upwind scheme for scalar nonlinear hyperbolic conservation laws on the sphere. This system has a simple appearance, but it generates solutions that have a very rich wave structure (due to the curved geometry), and its solutions provide an effective framework for assessing numerical methods. Our goal is to develop and validate a finite volume method which is free of any Riemann problem and is consistent with the geometric compatibility (or divergencefree) condition, at the discrete level. As we prove, the proposed scheme is efficient and accurate for discontinuous solutions and implies only negligible geometric distortions on the solutions.

An outline of the paper is as follows. In Section 2, the governing equations related to this study are presented. Section 3 is devoted to the derivation of the semidiscrete version of our scheme. In Section 4, the coordinate system and the nonoscillatory reconstruction are described. In Section 5, we present the geometrycompatible flux vectors and some particular steady state solutions as well as confined
solutions, which will be used to validate the performance of the proposed method. In Section 6, we demonstrate the high-resolution of the proposed central-upwind scheme thanks to a series of numerical experiments. Finally, some concluding remarks are provided.

## 2. Governing equations

We consider nonlinear hyperbolic equations posed on the sphere $\mathbb{S}^{2}$ and based on the flux vector $F=F(x, u)$, depending on the function $u(t, x)$ and the space variable $x$. This flux is assumed to satisfy the following geometric compatibility condition: for any arbitrary constant value $\bar{u} \in \mathbb{R}$,

$$
\begin{equation*}
\nabla \cdot(F(\cdot, \bar{u}))=0 . \tag{2-1}
\end{equation*}
$$

We also assume that the flux takes the form

$$
\begin{equation*}
F(x, u)=n(x) \wedge \Phi(x, u) \tag{2-2}
\end{equation*}
$$

where $n(x)$ is the unit normal vector to the sphere and the function $\Phi(x, u)$ is a vector field in $\mathbb{R}^{3}$, restricted to $\mathbb{S}^{2}$ and defined by

$$
\begin{equation*}
\Phi(x, u)=\nabla h(x, u) . \tag{2-3}
\end{equation*}
$$

Here, $h=h(x, u)$ is a smooth function depending on the space variable $x$ and the state variable $u(t, x)$. Observe that (for instance by Claim 2.2 in [5]) the conditions (2-2) and (2-3) for the flux vector are sufficient to ensure the validity of the geometric compatibility condition (2-1).

Here we are going to develop and validate a new geometry-preserving centralupwind scheme which approximates solutions to the hyperbolic conservation law

$$
\begin{equation*}
\partial_{t} u+\nabla \cdot F(x, u)=0, \quad(x, t) \in \mathbb{S}^{2} \times \mathbb{R}_{+} \tag{2-4}
\end{equation*}
$$

where $\nabla \cdot F$ is the divergence of the vector field $F$. Given any data $u_{0}$ prescribed on the sphere, we consider the following initial condition for the unknown function $u=u(t, x)$ :

$$
\begin{equation*}
u(0, x)=u_{0}(x), \quad x \in \mathbb{S}^{2} \tag{2-5}
\end{equation*}
$$

Equation (2-4) can be rewritten, using general local coordinates and the index of summation $j$, in the form

$$
\begin{equation*}
\partial_{t} u+\frac{1}{\sqrt{|g|}} \partial_{j}\left(\sqrt{|g|} F^{j}(x, u)\right)=0 \tag{2-6}
\end{equation*}
$$

or

$$
\begin{equation*}
\partial_{t}(\sqrt{|g|} u)+\partial_{j}\left(\sqrt{|g|} F^{j}(x, u)\right)=0 \tag{2-7}
\end{equation*}
$$

where in local coordinates $x=\left(x^{j}\right)$, the derivatives are denoted by $\partial_{j}=\frac{\partial}{\partial x^{j}}, F^{j}$ are the components of the flux vector, and $g$ is the metric.

The conservation law (2-4) becomes

$$
\begin{equation*}
\partial_{t} v+\partial_{j}\left(\sqrt{|g|} F^{j}(x, v / \sqrt{|g|})\right)=0 \tag{2-8}
\end{equation*}
$$

where $v=u \sqrt{|g|}$. This form will be used in the derivation of the semidiscrete form of the proposed scheme. For the latitude-longitude grid on the sphere, the divergence operator of the flux vector is

$$
\begin{equation*}
\nabla \cdot F=\frac{1}{\cos \phi}\left(\frac{\partial}{\partial \phi}\left(F_{\phi} \cos \phi\right)+\frac{\partial F_{\lambda}}{\partial \lambda}\right), \tag{2-9}
\end{equation*}
$$

where $F_{\phi}$ and $F_{\lambda}$ are the flux components in the latitude $(\phi)$ and longitude $(\lambda)$ directions on the sphere, respectively.

## 3. Derivation of the proposed method

Discretization of the divergence operator. We will describe the derivation of the new central-upwind scheme in detail for the three steps: reconstruction, evolution, and projection. We will develop and give a semidiscrete form of the proposed method for a general computational grid used to discretize the sphere. We assume the discretization of the sphere $\mathbb{S}^{2}=\bigcup_{j=1}^{j=N} C_{j}$, where $C_{j}$ are the computational cells with areas $\left|C_{j}\right|$. We denote by $m_{j}$ the number of cell sides of $C_{j}$ and by $C_{j 1}, C_{j 2}, \ldots, C_{j m_{j}}$ the neighboring computational cells that share with $C_{j}$ the common sides $\left(\partial C_{j}\right)_{1},\left(\partial C_{j}\right)_{2}, \ldots,\left(\partial C_{j}\right)_{m_{j}}$, respectively. The length of each cell interface $\left(\partial C_{j}\right)_{k}$ is denoted by $l_{j k}$. The discrete value of the state variable $u(t, x)$ inside the computational cell $C_{j}$ at a point $G_{j} \in C_{j}$ is denoted by $\boldsymbol{u}_{j}^{n}$ at step $n$. The longitude and latitude coordinates of the suitable point $G_{j}$ to use inside each computational cell $C_{j}$ are presented on page 97 . These coordinates should be chosen according to the reconstruction of the state variable $u(t, x)$ over the computational cells used on the sphere. Finally, we use the notations $\Delta t$ and $t_{n}=n \Delta t$ for the time step and the time at step $n$, respectively. To obtain the semidiscrete form of the proposed scheme, a first-order explicit development in time will be used. The resulting ODE can be numerically solved using a higher-order SSP ODE solver such as Runge-Kutta of the multistep methods. In the numerical experiments, the third-order TVD Runge-Kutta method proposed by Shu and Osher [36] is used.

In this section, we will present a general form of the discretization of the divergence operator for a general computational grid on the sphere. The approximation of the flux divergence can be written using the divergence theorem as

$$
\begin{equation*}
[\nabla \cdot F(x, u)]^{\text {approx }}=\frac{I_{j}}{\left|C_{j}\right|}, \quad I_{j}=\left[\oint_{\partial C_{j}} F(x, u) \cdot v(x) d s\right]^{\text {approx }}, \tag{3-1}
\end{equation*}
$$

where $\nu(x)$ is the unit normal vector to the boundary $\partial C_{j}$ of the computational cell $C_{j}$ and $d s$ is the infinitesimal length along $\partial C_{j}$.

The scalar potential function $h$ is used to obtain the following approximation along each side of the computational cell $C_{j}$.

Claim 3.1. For a three-dimensional flux $\Phi(x, u)$ given by (2-3), where $h=h(x, u)$ is a smooth function in the neighborhood of the sphere $\mathbb{S}^{2}$, the total approximate flux through the cell interface e is given by

$$
\begin{equation*}
\oint_{e^{1}}^{e^{2}} F(x, u) \cdot v(x) d s=-\left(h\left(e^{2}, u_{j}\right)-h\left(e^{1}, u_{j}\right)\right) \tag{3-2}
\end{equation*}
$$

where $e^{1}$ and $e^{2}$ are the initial and final endpoints of the side $e$ in the sense of integration and $u_{j}$ is the estimate value of the variable $u$ along the side $e$.

Namely, the flux vector is written in the form $F(x, u)=n(x) \wedge \Phi(x, u)$ and we can derive the approximation of the integral along each cell side of $C_{j}$

$$
\begin{align*}
\oint_{e^{1}}^{e^{2}} F(x, u) \cdot v(x) d s & =\oint_{e^{1}}^{e^{2}}(n(x) \wedge \Phi(x, u)) \cdot v(x) d s \\
= & -\oint_{e^{1}}^{e^{2}} \Phi(x, u) \cdot(n(x) \wedge v(x)) d s=-\oint_{e^{1}}^{e^{2}} \nabla h(x, u) \cdot \tau(x) d s \\
& =-\oint_{e^{1}}^{e^{2}} \nabla_{\partial C_{j}} h(x, u) d s=-\left(h\left(e^{2}, u_{j}\right)-h\left(e^{1}, u_{j}\right)\right) \tag{3-3}
\end{align*}
$$

where $\tau(x)$ is the unit vector tangent to the boundary $\partial C_{j}$.
Remark 3.2. Using the discrete approximations based on Claim 3.1, if a constant value of the state variable $u(t, x)=u_{j}=\bar{u}$ is considered, one obtains

$$
\begin{align*}
& {[\nabla \cdot F(x, u)]^{\text {approx }}=\frac{1}{\left|C_{j}\right|}\left[\oint_{\partial C_{j}} F(x, u) \cdot v(x) d s\right]^{\text {approx }} } \\
&=-\sum_{e \in \partial C_{j}}\left(h\left(e^{2}, \bar{u}\right)-h\left(e^{1}, \bar{u}\right)\right)=0 \tag{3-4}
\end{align*}
$$

This confirms that the discrete approximation of the divergence operator respects the divergence-free condition which is the geometric requirement that the proposed scheme should satisfy.

Reconstruction method and approximation of the one-sided local speeds of propagation of the waves. In the following, we will present the reconstruction of the proposed central-upwind scheme and the approximation used to obtain the maximum of the directional local speeds of propagation of the waves at cell interfaces inward and outward of computational cells. The semidiscrete form of the proposed scheme for (2-4) will be derived by using the approximation of the cell averages of the
solution. At each time $t=t_{n}$, the computed solution is

$$
\begin{equation*}
\boldsymbol{u}_{j}^{n} \approx \frac{1}{\left|C_{j}\right|} \int_{C_{j}} u\left(x, t_{n}\right) d V_{g} \tag{3-5}
\end{equation*}
$$

where $d V_{g}=\sqrt{g} d x^{1} d x^{2}$.
The discrete values $\boldsymbol{u}_{j}^{n}$ of the solution at time $t=t_{n}$ are used to construct a conservative piecewise polynomial function with possible discontinuities at the interfaces of the computational cells $C_{j}$ :

$$
\begin{equation*}
\tilde{u}^{n}(x)=\sum_{j} w_{j}^{n}(x) \chi_{j}(x) \tag{3-6}
\end{equation*}
$$

where $w_{j}^{n}(x)$ is a polynomial in two variables ( $\lambda$ and $\phi$ ) and $\chi_{j}$ is the characteristic function which is defined using the Kronecker symbol $\delta_{j k}$ and, for any point of spatial coordinate $x$ inside the computational cell $C_{k}$, we consider $\chi_{j}(x)=\delta_{j k}$.

To prevent oscillations, minmod-type reconstruction can be used to obtain the polynomial function $w_{j}^{n}(x)$ for each computational cell. Page 97 describes the reconstruction method used for the proposed central-upwind scheme on the sphere.

The maximum of the directional local speeds of propagation of the waves at the $k$-th interface inward and outward of the computational cell $C_{j}$ are denoted by $a_{j k}^{\text {in }}$ and $a_{j k}^{\text {out }}$, respectively. When the solution evolves over a time step $\Delta t$, the discontinuities move inward and outward at the $k$-th interface of the computational cell $C_{j}$ with maximum distances $a_{j k}^{\text {in }} \Delta t$ and $a_{j k}^{\text {out }} \Delta t$, respectively. These distances of propagation are used at the computational cells to delimit different areas in which the solution is still smooth and the areas in which the solution may not be smooth when it evolves from the time level $t_{n}$ to $t_{n+1}$.

We define the domain $D_{j}$ as the part inside the cell $C_{j}$ in which the solution is still smooth; see Figure 1. Two other types of domains are defined: the first type includes the "rectangular" domains $D_{j k}, k=1,2, \ldots, m_{j}$, along each side of $C_{j}$ of width $\left(a_{j k}^{\text {out }}+a_{j k}^{\text {in }}\right) \Delta t$ and length $l_{j k}+O(\Delta t)$, and the second type includes the domains denoted by $E_{j k}, k=1,2, \ldots, m_{j}$, around the cell vertices of computational cells. These domains are decomposed into two subdomains $D_{j k}=D_{j k}^{+} \cup D_{j k}^{-}$and $E_{j k}=E_{j k}^{+} \cup E_{j k}^{-}$, where the subdomains with the superscript plus signs " + " and minus signs "-" are the domains inside and outside of the cell $C_{j}$, respectively. For purely geometrical reasons, the areas of the three types of subdomains are of orders $\left|D_{j}\right|=O(1),\left|D_{j k}\right|=O(\Delta t)$, and $\left|E_{j k}\right|=O\left(\Delta t^{2}\right)$.

We consider the projection of the flux vector $\widetilde{F}$ according to the normal to the $k$-th cell interface $\left(\partial C_{j}\right)_{k}$ :

$$
\begin{equation*}
f_{j k}=N_{j k} \cdot \widetilde{F} \tag{3-7}
\end{equation*}
$$



Figure 1. Schematic view of the decomposition of the control volume. The thick black lines are the limits of computational cells, and the thin gray lines are used for the decomposition of control volumes.
where $N_{j k}$ is the unit normal vector to the cell interface $\left(\partial C_{j}\right)_{k}$ and $\widetilde{F}$ has the components $\sqrt{g} F^{j}(x, v / \sqrt{g})$ which are used in (2-8).

The one-sided local speeds of propagation of the waves at the $k$-th cell interface $\left(\partial C_{j}\right)_{k}$, inward and outward of the computational cell $C_{j}$, are estimated by

$$
\begin{align*}
a_{j k}^{\text {out }} & =\max \left\{\frac{\partial f_{j k}}{\partial v}\left(M_{j k}, u_{j}\left(M_{j k}\right)\right), \frac{\partial f_{j k}}{\partial v}\left(M_{j k}, u_{j k}\left(M_{j k}\right)\right), 0\right\},  \tag{3-8}\\
a_{j k}^{\text {in }} & =-\min \left\{\frac{\partial f_{j k}}{\partial v}\left(M_{j k}, u_{j}\left(M_{j k}\right)\right), \frac{\partial f_{j k}}{\partial v}\left(M_{j k}, u_{j k}\left(M_{j k}\right)\right), 0\right\},
\end{align*}
$$

where $u_{j}\left(M_{j k}\right)$ is the value of the state variable $u$ at the midpoint $M_{j k}$ of $\left(\partial C_{j}\right)_{k}$, which is obtained from the nonoscillatory reconstruction for the computational cell $C_{j}$ and $u_{j k}\left(M_{j k}\right)$ is the value of $u$ at the same point $M_{j k}$ using the nonoscillatory reconstruction for the neighboring cell $C_{j k}$.

Evolution and projection steps. In this section, the techniques used for the hyperbolic conservation laws and shallow water systems in a Cartesian framework [16; $18 ; 19 ; 15 ; 17 ; 4]$ will be extended to the case of hyperbolic conservation laws on the sphere. The computed cell averages $\overline{\boldsymbol{u}}_{j}^{n+1}$ of the numerical solution at time step $t_{n+1}$ over the computational cells $C_{j}$ are used to obtain the piecewise linear reconstruction $\widetilde{w}^{n+1}$ which should satisfy the conservative requirement

$$
\begin{equation*}
\overline{\boldsymbol{u}}_{j}^{n+1}=\frac{1}{\left|C_{j}\right|} \int_{C_{j}} \widetilde{w}^{n+1}(x) d V_{g} . \tag{3-9}
\end{equation*}
$$

The average of the function $\widetilde{w}^{n+1}$ over the domain $D_{j}$ is denoted by

$$
\begin{equation*}
\bar{w}^{n+1}\left(D_{j}\right)=\frac{1}{\left|D_{j}\right|} \int_{D_{j}} \widetilde{w}^{n+1}(x) d V_{g} \tag{3-10}
\end{equation*}
$$

Note that it is possible to derive the fully discrete form of the proposed scheme but it is impractical to use and, for simplicity, we will develop the semidiscrete form of the scheme. The ODE for approximating the cell averages of the solutions is derived by letting the time step $\Delta t$ go to zero. This eliminates some terms because of their orders, and we keep the more consistent terms:

$$
\begin{align*}
\frac{d \overline{\boldsymbol{u}}_{j}}{d t}\left(t_{n}\right)= & \lim _{\Delta t \rightarrow 0} \frac{\overline{\boldsymbol{u}}_{j}^{n+1}-\overline{\boldsymbol{u}}_{j}^{n}}{\Delta t} \\
= & \lim _{\Delta t \rightarrow 0} \frac{1}{\Delta t}\left[\frac{1}{\left|C_{j}\right|} \int_{D_{j}} \widetilde{w}^{n+1}(x) d V_{g}+\frac{1}{\left|C_{j}\right|} \sum_{k=1}^{m_{j}} \int_{D_{j k}^{+}} \widetilde{w}^{n+1}(x) d V_{g}\right. \\
& \left.\quad+\frac{1}{\left|C_{j}\right|} \sum_{k=1}^{m_{j}} \int_{E_{j k}^{+}} \widetilde{w}^{n+1}(x) d V_{g}-\overline{\boldsymbol{u}}_{j}^{n}\right] \tag{3-11}
\end{align*}
$$

Since the areas of domains $E_{j k}$ with $k=1,2, \ldots, m_{j}$ are of order $\Delta t^{2}$, we obtain

$$
\begin{equation*}
\int_{E_{j k}^{+}} \widetilde{w}^{n+1}(x) d V_{g}=O\left(\Delta t^{2}\right) . \tag{3-12}
\end{equation*}
$$

This approximation allows us to deduce that the third term on the right-hand side of (3-11) is of order $\Delta t^{2}$ and the result for the limit of this term vanishes for the ODE.

The second term in (3-11), in which we use the "rectangular" domains $D_{j k}^{+}$, will be estimated by using the assumption that the spatial derivatives of $\widetilde{w}^{n+1}$ are bounded independently of $\Delta t$. Under this assumption, the following claim gives an estimation of this term with an error of order $\Delta t^{2}$ for each $k \in\left[1, m_{j}\right]$.

Claim 3.3. Consider the reconstruction given by (3-6), its evolution $\widetilde{w}^{n+1}$ over the global domain, and the definitions given at the bottom of page 86 for the domains $D_{j k}$ and $D_{j k}^{+}$. If we assume that the spatial derivatives of $\widetilde{w}^{n+1}$ are bounded independently of $\Delta t$, then

$$
\begin{equation*}
\int_{D_{j k}^{+}} \widetilde{w}^{n+1}(x) d V_{g}=\left|D_{j k}^{+}\right| \bar{w}^{n+1}\left(D_{j k}\right)+O\left(\Delta t^{2}\right) \tag{3-13}
\end{equation*}
$$

Proof. It is obvious that, for the cases $\left|D_{j k}^{+}\right|=0$ or $\left|D_{j k}^{-}\right|=0,(3-13)$ is valid. We assume that $\left|D_{j k}^{+}\right|\left|D_{j k}^{-}\right| \neq 0$, and we consider

$$
R=\int_{D_{j k}^{+}} \widetilde{w}^{n+1}(x) d V_{g}-\left|D_{j k}^{+}\right| \bar{w}^{n+1}\left(D_{j k}\right)
$$

We have

$$
\begin{align*}
R & =\int_{D_{j k}^{+}} \widetilde{w}^{n+1}(x) d V_{g}-\frac{\left|D_{j k}^{+}\right|}{\left|D_{j k}\right|}\left(\int_{D_{j k}^{+}} \widetilde{w}^{n+1}(x) d V_{g}+\int_{D_{j k}^{-}} \widetilde{w}^{n+1}(x) d V_{g}\right) \\
& =\frac{\left|D_{j k}^{+}\right|}{\left|D_{j k}\right|}\left[\frac{\left|D_{j k}^{-}\right|}{\left|D_{j k}^{+}\right|} \int_{D_{j k}^{+}} \widetilde{w}^{n+1}(x) d V_{g}-\int_{D_{j k}^{-}} \widetilde{w}^{n+1}(x) d V_{g}\right] \\
& =\frac{\left|D_{j k}^{+}\right|}{\left|D_{j k}\right|}\left[\frac{a_{j k}^{\text {out }}}{a_{j k}^{\text {in }}} \int_{-a_{j k}^{\text {in }} \Delta t}^{0} \widetilde{w}^{n+1}(s) \tilde{l}_{j k} d s-\int_{0}^{a_{j k}^{\text {out }} \Delta t} \widetilde{w}^{n+1}(s) \tilde{l}_{j k} d s\right] \tag{3-14}
\end{align*}
$$

where $\tilde{l}_{j k}$ is the length of the domain $D_{j k}$ and $s$ is a variable along the outward axis orthogonal to the $k$-th cell interface; see Figures 1 and 3.

One obtains after the change of variable in the first integral of the last equality in (3-14)

$$
R=\frac{\left|D_{j k}^{+}\right|}{\left|D_{j k}\right|} \tilde{l}_{j k} \int_{0}^{a_{j k}^{\text {out }} \Delta t}\left(\widetilde{w}^{n+1}\left(-\frac{a_{j k}^{\text {in }}}{a_{j k}^{\text {out }}} s\right)-\widetilde{w}^{n+1}(s)\right) d s
$$

Using the mean value theorem on the function $\widetilde{w}^{n+1}$, we obtain

$$
R=-\frac{\left|D_{j k}^{+}\right|}{\left|D_{j k}\right|} \tilde{l}_{j k} \int_{0}^{a_{j k}^{\text {out }} \Delta t} \frac{a^{\text {in }}+a^{\text {out }}}{a^{\text {out }}} s \frac{\partial \widetilde{w}^{n+1}}{\partial s}\left(c_{s}\right) d s
$$

where $c_{s} \in\left[\min \left(s,-s a_{j k}^{\text {in }} / a_{j k}^{\text {out }}\right), \max \left(s,-s a_{j k}^{\text {in }} / a_{j k}^{\text {out }}\right)\right]$.
We denote by $M$ the upper bound of the spatial derivative of the function $\widetilde{w}^{n+1}$ over the domain $D_{j k}$. Therefore,

$$
|R| \leq M l \frac{\left|D_{j k}^{+}\right|}{\left|D_{j k}^{-}\right|} \int_{0}^{a_{j k}^{\mathrm{out}} \Delta t} s d s=\frac{M l}{2}\left|D_{j k}^{+}\right|\left|D_{j k}^{-}\right|
$$

Since $\tilde{l}_{j k}=l_{j k}+O(\Delta t)$ and both the areas $\left|D_{j k}^{+}\right|$and $\left|D_{j k}^{-}\right|$are of order $\Delta t$, we obtain $R=O\left(\Delta t^{2}\right)$.

Using (3-13) in Claim 3.3,

$$
\begin{align*}
& \frac{1}{\left|C_{j}\right|} \sum_{k=1}^{m_{j}} \int_{D_{j k}^{+}} \widetilde{w}^{n+1}(x) d V_{g}=\frac{1}{\left|C_{j}\right|} \sum_{k=1}^{m_{j}}\left|D_{j k}^{+}\right| \bar{w}^{n+1}\left(D_{j k}\right)+O\left(\Delta t^{2}\right) \\
&= \frac{\Delta t}{\left|C_{j}\right|} \sum_{k=1}^{m_{j}} a_{j k}^{\text {in }}\left(l_{j k}+O(\Delta t)\right) \bar{w}^{n+1}\left(D_{j k}\right)+O\left(\Delta t^{2}\right) \tag{3-15}
\end{align*}
$$

Therefore, (3-11) can be written as

$$
\begin{equation*}
\frac{d \overline{\boldsymbol{u}}_{j}}{d t}\left(t_{n}\right)=\lim _{\Delta t \rightarrow 0} \frac{1}{\Delta t}\left[\frac{\left|D_{j}\right|}{\left|C_{j}\right|} \bar{w}^{n+1}\left(D_{j}\right)-\overline{\boldsymbol{u}}_{j}^{n}\right]+\sum_{k=1}^{m_{j}} \lim _{\Delta t \rightarrow 0} \frac{\left|D_{j k}^{+}\right|}{\Delta t\left|C_{j}\right|} \bar{w}^{n+1}\left(D_{j k}\right) \tag{3-16}
\end{equation*}
$$

where

$$
\begin{equation*}
\bar{w}^{n+1}\left(D_{j k}\right)=\frac{1}{\left|D_{j k}\right|} \int_{D_{j k}} \widetilde{w}^{n+1}(x) d V_{g} \tag{3-17}
\end{equation*}
$$

In order to derive the semidiscrete form of the proposed scheme from (3-16), one needs to compute the average values $\bar{w}^{n+1}\left(D_{j k}\right)$ and $\bar{w}^{n+1}\left(D_{j}\right)$. To compute $\bar{w}^{n+1}\left(D_{j k}\right),(2-4)$ is integrated over the spacetime control volume $D_{j k} \times\left[t_{n}, t_{n+1}\right]$. After integration by parts and applying the divergence theorem to transform the surface integral of the divergence operator to the boundary integral and using the approximation (3-2) of the flux through the cell interfaces, we obtain

$$
\begin{align*}
\bar{w}^{n+1}\left(D_{j k}\right)=\frac{1}{\left|D_{j k}\right|}\left[\int_{D_{j k}^{+}} w_{j}^{n}(x) d V_{g}\right. & \left.+\int_{D_{j k}^{-}} w_{j k}^{n}(x) d V_{g}\right] \\
& -\frac{1}{\left|D_{j k}\right|} \int_{t_{n}}^{t_{n+1}} \int_{D_{j k}} \nabla \cdot F(x, u) d V_{g}, \tag{3-18}
\end{align*}
$$

and

$$
\begin{align*}
& \int_{D_{j k}} \nabla \cdot F(x, u) d V_{g} \\
& =\left[\int_{\partial D_{j k}} F(x, u) \cdot v(x) d s\right]^{\text {approx }} \\
& =\sum_{i=1}^{i=4} \int_{\left(\partial D_{j k}\right)_{i}} F(x, u) \cdot v(x) d s \\
& =-\left[-h\left(e_{j k}^{2}, u_{j}\left(M_{j k}\right)\right)+h\left(e_{j k}^{1}, u_{j}\left(M_{j k}\right)\right)+h\left(e_{j k}^{2}, u_{j k}\left(M_{j k}\right)\right)-h\left(e_{j k}^{1}, u_{j k}\left(M_{j k}\right)\right)\right] \\
& +O(\Delta t), \tag{3-19}
\end{align*} \quad(3-19) .
$$

where $\left(\partial D_{j k}\right)_{i}, i=1,2,3,4$, are the four edges of the domain $D_{j k}, e_{j k}^{2}$ and $e_{j k}^{1}$ are the initial and final endpoints of the cell interface $\left(\partial C_{j}\right)_{k}$, and as mentioned before $w_{j}^{n}$ and $w_{j k}^{n}$ are the piecewise polynomial reconstructions in the computational cells $C_{j}$ and $C_{j k}$ at time $t_{n}$, respectively.

The term on the right-hand side of (3-19) of order $O(\Delta t)$ corresponds to the global result of the integration along the two edges of the domain $D_{j k}$ having the length $\left(a_{j k}^{\mathrm{in}}+a_{j k}^{\mathrm{out}}\right) \Delta t$ and the rest of the integration due to the difference between the length of the domain $D_{j k}$ and the length of the cell interface $\left(\partial C_{j}\right)_{k}$.

In order to compute the spatial integrals in (3-18), Gaussian quadrature can be applied. In our case, the midpoint rule is used for simplicity:

$$
\begin{equation*}
\int_{D_{j k}^{+}} w_{j k}^{n} d V_{g}+\int_{D_{j k}^{-}} w_{j k}^{n} d V_{g} \approx l_{j k} \Delta t\left[a_{j k}^{\mathrm{in}} u_{j}\left(M_{j k}\right)+a_{j k}^{\text {out }} u_{j k}\left(M_{j k}\right)\right] \tag{3-20}
\end{equation*}
$$

Equations (3-18), (3-19), and (3-20) lead to

$$
\begin{align*}
\lim _{\Delta t \rightarrow 0} \bar{w}^{n+1}\left(D_{j k}\right)= & \frac{l_{j k}}{a_{j k}^{\text {in }}+a_{j k}^{\text {out }}}
\end{align*}\left[a_{j k}^{\text {in }} u_{j}\left(M_{j k}\right)+a_{j k}^{\text {out }} u_{j k}\left(M_{j k}\right)\right] .
$$

Therefore, we find

$$
\begin{align*}
& \lim _{\Delta t \rightarrow 0} \sum_{k=1}^{m_{j}} \frac{\left|D_{j k}^{+}\right|}{\Delta t\left|C_{j}\right|} \bar{w}^{n+1}\left(D_{j k}\right) \\
& =\sum_{k=1}^{m_{j}} \frac{a_{j k}^{\text {in }} l_{j k}}{\left|C_{j}\right|\left(a_{j k}^{\text {in }}+a_{j k}^{\text {out }}\right)}\left[a_{j k}^{\text {in }} u_{j}\left(M_{j k}\right)+a_{j k}^{\text {out }} u_{j k}\left(M_{j k}\right)\right] \\
& +\sum_{k=1}^{m_{j}} \frac{a_{j k}^{\text {in }}}{\left|C_{j}\right|\left(a_{j k}^{\text {in }}+a_{j k}^{\text {out }}\right)}\left[-h\left(e_{j k}^{2}, u_{j}\left(M_{j k}\right)\right)+h\left(e_{j k}^{1}, u_{j}\left(M_{j k}\right)\right)\right. \\
& \left.+h\left(e_{j k}^{2}, u_{j k}\left(M_{j k}\right)\right)-h\left(e_{j k}^{1}, u_{j k}\left(M_{j k}\right)\right)\right] . \tag{3-22}
\end{align*}
$$

Now the average value $\bar{w}^{n+1}\left(D_{j}\right)$ will be computed. Equation (2-4) is integrated over the spacetime control volume $D_{j} \times\left[t_{n}, t_{n+1}\right]$, and after integration by parts and using the divergence theorem to transform the surface integral to a boundary integral and using (3-2), one obtains

$$
\begin{align*}
\bar{w}^{n+1}\left(D_{j}\right)= & \frac{1}{\left|D_{j}\right|} \int_{D_{j}} w_{j}^{n} d V_{g}-\frac{1}{\left|D_{j}\right|} \int_{t_{n}}^{t_{n+1}} \int_{D_{j}} \nabla \cdot F(x, u) d V_{g} \\
= & \frac{1}{\left|D_{j}\right|} \int_{D_{j}} w_{j}^{n} d V_{g}-\frac{\Delta t}{\left|D_{j}\right|}\left(\sum _ { k = 1 } ^ { m _ { j } } \left[-h\left(e_{j k}^{2}, u_{j}\left(M_{j k}\right)\right)\right.\right. \\
& \left.\left.+h\left(e_{j k}^{1}, u_{j}\left(M_{j k}\right)\right)\right]+O(\Delta t)\right) \tag{3-23}
\end{align*}
$$

The last term in (3-23) includes $O(\Delta t)$ since $e_{j k}^{1}$ and $e_{j k}^{2}$ are corners of $C_{j}$, not $D_{j}$.
Using the previous equality,

$$
\begin{align*}
\frac{1}{\Delta t}\left[\frac{\left|D_{j}\right|}{\left|C_{j}\right|} \bar{w}^{n+1}\left(D_{j}\right)-\bar{u}_{j}^{n}\right]=\frac{1}{\Delta t}\{ & \frac{1}{\left|C_{j}\right|} \int_{D_{j}} w_{j}^{n} d V_{g}-\frac{\Delta t}{\left|C_{j}\right|}\left(\sum _ { k = 1 } ^ { m _ { j } } \left[-h\left(e_{j k}^{2}, u_{j}\left(M_{j k}\right)\right)\right.\right. \\
+ & \left.\left.\left.h\left(e_{j k}^{1}, u_{j}\left(M_{j k}\right)\right)\right]+O(\Delta t)\right)-\bar{u}_{j}^{n}\right\}, \tag{3-24}
\end{align*}
$$

which leads to

$$
\begin{align*}
& \lim _{\Delta t \rightarrow 0} \frac{1}{\Delta t}\left[\frac{\left|D_{j}\right|}{\left|C_{j}\right|} \bar{w}^{n+1}\left(D_{j}\right)-\bar{u}_{j}^{n}\right]=-\frac{1}{\left|C_{j}\right|} \sum_{k=1}^{m_{j}} a_{j k}^{\mathrm{in}} l_{j k} u_{j}\left(M_{j k}\right) \\
&-\frac{1}{\left|C_{j}\right|} \sum_{k=1}^{m_{j}}\left[-h\left(e_{j k}^{2}, u_{j}\left(M_{j k}\right)\right)+h\left(e_{j k}^{1}, u_{j}\left(M_{j k}\right)\right)\right] \tag{3-25}
\end{align*}
$$

Equations (3-22) and (3-25) are used together to obtain the semidiscrete form

$$
\begin{align*}
\frac{d \overline{\boldsymbol{u}}_{j}}{d t}= & -\frac{1}{\left|C_{j}\right|} \sum_{k=1}^{m_{j}} a_{j k}^{\text {in }} l_{j k} u_{j}\left(M_{j k}\right)-\frac{1}{\left|C_{j}\right|} \sum_{k=1}^{m_{j}}\left[-h\left(e_{j k}^{2}, u_{j}\left(M_{j k}\right)\right)+h\left(e_{j k}^{1}, u_{j}\left(M_{j k}\right)\right)\right] \\
+ & \sum_{k=1}^{m_{j}} \frac{a_{j k}^{\text {in }} l_{j k}}{\left|C_{j}\right|\left(a_{j k}^{\text {in }}+a_{j k}^{\text {out }}\right)}\left[a_{j k}^{\text {in }} u_{j}\left(M_{j k}\right)+a_{j k}^{\text {out }} u_{j k}\left(M_{j k}\right)\right] \\
+ & \sum_{k=1}^{m_{j}} \frac{a_{j k}^{\text {in }}}{\left|C_{j}\right|\left(a_{j k}^{\text {in }}+a_{j k}^{\text {out }}\right)}\left[-h\left(e_{j k}^{2}, u_{j}\left(M_{j k}\right)\right)+h\left(e_{j k}^{1}, u_{j}\left(M_{j k}\right)\right)\right. \\
& \left.\quad+h\left(e_{j k}^{2}, u_{j k}\left(M_{j k}\right)\right)-h\left(e_{j k}^{1}, u_{j k}\left(M_{j k}\right)\right)\right] \tag{3-26}
\end{align*}
$$

This equation can be rewritten in the form

$$
\begin{align*}
\frac{d \overline{\boldsymbol{u}}_{j}}{d t}= & \frac{1}{\left|C_{j}\right|} \sum_{k=1}^{m_{j}} \frac{a_{j k}^{\text {in }} a_{j k}^{\text {out }} l_{j k}}{a_{j k}^{\text {in }}+a_{j k}^{\text {out }}}\left(u_{j k}\left(M_{j k}\right)-u_{j}\left(M_{j k}\right)\right) \\
+\frac{a_{j k}^{\text {in }} a_{j k}^{\text {out }}}{\left|C_{j}\right|\left(a_{j k}^{\text {in }}+a_{j k}^{\text {out }}\right)} & \left\{a_{j k}^{\text {in }}\left[h\left(e_{j k}^{2}, u_{j}\left(M_{j k}\right)\right)-h\left(e_{j k}^{1}, u_{j}\left(M_{j k}\right)\right)\right]\right. \\
& \left.+a_{j k}^{\text {out }}\left[h\left(e_{j k}^{2}, u_{j k}\left(M_{j k}\right)\right)-h\left(e_{j k}^{1}, u_{j k}\left(M_{j k}\right)\right)\right]\right\} \tag{3-27}
\end{align*}
$$

which can be rewritten as

$$
\begin{align*}
& \frac{d \overline{\boldsymbol{u}}_{j}}{d t}=-\frac{1}{\left|C_{j}\right|} \sum_{k=1}^{m_{j}} \frac{a_{j k}^{\text {in }} \boldsymbol{H}\left(u_{j k}\left(M_{j k}\right)\right)+a_{j k}^{\text {out }} \boldsymbol{H}\left(u_{j}\left(M_{j k}\right)\right)}{a_{j k}^{\text {in }}+a_{j k}^{\text {out }}} \\
& +\frac{1}{\left|C_{j}\right|} \sum_{k=1}^{m_{j}} \frac{a_{j k}^{\text {in }} a_{j k}^{\text {out }} l_{j k}}{a_{j k}^{\text {in }}+a_{j k}^{\text {out }}}\left[u_{j k}\left(M_{j k}\right)-u_{j}\left(M_{j k}\right)\right], \tag{3-28}
\end{align*}
$$

where $\boldsymbol{H}\left(u_{j}\left(M_{j k}\right)\right)$ and $\boldsymbol{H}\left(u_{j k}\left(M_{j k}\right)\right)$ are given by

$$
\begin{align*}
\boldsymbol{H}\left(u_{j}\left(M_{j k}\right)\right) & =-\left[h\left(e_{j k}^{2}, u_{j}\left(M_{j k}\right)\right)-h\left(e_{j k}^{1}, u_{j}\left(M_{j k}\right)\right)\right], \\
\boldsymbol{H}\left(u_{j k}\left(M_{j k}\right)\right) & =-\left[h\left(e_{j k}^{2}, u_{j k}\left(M_{j k}\right)\right)-h\left(e_{j k}^{1}, u_{j k}\left(M_{j k}\right)\right)\right] . \tag{3-29}
\end{align*}
$$

The function $\boldsymbol{H}$ is defined in the form (3-29) in order to be consistent with the total approximate flux through the cell interface as presented by (3-2) in Claim 3.1.

Remark 3.4. If the value of $a_{j k}^{\text {in }}+a_{j k}^{\text {out }}$ in (3-28) is zero or very close to zero (smaller than $10^{-8}$ in our numerical experiments), we avoid division by zero or by a very small number using the following approximations

$$
\begin{gather*}
\frac{a_{j k}^{\mathrm{in}} \boldsymbol{H}\left(u_{j k}\left(M_{j k}\right)\right)+a_{j k}^{\text {out }} \boldsymbol{H}\left(u_{j}\left(M_{j k}\right)\right)}{a_{j k}^{\mathrm{in}}+a_{j k}^{\text {out }}} \approx \frac{1}{2}\left[\sum_{k=1}^{m_{j}} \boldsymbol{H}\left(u_{j}\left(M_{j k}\right)\right)+\sum_{k=1}^{m_{j}} \boldsymbol{H}\left(u_{j k}\left(M_{j k}\right)\right)\right] \\
\frac{a_{j k}^{\text {in }} a_{j k}^{\text {out }}}{\left|C_{j}\right|\left(a_{j k}^{\text {in }}+a_{j k}^{\text {out }}\right)} \sum_{k=1}^{m_{j}} l_{j k}\left[u_{j k}\left(M_{j k}\right)-u_{j}\left(M_{j k}\right)\right] \approx 0 \tag{3-30}
\end{gather*}
$$

These approximations are obtained using similar extreme distances of the propagation of the waves at the cell interface inward and outward of the computational cell to define the domains $D_{j}, D_{j k}$, and $E_{j k}$. The semidiscretization (3-28) and (3-29) is a system of ODEs which has to be integrated in time using an accurate and stable temporal scheme. In our numerical examples reported in Section 6, we used the third-order total-variation diminishing Runge-Kutta method.

The geometry-compatible condition. In the semidiscrete form (3-28) and (3-29) of the proposed scheme, if we consider a constant value of the function $u \equiv \bar{u}$, the second term in the right-hand side of (3-28) vanishes. For this constant function, we obtain for each interface cell $k$

$$
\begin{equation*}
u_{j}\left(M_{j k}\right)=u_{j k}\left(M_{j k}\right)=\bar{u} \tag{3-31}
\end{equation*}
$$

and

$$
\begin{equation*}
\boldsymbol{H}\left(u_{j}\left(M_{j k}\right)\right)=\boldsymbol{H}\left(u_{j k}\left(M_{j k}\right)\right) \tag{3-32}
\end{equation*}
$$

The first term in the right-hand side of (3-28) becomes

$$
\begin{equation*}
-\frac{1}{\left|C_{j}\right|} \sum_{k=1}^{m_{j}} \frac{a_{j k}^{\mathrm{in}} \boldsymbol{H}\left(u_{j k}\left(M_{j k}\right)\right)+a_{j k}^{\text {out }} \boldsymbol{H}\left(u_{j}\left(M_{j k}\right)\right)}{a_{j k}^{\mathrm{in}}+a_{j k}^{\text {out }}}=-\frac{1}{\left|C_{j}\right|} \sum_{k=1}^{m_{j}} \boldsymbol{H}\left(u_{j}\left(M_{j k}\right)\right) \tag{3-33}
\end{equation*}
$$

Since we have

$$
\begin{equation*}
\sum_{k=1}^{m_{j}} \boldsymbol{H}\left(u_{j}\left(M_{j k}\right)\right)=\sum_{k=1}^{m_{j}} \boldsymbol{H}\left(u_{j k}\left(M_{j k}\right)\right)=-\sum_{k=1}^{m_{j}}\left[h\left(e_{j k}^{2}, \bar{u}\right)-h\left(e_{j k}^{1}, \bar{u}\right)\right]=0 \tag{3-34}
\end{equation*}
$$

we conclude that the first term on the right-hand side of (3-28) will be canceled, which confirms that the proposed scheme respects the geometry-compatibility condition.
Remark 3.5. In the formulation of the proposed central-upwind finite volume method, the midpoint rule is used to compute the spatial integrals. The proposed scheme is second-order accurate, and we obtain the error in the form $E \sim C(\Delta x)^{2}$ where the magnitude of the constant $C$ is also important as well as the order of


Figure 2. Type of grid used on the sphere.
accuracy of the scheme [30]. For the same second-order accuracy of the proposed schemes using Gaussian quadrature and the midpoint rule, the parameter $C$ obtained using Gaussian quadrature is small in comparison to the value obtained for the case using the midpoint rule. The use of Gaussian quadrature will improve the accuracy of the scheme compared to the midpoint rule. Gaussian quadrature will not have any impact on the geometry-compatibility condition of the proposed scheme.

## 4. Formulation using the latitude-longitude grid on the sphere

Computational grid on the sphere. The geometry-compatible scheme was developed in the previous section for scalar nonlinear hyperbolic conservation laws using a general grid on the sphere. However, in order to prevent oscillations, an appropriate piecewise linear reconstruction should be proposed according to the computational grid used in the proposed method. In the following, we will describe the computational grid and the nonoscillatory piecewise linear reconstruction used in our numerical experiments. The position of each point on the sphere can be represented by its longitude $\lambda \in[0,2 \pi]$ and its latitude $\phi \in[-\pi / 2, \pi / 2]$. The grid considered in our numerical examples is shown in Figure 2. The coordinates are singular at the south and north poles, corresponding to $\phi=-\pi / 2$ and $\phi=\pi / 2$, respectively. The Cartesian coordinates are denoted by $x=\left(x_{1}, x_{2}, x_{3}\right)^{T} \in \mathbb{R}^{3}$ for standard orthonormal basis vectors $\boldsymbol{i}_{1}, \boldsymbol{i}_{2}$, and $\boldsymbol{i}_{3}$.

The unit tangent vectors in the directions of longitude and latitude at each point $x$ on the sphere with coordinates $(\lambda, \phi)$ are given by

$$
\begin{align*}
\boldsymbol{i}_{\lambda} & =-(\sin \lambda) \boldsymbol{i}_{1}+(\cos \lambda) \boldsymbol{i}_{2}, \\
\boldsymbol{i}_{\phi} & =-(\sin \phi)(\cos \lambda) \boldsymbol{i}_{1}-(\sin \phi)(\sin \lambda) \boldsymbol{i}_{2}+(\cos \phi) \boldsymbol{i}_{3} \tag{4-1}
\end{align*}
$$



Figure 3. Types of grids used on the sphere. Bottom right: the domain $D_{j k}=D_{j k}^{+} \cup D_{j k}^{-}$.
The unit normal vector to the sphere at the same point $x \in \mathbb{S}^{2}$ is given by

$$
\begin{equation*}
n(x)=(\cos \phi)(\cos \lambda) \boldsymbol{i}_{1}+(\cos \phi)(\sin \lambda) \boldsymbol{i}_{2}+(\sin \phi) \boldsymbol{i}_{3} . \tag{4-2}
\end{equation*}
$$

In spherical coordinates, for any vector field $F$ represented by $F=F_{\lambda} \boldsymbol{i}_{\lambda}+F_{\phi} \boldsymbol{i}_{\phi}$, the equation of conservation law (2-4) can be rewritten as

$$
\begin{equation*}
\partial_{t} u+\frac{1}{\cos \phi}\left(\frac{\partial}{\partial \phi}\left(F_{\phi} \cos \phi\right)+\frac{\partial F_{\lambda}}{\partial \lambda}\right)=0 . \tag{4-3}
\end{equation*}
$$

The three general structures of the computational cells used as part of the discretization grid on the sphere are shown in Figure 3. When we go from the equator to the north or south poles, the cells are changed by a ratio of 2 at some special latitude circles to reduce the number of cells in order to satisfy the stability condition and to ensure consistency of precision in the entire domain of the sphere. For the stability condition, the CFL number defined as the maximum of the ratio $v_{j} \Delta t / L_{j}$ is used. The parameter $v_{j}=\max _{k}\left(a_{j k}^{\text {out }}, a_{j k}^{\text {in }}\right)$ is the maximum of the directional local speeds of propagation of the waves, and $L_{j}$ is the minimum length of the computational cell $C_{j}$ in the longitude and latitude directions. The domain of each cell $\Omega$ is defined as $\Omega=\left\{(\lambda, \phi): \lambda_{1} \leq \lambda \leq \lambda_{2}, \phi_{1} \leq \phi \leq \phi_{2}\right\}$. Near the north or south poles, a "triangular" cell is considered which is a special case of the standard "rectangular" cell shown in Figure 3 with zero length for the side located on the pole.

A nonoscillatory piecewise linear reconstruction. In this section, we describe the piecewise linear reconstruction used in the proposed scheme. For simplicity, in the notations, we will use the indices $i$ and $j$ for the cell centers along the longitude and latitude, respectively (see Figure 3). At each time step $t_{n}$, data cell average values $u_{i, j}^{n}$ in each cell of center ( $\lambda_{i}, \phi_{j}$ ) are locally replaced by a piecewise linear function. The obtained reconstruction is

$$
\begin{equation*}
u_{i, j}^{n}(\lambda, \phi)=u_{i, j}^{n}+\left(\lambda-\lambda_{i}\right) \mu_{i, j}^{n}+\left(\phi-\phi_{j}\right) \sigma_{i, j}^{n} \tag{4-4}
\end{equation*}
$$

where $\mu_{i, j}^{n}$ and $\sigma_{i, j}^{n}$ are the slopes in the directions of longitude and latitude, respectively. To prevent oscillations, we propose the following minmod-type reconstruction to obtain the slopes in the longitude and latitude directions:

$$
\begin{align*}
& \mu_{i, j}^{n}=\operatorname{minmod}\left[\frac{u_{i+1, j}^{n}-u_{i, j}^{n}}{\lambda_{i+1}-\lambda_{i}}, \frac{u_{i+1, j}^{n}-u_{i-1, j}^{n}}{\lambda_{i+1}-\lambda_{i-1}}, \frac{u_{i, j}^{n}-u_{i-1, j}^{n}}{\lambda_{i}-\lambda_{i-1}}\right],  \tag{4-5}\\
& \sigma_{i, j}^{n}=\operatorname{minmod}\left[\frac{u_{i, j+1}^{n}-u_{i, j}^{n}}{\phi_{j+1}-\phi_{j}}, \frac{u_{i, j+1}^{n}-u_{i, j-1}^{n}}{\phi_{j+1}-\phi_{j-1}}, \frac{u_{i, j}^{n}-u_{i, j-1}^{n}}{\phi_{j}-\phi_{j-1}}\right],
\end{align*}
$$

where the minmod function is defined as

$$
\begin{align*}
& \operatorname{minmod}\left(\kappa_{1}, \kappa_{2}, \kappa_{3}\right) \\
& \quad= \begin{cases}\kappa \min \left(\left|\kappa_{1}\right|,\left|\kappa_{2}\right|,\left|\kappa_{3}\right|\right) & \text { if } \kappa=\operatorname{sign}\left(\kappa_{1}\right)=\operatorname{sign}\left(\kappa_{2}\right)=\operatorname{sign}\left(\kappa_{3}\right), \\
0 & \text { otherwise }\end{cases} \tag{4-6}
\end{align*}
$$

At each step, we compute the average values of the state variable $u$ in the computational cells. The same values are used as the values of $u$ at the cell centers of coordinates $\left(\lambda_{i}, \phi_{j}\right)$. The suitable points, inside the cells which respect these conditions for the linear reconstruction used in this study, should have the spherical coordinates

$$
\begin{align*}
\lambda_{i} & =\frac{\lambda_{1}+\lambda_{2}}{2} \\
\phi_{j} & =\frac{\phi_{2} \sin \left(\phi_{2}\right)-\phi_{1} \sin \left(\phi_{1}\right)+\cos \phi_{2}-\cos \phi_{1}}{\sin \phi_{2}-\sin \phi_{1}} \tag{4-7}
\end{align*}
$$

where $\lambda_{1}, \lambda_{2}, \phi_{1}$, and $\phi_{2}$ correspond to the longitude and latitude coordinates of the cell nodes as shown in Figure 3.

## 5. Geometry-compatible flux vectors and particular solutions of interest

Classes of geometry-compatible flux vectors. We have introduced, in [3], two classes of flux vector fields for (2-9). In this classification, the structure of the potential function $h(x, u)$ was used to distinguish between foliated and generic fluxes. In the proposed classification, the parametrized level sets defined by $\Gamma_{C, u}=$ $\left\{x \in \mathbb{R}^{3}: h(x, u)=C\right\}$, where $C \in \mathbb{R}$, are used for the flux vector $F(x, u)=$
$n(x) \wedge \nabla h(x, u)$ associated to the potential function $h$. The flux $F$ is called a foliated flux field if the associated family of level sets $\left\{\Gamma_{C, u}\right\}_{C \in \mathbb{R}}$ in $\mathbb{R}^{3}$ is independent of the state variable $u$. In other words, for any two parameters $u_{1}$ and $u_{2}$, one can find two real numbers $C_{1}$ and $C_{2}$ such that $\Gamma_{C_{1}, u_{1}}=\Gamma_{C_{2}, u_{2}}$. For the generic flux field, the potential function $h=h(x, u)$ does not have this structure.

The dependency of the potential function on the space variable $x$ generates the propagation of the waves, while the dependency on the state variable $u$ leads to the formation of shocks in the solutions. The foliated flux with linear behavior generates the spatially periodic solutions while the foliated flux with nonlinear behavior can generate nontrivial stationary solutions. In our analysis in [3], we have concluded that the new classification introduced and the character of linearity of the flux are sufficient to predict the late-time asymptotic behavior of the solutions. For a linear foliated flux, the solutions are simply transported along the level sets. The generic flux generates large variations in solutions, which converge to constant values within independent domains on the sphere. For the nonlinear foliated flux, the solution converges to its constant average in each level set. For this flux, any steady state solution should be constant along each level set. This type of nontrivial stationary solutions are used in our numerical experiments to demonstrate the performance of the proposed central-upwind finite volume method.

Particular solutions of interest. The nontrivial steady state solutions which will be used in our numerical experiments are obtained using nonlinear foliated fluxes. We are particularly interested in nonlinear foliated fluxes based on a scalar potential function of the form

$$
\begin{equation*}
h(x, u)=\varphi(x \cdot a) f(u) \tag{5-1}
\end{equation*}
$$

where $x \cdot a$ denotes the scalar product of the vector $x$ and some constant vector $a=\left(a_{1}, a_{2}, a_{3}\right)^{T} \in \mathbb{R}^{3}$, while $f$ is a function of the state variable $u$ and $\varphi$ is a function of one variable. This scalar potential function leads to the gradient-type flux vector field $\Phi(x, u)=\varphi^{\prime}(x \cdot a) f(u) a$, where $\varphi^{\prime}$ is the derivative of the function $\varphi$. The flux is obtained using (2-2) as

$$
\begin{equation*}
F(x, u)=\varphi^{\prime}(x \cdot a) f(u) n(x) \wedge a . \tag{5-2}
\end{equation*}
$$

For this foliated flux vector and any function $\tilde{u}$ which depends on one variable, the function defined as $u_{0}(x)=\tilde{u}(x \cdot a)=\tilde{u}\left(a_{1} x_{1}+a_{2} x_{2}+a_{3} x_{3}\right)$ is a steady state solution to the conservation law (2-9) associated to the flux vector $F(x, u)$. Arbitrary functions $\varphi$ and values of the vector $a$ are used to construct nonlinear foliated fluxes and the corresponding nontrivial stationary solutions. In the following, $\nabla$ will be used as the standard gradient operator defined using the variable $x$ and, if other variables are used, they will be specified in the notation by $\nabla_{y}$ for the gradient operator using any other variable $y$.

In order to prove that the function $u_{0}(x)$ is a steady state solution of (2-9), the Claim 3.2 in [5] will be used. This claim states that, for any smooth function $h(x, u)$ defined on $\mathbb{S}^{2}$ with the associated gradient $\Phi=\nabla h$, if the function $u_{0}$ defined on $\mathbb{S}^{2}$ satisfies the condition $\nabla_{y} h\left(y, u_{0}(x)\right)_{\mid y=x}=\nabla H(x)$, where $H$ is a smooth function defined in a neighborhood of $\mathbb{S}^{2}$, then the function $u_{0}$ is a steady state solution of the conservation law (2-9) associated to the flux vector $F(x, u)=n(x) \wedge \Phi(x, u)$. This result will be used to prove the following corollary related to nontrivial stationary solutions which are obtained using the nonlinear foliated flux vectors.

Claim 5.1 (a family of steady state solutions). Consider the foliated flux vector $F(x, u)=n(x) \wedge \Phi(x, u)$ with $\Phi=\nabla h$ and $h(x, u)=\varphi(x \cdot a) f(u)$, where $a=$ $\left(a_{1}, a_{2}, a_{3}\right)^{T} \in \mathbb{R}^{3}, f$ is a function of the state variable $u$, and the function $\varphi$ depends on one variable. For any function $\tilde{u}$ which depends on one variable, the function defined as $u_{0}(x)=\tilde{u}(x \cdot a)=\tilde{u}\left(a_{1} x_{1}+a_{2} x_{2}+a_{3} x_{3}\right)$ is a steady state solution to the conservation law (2-9) associated to the flux $F(x, u)$.

Proof. We consider the function

$$
\begin{equation*}
H(x)=H_{0}\left(a_{1} x_{1}+a_{2} x_{2}+a_{3} x_{3}\right) \tag{5-3}
\end{equation*}
$$

where $H_{0}$ is defined by

$$
\begin{equation*}
H_{0}(\mu)=\int_{\mu_{0}}^{\mu} \varphi^{\prime}(\mu) f(\tilde{u}(\mu)) d \mu \tag{5-4}
\end{equation*}
$$

for some reference value $\mu_{0}$.
The function $h(x, u)=\varphi(x \cdot a) f(u)$ is smooth in $\mathbb{R}^{3}$, and one obtains

$$
\begin{equation*}
\nabla_{y} h\left(y, u_{0}(x)\right)_{\mid y=x}=\varphi^{\prime}(x \cdot a) f(\tilde{u}(x \cdot a)) \sum_{k=1}^{k=3} a_{k} i_{k} \tag{5-5}
\end{equation*}
$$

which leads to

$$
\begin{equation*}
\nabla_{y} h\left(y, u_{0}(x)\right)_{\mid y=x}=\nabla H(x) . \tag{5-6}
\end{equation*}
$$

As mentioned before, according to Claim 3.2 in [5], the condition (5-6) is sufficient to conclude that the function $u_{0}(x)$ is a steady state solution of the conservation law (2-9).

We will consider the nonlinear foliated flux vectors based on the scalar potential functions of the form $h(x, u)=\varphi\left(x_{1}\right) f(u)$, where the function $\varphi$ is not constant. For this flux, any nonconstant function which depends on $x_{1}$ only is a nontrivial steady state solution of (2-9). Another form of nonlinear foliated flux is used in our numerical tests which is obtained by using the scalar potential function of the form $h(x, u)=\varphi\left(x_{1}+x_{2}+x_{3}\right) f(u)$. This case leads to steady state solutions of the form $u_{0}(x)=\tilde{u}\left(x_{1}+x_{2}+x_{3}\right)$. In this paper we will consider discontinuous steady state solutions to test the performance of the proposed central-upwind method. Claim 5.1
will be used to obtain discontinuous steady state solutions for some particular flux vector fields. We will use the nonlinear foliated flux vectors which are obtained by using the scalar potential function of the form $h(x, u)=\varphi(x \cdot a) f(u)$, where $f(u)=u^{2} / 2$. For these flux vectors, the function defined as $u_{0}(x)=\chi(x \cdot a) \tilde{u}(x \cdot a)$ is a discontinuous stationary solution of (2-9), where $\chi(x \cdot a)= \pm 1$.

In Tests 7 and 8, the proposed central-upwind scheme is employed to compute confined solutions of the conservation law (2-9). In these cases, we consider the flux vector $F(x, u)$ which vanishes outside a domain $\Theta$ in the sphere $\mathbb{S}^{2}$. If the initial condition $u_{0}(x)$ vanishes outside of $\Theta$, then the solution should vanish outside the domain $\Theta$ for all time. However, the solution can evolve inside the domain $\Theta$ depending on the type of flux and the initial condition considered inside of $\Theta$. This case is observed in Test 7 presented in Section 6, where we choose the initial condition which is not stationary inside the domain $\Theta$ but vanishes outside this domain. In Test 8 , we will consider the flux vector $F(x, u)$ which vanishes outside $\Theta$ and is defined inside this domain using the scalar potential function $h(x, u)=\varphi(x \cdot a) f(u)$. This leads to a flux vector $F$ which satisfies the conditions mentioned in Claim 5.1. For this case, we will consider an initial condition of the form $u_{0}(x)=\tilde{u}(x \cdot a)$ inside a domain $\Theta$ and that vanishes outside this domain. The solution should be stationary inside $\Theta$ and should vanish outside this domain.

## 6. Numerical experiments

In this section, we demonstrate the performance of the proposed central-upwind scheme on a variety of numerical examples. Different types of nonlinear foliated fluxes are used to construct some particular and interesting solutions. In Example 6.1, four numerical tests are performed using different discontinuous steady state solutions of the conservation law (2-9) with the nonlinear foliated flux vectors based on the scalar potential functions of the form $h(x, u)=\varphi\left(x_{1}\right) f(u)$. In Example 6.2, two numerical tests are performed using different discontinuous steady state solutions in the spherical cap of (2-9) which are obtained by using the nonlinear foliated flux corresponding to the scalar potential function of the form $h(x, u)=\varphi\left(x_{1}+x_{2}+x_{3}\right) f(u)$. In Example 6.3, two numerical tests are performed where the proposed scheme is employed to compute confined solutions.

Example 6.1 (discontinuous steady state solutions). First, we consider the potential function $h(x, u)=x_{1} f(u)$, where $f(u)=u^{2} / 2$, which leads to the nonlinear foliated flux vector $F(x, u)=f(u) n(x) \wedge i_{1}$. We take the following discontinuous steady state solution of (2-9) as initial condition (Test 1):

$$
u_{2}(x)= \begin{cases}\gamma x_{1}^{3} & \text { if }-1 \leq x_{1} \leq 0.5  \tag{6-1}\\ -\gamma x_{1}^{2} /\left(2 x_{1}+1\right) & \text { if } 0.5 \leq x_{1} \leq 1,\end{cases}
$$



Figure 4. Solutions on the entire sphere at time $t=5$ for Test 1 (left) and Test 2 (right).
where $\gamma$ is an arbitrary constant which controls the amplitude and shocks of the solution. This solution has a single closed curve of discontinuity on the sphere.

The numerical solution is computed using a grid with an equatorial longitude step $\Delta \lambda=\pi / 96$ and a latitude step $\Delta \phi=\pi / 96$ and $\mathrm{CFL}=0.1$. Figure 4 , left, shows the numerical solution with $\gamma=0.1$ which is computed using the proposed scheme at a global time $t=5$. The numerical solution remains nearly unchanged in time using the proposed scheme. The numerical solution error defined by using the $L^{2}$ norm is computed by summation over all grid cells on the sphere. For Test 1 , the error is $u_{\text {error }}=1.5 \times 10^{-4}$ at time $t=5$, which is small compared to the full range of the numerical solution $u_{\text {max }}-u_{\text {min }}=0.1$.

Another test is performed using the steady state solution (6-1) as the initial condition with $\gamma=0.5$ (Test 2) and the same computational grid used in Test 1 and $\mathrm{CFL}=0.6$. As shown in Figure 4, right, the solution remains nearly unchanged up to a global time $t=5$. The error using the $L^{2}$ norm is $u_{\text {error }}=2.7 \times 10^{-3}$, which is small compared to the full range of the solution $u_{\max }-u_{\text {min }}=0.5$.

Now we consider a new test (Test 3) using the following steady state solution, with more discontinuities, which is defined in three domains separated by two closed curves on the sphere:

$$
u_{2}(x)=\left\{\begin{align*}
\gamma x_{1}^{4} & \text { if } \quad-1 \leq x_{1} \leq-0.5,  \tag{6-2}\\
0.5 \gamma x_{1}^{3} & \text { if }-0.5<x_{1}<0.5, \\
-0.25 \gamma x_{1}^{2} & \text { if } \quad 0.5 \leq x_{1} \leq 1 .
\end{align*}\right.
$$

The numerical solution is computed using $\mathrm{CFL}=0.1$ and the same grid on the sphere used in the previous tests. As shown in Figure 5, left, the numerical solution which is obtained at time $t=5$ using the proposed method based on the initial condition (6-2) with $\gamma=0.1$ remains nearly unchanged. The error is $u_{\text {error }}=9.6 \times 10^{-5}$, which is small compared to the full range $u_{\max }-u_{\min }=0.1$.


Figure 5. Solutions on the entire sphere at time $t=5$ for Test 3 (left) and Test 4 (right).
For $\gamma=0.5$ (Test 4), we used the same computational grid and $\mathrm{CFL}=0.6$. As is shown in Figure 5, right, again for this test the numerical solution at time $t=5$ remains nearly unchanged. The error using the $L^{2}$ norm is $u_{\text {error }}=1.9 \times 10^{-3}$, which is small compared to the full range of the solution $u_{\max }-u_{\min }=0.6$.

Example 6.2 (discontinuous steady state solutions in a spherical cap). In the following, the performance of the proposed finite volume method will be analyzed using some particular steady state solutions in a spherical cap. The scalar potential function $h(x, u)=\left(x_{1}+x_{2}+x_{3}\right) f(u)$ is considered with $f(u)=u^{2} / 2$. This leads to the nonlinear foliated flux $F(x, u)=f(u) n(x) \wedge\left(i_{1}+i_{2}+i_{3}\right)$. The function of the form $u(x)=\chi(\theta) \tilde{u}(\theta)$ is a steady state solution of (2-9), where $\tilde{u}$ is an arbitrary real function depending on one variable and $\theta=x_{1}+x_{2}+x_{3}$. In this numerical example (Test 5), the following discontinuous steady state solution is considered as the initial condition:

$$
u(0, x)=\left\{\begin{align*}
0.1 /(\theta+2) & \text { if } 0 \leq \theta  \tag{6-3}\\
-0.1 /(\theta-2) & \text { otherwise }
\end{align*}\right.
$$

The numerical solution is computed by using a grid with an equatorial longitude step $\Delta \lambda=\pi / 96$ and a latitude step $\Delta \phi=\pi / 96$ and $\mathrm{CFL}=0.1$. Figure 6 , left, shows the numerical solution, which remains nearly unchanged in time after being subjected to integration up to a global time $t=5$ by the proposed scheme. The numerical solution error defined by using the $L^{2}$ norm is $u_{\text {error }}=1.3 \times 10^{-3}$, which is small compared to the full range $u_{\max }-u_{\min }=0.1$. The following numerical example (Test 6) is performed using the same nonlinear foliated flux considered in Test 5 and the steady state solution with more discontinuities defined by

$$
u(0, x)= \begin{cases}0.2 \theta^{3} & \text { if } 0.5 \leq \theta  \tag{6-4}\\ 0.1 \theta^{2} & \text { if } \theta \leq-0.5 \\ -0.025 & \text { otherwise }\end{cases}
$$



Figure 6. Solutions on the entire sphere at time $t=5$ for Test 5 (left) and Test 6 (right).

The numerical solution is computed using the same grid used in Test 5 and $\mathrm{CFL}=0.9$. Figure 6 , right, shows the numerical solution at time $t=5$, which remains stationary with the error $u_{\text {error }}=1.8 \times 10^{-3}$, negligible compared to the full range of the solution $u_{\text {max }}-u_{\text {min }}=1.06$.

Example 6.3 (confined solutions). In this part, two numerical tests are performed using confined solutions of the conservation law (2-9) based on the flux vector which is obtained using the potential function

$$
h(x, u)= \begin{cases}x_{1}^{2} f_{1}(u) & \text { if } x_{1} \leq 0  \tag{6-5}\\ 0 & \text { otherwise }\end{cases}
$$

In Test 7, we consider the function

$$
u(x, 0)= \begin{cases}0.1\left(1+x_{2}^{2}\right) x_{1} & \text { if } x_{1} \leq 0  \tag{6-6}\\ 0 & \text { otherwise }\end{cases}
$$

The solution of the conservation law (2-9), which is obtained using the function (6-6) as the initial condition, is confined, and it vanishes outside the domain $x_{1} \leq 0$. The numerical solution is computed using the proposed scheme with an equatorial longitude step $\Delta \lambda=\pi / 96$, a latitude step $\Delta \phi=\pi / 96$, and $\mathrm{CFL}=0.1$. Figure 7, left, shows the numerical solution at time $t=5$. The solution evolves in time inside the domain $x_{1} \leq 0$, but it vanishes outside this domain, which is in good agreement with the evolution of the analytical solution.

In the second numerical test (Test 8), we consider an initial condition which is a confined solution and steady state inside the domain $x_{1} \leq 0$. The following initial condition is considered:

$$
u(x, 0)= \begin{cases}0.1 x_{1} & \text { if } x_{1} \leq 0  \tag{6-7}\\ 0 & \text { otherwise }\end{cases}
$$



Figure 7. Solutions on the entire sphere at time $t=5$ for Test 7 (left) and Test 8 (right)

The numerical solution is computed using the proposed central-upwind scheme with the same grid and CFL number which are used in Test 7. Figure 7, right, shows the numerical solution at time $t=5$. The solution remains steady state in the domain $x_{1} \leq 0$, and it vanishes outside this domain for all time as does the initial condition, which is in good agreement with the evolution of the analytical solution. The $L^{2}$ error of the numerical solution over the sphere is $u_{\text {error }}=9.6 \times 10^{-5}$ at time $t=5$, which is small compared to the full range of the solution $u_{\max }-u_{\min }=0.1$.

## 7. Concluding remarks

We have introduced a new geometry-preserving, central-upwind scheme for the discretization of hyperbolic conservation laws posed on the sphere. The main advantage of the proposed scheme is its simplicity since it does not use any Riemann solver and, moreover, the semidiscrete form of our scheme is strongly connected to the geometry of the sphere. The use of Gaussian quadrature will improve the accuracy of the proposed method compared to the midpoint rule using the same computational grid. The Gaussian quadrature does not have an impact on the geometry-compatibility condition of the scheme.

A nonoscillatory reconstruction is used in which the gradient of each variable is computed using a minmod function in order to ensure stability. Our numerical experiments demonstrate the ability of the proposed scheme to avoid oscillations. The performance of the second-order version was tested using relevant numerical examples, and the results clearly demonstrated the scheme's potential and its ability to resolve discontinuous solutions to conservation laws posed on a curved geometry.

We observe that the formulation of the semidiscrete formulation is based on some approximations and assumptions. The scheme is more suitable for discontinuous solutions with shocks of average amplitude. However, the proposed method has the advantage of simplicity compared to the class of upwind schemes. As previously
mentioned, the first advantage is that the proposed scheme is free of any Riemann solver. The second advantage is related to the resolution: we do not use the splitting approach which is often applied in upwind schemes as a simplification technique in order to be able to solve the Riemann problems. This again renders the proposed numerical scheme less expensive compared to upwind methods.

The scheme we have developed here for nonlinear hyperbolic conservation laws could be extended to multidimensional hyperbolic conservation laws and to shallow water models posed on the sphere by extending the methodology in [4;7] in which central-upwind schemes for solving two-dimensional Cartesian systems for shallow water models were designed. For shallow water systems, instead of the geometric compatibility condition used in the present study, the so-called $C$-property related to stationary solutions and introduced in [38] should be used in designing a wellbalanced central-upwind scheme.
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# TIME-PARALLEL GRAVITATIONAL COLLAPSE SIMULATION 

Andreas Kreienbuehl, Pietro Benedusi, Daniel Ruprecht and Rolf Krause


#### Abstract

This article demonstrates the applicability of the parallel-in-time method Parareal to the numerical solution of the Einstein gravity equations for the spherical collapse of a massless scalar field. To account for the shrinking of the spatial domain in time, a tailored load balancing scheme is proposed and compared to load balancing based on number of time steps alone. The performance of Parareal is studied for both the subcritical and black hole case; our experiments show that Parareal generates substantial speedup and, in the supercritical regime, can reproduce Choptuik's black hole mass scaling law.


## 1. Introduction

Einstein's field equations of general relativity (GR) consist of ten coupled, nonlinear, hyperbolic-elliptic partial differential equations (PDEs). Because gravity couples to all forms of energy, there is an enormous dynamic range of spatiotemporal scales in GR. Hence, usually only the application of advanced numerical methods can provide solutions and in numerical relativity $[1 ; 3]$ extensive use of high-performance computing (HPC) is made [32; 26].

Today, almost all HPC architectures are massively parallel systems connecting large numbers of compute nodes by a high-speed interconnect. In numerical simulations, the power of these systems can only be harnessed by algorithms that feature a high degree of concurrency; every algorithm with strong serial dependencies can only provide inferior performance on massively parallel computers. For the solution of PDEs, parallelization strategies have been developed mainly for spatial solvers. However, in light of the rapid increase in the number of cores in supercomputers, methods that offer additional concurrency along the temporal axis have recently begun to receive more attention.

The idea of parallelization in time was introduced in 1964 [35]. In the 1980s and 1990s, time and spacetime multigrid methods were studied [22; 23; 24]. More recently, the now widely used time-parallel method Parareal was proposed [31].

[^4]Other recently introduced parallel-in-time methods are PFASST [33; 12], RIDC [9], or MGRIT [13]. A historical overview is offered in [17].

Given the demonstrated potential of parallel-in-time integration methods for large-scale parallel simulations [42], these methods could be beneficial for the numerical relativity community. However, their application is not straightforward and often it is unclear a priori if good performance can be achieved. In this article, we therefore investigate the principal applicability of the time-parallel Parareal method to solving Einstein's equations describing spherical, gravitational collapse of a massless scalar field. The system is also referred to as an Einstein-KleinGordon system because it is equivalent to a Klein-Gordon equation expressed in the context of GR, i.e., on a back-reacting, curved geometry. It defines a basic gravitational field theory and is of interest therefore not only in numerical relativity but also in, e.g., quantum gravity [25; 44; 29]. A summary of numerically derived results is given in [21]; the work by Choptuik [7] brought forward novel, physical results and is of particular interest here because we will show that Parareal correctly reproduces the expected mass scaling law.

Mathematical theory shows that Parareal performs well for diffusive problems with constant coefficients [19]. For diffusive problems with space- or time-dependent coefficients, numerical experiments show that Parareal can converge quickly too [30]. However, given the theory for basic constant-coefficient hyperbolic PDEs [19], it can be expected that Parareal applied to convection-dominated problems converges too slowly for meaningful speedup to be possible. Special cases with reasonable performance are discussed in [16], and for certain hyperbolic PDEs it was found that some form of stabilization is required for Parareal to provide speedup $[18 ; 40 ; 11 ; 6]$. Surprisingly, no stabilization is required for the equations describing gravitational collapse; we demonstrate that plain Parareal can achieve significant speedup. A detailed analytical investigation of why this is the case would definitely be of interest but is left out for future work. One reason could be that we solve in characteristic coordinates for which the discretization is aligned with the directions of propagation [16;28].

In Section 2 we define the system of Einstein field equations that we solve using Parareal. In addition, we give details on the numerical approach and discuss the interplay between Parareal and the particular structure of the spatial mesh. In Section 3 we discuss the Parareal method. Then, in Section 4 numerical results are presented. Finally, in Section 5 we conclude with a summary and discussion.

## 2. Equations

2.1. Gravitational collapse. The Einstein field equations in Planck units normalized to $4 \pi G / c^{4}=1$ are

$$
\begin{equation*}
G_{\mu \nu}=2 T_{\mu \nu} \tag{2.1.1}
\end{equation*}
$$

where $\mu, v \in\{0,1,2,3\}$ index time (via 0 ) and space (via 1,2 , and 3 ). ${ }^{1}$ Once the nongravitational matter content is specified by a definition of the energy-momentum tensor $T_{\mu \nu}$, possibly along with equations of state that together satisfy the continuity equations $\nabla^{\mu} T_{\mu \nu}=0$, (2.1.1) defines a set of ten partial differential equations for ten unknown metric tensor field components $g_{\mu \nu} .{ }^{2}$ In all generality, the equations are coupled, nonlinear, and hyperbolic-elliptic in nature. Six of the ten equations are hyperbolic evolution equations, while the remaining four are elliptic constraints on the initial data; they represent the freedom to choose spacetime coordinates. For the matter content, we consider a minimally coupled massless scalar field $\phi$ with energy-momentum tensor

$$
\begin{equation*}
T_{\mu \nu}=\nabla_{\mu} \phi \nabla_{\nu} \phi-\frac{1}{2} g_{\mu \nu} g^{\alpha \beta} \nabla_{\alpha} \phi \nabla_{\beta} \phi \tag{2.1.2}
\end{equation*}
$$

For the metric tensor field $g_{\mu \nu}$ in spherical symmetry, it is natural to introduce a parametrization in terms of Schwarzschild coordinates $(t, r)$. Here, $t$ is the time coordinate of a stationary observer at infinite radius $r$, which measures the size of spheres centered at $r=0$. In [7] the resulting Einstein field equations are analyzed numerically. In particular, adaptive mesh refinement [4] is used to resolve the black hole formation physics. In [20] the same investigation is carried out in double null or characteristic coordinates $(\tau, \rho)$ without mesh refinement (see, however, [39; 43]). Finally, in [29] the effect of quantum gravity modifications on the collapse is studied in adjusted characteristic coordinates. Here we use characteristic coordinates ( $\tau, \rho$ ) as well but exclude quantum gravity modifications. Also, for simplicity, we will refer to $\tau$ as a time coordinate and to $\rho$ as a space coordinate.

Making the ansatz

$$
\begin{equation*}
g_{\mu \nu} \mathrm{d} x^{\mu} \mathrm{d} x^{\nu}=-2 \partial_{\rho} r H \mathrm{~d} \tau \mathrm{~d} \rho+r^{2}\left(\mathrm{~d} \vartheta^{2}+[\sin (\vartheta) \mathrm{d} \varphi]^{2}\right) \tag{2.1.3}
\end{equation*}
$$

for the metric tensor field and using an auxiliary field $h$ for the spacetime geometry along with an auxiliary field $\Phi$ for the matter content, the complete field equations are

$$
\begin{equation*}
\partial_{\tau} r=-\frac{1}{2} h, \quad \partial_{\tau} \Phi=\frac{(H-h)(\Phi-\phi)}{2 r} \tag{2.1.4}
\end{equation*}
$$

for $r$ and $\Phi$ and

$$
\begin{equation*}
\partial_{\rho} \phi=\frac{\partial_{\rho} r}{r}(\Phi-\phi), \quad \partial_{\rho} H=\frac{\partial_{\rho} r}{r} H(\Phi-\phi)^{2}, \quad \partial_{\rho} h=\frac{\partial_{\rho} r}{r}(H-h) \tag{2.1.5}
\end{equation*}
$$

for $\phi, H$, and $h$ [20]. Overall the system can be seen as a wave equation for the massless scalar field $\phi$ on a back-reacting, curved geometry. Boundary conditions

[^5]at $(\tau, \rho=\tau)$ are $r=0$ and regularity of $\Phi, \phi, H$, and $h$, which implies $\Phi=\phi$ and $H=h$ at the boundary [10;28]. Consistent initial data at $(\tau=0, \rho)$ are
\[

$$
\begin{equation*}
r=\frac{1}{2} \rho, \quad \Phi=\left(1+\rho \partial_{\rho}\right) \phi \tag{2.1.6}
\end{equation*}
$$

\]

where we choose for $\phi$ the Gaussian wave packet

$$
\begin{equation*}
\phi(0, \rho)=\phi_{0} \frac{\rho^{3}}{1+\rho^{3}} \exp \left(-\left[\frac{\rho-\rho_{0}}{\delta_{0}}\right]^{2}\right) \tag{2.1.7}
\end{equation*}
$$

We also performed tests for initial data similar in shape to the hyperbolic tangent function much like Choptuik did in [7] for purely serial time stepping. Since in this case we found Parareal's performance to resemble strongly that for the case of the Gaussian wave packet, we do not include these results here. The initial scalar field configuration is thus characterized by an amplitude $\phi_{0}$, mean position $\rho_{0}$, and width $\delta_{0}$. Depending on the value of these parameters, the solution to (2.1.4) and (2.1.5) can describe a bounce of the wave packet or black hole formation near the boundary at $r=0$. A black hole appears when the outward null expansion

$$
\begin{equation*}
\Theta^{+}=\frac{1}{r} \sqrt{\frac{2 h}{H}} \tag{2.1.8}
\end{equation*}
$$

which measures the relative rate of change of a cross-sectional area element of a congruence of outgoing null curves, approaches zero [36]. The black hole mass is

$$
\begin{equation*}
M=\frac{1}{2} r \tag{2.1.9}
\end{equation*}
$$

evaluated at the point $\left(\tau^{+}, \rho^{+}\right)$toward which $\Theta^{+}$vanishes.
2.2. Numerical solution. The numerical grid is depicted in Figure 1, left. It is parametrized by the characteristic coordinates $\tau$ and $\rho$, which are used for numerical integration; $\tau$ is used as the coordinate representing time and $\rho$ as the coordinate representing space. Integration thus takes place on a right triangle with initial data defined along the lower right-hand leg. Clearly, the spatial domain becomes smaller as the solution is advanced in $\tau$. Note that the domain is not exactly a right triangle because at the upper-most corner a small subtriangle is missing. This "buffer" zone of extent $\lambda$ is needed for the spatial part of the numerical stencil to fit. The computational domain thus consists of all points $(\tau, \rho) \in[0, L-\lambda] \times[0, L]$ with $L=80, \lambda=0.625$, and $\rho \geq \tau$.

As a time-stepping method for the solution of the equations in (2.1.4), we use a second-order Lax-Wendroff Richtmyer two-step method on a fine spacetime grid [28]. To employ the time-parallel method Parareal (see Section 3), we need a second, computationally cheap, time-integration method. Here, we choose the explicit firstorder Euler method on a coarse spacetime mesh. For Parareal to be efficient, the cost of the coarse method has to be small compared to that of the fine one: by choosing


Figure 1. Left: the numerical domain. It is parametrized by the characteristic coordinates $\tau$ and $\rho$. Right: subcritical gravitational scalar field evolution and scalar field solution snapshots for a black-hole-free setting. The peak of the Gaussian evolves along the constant coordinate value $\rho \approx 20$, which is also when the bounce occurs in $\tau$.
a simple first-order method on the coarse grid for $\mathscr{C}$, we obtain a good coarse-tofine ratio (see Section 3.4). For optimal speedup, the right balance between the difference in accuracy and difference in cost between $\mathscr{C}$ and $\mathscr{F}$ has to be found.

For the integration in space of the equations in (2.1.5), we use a second-order Runge-Kutta method [28]. Snapshots of scalar field evolution resulting from the chosen fine grid discretization are shown in Figure 1, right, where $\phi$ evolves along constant lines of $\rho$ until a bounce occurs at $r=0$. The figure also shows how the size of the domain decreases during the evolution: for $\tau=0$ the left boundary is at $\rho=0$ while for $\tau=20$ it is at $\rho=20$.
2.3. Mass scaling. In practice, the simulation terminates when a black hole forms because $H$ grows without bound in this case (see [10] for details). Figure 2, left, provides a simplified illustration of a black hole region (dotted portion) and shows where the simulation comes to a halt (dashed line). Thus, to determine the black hole mass $M$, we record minimal expansion values via the scalar $\left(r \Theta^{+}\right)_{\mathrm{mi}}=\min _{\rho}\left\{r \Theta^{+}\right\}$ derived from (2.1.8). The last such recorded minimal value before the termination of the simulation defines a characteristic coordinate $\left(\tau^{+}, \rho^{+}\right)$(see again Figure 2, left), which we can use to define an $r$ and $M$ via (2.1.9). The scalar $\left(r \Theta^{+}\right)_{\text {mi }}$ approaches 0 when $(\tau, \rho)$ nears $\left(\tau^{+}, \rho^{+}\right)$, as is shown in the lower portion of Figure 2, right.

Based on numerical experiments, Choptuik presents, among other things, a relation between the amplitude $\phi_{0}$ of the Gaussian in (2.1.7) and the black hole mass $M$ [7]. He shows that there is a critical value $\phi_{0}^{\star}$ such that for $\phi_{0}<\phi_{0}^{\star}$ there is a bounce (subcritical case), while for $\phi_{0}>\phi_{0}^{\star}$ there is a black hole (supercritical case).


Figure 2. Illustrations to clarify supercritical gravitational collapse. Left: the simulation terminates at $\tau^{+}$, when a black hole forms at $\rho^{+}$. Right: minimal weighted outward null expansion indicating a bounce (top) and black hole formation (bottom) are shown.

Based thereon, he demonstrates that the black hole mass scales with $\phi_{0}-\phi_{0}^{\star}>0$ according to the law $M \propto\left(\phi_{0}-\phi_{0}^{\star}\right)^{\gamma}$ with $\gamma$ being a positive constant of the same value for various initial data profiles. We demonstrate that Parareal can correctly capture this black hole mass scaling law although our coarse-level Euler method alone cannot. Also, Parareal requires less wall-clock time than $\mathscr{F}$, which can be beneficial for the investigation of the high-accuracy-demanding critical solution [7;21] that requires the simulation of numerous black holes [20]. This analysis however is omitted in this article and left for future work.

## 3. Parareal

3.1. Algorithm. Parareal [31] is a method for the solution of initial value problems

$$
\begin{equation*}
\partial_{\tau} u(\tau)=f(\tau, u(\tau)), \quad u(0)=u_{0}, 0 \leq \tau \leq T . \tag{3.1.1}
\end{equation*}
$$

Here, as is outlined in the previous section, $f$ comes from discretizing (2.1.4) and (2.1.5), and $T=L-\lambda$ marks the end time. Parareal starts with a decomposition of the time domain into $N_{\mathrm{pr}}$ temporal subintervals (TSs) defined in terms of times $\tau^{p}$ such that

$$
\begin{equation*}
\left[\tau^{1}, \tau^{2}\right] \cup \cdots \cup\left[\tau^{N_{\mathrm{pr}}-1}, \tau^{N_{\mathrm{pr}}}\right]=[0, L-\lambda] \tag{3.1.2}
\end{equation*}
$$

Now denote by $\mathscr{F}$ some serial time-integration method of high accuracy and cost (in our case this is the second-order Lax-Wendroff Richtmyer two-step method) and by $\mathscr{C}$ a cheap and possibly much less accurate method (in our case this is the explicit first-order Euler method). Instead of running the fine method subinterval
by subinterval serially in time, Parareal performs the iteration

$$
\begin{equation*}
u_{[i+1]}^{p+1}=\mathscr{C}\left(u_{[i+1]}^{p}\right)-\mathscr{C}\left(u_{[i]}^{p}\right)+\mathscr{F}\left(u_{[i]}^{p}\right), \tag{3.1.3}
\end{equation*}
$$

where superscripts index time or process number $p \in\left\{1, \ldots, N_{\mathrm{pr}}\right\}$ and subscripts iterations $i \in\left\{1, \ldots, N_{\mathrm{it}}\right\}$. The advantage is that the expensive computation of the fine method can be performed in parallel over all TSs at once. Here, we assume that the number of TSs is equal to the number $N_{\mathrm{pr}}$ of cores (or processes) used for the time direction. Good speedup can be obtained if $\mathscr{C}$ is fast in comparison to $\mathscr{F}$ but still accurate enough for Parareal to converge rapidly. See Section 3.4 for a more detailed discussion of Parareal's speedup.

In Section 2.2 we hinted at the interchangeability of the characteristic coordinates $\tau$ and $\rho$ for the numerical integration. Therefore, theoretically, Parareal could also be used for the spatial integration to simultaneously parallelize both time and space. However, such an interweaving of two Parareal iterations is not discussed in this article; it is put aside for future work.
3.2. Spatial coarsening in Parareal. In order to make $\mathscr{C}$ cheaper and improve speedup, we not only use a less accurate time stepper for $\mathscr{C}$ but also employ a coarsened spatial discretization with a reduced number of degrees of freedom. Therefore, we need a spatial interpolation $\boldsymbol{I}$ and restriction $\boldsymbol{R}$ operator. In this case (see, e.g., [14]), the Parareal algorithm is given by

$$
\begin{equation*}
u_{[i+1]}^{p+1}=\boldsymbol{I} \mathscr{C}\left(\boldsymbol{R} u_{[i+1]}^{p}\right)-\boldsymbol{I} \mathscr{C}\left(\boldsymbol{R} u_{[i]}^{p}\right)+\mathscr{F}\left(u_{[i]}^{p}\right) . \tag{3.2.1}
\end{equation*}
$$

As the restriction operator $\boldsymbol{R}$, we use point injection. For the interpolation operator $\boldsymbol{I}$, we use polynomial (i.e., Lagrangian) interpolation of order 3, 5, and $7 .{ }^{3}$ It has been shown that, even for simple toy problems, convergence of Parareal can deteriorate if spatial coarsening with low-order interpolation is used. As demonstrated in Section 4.1, this also holds true for the problem studied here.
3.3. Implementation. We have implemented two different realizations of Parareal. In a "standard" version $\mathscr{P}_{\text {st }}$ (see Listing 1, left), the Parareal correction is computed on each TS up to a uniformly prescribed iteration number. In contrast, in the "modified" implementation $\mathscr{P}_{\text {mo }}$ (see Listing 1, right), Parareal corrections are only performed on TSs where the solution may not yet have converged. Because Parareal always converges at a rate of at least one TS per iteration, we only iterate on a TS if its assigned MPI rank is greater than or equal to the current Parareal iteration number (see line 8 in Listing 1, right). Otherwise, no further iterations are needed or performed, and the process remains idle. Thus, as the iteration progresses, more and

[^6]```
if p> 1 then // Initialization
```



```
Interp(co \mapsto fi[0])
if p< Npr then // Prediction
    Coarse(co; \tau }\mp@subsup{\tau}{}{p}->\mp@subsup{\tau}{}{p+1}
Interp(co \mapsto fi[2])
for i = 1 : N Nit do // Iteration
    if p< Npr then
        Fine(fi[0]; \tau }\mp@subsup{}{}{p}->\mp@subsup{\tau}{}{p+1}
    fi[1] = fi[0]
    fi[1] -= fi[2]
    if p>1 then
        MPI_Recv(fi[0]; p\Leftarrowp-1)
    else
            Init(fi[0])
        Restrict(fi[0] \mapsto co)
        if p< Npr then
            Coarse(co; \tau 贯 }->\mp@subsup{\tau}{}{p+1}\mathrm{ )
    Interp(co \mapsto fi[2])
    fi[1] += fi[2]
    if p< Npr then
        MPI_Send(fi[1]; p=>p+1)
```

```
if \(p>1\) then // Initialization
    Coarse (co; \(\tau^{1} \rightarrow \tau^{p}\) )
Interp (co \(\mapsto\) fi[0])
if \(p<N_{\mathrm{pr}}\) then // Prediction
    Coarse (co; \(\left.\tau^{p} \rightarrow \tau^{p+1}\right)\)
Interp (co \(\mapsto\) fi[2])
for \(\mathrm{i}=1: N_{\text {it }}\) do // Iteration
    if \(p>=\mathrm{i}\) then
        \(\mathrm{j}=(\mathrm{i}+1) \% 2\)
        \(\mathrm{k}=\mathrm{i} \% 2\)
        if \(p<N_{\text {pr }}\) then
            Fine (fi[j]; \(\left.\tau^{p} \rightarrow \tau^{p+1}\right)\)
        if \(p>\) i then
                MPI_Recv(fi[k]; \(p \Leftarrow p-1)\)
                fi[j] -= fi[2]
                Restrict(fi[k] \(\rightarrow\) co)
                if \(p<N_{\mathrm{pr}}\) then
                    Coarse (co; \(\left.\tau^{p} \rightarrow \tau^{p+1}\right)\)
                Interp (co \(\mapsto\) fi[2])
                fi[j] += fi[2]
        if \(p<N_{\mathrm{pr}}\) then
                MPI_Send ( \(\mathrm{fi}[\mathrm{j}] ; \quad p \Rightarrow p+1\) )
```

Listing 1. Pseudocode for the standard and modified Parareal implementations. Variable "co" denotes the coarse grid solution and "fi" an array of three fine grid buffers. Left: the standard Parareal implementation $\mathscr{P}_{\text {st }}$. Right: the modified Parareal implementation $\mathscr{P}_{\text {mo }}$.
more processes enter an idle state. In an implementation to be realized in future work, the criterion for convergence used here will be replaced by a check for some residual tolerance [2]. This could negatively affect the observed performance since it requires essentially one more iteration to compute the residual. ${ }^{4}$ It also bears mentioning that it has very recently been demonstrated that parallel-in-time integration methods are good candidates to provide algorithm-based fault tolerance [34; 41].

Another difference between the standard and modified implementations is that in the former, after each time-parallel fine evolution, a copy of the fine-grid solution has to be created (see line 10 in Listing 1, left). In the modified Listing 1, right, this copying is circumvented by the use of two alternating indices " j " and " k " in lines 9 and 10 , respectively. The iteration number determines their values, which in turn determines the fine-grid solution buffer that is used to send or receive data by means of the corresponding MPI routines (see lines 14 and 22 in Listing 1, right). The two implementations also have slightly different requirements in terms of storage.

[^7]As can be seen in line 15 in Listing 1 , left, in $\mathscr{P}_{\text {st }}$ on the first TS or, equivalently, for the first MPI rank, the fine-grid solution has to be assigned initial data at the beginning of each iteration. This requires one additional buffer to be held in storage. Other than that both implementations need one coarse-grid solution buffer and three fine-grid buffers for each TS.
3.4. Speedup. We denote by $R_{\text {co }}$ the coarse and by $R_{\mathrm{fi}}$ the fine time stepper's runtime. Recalling that $N_{\mathrm{it}}$ denotes the number of iterations required for Parareal to converge given $N_{\text {pr }}$ processes, Parareal's theoretically achievable speedup is

$$
\begin{equation*}
S=\left[\left(1+\frac{N_{\mathrm{it}}}{N_{\mathrm{pr}}}\right) \frac{R_{\mathrm{co}}}{R_{\mathrm{fi}}}+\frac{N_{\mathrm{it}}}{N_{\mathrm{pr}}}\right]^{-1} \leq \min \left\{\frac{N_{\mathrm{pr}}}{N_{\mathrm{it}}}, \frac{R_{\mathrm{fi}}}{R_{\mathrm{co}}}\right\}, \tag{3.4.1}
\end{equation*}
$$

as is discussed, e.g., in [33]. The estimate is valid only for the ideal case, where runtimes across subintervals are perfectly balanced. In the presence of load imbalances in time, however, i.e., differences in the runtimes of $\mathscr{C}$ and $\mathscr{F}$ across TSs, maximum speedup is reduced [30]. Because the spatial domain we consider is shrinking in time, a tailored decomposition of the time axis has to be used to provide well balanced computational load, as is discussed in the next section.
3.5. Load balancing. Because we integrate over a triangular computational spacetime domain (see Figure 1, left), a straightforward, uniform partitioning of the time axis results in imbalanced computational load in time. The first load balancing (LB) strategy, to which henceforth we will refer as LB1, is based on this straightforward, basic decomposition of the time axis. It assigns to each TS the same number of time steps without regard to their computational cost. Because of the shrinking domain, TSs at later times carry fewer spatial degrees of freedom so that the per-process runtimes $R_{\mathrm{co}}^{p}$ and $R_{\mathrm{fi}}^{p}$ of the coarse and fine time steppers, respectively, are larger for the earlier TSs than for the later ones. Figure 3, left, shows how this partition leads to an imbalanced computational load in time because the portion extending across the "early-middle" TS $[e, m]$ covers a larger area and thus a larger number of grid points than the portion over the "middle-late" TS $[m, l]$.

Figure 3 suggests that early-in-time TSs should have a shorter extent in time than later ones. Thus, in the second strategy, to which in the following we will refer as LB2, we also consider the cost of time steps in order to balance the runtime $R_{\mathrm{co}}^{p}+R_{\mathrm{fi}}^{p}$ over all processes $p$. We use a decomposition of the time axis in TSs such that the sum of the total coarse and fine runtime is balanced over all TSs, i.e., such that $R_{\mathrm{co}}+R_{\mathrm{fi}}=N_{\mathrm{pr}}\left(R_{\mathrm{co}}^{p}+R_{\mathrm{fi}}^{p}\right)$ for any process $p$. This is done by a bisection approach, making use of the fact the we use explicit rather than implicit time integrators (see the discussion in [30]) and thus that the cost of a time step from $\tau$ to $\tau+\Delta \tau$ is directly proportional to the number of spatial degrees of freedom at $\tau$. Therefore, the total spacetime domain is first divided into two parts of roughly


Figure 3. Illustration of two different approaches for the decomposition of the time domain. Left: imbalanced load in time from load balancing LB1. Right: balanced load in time from load balancing LB2.


Figure 4. Vampir traces for the implementation $\mathscr{P}_{\text {mo }}$ with $\left(N_{\mathrm{pr}}, N_{\mathrm{it}}\right)=(8,3)$ for two different load balancing strategies. Top: Vampir trace for LB1. The Parareal runtime is $R_{\mathrm{pa}}=7.964 \mathrm{~s}$. Bottom: Vampir trace for LB2. The Parareal runtime is $R_{\mathrm{pa}}=5.436 \mathrm{~s}$.
equal number of grid points as is sketched in Figure 3, right. Then, each part is divided again and again until the required number of TSs is reached. Note that this limits the possible numbers of TSs to powers of 2 .

Figure 4 shows Vampir ${ }^{5}$ traces for one simulation featuring LB1 (Figure 4, top) and one LB2 (Figure 4, bottom). The horizontal axes correspond to runtime, while the vertical axes depict MPI rank numbers from 1 (lower) to 8 (upper). In each case, three Parareal iterations are performed. Green regions indicate the coarse and fine integrators carrying out work. Time spent in MPI receives (including waiting time) is shown in red. We observe how LB1 leads to load imbalance and incurs

[^8]significant wait times in processes handling a later TS. In contrast, the processes' idle times (shown in red) in MPI receives are almost invisible in the case of LB2. Elimination of wait times leads to a significant reduction in runtime and increase in speedup, as will be shown in Section 4.

## 4. Results

Speedup and runtime measurements were performed on the Cray XC40 supercomputer Piz Dora ${ }^{6}$ at the Swiss National Supercomputing Center (CSCS) in Lugano. It features 1256 compute nodes, which all hold two 12-core Intel Xeon E5-2690v3 processors. This results in a total of 30144 compute cores and a peak performance of 1.254 PFlops; it occupies position 56 in the Top500 November 2014 list. ${ }^{7}$ On Piz Dora, we used the GNU Compiler Collection ${ }^{8}$ version 4.9.2 and the runtimes we provide do not include the cost of I/O operations. Some simulations measuring convergence were performed on a machine located at the Università della Svizzera italiana that is maintained by members of the Institute of Computational Science of the Faculty of Informatics. ${ }^{9}$

For the results presented in the following, we use a coarse grid resolution of $(\Delta \tau)_{\mathrm{co}}=(\Delta \rho)_{\mathrm{co}}=\Delta_{\mathrm{co}}=L / 2048 \approx 0.039$ and a fine grid resolution of $\Delta_{\mathrm{fi}}=$ $\Delta_{\mathrm{co}} / 8 \approx 0.005$. We have also determined a reference solution to approximately measure the serial fine stepper's discretization error. For this we have used again the serial fine time stepper but with a step size of $\Delta_{\mathrm{re}}=\Delta_{\mathrm{f}} / 4 \approx 0.001$.
4.1. Subcritical. First we consider the subcritical case, where no black holes form. Figure 5 shows for $N_{\mathrm{pr}}=256$ and two different sets of initial data parameters the relative defect

$$
\begin{equation*}
D_{[i]}=\frac{\left\|r_{[i]}-r_{\mathrm{fi}}\right\|_{2}}{\left\|r_{\mathrm{fi}}\right\|_{2}} \tag{4.1.1}
\end{equation*}
$$

which measures the difference between the Parareal solution $r_{[i]}$ after $i$ iterations and the serial fine solution $r_{\mathrm{fi}}$ as a function of the characteristic coordinate $\tau$.

In Figure 5, left, we use the initial data parameters $\left(\phi_{0}, \rho_{0}, \delta_{0}\right)=(0.035,20,1)$, which results in an "early" bounce of the wave packet at about $\tau=20$. For the simulations in Figure 5, right, the values are $\left(\phi_{0}, \rho_{0}, \delta_{0}\right)=(0.01,75,1)$, which leads to a "late" bounce at about $\tau=75$. Defects are plotted for $N_{\mathrm{it}} \in\{1,2,3,4\}$ along with the estimated discretization errors $\left\|r_{\mathrm{co}}-r_{\mathrm{re}}\right\|_{2} /\left\|r_{\mathrm{fi}}\right\|_{2}$ of serial coarse and $\left\|r_{\mathrm{fi}}-r_{\mathrm{re}}\right\|_{2} /\left\|r_{\mathrm{fi}}\right\|_{2}$ of serial fine solutions. We observe that in Figure 5, left, the data for $N_{\mathrm{it}}=3$ is somewhat jagged because for LB2 there are various start

[^9]

Figure 5. Defect in $r$ between Parareal and the fine method over time for fixed $N_{\mathrm{pr}}=256$. Left: early bounce scenario. Right: late bounce situation.
and end times of TSs near the bounce region. In any case, Parareal converges in two iterations: for $N_{\mathrm{it}}=2$, the defect is below the discretization error for all $\tau$. In fact, without the bounce region near $\tau=20$, only one iteration would be required for convergence. For the late bounce scenario in Figure 5, right, we also observe that the rate of convergence at the final time $\tau=L-\lambda$ gives an indication of the convergence at all $\tau$. In the following we thus focus on convergence at the final time. Convergence for the other evolved field $\Phi$ is not shown but was found to be at least as good as for $r .{ }^{10}$

Figure 6, left and middle, illustrate the defect of Parareal at the end of the simulation at $\tau=L-\lambda$ for various values of $N_{\mathrm{pr}}$ with third-order interpolation (left) and fifth-order interpolation (middle). For third-order interpolation, Parareal does not converge at all. The configuration stalls at a defect of about $10^{-2}$ until the iteration count equals $N_{\text {pr }}$. There, Parareal converges by definition but cannot provide any speedup. In contrast, Parareal shows good convergence behavior for fifth-order interpolation. For $N_{\text {pr }}$ less than 64, the defect of Parareal falls below the approximate discretization error of the fine method after a single iteration. Otherwise, for $N_{\mathrm{pr}} \geq 64$ up to $N_{\mathrm{pr}}=512$, two iterations are required.

The resulting speedups with correspondingly adjusted values for $N_{\text {it }}$ are shown in Figure 6, right, for both load balancing strategies (see the discussion in Section 3.5). In addition, the projected speedup according to (3.4.1) is shown. The fine-to-coarse ratio $R_{\mathrm{fi}} / R_{\text {co }}$ was determined experimentally and found to be about 74. Up to $N_{\mathrm{pr}}=64$, for the advanced load balancing, speedup closely mirrors the theoretical curve while the basic load balancing performs significantly worse. For $N_{\mathrm{pr}} \geq 64$, measured speedups fall short of the theoretical values, peak at $N_{\mathrm{pr}}=256$, and

[^10]

Figure 6. Parareal's performance for the subcritical case in terms of convergence for polynomial interpolation orders 3 and 5 and in terms of speedup. Left: defect for late bounce and interpolation order 3. Middle: defect for late bounce and interpolation order 5 . Right: Parareal speedup for fifth-order interpolation.
then start to decrease. Note that the theoretical model (blue line in Figure 6, right) does take into account the scaling limit from the serial correction step according to Amdahl's law. The difference between theory and measured speedup is therefore due to other overheads (communication and transfer between meshes) as analyzed below.

Although the load balancing strategy LB2 results in significantly better speedup than the basic approach LB1, the peak value provided by both schemes is essentially the same. This is because, for increasingly large numbers of cores, the computational load per TS eventually becomes small and imbalances in computational load insignificant. Instead, runtime is dominated by overhead from, e.g., communication in time. The communication load is independent of the chosen load balancing and depends solely on the number of TSs; for every TS one message has to be sent and received once per iteration (save for the first and last TS). Therefore, it can be expected that ultimately both approaches to load balancing lead to comparable peak values. Below we demonstrate that the saturation in speedup is related to a significant increase in time spent in MPI routines; eventually, communication cost starts to dominate over the computational cost left on each time slice and the time parallelization saturates just as spatial parallelization does.

Figure 7 illustrates the reason behind the drop-off in speedup beyond $N_{\mathrm{pr}}=256$. First, define

$$
\begin{equation*}
R_{\mathrm{pa}}^{p}=R_{\mathrm{co}}^{p}+R_{\mathrm{fi}}^{p}+\sum_{\mathrm{st}} R_{\mathrm{st}}^{p}, \tag{4.1.2}
\end{equation*}
$$

where $R_{\mathrm{st}}^{p}$ denotes runtime spent in stages that are different from coarse and fine integration on the TS assigned to process $p$. For now, we consider only overhead from sending and receiving data as well as from interpolation; other overheads are


Figure 7. Overhead from communication and other sources increases with $N_{\mathrm{pr}}$, which leads to Parareal's speedup decay. Left: average overhead. Right: overhead caused by three different Parareal stages.
not further analyzed here. Next, we introduce the total overhead on a TS as the sum of all stage runtimes or

$$
\begin{equation*}
O_{\mathrm{to}}^{p}=\sum_{\mathrm{st}} R_{\mathrm{st}}^{p}, \tag{4.1.3}
\end{equation*}
$$

which is also the runtime spent neither in the coarse nor fine integrator for a given $p$. The average overhead is now defined as the geometric mean value of $O_{\text {to }}^{p}$ over all TSs, which is

$$
\begin{equation*}
O_{\mathrm{av}}=\frac{\sum_{p=1}^{N_{\mathrm{pr}}} O_{\mathrm{to}}^{p}}{N_{\mathrm{pr}}} \tag{4.1.4}
\end{equation*}
$$

Finally, we define the relative overhead for individual stages on a TS as

$$
\begin{equation*}
O_{\mathrm{st}}^{p}=\frac{R_{\mathrm{st}}^{p}}{R_{\mathrm{pa}}^{p}} \tag{4.1.5}
\end{equation*}
$$

where $R_{\mathrm{pa}}^{p}$ is the runtime of Parareal at processor $p$. Ideally, as is assumed for the derivation of the speedup model given in (3.4.1), $R_{\mathrm{co}}^{p}$ and $R_{\mathrm{fi}}^{p}$ are the dominant costs. In this case, $R_{\mathrm{co}}^{p}+R_{\mathrm{fi}}^{p} \approx R_{\mathrm{pa}}^{p}$ so that according to (4.1.2) we have $O_{\mathrm{to}}^{p} \approx 0$ and therefore $O_{\mathrm{av}} \approx 0$ by definition. However, as can be seen in Figure 7, left, $O_{\text {av }}$ is small only for small values of $N_{\mathrm{pr}}$. For $N_{\mathrm{pr}} \geq 32$ it increases rapidly, which indicates that the overhead from communication and other sources starts to play a more dominant role when $N_{\mathrm{pr}}$ is increased.

Figure 7, right, shows the relative overhead from (4.1.5) for $N_{\mathrm{pr}} \in\{32,512\}$ and $p \in\left\{1, \ldots, N_{\mathrm{pr}}\right\}$ for the three different stages st $\in\{$ Interpolation, Send, Receive $\} ;$ "Send" and "Receive" refer to the corresponding MPI routines. There is a significant


Figure 8. Parareal's performance for the supercritical case. Left: Choptuik scaling from Parareal. Right: Parareal speedup.
increase in relative overhead in all three stages as the number of cores grows, causing the eventual drop-off in speedup for increasing $N_{\mathrm{pr}}$.
4.2. Supercritical. We consider now the more complex case in which a black hole forms at some time during the simulation. The goal is to compute the black hole's position via (2.1.8) so that its mass can be determined from (2.1.9) (see Section 2.3). Because the characteristic coordinates ( $\tau, \rho$ ) do not allow us to continue the simulation past the black hole formation event, we need a way to keep the simulation from terminating when $\Theta^{+}$approaches 0 (see Figure 2, right).

To avoid the need to adaptively modify the decomposition of the time domain, we carry out the supercritical case study using initial data parameter values near $\left(\phi_{0}, \rho_{0}, \delta_{0}\right)=(0.01,75,1)$, which we have also used for the results in Figure 5, right. With these parameters and in particular for $\phi_{0} \geq 0.01$, for all investigated partitions of the time axis with $N_{\mathrm{pr}} \leq 256$, the black hole generated by the fine time integrator forms in the last TS unless $\phi_{0}$ becomes too large ( $\rho_{0}$ and $\delta_{0}$ are fixed). Thus, Parareal can be used over all TSs except for the last one, where only the fine method is executed to compute the black hole's position. The C++ implementation uses a try-throw-catch approach to prevent complete termination of the simulation; if the radicand in the definition of $\Theta^{+}$in (2.1.8) fails to be nonnegative, an exception is thrown such that the Parareal iteration can continue. As the Parareal iteration converges and better and better starting values are provided for $\mathscr{F}$ on the last TS, the accuracy of the computed black hole position improves. A more general implementation aiming at production runs would need to allow for black hole formation in TSs before the last one, but this is left for future work. In this article, the focus lies on investigating the principal applicability of Parareal to the simulation of gravitational collapse.

|  | $\phi_{0}^{\star}$ |  | $\gamma$ |  |
| :---: | :---: | :--- | :--- | :---: |
|  | Value | Error (\%) | Value | Error (\%) |
| Coarse | 0.01057748 | $7.25 \cdot 10^{-1}$ | 0.458 | 20.21 |
| $N_{\text {it }}=1$ | 0.01055915 | $5.51 \cdot 10^{-1}$ | 0.377 | 1.05 |
| $N_{\text {it }}=2$ | 0.01050240 | $1.01 \cdot 10^{-2}$ | 0.370 | 2.89 |
| $N_{\text {it }}=3$ | 0.01050135 | $9.52 \cdot 10^{-5}$ | 0.381 | 0 |
| Fine | 0.01050134 | 0 | 0.381 | 0 |

Table 1. Approximate values and relative errors for the critical amplitude $\phi_{0}^{\star}$ and resulting straight line slope $\gamma$.

Figure 8, left, depicts the Choptuik scaling that results from solutions computed with Parareal for $N_{\mathrm{pr}}=256$ after the first three iterations. Table 1 lists the generated values of $\phi_{0}^{\star}$ and $\gamma$ (see Section 2.3) and errors compared to the value provided by the fine integrator, which agrees with the result in [20]. As can be seen in Figure 8 , left, the coarse integrator $\mathscr{C}$ alone cannot adequately resolve black holes with $\phi_{0}-\phi_{0}^{\star} \lesssim 10^{-9}$ (they are too small for $\mathscr{C}$ to be "visible") and its $\gamma$ is wrong by about $20 \%$. This means that the coarse method is too "coarse" in the sense that, on its own, it cannot correctly capture the physics underlying the investigated problem. Nonetheless, Parareal is not only capable of generating the correct black hole physics but can do so after only one iteration.

Figure 8, right, visualizes the speedup achieved in the supercritical case including the theoretical estimate according to (3.4.1). The numbers of iterations required for Parareal to converge are derived from an analysis just like the one plotted in Figure 6, middle, for the subcritical case, and basically the values are identical. Up to 64 processes, good speedup close to the theoretical bound is observed. For larger core numbers, however, speedup reaches a plateau and performance is no longer increasing. As in the subcritical case, as $N_{\text {pr }}$ increases, the computing times per TS eventually become too small and Parareal's runtime becomes dominated by, e.g., communication (see Figure 7). Even though the temporal parallelization eventually saturates, substantial acceleration of almost a factor of 30 using 128 cores in time is possible, corresponding to a parallel efficiency of about $23 \%$.

## 5. Conclusion

The article assesses the performance of the parallel-in-time integration method Parareal for the numerical simulation of gravitational collapse of a massless scalar field in spherical symmetry. It gives an overview of the dynamics and physics described by the corresponding Einstein field equations and presents the employed numerical methods to solve them. Because the system is formulated and solved in characteristic coordinates, the computational spacetime domain is triangular so that
later time steps carry fewer spatial degrees of freedom. A strategy for balancing computational cost per subinterval instead of just number of steps is discussed, and its benefits are demonstrated by traces using the Vampir tool. Numerical experiments are presented for both the sub- and supercritical case. Parareal converges rapidly for both and, for the latter, correctly reproduces Choptuik's mass scaling law after only one iteration despite the fact that the used coarse integrator alone generates a strongly flawed mass scaling law. This underlines the capability of Parareal to quickly correct a coarse method that does not resolve the dynamics of the problem. The results given here illustrate that Parareal and presumably other parallel-intime methods as well can be used to improve utilization of parallel computers for numerical studies of black hole formation.

Multiple directions for future research emerge from the presented results. Evaluating performance gains for computing the critical solution [7;21] would be valuable. Next, more complex collapse scenarios such as in the Einstein-Yang-Mills system [8], axial symmetry [37], or binary black hole spacetimes [38] could be addressed. An extended implementation of Parareal could utilize a more sophisticated convergence criterion [2], more flexible black hole detection, and parallelism in space via, e.g., again Parareal. The latter would be possible because the integration along the characteristic we took to represent space is for the solution of initial value problems just like in the temporal direction. Another topic of interest is that of adaptive mesh refinement (J. Thornburg, personal communication, 2015): how it can be used efficiently in connection with Parareal or other time-parallel methods seems to be an open problem. As discussed in the introduction, a mathematical analysis of the convergence behavior of Parareal for Einstein's equations would be of great interest as well, particularly since the good performance is unexpected in view of the negative theoretical results for basic hyperbolic problems. Finally, incorporating a parallel-in-time integration method into a software library widely used for black hole or other numerical relativity simulations would be the ideal way to make this new approach available to a large group of domain scientists. ${ }^{11}$
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