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Oscillation criteria for two-dimensional systems of
first-order linear dynamic equations on time scales

Douglas R. Anderson and William R. Hall

(Communicated by John V. Baxley)

Oscillation criteria for two-dimensional difference systems of first-order linear
difference equations are generalized and extended to arbitrary dynamic equa-
tions on time scales. This unifies under one theory corresponding results from
differential systems, and includes second-order self-adjoint differential, differ-
ence, and q-difference equations within its scope. Examples are given illustrat-
ing a key theorem.

1. Prelude

Jiang and Tang [2007] have established sufficient conditions for the oscillation of
the linear two-dimensional difference system

1xn = pn yn, 1yn−1 =−qnxn, n ∈ Z, (1-1)

where {pn}, {qn} are nonnegative real sequences and 1 is the forward difference
operator given via 1xn = xn+1− xn; see also [Li 2001]. The system (1-1) may be
viewed as a discrete analogue of the differential system

x ′(t)= p(t)y(t), y′(t)=−q(t)x(t), t ∈ R, (1-2)

investigated in [Lomtatidze and Partsvania 1999].
Oscillation questions in difference and differential equations are an interesting

and important area of study in modern mathematics. Furthermore, within the past
two decades, these two related but distinct areas have begun to be combined under a
powerful, more robust and general theory titled dynamic equations on time scales, a
theory introduced by Hilger [1990]. For example, equations (1-1) and (1-2) would
take the form

x1(t)= p(t)y(t), y∇(t)=−q(t)x(t), t ∈ T, (1-3)

MSC2000: primary 34B10; secondary 39A10.
Keywords: oscillation, linear system, time scales.
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2 DOUGLAS R. ANDERSON AND WILLIAM R. HALL

where T is an arbitrary time scale (any nonempty closed set of real numbers)
unbounded above, with the special cases of T = Z and T = R yielding systems
(1-1) and (1-2), respectively, as important corollaries. In this general time-scale
setting, 1 represents the delta (or Hilger) derivative [Bohner and Peterson 2001,
Definition 1.10], and ∇ represents the nabla derivative, introduced in [Atici and
Guseinov 2002, Section 2]:

x1(t) := lim
s→t

x(σ (t))− x(s)
σ (t)− s

, x∇(t) := lim
s→t

x(ρ(t))− x(s)
ρ(t)− s

,

where σ(t) := inf{s ∈ T : s > t} is the forward jump operator and ρ(t) := sup{s ∈
T : s < t} is the backward jump operator. Moreover, µ(t) := σ(t)− t is the forward
graininess function, and ν(t) := t − ρ(t) is the backward graininess function. In
particular, if T = R, then σ(t) = t = ρ(t) and x1 = x ′ = x∇ , while if T = hZ for
any h > 0, then σ(t)= t + h and ρ(t)= t − h, so that

x1(t)=
x(t + h)− x(t)

h
and x∇(t)=

x(t)− x(t − h)
h

,

respectively. A function f :T→R is right-dense continuous provided it is contin-
uous at each right-dense point t ∈ T (a point where σ(t) = t) and has a left-sided
limit at each left-dense point t ∈T (a point where ρ(t)= t). The set of right-dense
continuous functions on T is denoted by Crd(T). It can be shown that any right-
dense continuous function f has an antiderivative (a function F : T→ R with the
property F1(t)= f (t) for all t ∈ T). The Cauchy delta integral of f is defined by∫ t1

t0
f (t)1t = F(t1)− F(t0),

where F is an antiderivative of f on T. Similar notions hold for left-dense contin-
uous functions and the Cauchy nabla integral. For example, if T = Z, then∫ t1

t0
f (t)1t =

t1−1∑
t=t0

f (t) and
∫ t1

t0
f (t)∇t =

t1∑
t=t0+1

f (t),

and if T = R, then ∫ t1

t0
f (t)1t =

∫ t1

t0
f (t)dt =

∫ t1

t0
f (t)∇t.

Throughout we assume that t0< t1 are points in T, and define the time-scale interval
[t0, t1]T = {t ∈T : t0 ≤ t ≤ t1}. Other time-scale intervals are defined similarly. For
convenience, the composition x ◦ σ is denoted xσ , and x ◦ ρ is denoted xρ . For
more on time scales and time-scale notation, see the fundamental texts [Bohner
and Peterson 2001; 2003].
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System (1-3) is a generalization of a key second-order linear dynamic equation.
To see this, suppose the potential p is nabla differentiable and strictly positive.
Then we have

x1∇(t)= [p(t)y(t)]∇ = pρ(t)y∇(t)+ p∇(t)y(t)=−pρ(t)q(t)x(t)+
p∇(t)
p(t)

x1(t),

which we can rewrite in the (formally) self-adjoint form( 1
p

x1
)∇
(t)+ q(t)x(t)= 0, t ∈ T; (1-4)

see [Bohner and Peterson 2003, Section 4.3]. Thus the system (1-3) is an extension
of the second-order self-adjoint Equation (1-4), and many important equations are
included under the rubric of our discussion below, including the second-order self-
adjoint differential equation( 1

p
x ′
)′
(t)+ q(t)x(t)= 0, t ∈ R,

the second-order self-adjoint difference equation

1
( 1

pn−1
1xn−1

)
+ qnxn = 0, n ∈ Z,

and the second-order self-adjoint q-difference (quantum) equation (q > 1)

Dq
( 1

p(t)
Dq x(t)

)
+ q(t)x(t)= 0, t ∈ qZ,

where

Dq x(t)=
x(t)− x(t/q)

t − t/q
and Dq x(t)=

x(qt)− x(t)
qt − t

(1-5)

are the quantum backward and forward derivatives, respectively.

2. Preliminary results on oscillation

Let T be a time scale that is unbounded above, and let t0 ∈ T. In (1-3), assume
p :T→R is right-dense continuous with p> 0 on [t0,∞)T, and q :T→R is con-
tinuous with q ≥ 0 on [t0,∞)T; then p is delta integrable and q is integrable. Note
the stronger continuity condition on the potential q; from the right-hand equation
in (1-3), we then have that y∇ is continuous, so that y is delta differentiable as
well, with y1 = y∇σ = −qσ xσ . An alternative approach would be to use only
delta derivatives in (1-3), with p and q both right-dense continuous functions. The
results in the sequel would be analogous to those derived below, but would not
incorporate the self-adjoint form (1-4), nor directly extend (1-1). Our techniques
are modelled after those found in [Jiang and Tang 2007; Lomtatidze and Partsvania
1999] and the references therein.
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A solution (x, y) of (1-3) is oscillatory if both component functions x and y
are oscillatory, that is to say neither eventually positive nor eventually negative;
otherwise, the solution is nonoscillatory. The dynamic system (1-3) is oscillatory
if all its solutions are oscillatory.

Lemma 2.1. The component functions x and y of a nonoscillatory solution (x, y)
of (1-3) are themselves nonoscillatory.

Proof. Assume to the contrary that x oscillates but y is eventually positive. Then
x1= py> 0 eventually, so that x(t)> 0 or x(t)< 0 for all large t ∈T, a contradic-
tion. The case where y is eventually negative is similar. Likewise, assuming that y
oscillates while x is eventually positive or eventually negative leads to comparable
contradictions. �

Lemma 2.2. If ∫
∞

t0
p(r)1r =∞ and

∫
∞

ρ(t0)
q(s)∇s =∞, (2-1)

then each solution of (1-3) is oscillatory.

Proof. Let (x, y) be a nonoscillatory solution of (1-3). Without loss of generality,
we may assume that x > 0; then y∇ = −qx ≤ 0, and in view of Lemma 2.1, y
must be of constant sign eventually. If y(t1) < 0 for some t1 ∈ [t0,∞)T, then y< 0
on [t1,∞)T and x1 = py < 0 on [t1,∞)T; after delta integrating from t1 to t , we
have

x(t)= x(t1)+
∫ t

t1
p(r)y(r)1r.

Since y is negative and nonincreasing, by the first assumption in (2-1) the right-
hand side tends to −∞, in contradiction with x > 0. Consequently, y > 0 with
y∇ ≤ 0 on [t0,∞)T, and x1 > 0 on [t0,∞)T by the first equation of (1-3). Thus
there exists a constant c > 0 and t1 ∈ [t0,∞)T such that x(t)≥ c for t ∈ [t1,∞)T.
Nabla integrating the second equation of (1-3), we obtain

c
∫
∞

t1
q(s)∇s ≤ y(t1) <∞,

and this contradicts the second assumption in (2-1). �

Lemma 2.3. If ∫
∞

t0
p(r)1r <∞ and

∫
∞

ρ(t0)
q(s)∇s <∞, (2-2)

then the system (1-3) is nonoscillatory.
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Proof. Suppose that (2-2) holds. Then there exists t1 ∈ [t0,∞)T such that∫
∞

t1
p(r)

(
1+ 2

∫
∞

r
q(s)∇s

)
1r < 1. (2-3)

Let B = Crd(T) be the Banach space of right-dense continuous functions on T,
with norm ‖x‖ = supt≥t1,t∈T |x(t)| and the usual pointwise ordering ≤. Define a
subset S of B by

S=
{

x ∈B : 1≤ x(t)≤ 2, t ∈ [t1,∞)T
}
.

For any subset Q of S, we have that inf Q ∈ S and sup Q ∈ S. Let L : S→ B be
the functional given via

(Lx)(t)= 1+
∫ t

t1
p(r)

(
1+

∫
∞

r
q(s)x(s)∇s

)
1r, t ∈ [t1,∞)T.

By the assumptions on x ∈ S and p and q, (Lx)(t)≥ 1 for all t ∈ [t1,∞)T, and

(Lx)(t)≤ 1+
∫ t

t1
p(r)

(
1+

∫
∞

r
2q(s)∇s

)
1r ≤ 2

by (2-3). Moreover,

(Lx)1(t)= p(t)
(

1+
∫
∞

t
q(s)x(s)∇s

)
> 0, (2-4)

ensuring that L : S→ S is increasing. By Knaster’s fixed-point theorem [Knaster
1928], we can conclude that there exists an x ∈ S such that x = Lx . If we let

y(t)= 1+
∫
∞

t
q(s)x(s)∇s, t ∈ [t1,∞)T

using the fixed point x ∈ S, then we have

x1(t)= (Lx)1(t)= p(t)y(t) and y∇(t)=−q(t)x(t)

for t ∈ [t1,∞)T by using (2-4). Thus (x, y) is a nonoscillatory solution of (1-3). �

In light of Lemmas 2.2 and 2.3, respectively, we could assume that either∫
∞

t0
p(r)1r =∞ and

∫
∞

ρ(t0)
q(s)∇s <∞ (2-5)

or ∫
∞

t0
p(r)1r <∞ and

∫
∞

ρ(t0)
q(s)∇s =∞;
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in fact, we will focus on (2-5). Moreover, in preparation for what follows, we
introduce the following notation. Let

P(t) :=
∫ t

t0
p(r)1r. (2-6)

Lemma 2.4. Assume that (2-5) holds, P is given by (2-6), and λ ∈ [0, 1) is a real
number. If

lim
t→∞

µ(t)p(t)
P(t)

= 0,
(

equivalently, lim
t→∞

Pσ (t)
P(t)

= 1
)

(2-7)

then given ε > 0 there exists a t1 ≡ t1(ε) ∈ (t0,∞)T such that for any t ∈ [t1,∞)T,∫
∞

t

[
(Pλ)1(r)

]2
p(r)Pλ(r)

1r ≤
λ2

1− λ
(1+ ε)2−λ Pλ−1(t), and (2-8)∫

∞

t

p(r)
P2−λ(r)

1r ≤
(1+ ε)2−λ

1− λ
Pλ−1(t). (2-9)

Proof. For r ∈ (t0,∞)T, by the chain rule [Bohner and Peterson 2001, Theorem
1.90] we have

(Pλ)1(r)=


Pλ(σ (r))−Pλ(r)

µ(r)
if µ(r) > 0,

λp(r)Pλ−1(r) if µ(r)= 0.

By [Bohner and Peterson 2001, Theorem 1.16 (iv)], µP1 = Pσ − P , so that
µp = Pσ − P on T. If r ∈ (t0,∞)T is a right-scattered point, then µ(r) > 0 and,
suppressing the r ,[

(Pλ)1
]2

pPλ
=

p
µ2 p2 Pλ

(
(Pσ )λ− Pλ

)2
=

p
Pλ

(
(Pσ )λ− Pλ

Pσ − P

)2

MVT
=

p
Pλ

(
λξλ−1)2

, ξ ∈
(
P(r), Pσ (r)

)
R

≤
pλ2

Pλ
P2λ−2, λ− 1< 0

= λ2 pPλ−2.

If r ∈ (t0,∞)T is a right-dense point, then µ(r)= 0 and[
(Pλ)1

]2
pPλ

=

[
λpPλ−1

]2
pPλ

= λ2 pPλ−2.
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It follows that in either case,[
(Pλ)1(r)

]2
p(r)Pλ(r)

≤ λ2 p(r)Pλ−2(r), r ∈ (t0,∞)T. (2-10)

Similarly, if r ∈ (t0,∞)T is a right-scattered point, then once again µ(r) > 0 and,
suppressing the r ,

−(Pλ−1)1 =
−p
µp

(
(Pσ )λ−1

− Pλ−1)
=−p

(
(Pσ )λ−1

− Pλ−1

Pσ − P

)
MVT
= p(1− λ)ηλ−2, η ∈

(
P(r), Pσ (r)

)
R

≥ p(1− λ)(Pσ )λ−2.

If r is a right-dense point, then Pσ = P , µ(r)= 0, and p(1−λ)Pλ−2
=−(Pλ−1)1.

Summarizing, in either case we have

−(Pλ−1)1 ≥ p(1− λ)(Pσ )λ−2, r ∈ (t0,∞)T. (2-11)

Combining (2-10) and (2-11), we see that[
(Pλ)1(r)

]2
p(r)Pλ(r)

≤
λ2

1− λ

(
P(r)

Pσ (r)

)λ−2 [
−(Pλ−1)1(r)

]
.

By (2-7), given ε > 0 there exists a t1 ∈ [t0,∞)T such that Pσ/P ≤ (1+ ε) on
[t1,∞)T. Consequently, for any t ∈ [t1,∞)T,∫

∞

t

[
(Pλ)1(r)

]2
p(r)Pλ(r)

1r ≤
λ2

1− λ
(1+ ε)2−λ

∫
∞

t

[
−(Pλ−1)1(r)

]
1r

(2-5),(2-6)
=

λ2

1− λ
(1+ ε)2−λ Pλ−1(t),

which is (2-8). Moreover, again for any r ∈ [t1,∞)T,

p(r)
P2−λ(r)

=
p(r)

P2−λ(σ (r))
P2−λ(σ (r))

P2−λ(r)
≤ (1+ ε)2−λ

p(r)
P2−λ(σ (r))

(2-11)
≤

(1+ ε)2−λ

λ− 1
(Pλ−1)1(r). (2-12)

Delta integrating (2-12) from t to infinity, we obtain∫
∞

t

p(r)
P2−λ(r)

1r ≤
(1+ ε)2−λ

λ− 1

∫
∞

t
(Pλ−1)1(r)1r

(2-5),(2-6)
=

(1+ ε)2−λ

1− λ
Pλ−1(t),

which is (2-9). �

Note that if T = R, then (2-7) is automatically satisfied, as µ(t)≡ 0.
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Lemma 2.5. Assume that (2-5) holds, that P is given by (2-6), and that (2-7) holds.
If for some real number λ < 1 we have∫

∞

t1
qσ (r)Pλ(r)1r =∞ for t1 > σ(t0), (2-13)

then the system (1-3) is oscillatory.

Proof. By Lemma 2.3, we can focus on λ∈ (0, 1). Assume that (x, y) is a nonoscil-
latory solution of the system (1-3); without loss of generality, assume that x > 0
on [t0,∞)T. As in the proof of Lemma 2.2, y > 0 with y∇ ≤ 0 and x1 > 0 on
[t0,∞)T. Let w := y/x . Then w > 0, and suppressing the argument, we have by
the delta quotient rule and (1-3) that on [t0,∞)T,

w1 =
xy1− yx1

xxσ
=−qσ − pwy/xσ ≤−qσ − pwwσ < 0. (2-14)

In fact this gives us
w1 ≤−qσ − p(wσ )2, (2-15)

and from the previous line we obtain on [t0,∞)T that( 1
w

)1
=
−w1

wwσ
≥

qσ + pwwσ

wwσ
≥ p;

delta integrating from t0 to t we see that

1> 1−
w(t)
w(t0)

≥ w(t)
∫ t

t0
p(r)1r = w(t)P(t)≥ 0, t ∈ [t0,∞)T. (2-16)

Again by the mean value theorem, (Pλ)1 ≤ λpPλ−1 for λ ∈ (0, 1). Recall that
q is assumed to be continuous, so qσ is right-dense continuous, and thus delta
integrable. Multiplying (2-15) by Pλ and delta integrating from t1>σ(t0) to t gives∫ t

t1
qσ (r)Pλ(r)1r

≤−

∫ t

t1
Pλ(r)w1(r)1r−

∫ t

t1
p(r)Pλ(r)(wσ )2(r)1r

parts
=−Pλ(t)w(t)+Pλ(t1)w(t1)+

∫ t

t1
(Pλ)1(r)wσ (r)1r−

∫ t

t1
p(r)Pλ(r)(wσ )2(r)1r

≤−Pλ(t)w(t)+Pλ(t1)w(t1)

+

∫ t

t1
λp(r)Pλ−1(r)wσ (r)1r−

∫ t

t1
p(r)Pλ(r)(wσ )2(r)1r

=−Pλ(t)w(t)+Pλ(t1)w(t1)+
∫ t

t1
p(r)Pλ−2(r)

[
P(r)wσ (r)

(
λ−P(r)wσ (r)

)]
1r.
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Since by (2-16) we have

0< P(t)wσ (t)≤ P(t)w(t) < 1, t ∈ [t0,∞)T, (2-17)

there exists a positive real number k such that∣∣P(r)wσ (r)(λ− P(r)wσ (r)
)∣∣< k.

As a result we have limt→∞−Pλ(t)w(t)= 0 by (2-16) for 0< λ < 1, and∣∣∣∣∫ t

t1
p(r)Pλ−2(r)

[
P(r)wσ (r)

(
λ− P(r)wσ (r)

)]
1r
∣∣∣∣ < k

∫
∞

t1
p(r)Pλ−2(r)1r

(2-9)
≤ k

(1+ ε)2−λ

1− λ
Pλ−1(t1)

for all t ∈ [t1,∞)T. Therefore we get
∫
∞

t1
qσ (r)Pλ(r)1r <∞, in contradiction

with (2-13). �

Due to (2-5) and the establishment of Lemma 2.5, we will henceforth restrict
our analysis to the case where∫
∞

t0
p(r)1r =∞,

∫
∞

t1
qσ (r)Pλ(r)1r <∞ for λ < 1, t1 > σ(t0). (2-18)

We also adopt the following notation. Set

g(t, λ) :=

P1−λ(t)
∫
∞

t qσ(r)Pλ(r)1r if λ < 1,

P1−λ(t)
∫ t

t0
qσ (r)Pλ(r)1r if λ > 1.

Then take

g∗(λ) := lim inf
t→∞

g(t, λ) and g∗(λ) := lim sup
t→∞

g(t, λ).

Lemma 2.6. Assume that (2-18) holds, that P is given by (2-6), and that (2-7)
holds. If (x, y) is a nonoscillatory solution of the system (1-3), then

lim inf
t→∞

w(t)P(t)≥ 1
2

(
1−

√
1− 4g∗(0)

)
, (2-19)

lim sup
t→∞

w(t)P(t)≤ 1
2

(
1+

√
1− 4g∗(2)

)
, (2-20)

where again w := y/x.

Proof. By (2-16), we can introduce the constants

r := lim inf
t→∞

w(t)P(t), R := lim sup
t→∞

w(t)P(t), (2-21)

and by (2-18), we must have
lim

t→∞
w(t)= 0. (2-22)
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From (2-14) we have w1 ≤ −qσ − pwwσ ; delta integrate this from t to ∞, use
(2-22), and multiply by P to see that

w(t)P(t) ≥ P(t)
∫
∞

t
qσ (τ )1τ + P(t)

∫
∞

t
p(τ )w(τ)wσ (τ )1τ (2-23)

holds for t ∈ [t1,∞)T. From (2-21) this yields

r ≥ g∗(0). (2-24)

This time multiply (2-15) by P2 and delta integrate from t1 to t to get∫ t

t1
qσ (τ)P2(τ)1τ

≤−

∫ t

t1
P2(τ)w1(τ)1τ−

∫ t

t1
p(τ)P2(τ)

(
wσ
)2
(τ)1τ

=−P2(t)w(t)+P2(t1)w(t1)+
∫ t

t1
(P2)1(τ)wσ (τ)1τ−

∫ t

t1
p(τ)P2(τ)(wσ )2(τ)1τ

=−P2(t)w(t)+P2(t1)w(t1)

+

∫ t

t1
µ(τ)p2(τ)wσ (τ)1τ+

∫ t

t1
p(τ)P(τ)wσ (τ)

[
2−P(τ)wσ (τ)

]
1τ

for t ∈ [t1,∞)T, which leads to

w(t)P(t)≤−P−1(t)
∫ t

t1
qσ (τ )P2(τ )1τ

+ P−1(t)
∫ t

t1
µ(τ)p2(τ)wσ(τ)1τ + P−1(t)P2(t1)w(t1)

+ P−1(t)
∫ t

t1
p(τ )P(τ )wσ (τ )

[
2− P(τ )wσ (τ )

]
1τ. (2-25)

Using (2-17), we obtain 0 < (1− Pwσ )2, leading to Pwσ [2− Pwσ ] < 1. Thus,
for large t ∈ T,

P−1(t)
∫ t

t1
p(τ )P(τ )wσ (τ )

[
2− P(τ )wσ (τ )

]
1τ ≤ 1.

Applying l’Hôpital’s rule [Bohner and Peterson 2001, Theorem 1.120], (2-17)
again, and (2-7) we have

0≤ lim
t→∞

∫ t
t1
µ(τ)p2(τ )wσ (τ )1τ

P(t)
= lim

t→∞
µ(t)p(t)wσ (t)≤ lim

t→∞

µ(t)p(t)
P(t)

= 0.

Altogether then, inequality (2-25) implies that
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R ≤ 1− g∗(2). (2-26)

If g∗(0)= 0= g∗(2), then estimates (2-19) and (2-20) follow directly from (2-24)
and (2-26), respectively. Thus we pick a real number ε ∈

(
0,min{g∗(0), g∗(2)}

)
and t2 ∈ [t1,∞)T such that for t ∈ [t2,∞)T,

r − ε < w(t)P(t) < R+ ε, w(t)P(t)≥ P(t)
∫
∞

t
qσ (τ )1τ > g∗(0)− ε,

P−1(t)
∫ t

t0
qσ (τ )P2(τ )1τ > g∗(2)− ε.

From (2-23) and l’Hôpital’s rule we have w(t)P(t) ≥ g∗(0) − ε + (r − ε)2 for
t ∈ [t2,∞)T, Multiply (2-14) by P2 and delta integrate from t1 to t to see that this
leads to

w(t)P(t)≤−P−1(t)
∫ t

t1
qσ (τ )P2(τ )1τ

+ P−1(t)
∫ t

t1
µ(τ)p2(τ)wσ(τ)1τ + P−1(t)P2(t1)w(t1)

+ P−1(t)
∫ t

t1
p(τ )P(τ )wσ (τ ) [2−w(τ)P(τ )]1τ. (2-27)

From (2-27) we have, for t ∈ [t2,∞)T,

w(t)P(t)≤
P2(t1)w(t1)+

∫ t
t1
µ(τ)p2(τ )wσ (τ )1τ

P(t)
−g∗(2)+ε+(R+ε)(2−R−ε),

since wσ P ≤ wP < 1. These two inequalities lead to

r ≥ g∗(0)+ r2, R ≤ R(2− R)− g∗(2). (2-28)

Consequently we have r ≥ 1
2

(
1−
√

1− 4g∗(0)
)

and R≤ 1
2

(
1+
√

1− 4g∗(2)
)
, and

the lemma is proven. �

3. Main oscillation results

We use the lemmas obtained previously to prove our main results.

Theorem 3.1. Assume that (2-18) holds, that P is given by (2-6), and that (2-7)
holds. If

g∗(0)= lim inf
t→∞

P(t)
∫
∞

t
qσ (τ )1τ > 1

4
(3-1)

or

g∗(2)= lim inf
t→∞

1
P(t)

∫ t

t0
qσ (τ )P2(τ )1τ >

1
4
, (3-2)

then every solution of the system (1-3) is oscillatory.
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Proof. Suppose to the contrary that (x, y) is a nonoscillatory solution of (1-3) with
x(t) > 0 for t ∈ [t0,∞)T. Let

r := lim inf
t→∞

w(t)P(t), R := lim sup
t→∞

w(t)P(t),

where w = y/x . By Lemma 2.6 and its proof (in particular (2-28)) and simple
calculus, we have

g∗(0)≤ r − r2
≤

1
4 and g∗(2)≤ R− R2

≤
1
4 ,

in contradiction with both (3-1) and (3-2). �

Theorem 3.2. Assume that (2-18) holds, that P is given by (2-6), and that (2-7)
holds. Let g∗(2)≤ 1

4 , and assume there exists a real number λ ∈ [0, 1) such that

g∗(λ) >
λ2

4(1− λ)
+

1
2

(
1+

√
1− 4g∗(2)

)
. (3-3)

Then every solution of the system (1-3) is oscillatory.

Proof. Suppose to the contrary that (x, y) is a nonoscillatory solution of (1-3) with
x(t) > 0 for t ∈ [t0,∞)T. By (2-15) we have

qσ (t)≤−w1(t)− p(t)(wσ )2(t), t ∈ [t0,∞)T,

where w = y/x ; multiply this by Pλ and delta integrate from t to infinity to get∫
∞

t
qσ (τ )Pλ(τ )1τ

≤−

∫
∞

t
w1(τ )Pλ(τ )1τ −

∫
∞

t
p(τ )(wσ )2(τ )Pλ(τ )1τ

= Pλ(t)w(t)+
∫
∞

t
(Pλ)1(τ )wσ (τ )1τ −

∫
∞

t
p(τ )Pλ(τ )(wσ )2(τ )1τ

= Pλ(t)w(t)+
1
4

∫
∞

t

(
(Pλ)1

)2
(τ )

p(τ )Pλ(τ )
1τ

−

∫
∞

t

(√
p(τ )Pλ/2(τ )wσ (τ )−

(Pλ)1(τ )
2
√

p(τ )Pλ/2(τ )

)2

1τ

≤ Pλ(t)w(t)+
1
4

∫
∞

t

(
(Pλ)1

)2
(τ )

p(τ )Pλ(τ )
1τ.

It follows that

P1−λ(t)
∫
∞

t
qσ (τ )Pλ(τ )1τ < P(t)w(t)+

P1−λ(t)
4

∫
∞

t

(
(Pλ)1

)2
(τ )

p(τ )Pλ(τ )
1τ. (3-4)
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By (2-8), (2-20), and (3-4),

g∗(λ)≤ 1
2

(
1+

√
1− 4g∗(2)

)
+

λ2

4(1− λ)
,

in contradiction with (3-3). �

Corollary 3.3. Assume that (2-18) holds, that P is given by (2-6), and that (2-7)
holds. If g∗(2) ≤ 1

4 and g∗(0) > 1
2

(
1+
√

1− 4g∗(2)
)
, then every solution of the

system (1-3) is oscillatory.

Theorem 3.4. Assume that (2-18) holds, that P is given by (2-6), and that (2-7)
holds. Let g∗(0), g∗(2)≤ 1

4 , and assume there exists a real number λ ∈ [0, 1) such
that

g∗(0)>
λ(2−λ)

4
and g∗(λ)>

g∗(0)
1−λ

+
1
2

(√
1−4g∗(0)+

√
1−4g∗(2)

)
. (3-5)

Then every solution of the system (1-3) is oscillatory.

Proof. Suppose to the contrary that (x, y) is a nonoscillatory solution of (1-3) with
x(t) > 0 for t ∈ [t0,∞)T. Set

r = lim inf
t→∞

w(t)P(t) and R = lim sup
t→∞

w(t)P(t),

where w = y/x . By (2-19) and (2-20),

r ≥ m := 1
2

(
1−

√
1− 4g∗(0)

)
and R ≤ M := 1

2

(
1+

√
1− 4g∗(2)

)
. (3-6)

Using this and the first inequality in (3-5) we find that m > λ/2, whence given
ε ∈ (0,m− λ/2), there exists a t1 ∈ [t0,∞)T such that

m− ε < w(t)P(t) < M + ε, t ∈ [t1,∞)T. (3-7)

Similar to what we did before (bottom of page 8), we multiply (2-15) by Pλ and
delta integrate from t to infinity to get∫
∞

t
qσ (τ )Pλ(τ )1τ

≤ w(t)Pλ(t)+
∫
∞

t
p(τ )Pλ−2(τ )

[
λwσ (τ )P(τ )−

(
P(τ )wσ (τ )

)2]
1τ ;

this leads to

P1−λ(t)
∫
∞

t
qσ (τ )Pλ(τ )1τ

≤ w(t)P(t)+ P1−λ(t)
∫
∞

t
p(τ )Pλ−2(τ )

[
λwσ (τ )P(τ )−

(
P(τ )wσ (τ )

)2]
1τ.
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Since the function f (x) := λx − x2 is decreasing over the real interval [λ/2,∞),
it follows from the preceding inequality together with (3-7) and Lemma 2.4 that

P1−λ(t)
∫
∞

t
qσ (τ )Pλ(τ )1τ

< M+ε+(m−ε)(λ−m+ε)P1−λ(t)
∫
∞

t
p(τ )Pλ−2(τ )1τ

< M+ε+
(m−ε)(λ−m+ε)(1+ε)2−λ

1−λ
.

This in tandem with (3-6) yields

g∗(λ)≤ M +
m(λ−m)

1− λ
=

g∗(0)
1− λ

+
1
2

(√
1− 4g∗(0) +

√
1− 4g∗(2)

)
,

in contradiction with the second inequality in (3-5). �

Corollary 3.5. Assume that (2-18) holds, that P is given by (2-6), and that (2-7)
holds. Let 0< g∗(0)≤ 1

4 and g∗(2)≤ 1
4 . If

g∗(0) > g∗(0)+ 1
2

(√
1− 4g∗(0) +

√
1− 4g∗(2)

)
,

then every solution of the system (1-3) is oscillatory.

4. Examples

We illustrate Theorem 3.1 with the following examples.

Example 4.1. Let T = R and ε > 0. Then the continuous linear system

x ′(t)=
1
2

(
ε+ cos2 t

)
y(t), y′(t)=−

1
t2 x(t) (4-1)

is oscillatory on [1,∞).

Since p(t)= 1
2(ε+cos2 t), we have P(t)= 1

8

(
−2−4ε+ t (2+4ε)−sin 2+sin 2t

)
.

Thus

g∗(0)= lim inf
t→∞

P(t)
∫
∞

t
q(r)dr = lim inf

t→∞
P(t)/t = 1

4(1+ 2ε) > 1
4 .

By Theorem 3.1, any solution pair (x, y) oscillates. Let x(1) = 0, x ′(1) = 1.
Numerically generated data for the solutions to (4-1) show a decreasing frequency
in oscillations as ε goes to 0, as one might expect. The table shows the value of ε
and the estimated value of the first zero of x after t = 1.

ε 1.0 0.9 0.8 0.7 0.6 0.5 0.4 0.3 0.2
next zero of x 100 128 171 244 379 666 1424 4321 27498

The results led us to wonder whether 1
4 is sharp for T=R, and to the next example.
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Example 4.2. Let T = R and let p be a positive constant. The continuous linear
system

x ′(t)= py(t), y′(t)=−
1
t2 x(t), t ∈ [1,∞) (4-2)

is nonoscillatory for 0< p ≤ 1
4 and oscillatory for p > 1

4 .

Since p(t)≡ p we have P(t)= p(t − 1). Thus

g∗(0)= lim inf
t→∞

P(t)
∫
∞

t
q(τ )dτ = lim inf

t→∞

p(t − 1)
t

= p.

By Theorem 3.1 and (3-1), any solution (x, y) of (4-2) oscillates if p> 1
4 . Convert-

ing (4-2) to a second-order equation for x , we arrive at a Cauchy–Euler equation
with general solution

x(t)= t (1−
√

1−4p)/2(A+ Bt
√

1−4p).
From elementary analysis we know that x is nonoscillatory for p≤ 1

4 and oscillatory
for p > 1

4 , showing in particular that the 1
4 in (3-1) is sharp when T = R.

5. Future directions: half-linear systems

Let ϕp(x)= |x |p−2x for p > 1 be the one-dimensional p-Laplacian, and consider
the following half-linear equation[

u(t)ϕr
(
x1(t)

)]∇
+w(t)ϕq

(
x(t)

)
= 0, (5-1)

where r, q > 1 and u, w : T→ R satisfy u(t) > 0 and w(t) ≥ 0, respectively. Let
y = uϕr (x1). Then y∇ = −wϕq(x) and x1 = ϕ−1

r (1/u)ϕ−1
r (y), which can be

generalized to the half-linear, p-Laplacian system

x1(t)= v(t)ϕp
(
y(t)

)
, y∇(t)=−w(t)ϕq

(
x(t)

)
, t ∈ T. (5-2)

Here we assume v : T→ R is right-dense continuous with v > 0 on [t0,∞)T, and
w : T→ R is continuous with w ≥ 0 on [t0,∞)T. Future research would take the
earlier results shown valid for (1-3) and try to modify them to cover (5-2) and thus
(5-1) as well.
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Zero-divisor ideals and realizable zero-divisor
graphs

Michael Axtell, Joe Stickles and Wallace Trampbachls

(Communicated by Scott Chapman)

We seek to classify the sets of zero-divisors that form ideals based on their
zero-divisor graphs. We offer full classification of these ideals within finite
commutative rings with identity. We also provide various results concerning the
realizability of a graph as a zero-divisor graph.

1. Definitions and notation

We will begin by introducing the necessary definitions and notation that will be
used throughout the paper. In Section 2, we will determine when the zero-divisors
form an ideal in a finite commutative ring with identity, and Section 3 partially
generalizes these results to the cases where R is infinite or lacks identity. Section 4
is concerned with the realizability of graphs as zero-divisor graphs.

Given a commutative ring R, an element x ∈ R is a zero-divisor if there exists a
nonzero y ∈ R such that xy = 0. We denote the set of zero-divisors as Z(R), and
the set of nonzero zero-divisors denoted by Z(R)∗. For x ∈ R, the annihilator of
x , denoted ann(x), is {y ∈ R | xy = 0}. It can be shown that the annihilator of any
element in a ring is an ideal. An element x is nilpotent if xn

= 0 for some n ∈ N.
The set of all units in R is denoted U (R). If x, y ∈ R where R is integral domain,
we say x and y are associates if x = uy, where u ∈U (R). A ring R is a local ring
if and only if R has a unique maximal ideal.

For a graph G, we define V (G) and E(G) to be the sets of vertices and edges of
G, respectively. Two elements x, y ∈ V (G) are defined to be adjacent, denoted by
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x–y, if there exists an edge between them. A path between two elements

a1, an ∈ V (G)

is an ordered sequence of distinct vertices of G, {a1, a2, . . . , an}, such that ai−1–ai .
The length of a path between x and y is the number of edges crossed to get from
x to y in the path. The distance between x, y ∈ G, denoted d(x, y), is the length
of a shortest path between x and y, if such a path exists; otherwise, d(x, y)=∞.
For the purposes of this paper, we define d(x, x)= 0. The diameter of a graph is
diam(G)=max{d(x, y) | x, y ∈ V (G)}. An element x ∈ V (G) is said to be looped
if there exists an edge from x to itself. A graph G is called complete bipartite if
there exist disjoint subsets A, B of V (G) such that A ∪ B = V (G), x/–y for any
distinct x, y ∈ A or x, y ∈ B, and x–y for any x ∈ A and y ∈ B. Finite complete
bipartite graphs are denoted as K m,n , where |A| = m and |B| = n. A graph G
is said to be complete bipartite reducible if and only if there exists a complete
bipartite graph G ′ such that V (G ′) = V (G) and E(G ′) ( E(G). A graph G is a
star graph if G = K 1,n . A graph G is said to be star-shaped reducible if and only
if there exists a g ∈ V (G) such that g is adjacent to all other vertices in G and g is
looped. More information about graph theory may be found in [Wilson 1972]. We
define the zero-divisor graph of R, denoted 0(R), as follows: x ∈ V (0(R)) if and
only if x ∈ Z(R)∗, and x–y if and only if xy = 0. We will allow loops in 0(R),
which is a change from other definitions of zero-divisor graphs as in [Anderson and
Livingston 1999; Axtell et al. 2006; Lucas 2006; Redmond 2007].

As an illustration of zero-divisor graphs, we show 0(Z12):

2 10

84

6

9

3

2. Finite rings with identity

In this section, we will ascertain when Z(R) is an ideal in a finite commutative ring
with identity by using 0(R), and we will determine the nature of loops in 0(R).
Note that to show Z(R) is an ideal, we need only show it is closed under addition.

The following lemma is well known.

Lemma 2.1. In a finite commutative ring with identity, every element is either a
unit or a zero divisor.
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Lemma 2.2. Let R be a commutative ring. Given any finite set

{p1, p2, . . . , pn} ⊂ R,

where all pi are nilpotent, there exists a nonzero a ∈ R such that api = 0 for all
1≤ i ≤ n.

Proof. Since p1 is nilpotent, there exists a minimal m1 such that pm1
1 = 0. Let

a1 = pm1−1
1 . Clearly, a1 p1 = 0, and a1 6= 0. Inductively, since pi is nilpotent, and

ai−1 6= 0, there exists mi –1 (possibly zero, in which case, ai = ai−1), such that
ai = ai−1 pmi−1

i 6= 0, but ai pi = 0. Let a = an . By construction, a annihilates every
pi . �

Theorem 2.3. Let R be a finite commutative ring with identity. Then the following
are equivalent:

(1) Z(R) is an ideal;
(2) Z(R) is a maximal ideal;
(3) R is local;
(4) Every x ∈ Z(R) is nilpotent;
(5) There exists b ∈ Z(R) such that bZ(R)= 0, and hence 0(R) is star-shaped

reducible.

Proof. Since R is finite, every element is either a zero-divisor or a unit by Lemma
2.1. Hence, whenever Z(R) is an ideal, it must be maximal, since any ideal that
properly contains Z(R) must contain a unit and must therefore contain all of R.
Also, whenever Z(R) is a maximal ideal, it must be the only one; for consider
another ideal I of R. Then either I ( Z(R), in which case it is not maximal, or else
it contains a unit and is not proper. If R is local, then it has a single maximal ideal
M . By Lemma 2.1, every element is either a unit or a zero-divisor. In addition,
every nonunit is in M , since M is maximal, and every unit is not in M , so M is the
set of zero-divisors. Hence the zero-divisors form an ideal. Thus, (1), (2), and (3)
are all equivalent.

(1⇒ 4) Assume Z(R) is an ideal. Suppose x ∈ Z(R). Then there exist minimal
i > j >0 such that x i

= x j . Then, x i
−x j
=0 implies x j (x i− j

−1)=0. Thus x j
=0

or x i− j
− 1 ∈ Z(R). In the latter case, since Z(R) is an ideal and x i− j

∈ Z(R), we
get (x i− j

−1)− x i− j
=−1 ∈ Z(R), which implies that Z(R)= R, a contradiction.

Thus x j
= 0.

(4 ⇒ 5) Assume every element of Z(R) is nilpotent. If Z(R) = {0}, then
condition (5) holds vacuously. Otherwise, by Lemma 2.2 there exists a b ∈ Z(R)

such that bZ(R)= 0.
(5⇒ 1) Assume 0(R) is star-shaped reducible and let b be the center of 0(R).

Let x, y be any two elements of Z(R). Then, b(x−y)=bx−by=0, so x−y∈ Z(R).
Thus, Z(R) is an ideal. �
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Corollary 2.4. If R is a finite commutative ring with identity and diam 0(R)= 3,
then the zero-divisors do not form an ideal.

Proof. If the diam(0(R)) = 3, then 0(R) is not star-shaped reducible. Thus, by
Theorem 2.3, Z(R) is not an ideal. �

Theorem 2.5. For any commutative ring R, if Z(R) is an ideal, then

0(R) 6= K m,n, m, n > 1.

Proof. Assume Z(R) is an ideal. Suppose 0(R)= K m,n, m, n > 1. Let the partition
of 0(R) be A= {a1, a2, . . . , am} and B = {b1, b2, . . . , bn}. Since Z(R) is an ideal,
a1+b1 ∈ Z(R). If a1+b1 = 0, then a1 =−b1, and hence b1b2 = 0, a contradiction.
Thus, without loss of generality, we may assume that a1+b1 ∈ A. So, a1+b1 = ai

for some i ≥ 2. Since 0(R) is complete bipartite,

0= ai b2 = (a1+ b1)b2 = a1b2+ b1b2 = b1b2,

a contradiction. Thus 0(R) 6= K m,n, m, n > 1. �

For the remainder of this section we assume that 0(R) is a star graph K 1,n with
center a. First, we show that the center element of 0(R) is almost always not
looped.

Lemma 2.6. If 0(R)= K 1,n , then the center element of the star graph a is looped
if and only if

R ∼= Z4, Z8, Z9, Z2[x]/(x2), Z2[x]/(x3), Z3[x]/(x2), or Z4[x]/(2x, x2
− 2).

Proof. (⇒) By [Redmond 2007], observe that for n = 0, 1, 2, we have star graphs
with looped centers:

Z4, Z8, Z9, Z2[x]/(x2), Z2[x]/(x3), Z3[x]/(x2), and Z4[x]/(2x, x2
− 2),

respectively. By [Anderson and Livingston 1999, Corollary 2.6], |0(R)|> 3, and
0(R) = K 1,n, n > 2 if and only if R ∼= Z2× F , where F is a field. This implies
that the center element of the star graph is (1, 0), and (1, 0) is not looped.

(⇐) Trivial. �

The previous lemma is useful for determining whether a given graph is a potential
zero-divisor graph: if it is a star graph with more than 3 vertices and the center
element is looped, then it cannot be a zero-divisor graph.

The next lemma determines when Z(R) is an ideal if 0(R) is a star graph.

Lemma 2.7. If 0(R)= K 1,n , then Z(R) is an ideal if and only if

R ∼= Z4, Z8, Z9, Z2[x]/(x2), Z2[x]/(x3), Z3[x]/(x2), or Z4[x]/(2x, x2
− 2).
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Proof. (⇒) Let a be the center of 0(R). Let b ∈ Z(R)∗. Then a+b ∈ Z(R). Thus,
0= a(a+ b)= a2

+ ab = a2. Thus a is looped. By Lemma 2.6,

R ∼= Z4, Z8, Z9, Z2[x]/(x2), Z2[x]/(x3), Z3[x]/(x2), or Z4[x]/(2x, x2
− 2)

(⇐) Trivial. �

Theorem 2.8. Let R be a finite commutative ring with identity such that

0(R)= K 1,n

with center a. Then the following are equivalent:

(1) Z(R) is an ideal;
(2) a2

= 0;
(3) R ∼= Z4, Z8, Z9, Z2[x]/(x2), Z2[x]/(x3), Z3[x]/(x2), or Z4[x]/(2x , x2

− 2).

3. General commutative rings

In this section, we will examine the structure of Z(R) with respect to 0(R) in
the general case where R does not necessarily have identity or is infinite. By
[Anderson and Livingston 1999, Theorem 2.3], we know that diam(0(R)) ≤ 3
for any zero-divisor graph 0(R). We consider each possible diameter of 0(R)

separately.
The diameter 0 and 1 cases have already been investigated thoroughly in [Axtell

et al. 2006]. In particular, diam(0(R)) = 0 if and only if R ∼= Z4 or Z2[x]/(x2).
In each case, Z(R) forms an ideal. Also, if diam(0(R))= 1, then Z(R) is an ideal
if and only if R 6∼= Z2×Z2.

We now expand on the existing results regarding the diameter 2 case and present
new results in the diameter 3 case.

The following lemma adds the reverse direction to Lemma 2.3 in [Axtell et al.
2006]; the proof of the forward direction is taken from the same source.

Lemma 3.1. Let R be a commutative ring such that diam(0(R))= 2. Then Z(R)

is an ideal if and only if for all x, y ∈ Z(R), there exists a nonzero z such that
xz = yz = 0.

Proof. (⇒) Let x, y ∈ Z(R). If x = 0, y = 0, or x = y, the choice of z to satisfy
the statement is clear. Therefore, assume x and y are distinct and nonzero. Since
diam(0(R))= 2, whenever xy 6= 0, there exists z ∈ Z(R)∗ such that xz = yz = 0.
Thus, assume xy = 0. If x2

= 0, then z = x yields the desired element, and
likewise if y2

= 0. Suppose x2, y2
6= 0. Let X ′ = {x ′ ∈ Z(R)∗ | xx ′ = 0} and

Y ′ = {y′ ∈ Z(R)∗ | yy′ = 0}. Observe that x ∈ Y ′ and y ∈ X ′, so X ′ and Y ′ are
nonempty. If X ′ ∩ Y ′ 6= ∅, choose z ∈ X ′ ∩ Y ′. We show X ′ ∩ Y ′ 6= ∅. Consider
x+ y. Clearly x+ y 6= x and x+ y 6= y. Also if x+ y = 0, then x2

= 0 and we are
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done. If x+y 6= 0, since Z(R) is an ideal and thus a subring, we have x+y ∈ Z(R)∗.
As x2, y2

6= 0, we see that x + y /∈ X ′ and x + y /∈ Y ′. Because diam(0(R))= 2,

there exists w ∈ X ′ such that the following path exists: x −w − (x + y). Then
0=w(x+ y)=wx+wy =wy and so w ∈ Y ′. Thus, there exists a nonzero z such
that xz = yz = 0.

(⇐) Let x, y∈ Z(R). By hypothesis, there exists z∈ Z(R)∗ such that xz= yz=0.
Thus, (x + y)z = xz+ yz = 0, and x + y ∈ Z(R). Therefore Z(R) is an ideal. �

Recall Corollary 2.4, which states that there are no finite rings with identity and
zero-divisor graph of diameter 3 where Z(R) forms an ideal. This however does
not hold for the infinite case. In [Lucas 2006], an example has been given of an
infinite ring R in which Z(R) forms an ideal and diam(0(R)) = 3. We present
what we consider to be a more constructive example.

Before we present this example, some notation, definitions, and lemmas are
needed. The following definitions are for an integral domain R. An irreducible
element p is a nonzero, nonunit element that cannot be divided, that is, if p = qr ,
then q or r is a unit. A unique factorization domain is an integral domain in which
each nonzero nonunit can be factored uniquely, up to associates, as a product of
irreducible elements.

Consider the ring R = Z2[x, y, z1, z2, . . .]. Note that R is a unique factorization
domain. Define the set A = {p ∈ R | p ∈ Z2[x, y] and p is irreducible with zero
constant term}. Notice that there are infinitely many such irreducible polynomials
in x and y. Indeed, the polynomials x , x + y, x + y2, . . . are all irreducible. To see
this, consider Z2[x, y] in the equivalent form (Z2[y])[x]. Since x + yn has degree
1 in x , it can only be factored into something of the form ( f (y)x + g(y)) · (h(y)).
Since the coefficient of x in x + yn is 1, we must have f (y), h(y) = ±1. Thus,
one of the factors of x + yn , namely h(y), has to be a unit, and thus, x + yn is
irreducible.

Since {zi } and A are countably infinite, there exists a bijection between them,
that is, zi → pi . Now consider the ideal Q = (X1, X2) where X1= {zi z j | i, j ∈N}

and X2 = {zi pi (x, y) | i ∈ N}.

Lemma 3.2. f (x, y, zi1, . . . , zin )+Q ∈ Z(R/Q) if and only if f (x, y, zi1, . . . , zin )

has a zero constant term.

Proof. (⇐) If f (x, y, zi1, . . . , zin ) has a zero constant term, then

f (x, y, zi1, . . . , zin )+ Q

can be written in the form

fxy + zi1 f1+ · · ·+ zin fn + Q,
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where for every k, fxy and fk are functions in x and y only. Notice that fxy is either
irreducible with zero constant term or can be factored into irreducibles, at least one
of which has zero constant term, since Z2[x, y] is a unique factorization domain.
So, there is a z j such that z j fxy + Q = 0+ Q. Thus,

z j f (x, y, zi1, . . . , zin )+ Q = 0+ Q,

and hence f + Q is a zero-divisor in R/Q.
(⇒) Consider the contrapositive, and assume f has a nonzero constant term.

Thus, f +Q cannot be a zero-divisor, since R is an integral domain and no element
of Q has a nonzero constant term. �

Proposition 3.3. In R/Q, Z(R/Q) is an ideal.

Proof. Since it suffices to show closure under addition, let f (x, y, zi1, . . . , zin )+Q,
g(x, y, z j1, . . . , z jm )+ Q ∈ Z(R/Q). Then

( f + g)+ Q = h(x, y, zi1, . . . , zin , z j1, . . . , z jm )+ Q,

where h is a polynomial with a zero constant term since f and g both have zero
constant terms by Lemma 3.2. �

Theorem 3.4. In R/Q, diam(0(R/Q))= 3.

Proof. Consider the polynomials x̄ = x + Q, ȳ = y+ Q ∈ R/Q. Clearly x̄ and ȳ
∈ Z(R/Q), and xy 6= 0̄. Therefore the d(x̄, ȳ) ≥ 2. Suppose d(x̄, ȳ) = 2. Then
there exists ḡ = g+ Q ∈ R/Q such that x̄ ḡ = ȳ ḡ = 0̄. By Lemma 3.2, ḡ can be
written in the form gxy + zi1 g1 + zi2 g2 + . . .+ z1n gn + Q for some n ∈ N. Thus,
x̄ ḡ = xgxy+ xzi1 g1+ xzi2 g2+· · ·+ xzin gn+Q. Clearly xgxy /∈ Q unless gxy ∈ Q.
Thus ḡ = zi1 g1 + zi2 g2 + · · · + zin gn + Q. However, by construction, there is a
unique z̄x term such that x̄ z̄x = 0̄. Therefore, ḡ = ḡzx , since for any z̄i 6= z̄x , we
have x̄ z̄i 6= 0̄. An analogous argument holds for ȳ. Hence, ḡ = ḡzy . Therefore,
z̄x = z̄y , a contradiction, since R is a unique factorization domain, and we have a
bijection between the indeterminates and the irreducible polynomials. Therefore,
d(x̄, ȳ)= 3 by [Anderson and Livingston 1999]. Thus, diam(0(R/Q))= 3. �

Categorizing infinite graphs of diameter 3 for which Z(R) is an ideal is still
unresolved.

4. Realizable zero-divisor graphs

In this section, we will analyze the realizability of graphs as zero-divisor graphs
of commutative rings with identity through endpoint and cut vertex analysis. We
define an endpoint to be a vertex that is adjacent to only one other vertex.

Observe that if 0 is a graph on two vertices, it is realizable as a zero-divisor
graph of a commutative ring if both endpoints are looped, as can be seen in Z9 or
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Z3[x]/(x2). A two-vertex graph where neither endpoint is looped can be realized
as the graph of Z2×Z2. If 0 is a graph on two vertices and only one endpoint is
looped, then it is not realizable as a zero-divisor graph, as shown by [Redmond
2007].

Theorem 4.1. Let G be a graph such that |G| > 2. If G has at least one looped
endpoint, then G is not realizable as the zero-divisor graph of a commutative ring.

Proof. Assume G = 0(R) for some commutative ring R with identity. Suppose a
is a looped endpoint adjacent to a vertex b, and c is a vertex adjacent to b distinct
from a in 0(R). Since a(a+b)= a2

+ab= 0, we must have a+b= a, a+b= b,
or a+ b = 0. If a+ b = a, then b = 0, a contradiction. If a+ b = b, then a = 0,
another contradiction. If a+ b = 0, then a =−b which means any c adjacent to b
is adjacent to a, a contradiction. �

A vertex a of a connected graph G is a cut vertex if G can be expressed as a union
of two subgraphs X and Y such that E(X) 6=∅, E(Y ) 6=∅, E(X)∪E(Y )= E(G),
V (X)∪V (Y )= V (G), V (X)∩V (Y )= {a}, X\{a} 6=∅, and Y\{a} 6=∅. In other
words, the removal of a cut vertex and its incident edges results in an increase in
the number of connected components.

Theorem 4.2. If 0(R) is partitioned into two subgraphs X and Y with cut vertex a
such that X\{a} is a complete subgraph, then I = V (X)∪ {0} is an ideal.

Proof. Choose b ∈ X\{a} such that a − b. Since X\{a} is a complete subgraph
and ab = 0, we have bx = 0 = by for all x, y ∈ V (X) ∪ {0}. So, b(x + y) = 0,
and hence, x + y ∈ V (X). Similarly, if r ∈ R, we have b(r x)= r(bx)= 0, and so
r x ∈ V (X)∪ {0}. �

The converse of Theorem 4.2 is false. Let R = Z2 × Z4. Then (1, 0) is a cut
vertex. The set {(0, 0), (1, 0), (0, 2), (1, 2)} forms an ideal of R; however, their
corresponding subgraph is not complete:

(1, 0) (0, 2) (1, 2)

(0, 1)

(0, 3)

Theorem 4.3. Let R be a commutative ring with identity such that 0(R) is parti-
tioned into two subgraphs X and Y with cut vertex a and |X |> 2. If X is a complete
subgraph, then every vertex of X is looped.
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Proof. Assume X is a complete subgraph with cut vertex a. Let b ∈ X such that
b 6= a. Suppose b2

6= 0. If b2
= b, then b(b−1)= 0, implying b−1∈ Z(R)∩V (X).

Let c ∈ V (X). Thus, 0 = c(b − 1) = cb − c implies c = 0, a contradiction. If
b2
6= b, then ann(b)⊆ ann(b2), implying b2

∈ V (X). Thus, b(b2)= 0 since X is
complete. So, b2(b2

− b)= 0, implies b2
− b ∈ Z(R). By assumption, b2

− b 6= 0,
so b2

− b ∈ X . Now, 0= b(b2
− b)= b3

− b2
=−b2 yielding b2

= 0.
Now consider the zero-divisor a+b. Clearly a+b 6= a, b and since b(a+b)= 0,

a+ b ∈ V (X)∪ {0}. Since X is complete, 0= a(a+ b)= a2. �

Theorem 4.4. Let 0(R) have partitions X and Y with cut vertex a. Then {0, a} is
an ideal.

Proof. Let e ∈ X\{a} such that ea = 0, and let c ∈ Y\{a} such that ac= 0. Clearly,
a+a 6= a. If a+a= b for some b∈ X\{a}, then c(a+a)= cb= 0, a contradiction.
Similarly, a + a /∈ Y\{a}. Thus, a + a = 0. Let r ∈ Z(R). If ra ∈ X\{a}, then
c(ra)= r(ac)= 0, a contradiction. Similarly, ra /∈ Y\{a}. Thus, ra ∈ {a, 0}. �

Theorem 4.5. If 0 is realizable as a zero-divisor graph of a finite commutative ring
with identity, then it is star-shaped reducible, complete bipartite, complete bipartite
reducible, or diameter 3.

Proof. Any finite ring R can be written as R∼= R1×· · ·×Rn×F1×· · ·×Fm , where
each Ri is local and Fi is a field [Dummit and Foote 2004, p. 752]. If n+m=1, then
either R is local or R is a field. If R is local, then zero-divisors form an ideal, and
the graph is star-shaped reducible by Theorem 2.3. If R is a field, then 0(R)=∅.
Now suppose n+m = 2. If R ∼= R1× F , then 0(R) is complete bipartite reducible.
If R ∼= F1× F2, then 0(R) is complete bipartite. If R = R1× R2, where R1 and R2

are local, then let z ∈ Z(R1)
∗, w ∈ Z(R2)

∗. Consider the zero-divisors z1 = (z, 1)

and z2 = (1, w). The shortest path between z1 and z2 must then be of length 3,
and hence diam(0(R))= 3. If n+m ≥ 3, z1 = (0, 1, 1, . . . , 1) is only attached to
(1, 0, 0, . . . , 0), and z2 = (1, 0, 1, . . . , 1) is only attached to (0, 1, 0, . . . , 0). Since
z1 and z2 do not have a common annihilator, diam(0(R))= 3. �

Corollary 4.6. A finite graph with no looped vertices is realizable as 0(R) for
some commutative ring with identity R if and only if it is the graph of a ring which
is a direct product of finite fields.

Proof. (⇒) If in the decomposition of R, we have that R1 is local, then by Theorem
2.3, there exists a k ∈ R1 such that k2

= 0. So, (k, 0, . . . , 0)2
= 0, and thus 0(R)

contains a looped vertex, a contradiction.
(⇐) A direct product of fields contains no nonzero nilpotent elements, and hence,

0(R) has no looped vertices. �
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Corollary 4.7. A finite complete bipartite graph 0 with partitions P and Q is
realizable as the zero-divisor graph of some commutative ring with identity R if and
only if |P| = pn

− 1 and |Q| = qm
− 1 for some m, n ∈ N and primes p, q.

Proof. (⇒) By Theorem 4.5, complete bipartite zero-divisor graphs only arise when
R ∼= F1× F2. These rings always produce graphs with partitions P and Q such
that |P| = pn

− 1, and |Q| = qm
− 1 for m, n ∈ N and primes p, q.

(⇐) The ring R = Fpn × Fqm suffices. �

The following two theorems concern the properties of minimal paths in 0(R).

Theorem 4.8. Let R be a commutative ring. If a–b–c–d is a minimal path from a
to d in 0(R), then ann(a) ( ann(c). Furthermore, ann(a) ann(d)= 0.

Proof. Since ad 6= 0, ann(a) 6= ann(c). Suppose there exists e ∈ R such that ae= 0,
but ce 6= 0. Then a(ce) = (ae)c = 0, and d(ce) = (dc)e = 0, so a − ce− d is a
path of length 2, a contradiction. Thus, ann(a) ( ann(c). Furthermore, suppose
there exists za ∈ ann(a) and zd ∈ ann(d) so that zazd 6= 0. Then a− (zazd)− d is
also a path of length at most 2, a contradiction. �

Theorem 4.9. Let R be a commutative ring, and a, d ∈ Z(R)∗. If a–b–c–d is a
minimal path from a to d, then a and d are not nilpotent.

Proof. Without loss of generality, suppose an
= 0 for some n ∈ N. Consider the

sequence c, ac, a2c, a3c, . . . , anc. By assumption, c 6= 0 and anc = 0. So, there
exists a minimal i such that ai c 6= 0, but ai+1c = 0. Thus ai c is adjacent to both a
and d . So a− ai c− d is a path of length 2, a contradiction. �
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Atoms of the relative block monoid
Nicholas Baeth and Justin Hoffmeier

(Communicated by Scott Chapman)

Let G be a finite abelian group with subgroup H and let F(G) denote the free
abelian monoid with basis G. The classical block monoid B(G) is the col-
lection of sequences in F(G) whose elements sum to zero. The relative block
monoid BH (G), defined by Halter-Koch, is the collection of all sequences in
F(G) whose elements sum to an element in H . We use a natural transfer ho-
momorphism θ : BH (G)→ B(G/H) to enumerate the irreducible elements of
BH (G) given an enumeration of the irreducible elements of B(G/H).

1. Introduction

In this paper we will study the so-called block monoid and a generalization called
the relative block monoid. The block monoid has been ubiquitous in the literature
over the past thirty years and has been used extensively as a tool to study nonunique
factorization in certain commutative rings and monoids. The relative block monoid
was introduced by Halter-Koch [1992]. Our main goal in this paper is to provide
an enumeration of the irreducible elements of the relative block monoid given an
enumeration of the irreducible elements of a related block monoid.

In this section we offer a brief description of some central ideas in factorization
theory. The quintessential reference for the study of factorization in commutative
monoids — in particular block monoids — is [Geroldinger and Halter-Koch 2006,
Chapters 5, 6, 7]. In Section 2, we give notations and definitions relevant to study-
ing the relative block monoid. We conclude Section 2 by stating several known
results about the relative block monoid. Section 3 provides a means of enumerating
the atoms of the relative block monoid BH (G) by considering a natural transfer
homomorphism θ :BH (G)→B(G/H).

For our purposes, a monoid is a commutative, cancellative semigroup with iden-
tity. We will restrict our attention to reduced monoids, that is, monoids whose set of
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Keywords: zero-sum sequences, block monoids, finite abelian groups.
This work consists of research done as part of Justin Hoffmeier’s Master’s thesis at the University of
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units, H×, contains only the identity element. An element h of a reduced monoid
H is said to be irreducible or an atom if whenever h = a · b with a, b ∈ H , then
either a = 1 or b = 1. We denote the set of atoms of a monoid H by A(H). If
an element α ∈ H can be written as α = a1 · · · ak with each ai ∈ A(H), this
factorization of α is said to have length k.

As it is often convenient to study factorization via a surjective map onto a
smaller, simpler monoid, we now define transfer homomorphisms. Let H and
D be reduced monoids and let π : H → D be a surjective monoid homomor-
phism. We say that π is a transfer homomorphism provided that π−1(1) = {1}
and whenever π(α) = β1β2 in D, there exist elements α1 and α2 ∈ H such that
π(α1)= β1, π(α2)= β2, and α = α1α2. It is known that transfer homomorphisms
preserve length [Geroldinger and Halter-Koch 2006, Proposition 3.2.3]. That is, if
π : H→ D is a transfer homomorphism then all questions dealing with lengths of
factorizations in H can be studied in D.

2. The relative block monoid

Let G be a finite abelian group written additively and with identity 0. Let F(G)
denote the free abelian monoid with basis G. That is, F(G) consists of all formal
products gn1

1 · · ·g
nk
k with gi ∈G and ni ∈N with operation given by concatenation.

When we write an element gn1
1 ···g

nk
k of B(G)with exponents ni larger than one, we

generally assume that gi 6= g j unless i = j . We define a monoid homomorphism
σ : F(G) → G by σ(α) = g1 + · · · + gk where α = g1g2 · · · gk . We also use
|α| = n1 + n2 + · · · + nt to denote the length of α in F(G). We call an element
α in F(G) a zero-sum sequence if and only if σ(α) = 0 in G. If α is a zero-sum
sequence and if there does not exist a proper subsequence of α which is also a zero-
sum sequence, then we call α a minimal zero-sum sequence. The collection of all
zero-sum sequences in F(G), with operation given by concatenation, is called the
block monoid of G and is denoted B(G). That is,

B(G)= {α ∈ F(G) | σ(α)= 0}.

Notice that B(G) = ker(σ ) and that the atoms of B(G) are simply the nonempty
minimal zero-sum sequences. For more general groups, enumerating the atoms of
the block monoid is a difficult task. In general, there is no known algorithm to
enumerate all atoms of B(G), although there are some results for special cases of
G; see [Geroldinger and Halter-Koch 2006; Ponomarenko 2004]. We will return
to this question in Section 3.

When studying zero-sum sequences, the Davenport constant is an important
invariant. The Davenport constant D(G) is defined to be the smallest positive
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integer d such that if |α| = d with α ∈ F(G) then there must exist a nonempty
subsequence α′ of α such that σ(α′)= 0.

Over the past thirty years, several authors have attempted to calculate D(G) in
certain cases, but no general formula is known. What is known about the Davenport
constant we summarize in the following theorem [Geroldinger and Halter-Koch
2006]. First we need to define another invariant of a finite abelian group G. If

G ∼= Zn1 ⊕ · · ·⊕Znk ,

with ni | ni+1 and ni > 1 for each 1≤ i < k, we let

d∗(G)=
k∑

i=1

(ni − 1).

Theorem 2.1. Let G be a finite abelian group. Then:

(1) d∗(G)+ 1≤ D(G)≤ |G|;

(2) If G is a cyclic group of order n, then D(G)= n.

We now introduce a somewhat larger submonoid of F(G), first defined by
Halter-Koch [1992]. Let G be a finite abelian group and let H be a subgroup
of G. We call an element α ∈ F(G) an H-sum sequence if σ(α) ∈ H . If α is an
H -sum sequence and if there does not exist a proper subsequence of an α which
is also an H-sum sequence, then α is said to be a minimal H-sum sequence. We
call the collection of all H -sequences, the block monoid of G relative to H and
denote it by BH (G). Note that if H = {0}, the H-sum sequences are precisely
the zero-sum sequences and hence BH (G) = B(G). In the other extreme case, if
H = G, then BH (G)= F(G).

As we are now concerned with H-sum sequences, it is natural to define the H-
Davenport constant. Let G be a finite abelian group and let H be a subgroup of G.
The H-Davenport constant, denoted by DH (G), is the smallest integer d such that
every sequence α ∈F(G) with |α| ≥ d has a subsequence α′ 6= 1 with σ(α′) ∈ H .

The following theorem [Halter-Koch 1992, Proposition 1] lists several known
results about the relative block monoid. We are, in particular, interested in parts 2
and 3 of the theorem.

Theorem 2.2. Let G be an abelian group and let H be a subgroup of G.

(1) The embedding BH (G) ↪→ F(G) is a divisor theory with class group (iso-
morphic to) G/H and every class contains |H | primes, unless |G| = 2 and
H = {0}. If |G| = 2 and H = {0}, then obviously BH (G)=B(G)∼= (N2

0,+).

(2) The monoid homomorphism θ :BH (G)→B(G/H), defined by

θ(g1 · · · gk)= (g1+ H) · · · (gk + H)
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is a transfer homomorphism.

(3) DH (G)= sup{|α| | α is an atoms of BH (G)} = D(G/H).

Note that in Theorem 2.2, |H | denotes the cardinality of H while |σ | denotes
the length of σ . The transfer homomorphism θ from Theorem 2.2 will be heavily
used in Section 3 to enumerate the atoms of the relative block monoid.

3. Enumerating the atoms of BH(G)

Define N (H) to be the number of atoms of a monoid H . In this section we inves-
tigate N (BH (G)). Let G be a finite abelian group and let H be a subgroup. Since
θ : BH (G)→ B(G/H), as defined in Theorem 2.2, is a transfer homomorphism,
lengths of factorizations of sequences in BH (G) can be studied in the somewhat
simpler structure B(G/H). When G is cyclic of order n ≥ 10, the number of
minimal zero-sum sequences in B(G) of length k ≥ 2n/3 is φ(n)pk(n) where
φ is Euler’s totient function and where pk(n) denotes the number of partitions
of n into k parts [Ponomarenko 2004, Theorem 8]. Note that by recent work of
Yuan [2007, Theorem 3.1] and Savchev and Chen [2007, Proposition 10], the in-
equality k ≥ 2n/3 can be replaced by k ≥ bn/2c+ 2 (see also [Geroldinger 2009,
Corollary 7.9]). In general, there is no known formula for the number of atoms of
B(G). However, given an enumeration of the atoms of B(G/H) we can calculate
N (BH (G)) exactly, as the following example illustrates.

Example 1. Let G be a finite abelian group with a subgroup H of index 2. We
will calculate N (BH (G)) as a function of |H |, the order of H. Write

G/H = {H, g+ H}, for some g ∈ G\H.

It is clear that

A(B(G/H))= {H, (g+ H)2}.

From Theorem 2.2 we know that for each atom α ∈ BH (G), either α ∈ θ−1(H)
or α ∈ θ−1

(
(g+ H)2

)
. In the first case |α| = 1 and so α ∈ H . In the second

case, α = xy where x, y ∈ g + H , not necessarily distinct. To count the number
of elements of this form, note that we are choosing two elements from the |H |
elements of the coset g+H . That is, there are

(
|H |+1

2

)
elements in the preimage of

(g1+ H)2. Therefore,

N (BH (G))= |H | +
(
|H | + 1

2

)
=

1
2
|H |2+ 3

2
|H |.

In the previous example, N (BH (G)) is a polynomial in |H | with rational coef-
ficients. We now give a series of results to establish this fact in general.
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Theorem 3.1. Let G be a finite abelian group and let H be a subgroup of G. If
α = αt1

1 α
t2
2 · · ·α

tn
n ∈B(G/H) where αi 6= α j whenever i 6= j then

∣∣θ−1(α)
∣∣= n∏

i=1

(
|H | + ti − 1

ti

)
.

Proof. Let
α = (x1+ H)t1(x2+ H)t2 · · · (xn + H)tn

be a sequence in B(G/H) where xi + H 6= x j + H unless i 6= j . Each element
of θ−1(xi + H)ti looks like y1 y2 · · · yti where each y j ∈ xi + H . We wish to count
the number of such elements in F(G). Since

∣∣θ−1(xi + H)
∣∣ = |H |, we have |H |

elements from which to choose. Then to find
∣∣θ−1((xi + H)ti )

∣∣, we choose ti not
necessarily distinct elements from xi + H . Thus,∣∣θ−1((xi + H)ti )

∣∣= (|H | + ti − 1
ti

)
.

Since each xi + H is a distinct coset representative, the elements in the preimage
of xi + H are not in the preimage of any other coset. That is,

θ−1(xi + H)∩ θ−1(x j + H)=∅,

whenever i 6= j . To find
∣∣θ−1(α)

∣∣, we simply multiply, which yields

∣∣θ−1(α)
∣∣= n∏

i=1

(
|H | + ti − 1

ti

)
. �

Let α = αt1
1 α

t2
2 · · ·α

tn
n ∈ β(G/H). We say that two sequences αt1

1 α
t2
2 · · ·α

tn
n and

βr1
1 β

r2
2 · · ·β

rn
n ∈ F(G/H) are of similar form if

(1) αi 6= α j when i 6= j ,
(2) βk 6= βl when k 6= l, and
(3) there exists some τ ∈ Sn such that ti = rτ(i) for all i .

As we see in the following corollary if α and β are sequences of similar form, then∣∣θ−1(α)
∣∣= ∣∣θ−1(β)

∣∣ .
Corollary 3.2. Let α = αt1

1 α
t2
2 · · ·α

tn
n and β = βr1

1 β
r2
2 · · ·β

rn
n ∈ F(G/H) be of

similar form. Then ∣∣θ−1(α)
∣∣= ∣∣θ−1(β)

∣∣ .
Proof. By Theorem 3.1,∣∣θ−1(α)

∣∣= n∏
i=1

(
|H | + ti − 1

ti

)
and

∣∣θ−1(β)
∣∣= n∏

i=1

(
|H | + ri − 1

ri

)
.



34 NICHOLAS BAETH AND JUSTIN HOFFMEIER

By assumption, there exists a τ ∈ Sn such that ti = rτ(i) for all i . Thus, after an
appropriate reordering, ti = ri for all i . Hence,

∣∣θ−1(α)
∣∣= n∏

i=1

(
|H | + ti − 1

ti

)
=

n∏
i=1

(
|H | + ri − 1

ri

)
=
∣∣θ−1(β)

∣∣ . �

In Example 2, we will categorize the atoms of B(G/H) to make use of this
corollary. We now give our main result. A polynomial f ∈Q[X ] is called integer-
valued if f (Z)⊆Z, and we denote Int(Z)⊂Q[X ] the set of integer-valued polyno-
mials on Z. It is well-known that the polynomials

(X
n

)
form a basis of the Z-module

Int(Z) (see [Cahen and Chabert 1997, Proposition I.1.1]).

Theorem 3.3. Let K be a finite abelian group. There exists an integer-valued
polynomial f ∈ Int(Z) of degree deg( f ) = D(K ) with the following property: if
G is a finite abelian group and H ⊆ G a subgroup with G/H ∼= K , then

N (BH (G))= f (|H |).

Proof. From Theorem 2.2 every atom of BH (G) is in the preimage of an atom
from B(G/H) under the transfer homomorphism θ : BH (G)→ B(G/H). Let
A1, A2, . . . , Am denote the atoms of B(G/H). Then

N (BH (G))=
∣∣θ−1(A1)

∣∣+ ∣∣θ−1(A2)
∣∣+ · · ·+ ∣∣θ−1(Am)

∣∣
since the preimages θ−1(Ai ) are pairwise disjoint. From Theorem 3.1,

∣∣θ−1(Ai )
∣∣= n∏

i=1

(
|H | + ti − 1

ti

)
where Ai = α

t1
1 α

t2
2 · · ·α

tn
n . Since

(
|H |+ti−1

ti

)
is a polynomial in terms of |H |, we

know that
∏n

i=1
(
|H |+ti−1

ti

)
is a polynomial in terms of |H |. Thus,

N (BH (G))=
∣∣θ−1(A1)

∣∣+ ∣∣θ−1(A2)
∣∣+ · · ·+ ∣∣θ−1(Am)

∣∣
is also a polynomial in terms of |H |. The definition of the Davenport constant
implies that there exists an atom in B(G/H) with length D(G/H) = DH (G) and
that no longer atom exists. Let Ai = α

t1
1 α

t2
2 · · ·α

tn
n ∈ B(G/H) such that |A| =

D(G/H)= DH (G). Then

t1+ t2+ · · ·+ tn = DH (G).

Since (
|H | + ti − 1

ti

)
=
(|H | + ti − 1)(|H | + ti − 2) · · · |H |

ti
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is a polynomial in terms of |H | of degree ti ,
∏n

i=1
(
|H |+ti−1

ti

)
has degree DH (G).

Since
∣∣A j

∣∣≤ DH (G) for all j , we have that

N (BH (G))=
∣∣θ−1(A1)

∣∣+ ∣∣θ−1(A2)
∣∣+ · · ·+ ∣∣θ−1(Am)

∣∣ ,
which also has degree DH (G). �

Remark 1. If |H | = 1, then H = {0} and so BH (G) = B(G). In this case,∣∣θ−1(Ai )
∣∣= 1 for all i and thus N (BH (G))= N (B(G)).

We conclude with a final example, which illustrates how much larger A(BH (G))
is than A(B(G/H)).

Example 2. We calculate N (BH (G)) where G/H ∼= Z/6Z = {0, 1, 2, 3, 4, 5}.
Note that A(B(Z/6Z)) consists of the following twenty elements:

0 16 142 133 1222 124 123
1342 15 23 2235 24 252 32

345 353 43 4252 454 56

For each sequence α ∈A(B(G/H)), we compute
∣∣θ−1(α)

∣∣. Several pairs of atoms
have similar forms and thus we can reduce the number of calculations by using
Corollary 3.2. By applying Theorem 3.1 we obtain, for example:∣∣θ−1(32)

∣∣= (|H | + 1
2

)
=

1
2
|H |2+

1
2
|H |,

∣∣θ−1(123, 345)
∣∣= 2

(
|H |
1

)3

= 2|H |3,

and

∣∣θ−1(142, 544)
∣∣= 2

(
|H | + 3

4

)(
|H |
1

)
=

1
12
|H |5+

1
2
|H |4+

11
12
|H |3+

1
2
|H |2.

These and several similar calculations yield

N (BH (G))=
1

360
|H |6+

1
8
|H |5+

185
72
|H |4+

63
8
|H |3+

1247
180
|H |2+

5
2
|H |.

Applying this formula to the case when |H | = 1, we find N (BH (G)) = 20. If
|H | = 10, then N (BH (G))= 49, 565, illustrating how quickly A (BH (G)) grows
as a function of |H |.
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Computing points of small height for cubic
polynomials
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(Communicated by Bjorn Poonen)

Let φ ∈Q[z] be a polynomial of degree d at least two. The associated canonical
height ĥφ is a certain real-valued function on Q that returns zero precisely at
preperiodic rational points of φ. Morton and Silverman conjectured in 1994 that
the number of such points is bounded above by a constant depending only on d.
A related conjecture claims that at nonpreperiodic rational points, ĥφ is bounded
below by a positive constant (depending only on d) times some kind of height of
φ itself. In this paper, we provide support for these conjectures in the case d = 3
by computing the set of small height points for several billion cubic polynomials.

Let φ(z) ∈ Q[z] be a polynomial with rational coefficients. Define φ0(z) = z,
and for every n ≥ 1, let φn(z) = φ ◦ φn−1(z); that is, φn is the n-th iterate of φ
under composition. A point x is said to be periodic under φ if there is an integer
n ≥ 1 such that φn(x)= x . In that case, we say x is n-periodic; the smallest such
positive integer n is called the period of x . More generally, x is preperiodic under
φ if there are integers n > m ≥ 0 such that φn(x)= φm(x); equivalently, φm(x) is
periodic for some m ≥ 0.

Using the theory of arithmetic heights, Northcott [1950] proved that if the degree
of φ is at least 2, then φ has only finitely many preperiodic points in Q. (In fact, his
result applied far more generally, to morphisms of N -dimensional projective space
over any number field.) In 1994, motivated by Northcott’s result and by analogies to
torsion points of elliptic curves (for which uniform bounds were proven by Mazur
[1977] over Q and by Merel [1996] over arbitrary number fields), Morton and
Silverman [1994; 1995] proposed a dynamical Uniform Boundedness Conjecture.
Their conjecture applied to the same general setting as Northcott’s Theorem, but
we state it here only for polynomials over Q.

MSC2000: primary 11G50; secondary 11S99, 37F10.
Keywords: canonical height, p-adic dynamics, preperiodic points.
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Conjecture 1 [Morton and Silverman 1994]. For any d ≥ 2, there is a constant
M =M(d) such that no polynomial φ ∈Q[z] of degree d has more than M rational
preperiodic points.

Thus far only partial results towards Conjecture 1 have been proven. Several
authors [Morton and Silverman 1994; 1995; Narkiewicz 1989; Pezda 1994; Zieve
1996] have bounded the period of a rational periodic point in terms of the smallest
prime of good reduction (see Definition 1.3). Others [Flynn et al. 1997; Manes
2007; Morton 1992; 1998; Poonen 1998] have proven that polynomials of degree
two cannot have rational periodic points of certain periods by studying the set of
rational points on an associated dynamical modular curve; see also [Silverman
2007, Section 4.2]. A different method, introduced in [Call and Goldstine 1997]
and generalized and sharpened in [Benedetto 2007], gave (still nonuniform) bounds
for the number of preperiodic points by taking into account all primes, including
those of bad reduction.

In a related vein, the canonical height function ĥφ : Q→ [0,∞) satisfies the
functional equation ĥφ(φ(z))= d · ĥφ(z), where d = degφ, and it has the property
that ĥφ(x)=0 if and only if x is a preperiodic point of φ; see Section 1. Meanwhile,
if we consider φ itself as a point in the appropriate moduli space of all polynomials
of degree d , we can also define h(φ) to be the arithmetic height of that point; see
[Silverman 2007, Section 4.11]. For example, the height of the quadratic polyno-
mial φ(z) = z2

+ m/n is h(φ) := h(m/n) = log max{|m|, |n|}; a corresponding
height for cubic polynomials appears in Definition 4.4. Again by analogy with
elliptic curves, we have the following conjecture, stating that the canonical height
of a nonpreperiodic rational point cannot be too small in comparison to h(φ); see
[Silverman 2007, Conjecture 4.98] for a more general version.

Conjecture 2. Let d ≥ 2. Then there is a positive constant M ′ = M ′(d) > 0 such
that for any polynomial φ ∈ Q[z] of degree d and any point x ∈ Q that is not
preperiodic for φ, we have ĥφ(x)≥ M ′h(φ).

Just as Conjecture 1 says that any preperiodic rational point must land on a re-
peated value after a bounded number of iterations, Conjecture 2 essentially says that
the size of a nonpreperiodic rational point must start to explode within a bounded
number of iterations. Some theoretical evidence for Conjecture 2 appears in [Baker
2006; Ingram≥2009], and computational evidence when d=2 appears in [Gillette
2004]. The smallest known value of ĥφ(x)/h(φ) for d = 2 occurs for x = 7

12 under
φ(z)= z2

−
181
144 ; the first few iterates are

7
12
7→
−11
12
7→
−5
12
7→
−13
12
7→
−1
12
7→
−5
4
7→

11
36
7→
−377
324

7→
2445
26244

7→ · · · .
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(This example was found in [Gillette 2004] by a computer search.) The small
canonical height ratio ĥφ(7/12)/ log 181 ≈ .0066 makes precise the observation
that although the numerators and denominators of the iterates eventually explode
in size, it takes several iterations for the explosion to get underway.

In this paper, we investigate cubic polynomials with rational coefficients. We
describe an algorithm to find preperiodic and small height rational points of such
maps, and we present the resulting data, which supports both conjectures. In
particular, after checking the fourteen billion cubics with coefficients of smallest
height, we found none with more than eleven rational preperiodic points; those with
exactly ten or eleven are listed in Table 2. Meanwhile, as regards Conjecture 2,
the smallest height ratio hφ(x) := ĥφ(x)/h(φ) we found was about .00025, for
φ(z)=− 25

24 z3
+

97
24 z+ 1 and the point x =− 7

5 , with orbit

−
7
5
7→ −

9
5
7→ −

1
5
7→

1
5
7→

9
5
7→

11
5
7→ −

6
5
7→ −

41
20
7→

4323
2560

7→ . . . .

More importantly, although we found quite a few cubics throughout the search
with a nonpreperiodic point of height ratio less than .001, only nine (listed in
Table 6) gave hφ(x) < .0007, and the minimal one above was found early in the
search. Thus, our data suggests that Conjecture 2 is true for cubic polynomials,
with M ′(3)= .00025.

The outline of the paper is as follows. In Section 1 we review heights, canonical
heights, and local canonical heights. In Section 2 we state and prove formulas for
estimating local canonical heights accurately in the case of polynomials. In Section
3, we discuss filled Julia sets (both complex and nonarchimedean), and in Section
4 we consider cubics specifically. Finally, we describe our search algorithm in
Section 5 and present the resulting data in Section 6.

Our exposition does not assume any background in either dynamics or arithmetic
heights, but the interested reader is referred to Silverman’s text [Silverman 2007].
For more details on nonarchimedean filled Julia sets and local canonical heights,
see [Benedetto 2007; Call and Goldstine 1997; Call and Silverman 1993].

1. Canonical heights

Denote by MQ the usual set {| · |∞, | · |2, | · |3, | · |5, . . .} of absolute values (also
called places) of Q, normalized to satisfy the product formula∏

v∈MQ

|x |v = 1 for any nonzero x ∈Q×.

(See [Gouvêa 1997, Chapters 2–3] or [Koblitz 1984, Chapter 1], for example, for
background on absolute values.) The standard (global) height function on Q is the
function h : Q→ R given by h(x) := log max{|m|∞, |n|∞}, if we write x = m/n
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in lowest terms. Equivalently,

h(x)=
∑
v∈MQ

log max{1, |x |v} for any x ∈Q. (1-1)

Of course, h extends to the algebraic closure Q̄ of Q; see [Lang 1983, Section 3.1],
[Hindry and Silverman 2000, Section B.2], or [Silverman 2007, Section 3.1]. The
height function satisfies two important properties. First, for any polynomial φ(z)∈
Q[z], there is a constant C = C(φ) such that∣∣h(φ(x))− d · h(x)

∣∣≤ C for all x ∈ Q̄, (1-2)

where d = degφ. Second, if we restrict h to Q, then for any bound B ∈ R,

{x ∈Q : h(x)≤ B} is a finite set. (1-3)

For any fixed polynomial φ ∈ Q[z] (or more generally, rational function) of
degree d ≥ 2, the canonical height function ĥφ : Q̄→ R for φ is given by

ĥφ(x) := lim
n→∞

d−nh(φn(x)),

and it satisfies the functional equation

ĥφ(φ(x))= d · ĥφ(x) for all x ∈ Q̄. (1-4)

(The convergence of the limit and the functional equation follow fairly easily from
(1-2).) In addition, there is a constant C ′ = C ′(φ) such that∣∣ĥφ(x)− h(x)

∣∣≤ C ′ for all x ∈ Q̄. (1-5)

Northcott’s Theorem [Northcott 1950] follows because properties (1-3)–(1-5) im-
ply that for any x ∈Q (in fact, for any x ∈ Q̄), ĥ(x)=0 if and only if x is preperiodic
under φ.

For our computations, we will need to compute ĥφ(x) rapidly and accurately.
Unfortunately, the constants C and C ′ in inequalities (1-2) and (1-5) given by the
general theory are rather weak and are rarely described explicitly. The goal of
Section 2 will be to improve these constants, using local canonical heights.

Definition 1.1. Let K be a field with absolute value v. We denote by Cv the
completion of an algebraic closure of K . The function λv : Cv→[0,∞) given by

λv(x) := log max{1, |x |v}

is called the standard local height at v. If φ(z) ∈ K [z] is a polynomial of degree
d ≥ 2, the associated local canonical height is the function λ̂v,φ : Cv → [0,∞)
given by

λ̂v,φ(x) := lim
n→∞

d−nλv
(
φn(x)

)
. (1-6)
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According to [Call and Goldstine 1997, Theorem 4.2], the limit in (1-6) con-
verges, so that the definition makes sense. It is immediate that λ̂v,φ satisfies the
functional equation λ̂v,φ(φ(x)) = d · λ̂v,φ(x). In addition, it is well known that
λ̂v,φ(x) − λv(x) is bounded independent of x ∈ Cv; we shall prove a particular
bound in Proposition 2.1 below.

Formula (1-6) of Definition 1.1 is specific to polynomials. For a rational function
φ = f/g, where f, g ∈ K [z] are coprime polynomials and

max{deg f, deg g} = d ≥ 2,

the correct functional equation for λ̂v,φ is

λ̂v,φ(φ(x))= d · λ̂v,φ(x)− log |g(x)|v.

Of course, formula (1-1) may now be written as

h(x)=
∑
v∈MQ

λv(x) for any x ∈Q.

The local canonical heights provide a similar decomposition for ĥφ , as follows.

Proposition 1.2. Let φ(z) ∈ Q[z] be a polynomial of degree d ≥ 2. Then for all
x ∈Q,

ĥφ(x)=
∑
v∈MQ

λ̂v,φ(x).

Proof. See [Call and Silverman 1993, Theorem 2.3], which applies to arbitrary
number fields, with appropriate modifications. �

Often, the local canonical height λ̂v,φ exactly coincides with the standard local
height λv; this happens precisely at the places of good reduction for φ. Good
reduction of a map φ was first defined in [Morton and Silverman 1994]; see also
[Benedetto 2007, Definition 2.1]. For polynomials, it is well known [Morton and
Silverman 1995, Example 4.2] that those definitions are equivalent to the following.

Definition 1.3. Let K be a field with absolute value v, and let

φ(z)= ad zd
+ · · ·+ a0 ∈ K [z]

be a polynomial of degree d ≥ 2. We say that φ has good reduction at v if

(1) v is nonarchimedean,

(2) |ai |v ≤ 1 for all i = 0, . . . , d, and

(3) |ad |v = 1.

Otherwise, we say φ has bad reduction at v.
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Note that if K = Q (or more generally, if K is a global field), a polynomial
φ ∈ K [z] has bad reduction at only finitely many places v ∈ MK . As claimed
above, we have the following result, proven in, for example, [Call and Goldstine
1997, Theorem 2.2].

Proposition 1.4. Let K be a field with absolute value v, and let φ(z) ∈ K [z] be a
polynomial of degree d ≥ 2 with good reduction at v. Then λ̂v,φ = λv.

For more background on heights and canonical heights, see [Hindry and Silver-
man 2000, Section B.2], [Lang 1983, Chapter 3], or [Silverman 2007, Chapter 3];
for local canonical heights, see [Call and Goldstine 1997] or [Call and Silverman
1993, Section 2].

2. Computing local canonical heights

Proposition 2.1. Let K be a field with absolute value v, let φ(z) ∈ K [z] be a
polynomial of degree d ≥ 2, and let λ̂v,φ be the associated local canonical height.
Write φ(z)= ad zd

+· · ·+a1z+a0 = ad(z−α1) · · · (z−αd), with ai ∈ K , ad 6= 0,
and αi ∈ Cv Let A = max{|αi |v : i = 1, . . . , d} and B = |ad |

−1/d
v , and define real

constants cv,Cv ≥ 1 by

cv =max{1, A, B} and Cv =max{1, |a0|v, |a1|v, . . . , |ad |v}

if v is nonarchimedean, or

cv =max{1, A+ B} and Cv =max{1, |a0|v + |a1|v + . . .+ |ad |v}

if v is archimedean. Then for all x ∈ Cv,

−d log cv
d − 1

≤ λ̂v,φ(x)− λv(x)≤
log Cv
d − 1

.

Proof. First, we claim that λv(φ(x))− dλv(x) ≤ log Cv for any x ∈ Cv. To see
this, if |x |v ≤ 1, then |φ(x)|v ≤ Cv, and the desired inequality follows. If |x |v > 1
and |φ(x)|v ≤ 1, the inequality holds because Cv ≥ 1. Finally, if |x |v > 1 and
|φ(x)|v > 1, then the claim follows from the observation that∣∣∣φ(x)

xd

∣∣∣
v
=
∣∣ad + ad−1x−1

+ · · ·+ a0x−d
∣∣
v
≤ Cv.

Next, we claim that λv(φ(x))−dλv(x)≥−d log cv for any x ∈Cv. If |x |v ≤ cv,
then λv(x) ≤ log cv because cv ≥ 1; the desired inequality is therefore immediate
from the fact that λv(φ(x))≥ 0. If |x |v > cv, then

λv(φ(x))− dλv(x)= λv(φ(x))− d log |x |v ≥ log |φ(x)|v − d log |x |v,

by definition of λv and because |x |v > cv ≥ 1. To prove the claim, then, it suffices
to show that |φ(x)|v ≥ (|x |v/cv)d for |x |v > cv.
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If v is nonarchimedean, then |x−αi |v=|x |v for all i=1, . . . , d, since |x |v> A≥
|αi |v. Hence, |φ(x)|v = |ad |v|x |dv = (|x |v/B)d ≥ (|x |v/cv)d . If v is archimedean,
then

|x −αi |v

|x |v
≥ 1−

|αi |v

|x |v
≥ 1−

A
A+ B

=
B

A+ B
for all i = 1, . . . , d.

Thus, |φ(x)|v≥|ad |v(B|x |v/(A+B))d= (|x |v/(A+B))d ≥ (|x |v/cv)d , as claimed.
To complete the proof, we compute

λ̂v,φ(x)− λv(x)= lim
n→∞

1
dn λv

(
φn(x)

)
− λv(x)

= lim
n→∞

n−1∑
j=0

1
d j

[1
d
λv
(
φ j+1(x)

)
− λv

(
φ j (x)

)]

≥ lim
n→∞

n−1∑
j=0

−
1

d j log cv =− log cv
∞∑
j=0

1
d j =

−d log cv
d − 1

.

Similarly, λ̂v,φ(x)− λv(x)≤ (log Cv)/(d − 1). �

Remark 2.2. The proof above is just an explicit version of [Call and Silverman
1993, Theorem 5.3], giving good bounds for 1, 1/zd , φ(z), and φ(z)/zd in certain
cases — for example, a lower bound for |φ(x)/xd

|v when |x |v is large. These are
precisely the four functions {si j }i, j∈{0,1} in [Call and Silverman 1993].

Remark 2.3. If v is nonarchimedean, the quantity A = max{|αi |v} can be com-
puted directly from the coefficients of φ. Specifically,

A =max{|a j/ad |
1/(d− j)
v : 0≤ j ≤ d − 1}.

This identity is easy to verify by recognizing (−1)d− j a j/ad as the (d− j)-th sym-
metric polynomial in the roots {αi }; see also [Call and Goldstine 1997, Lemma 5.1].

On the other hand, if v is archimedean and |x |v >
∑d−1

j=0 |a j/ad |
1/(d− j)
v , then

|ad xd
|v = |x |v · |ad xd−1

|v >

d−1∑
j=0

∣∣∣a j

ad

∣∣∣1/(d− j)

v
· |xd− j−1

|v · |ad x j
|v

≥

d−1∑
j=0

∣∣∣a j

ad

∣∣∣
v
· |ad x j

|v

=

d−1∑
j=0

|a j x j
|v ≥ |a0+ a1x + · · ·+ ad−1xd−1

|v,

and hence φ(x) 6= 0. Thus, A ≤
d−1∑
j=0
|a j/ad |

1/(d− j)
v if v is archimedean.
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Remark 2.4. Proposition 1.4 can be proven as a corollary of Proposition 2.1, be-
cause the constants cv and Cv are both clearly zero if φ has good reduction.

The constants cv and Cv of Proposition 2.1 can sometimes be improved (that
is, made smaller) by changing coordinates, and perhaps even leaving the original
base field K. The following proposition shows how local canonical heights change
under scaling; but it actually applies to any linear fractional coordinate change.

Proposition 2.5. Let K be a field with absolute value v, let φ(z) ∈ K [z] be a
polynomial of degree d ≥ 2, and let γ ∈ C×v . Define ψ(z) = γφ(γ−1z) ∈ Cv[z].
Then

λ̂v,φ(x)= λ̂v,ψ(γ x) for all x ∈ Cv.

Proof. By exchanging φ and ψ if necessary, we may assume that |γ |v ≥ 1. For
any x ∈Cv and n ≥ 0, let y = φn(x). Then 0≤ λv(γ y)−λv(y)≤ log |γ |v, because
max{|y|v, 1} ≤max{|γ y|v, 1} ≤ |γ |v max{|y|v, 1}. Thus,

λ̂v,ψ(γ x)− λ̂v,φ(x)= lim
n→∞

d−n
[λv(ψ

n(γ x))− λv(φn(x))]

= lim
n→∞

d−n
[λv(γ φ

n(x))− λv(φn(x))] = 0. �

Corollary 2.6. Let K be a field with absolute value v, let φ(z) ∈ K [z] be a poly-
nomial of degree d ≥ 2, and let λ̂v,φ be the associated local canonical height. Let
γ ∈C×v , and define ψ(z)= γφ(γ−1z)∈Cv[z]. Let cv and Cv be the constants from
Proposition 2.1 for ψ . Then for all x ∈ Cv,

−d log cv
d − 1

≤ λ̂v,φ(x)− λv(γ x)≤
log Cv
d − 1

.

We can now prove the main result of this section.

Theorem 2.7. Let φ(z)∈Q[z] be a polynomial of degree d≥2 with lead coefficient
a ∈ Q×. Let e ≥ 1 be a positive integer, let γ = e

√
a ∈ Q̄ be an e-th root of a, and

define ψ(z) = γφ(γ−1z). For each v ∈ MQ at which φ has bad reduction, let cv
and Cv be the associated constants in Proposition 2.1 for ψ ∈ Cv[z]. Then

−
1

dn c̃(φ, e)≤ ĥφ(x)−
1

edn h
(

a
(
φn(x)

)e
)
≤

1
dn C̃(φ, e),

for all x ∈Q and all integers n ≥ 0, where

c̃(φ, e)=
d

d − 1

∑
v bad

log cv, and C̃(φ, e)=
1

d − 1

∑
v bad

log Cv.

Proof. For any prime v of good reduction for φ, we have |a|v=1; therefore |γ |v=1,
and λv(γ y) = λv(y) for all y ∈ Cv. Hence, by Equation (1-4), Propositions 1.2
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and 1.4, and Corollary 2.6, we compute

dn ĥφ(x)= ĥφ
(
φn(x)

)
=

∑
v∈MQ

λ̂v,φ
(
φn(x)

)
=

∑
v good

λv
(
φn(x)

)
+

∑
v bad

λ̂v,φ
(
φn(x)

)
≥−c̃(φ, e)+

∑
v∈MQ

λv
(
γφn(x)

)
=−c̃(φ, e)+

1
e

∑
v∈MQ

λv

(
a
(
φn(x)

)e
)
,

since eλv(y)= λv(ye) for all y ∈Cv. The lower bound is now immediate from the
summation formula (1-1). The proof of the upper bound is similar. �

Remark 2.8. The point of Theorem 2.7 is to approximate ĥφ(x) even more accu-
rately than the naive estimate d−nh(φn(x)), by first changing coordinates to make
φ monic. Of course, that coordinate change may not be defined over Q; fortunately,
the expression a(φn(x))e at the heart of the theorem still lies in Q, and hence its
height is easy to compute quickly.

Remark 2.9. By essentially the same proof, Theorem 2.7 also holds (with appro-
priate modifications) for any global field K in place of Q.

3. Filled Julia sets

The following definition is standard in both complex and nonarchimedean dynam-
ics.

Definition 3.1. Let K be a field with absolute value v, and let φ(z) ∈ K [z] be a
polynomial of degree d ≥ 2. The filled Julia set Kv of φ at v is

Kv :=
{

x ∈ Cv : {|φ
n(x)|v : n ≥ 0} is bounded

}
.

Note that φ−1(Kv) = Kv. Also note that Kv can be defined equivalently as the
set of x ∈ Cv such that |φn(x)|v 6→ ∞ as n → ∞. In addition, the following
well known result relates Kv to λ̂v,φ; the (easy) proof can be found in [Call and
Goldstine 1997, Theorem 6.2].

Proposition 3.2. Let K be a field with absolute value v, and let φ(z) ∈ K [z] be a
polynomial of degree d ≥ 2. For any x ∈ Cv, we have λ̂v,φ(x) = 0 if and only if
x ∈ Kv.

Because the local canonical height of a polynomial takes on only nonnegative
values, Propositions 1.2 and 3.2 imply that any rational preperiodic points must
lie in Kv at every place v. However, Kv is often a complicated fractal set. Thus,
the following Lemmas, which specify disks containing Kv, will be useful. We set
some notation: for any x ∈ Cv and r > 0, we denote the open and closed disks of
radius r about x by

D(x, r)= {y ∈ Cv : |y− x |v < r} and D̄(x, r)= {y ∈ Cv : |y− x |v ≤ r}.



46 BENEDETTO, DICKMAN, JOSEPH, KRAUSE, RUBIN AND ZHOU

Lemma 3.3. Let K be a field with nonarchimedean absolute value v, let φ(z) ∈
K [z] be a polynomial of degree d ≥ 2 and lead coefficient ad , and let Kv ⊆ Cv be
the filled Julia set of φ. Define

sv =max{A, |ad |
−1/(d−1)
v },

where A =max{|α|v : φ(α)= 0} as in Proposition 2.1. Then Kv ⊆ D̄(0, sv).

Proof. See [Call and Goldstine 1997, Lemma 5.1]. Alternately, it is easy to check
directly that if |x |v > sv, then

|φ(x)|v = |ad xd
|v > |x |v.

It follows that |φn(x)|v→∞. �

Lemma 3.4. Let K be a field with nonarchimedean absolute value v, and let φ(z)∈
K [z] be a polynomial of degree d ≥ 2 with lead coefficient ad . Let Kv ⊆ Cv be the
filled Julia set of φ at v, let rv = sup{|x − y|v : x, y ∈ Kv} be the diameter of Kv,
and let U0 ⊆ Cv be the intersection of all disks containing Kv. Then:

(1) U0 = D̄(x, rv) for any x ∈ Kv.

(2) There exists x ∈ Cv such that |x |v = rv.

(3) rv ≥ |ad |
−1/(d−1)
v , with equality if and only if Kv =U0.

(4) If rv> |ad |
−1/(d−1)
v , let α∈U0, and let β1, . . . , βd ∈Cv be the roots of φ(z)=α.

Then Kv ⊆U1, where

U1 =

d⋃
i=1

D̄(βi , |ad |
−1/d−1
v ).

Proof. Parts (1–3) are simply a rephrasing of [Benedetto 2007, Lemma 2.5].
As for part (4), if

rv = |ad |
−1/(d−1)
v ,

then Kv =U0 by part (3), and hence also

φ−1(U0)= φ
−1(Kv)= Kv =U0.

In particular, βi ∈U0 for all i , and the result follows.
If

rv > |ad |
−1/(d−1)
v ,

Benedetto [2007, Lemma 2.7] says that φ−1(U0) is a disjoint union of ` strictly
smaller disks V1, . . . , V`, each contained in U0, and each of which maps onto U0

under φ, for some integer 2≤ `≤ d .
Suppose there is some x ∈ Kv such that

|x −βi |v > |ad |
−1/(d−1)
v for all i = 1, . . . , d.
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By part (1), there is some y ∈ Kv such that |x − y|v = rv. Without loss, x ∈ V1

and y ∈ V2; V1 and V2 are distinct and in fact disjoint, because each has radius
strictly smaller than rv, and v is nonarchimedean. The disk V2 must also contain
some β j (without loss, βd ), since φ(V2) = U0 by the previous paragraph; hence
|x −βd |v = rv. Thus,

|φ(x)−α|v = |ad |v · |x −βd |v

d−1∏
i=1

|x −βi |v > |ad |v · rv · (|ad |
−1/(d−1)
v )d−1

= rv.

However,
φ(x) ∈ Kv ⊆U0 and α ∈U0;

therefore |φ(x)−α|v ≤ rv. Contradiction. �

Remark 3.5. Lemma 3.4(4) says that Kv is contained in a union of at most d disks
of radius |ad |

−1/(d−1)
v . However, if d ≥ 3, then at most one of the disks needs to

be that large; the rest can be strictly smaller. Still, the weaker statement of Lemma
3.4 above suffices for our purposes.

4. Cubic polynomials

In the study of quadratic polynomial dynamics, it is useful to note that (except in
characteristic 2) any such polynomial is conjugate over the base field to a unique
one of the form z2

+ c. For cubics, it might appear at first glance that a good
corresponding form would be z3

+az+b. However, this form is not unique, since
z3
+az+b is conjugate to z3

+az−b by z 7→−z. In addition, it is not even possible
to make most cubic polynomials monic by conjugation over Q. More precisely,
if φ is a cubic with leading coefficient a, and if η(z) = αz + β, then η−1

◦ φ ◦ η

has leading coefficient α−2a, which can only be 1 if a is a perfect square. Instead
of z3

+ az + b, then, we propose the following two forms as normal forms when
conjugating over a (not necessarily algebraically closed) field of characteristic not
equal to three.

Definition 4.1. Let K be a field, and let φ ∈ K [z] be a cubic polynomial. We will
say that φ is in normal form if either

φ(z)= az3
+ bz+ 1 (4-1)

or
φ(z)= az3

+ bz. (4-2)

Proposition 4.2. Let K be a field of characteristic not equal to 3, and let φ(z) ∈
K [z] be a cubic polynomial. Then there is a degree one polynomial η ∈ K [z] such
that ψ = η−1

◦ φ ◦ η is in normal form. Moreover, if another conjugacy η̃(z) also
gives a normal form ψ̃ = η̃−1

◦ φ ◦ η̃, then either η̃ = η and ψ̃ = ψ , or else both
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normal forms ψ(z) = az3
+ bz and ψ̃(z) = ãz3

+ bz are of the type in (4-2) with
the same linear term, and the quotient ã/a of their lead coefficients is the square
of an element of K .

Proof. Write φ(z) = az3
+ bz2

+ cz + d ∈ K [z], with a 6= 0. Conjugating by
η1(z)= z− b/(3a) gives

ψ1(z) := η−1
1 ◦φ ◦ η1(z)= az3

+ b′z+ d ′.

(Note that b′, d ′ ∈ K can be computed explicitly in terms of a, b, c, d , but their
precise values are not important here.) If d ′ = 0, then we have a normal form of
the type in (4-2). Otherwise, conjugating ψ1 by η2(z)= d ′z gives the normal form

η−1
2 ◦ψ1 ◦ η2(z)= a′z3

+ b′z+ 1,

where a′ = a/(d ′)2.
For the uniqueness, suppose φ1 = η

−1
◦φ2 ◦ η, where

η(z)= αz+β, φ1(z)= a1z3
+ b1z+ c1, φ2(z)= a2z3

+ b2z+ c2,

with c1, c2 ∈ {0, 1} and αa1a2 6= 0. Because the z2-coefficient of η−1
◦φ2 ◦η(z) is

αβa1, we must have β = 0. Thus,

φ2(z)= α−1φ1(αz),

which means that c2 = αc1 and a2/a1 = α
2. If either c1 or c2 is 1, then α = 1

and φ1 = φ2. Otherwise, we have c1 = c2 = 0, b1 = b2, and a2/a1 ∈ (K×)2, as
claimed. �

Remark 4.3. The cubic φ(z)= az3
+ bz is self-conjugate under z 7→ −z; that is,

φ(−z) = −φ(z). (It is not a coincidence that those cubic polynomials admitting
nontrivial self-conjugacies are precisely those with the more complicated “ã/a
is a square” condition in Proposition 4.2; see [Silverman 2007, Example 4.75 and
Theorem 4.79].) As a result, ĥφ(−x)= ĥφ(x) for all x ∈Q; and if x is a preperiodic
point of φ, then so is −x .

In addition, the function −φ(z) = −az3
− bz satisfies (−φ) ◦ (−φ) = φ ◦ φ.

Thus, ĥφ(x) = ĥ−φ(x) for all x ∈ Q. Moreover, φ and −φ have the same set of
preperiodic points, albeit with slightly different arrangements of points into cycles.

The normal forms of Definition 4.1 have two key uses. The first is that they
allow us to list a unique (or, in the case of form (4-2), essentially unique) element
of each conjugacy class of cubic polynomials over Q in a systematic way, which is
helpful for having a computer algorithm test them one at a time. The second is that
the forms provide a description of the moduli space M3 of all cubic polynomials
up to conjugation. This second use is crucial to the very statement of Conjecture 2,
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because the quantity h(φ) is defined to be the height of the conjugacy class of φ
viewed as a point on M3.

In particular, Proposition 4.2 says that M3 can be partitioned into two pieces:
the first piece is an affine subvariety of P2, and the second is an affine line. More
specifically, the conjugacy class of the polynomial φ(z)= az3

+bz+1 corresponds
to the point (a, b) in {(a, b)∈A2

:a 6=0}. To compute heights, then, we should view
A2 as an affine subvariety of P2, thus declaring h(φ) to be the height h([a : b : 1])
of the point [a : b : 1] in P2. Meanwhile, the conjugacy class of az3

+ bz over Q̄

is determined solely by b, because az3
+ bz is conjugate to a′z3

+ bz over Q̄. (As
noted in [Silverman 2007, Section 4.4 and Remark 4.39], M3 is the moduli space
of Q̄-conjugacy classes of cubic polynomials, not Q-conjugacy classes.) Thus, the
Q̄-conjugacy class of φ0(z) = az3

+ bz corresponds to the point b in A1, and the
corresponding height is h(φ0)= h([b : 1]), the height of the point [b : 1] in P1. We
phrase these assignments formally in the following definition.

Definition 4.4. Given a, b ∈Q with a 6= 0, define

φ(z)= az3
+ bz+ 1 and φ0(z)= az3

+ bz.

Write a = k/m and b = `/m with k, `,m ∈ Z and gcd(k, `,m) = 1; also write
b = `0/m0 with gcd(`0,m0) = 1. Then we define the heights h(φ), h(φ0) of the
maps φ and φ0 to be

h(φ) := log max{|k|∞, |`|∞, |m|∞} and h(φ0) := log max{|`0|∞, |m0|∞}.

Note that

h(φ0)= h(b)=
∑
v

log max{1, |b|v}, and h(φ)=
∑
v

log max{1, |a|v, |b|v}.

Proposition 4.5. Given a, b, φ, φ0 as in Definition 4.4, let γ =
√

a ∈ Q̄ be a square
root of a, and define

ψ(z)= γφ(γ−1z)= z3
+ bz+

√
a, and ψ0(z)= γφ0(γ

−1z)= z3
+ bz.

Let c̃(φ, 2), C̃(φ, 2), c̃(φ0, 2), and C̃(φ0, 2) be the corresponding constants from
Theorem 2.7. Then

c̃(φ, 2)≤ 1.84 ·max{h(φ), 1}, C̃(φ, 2)≤ .75 ·max{h(φ), 1},

c̃(φ0, 2)≤ 1.57 ·max{h(φ0), 1}, C̃(φ0, 2)≤ .75 · h(φ0).

Proof. Note that

log(1+ |a|1/6
∞
+ |b|1/2

∞
)≤ log

(
3 max{1, |a|1/6

∞
, |b|1/2
∞
}
)

≤ log 3+ 1
2 log max{1, |a|∞, |b|∞}.
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Thus, if h(φ)≥ log 9, then by Remark 2.3 and the definition of c̃(φ, 2),

2
3

c̃(φ, 2)≤ log(1+ |a|1/6
∞
+ |b|1/2

∞
)+

∑
v 6=∞

log max{1, |a|1/6v , |b|1/2v }

≤ log 3+ 1
2

∑
v

log max{1, |a|v, |b|v} = log 3+ 1
2

h(φ)≤ h(φ).

Hence, c̃(φ, 2) < 1.5 · h(φ) if h(φ) > log 9.
Similarly,

log(1+ |a|∞+ |b|∞)≤ log 3+ log max{1, |a|∞, |b|∞},

and therefore
2C̃(φ, 2)≤ log 3+ h(φ)≤ 1.5 · h(φ)

if h(φ) ≥ log 9. The bounds for φ0 can be proven in the same fashion in the case
that h(φ0)≥ log 4. (That is, h(b)≥ 4.)

Finally, there are fifteen choices of b∈Q for which h(b)< log 4, and 1842 pairs
(a, b) ∈ Q for which h(φ) < log 9. By a simple computer computation (working
directly from the definitions in Proposition 2.1 and Theorem 2.7, not the estimates
of Remark 2.3), one can check that the desired inequalities hold in all cases. �

Remark 4.6. In fact, c̃(φ0, 2)≤ 1.5 ·max{h(b), 1} in all but four cases: b=±2/3
and b=±3/2, which give h(b)= log 3 and c̃(φ0, 2)=1.5·log(

√
2+
√

3). Similarly,
c̃(φ, 2)≤ 1.5 ·max{h(φ), 1} in all but 80 cases. The maximum ratio of 1.838 . . . is
attained twice, when (a, b) is (−1, 2/3) or (1,−2/3). In both cases, h(φ)= log 3
and c̃(φ0, 2) = 1.5 · log((α + 1)

√
3), where α ≈ 1.22 is the unique real root of

3z3
− 2z− 3.

The next lemma says that for cubic polynomials in normal form, and for v a
p-adic absolute value with p 6= 3, the radius sv from Lemma 3.3 coincides with
the radius rv from Lemma 3.4. Thus, when we search for rational preperiodic
points, we are losing no efficiency by searching in D̄(0, sv) instead of the ostensibly
smaller disk U0.

Lemma 4.7. Let K be a field with nonarchimedean absolute value v such that
|3|v = 1. Let φ(z) ∈ K [z] be a cubic polynomial in normal form, and let Kv ⊆ Cv

be the filled Julia set of φ at v. Let rv = sup{|x − y|v : x, y ∈ Kv} be the diameter
of Kv. Then |x |v ≤ rv for all x ∈ Kv.

Proof. If φ(z) = az3
+ bz, then φ(0) = 0, and therefore 0 ∈ Kv. The desired

conclusion is immediate. Thus, we consider φ(z) = az3
+ bz + 1. Note that the

three roots α, β, γ ∈ Cv of the equation φ(z)− z = 0 are fixed by φ and hence lie
in Kv.

Without loss, assume |α|v ≥ |β|v ≥ |γ |v. It suffices to show that |α−γ |v = |α|v;
if x ∈Kv, then |x |v ≤max{|x−α|v, |α−γ |v} ≤ rv, as desired. If |α|v > |γ |v, then
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|α−γ |v=|α|v, and we are done. Thus, we may assume |α|v=|β|v=|γ |v=|a|
−1/3
v ,

which implies that |a|v ≥ |b− 1|3v. We may also assume that |α− γ |v ≥ |α−β|v.
The polynomial Q(z) = φ(z + α)− (z + α) has roots 0, β − α, and γ − α; on

the other hand, Q(z)= az[z2
+ 3αz+ (a−1(b− 1)+ 3α2)] by direct computation.

Thus, (
z− (β −α)

)(
z− (γ −α)

)
= z2
+ 3αz+

(
a−1(b− 1)+ 3α2). (4-3)

Since |a−1(b−1)|v≤|a|
−2/3
v =|α|2v, the constant term of (4-3) has absolute value at

most |α|2v; meanwhile, the linear coefficient satisfies |3α|v=|α|v. Thus, either from
the Newton polygon or simply by inspection of (4-3), it follows that |α−γ |v=|α|v.

�

Remark 4.8. Lemma 4.7 can be false in nonarchimedean fields in which |3|v < 1.
For example, if K =Q3 (in which |3|3 = 1/3< 1) and φ(z)=−(1/27)z3

+ z+1,
then it is not difficult to show that the diameter of the filled Julia set is 3−3/2.
However, α = 3 is a fixed point, and |α|3 = 1/3> 3−3/2.

At the archimedean place v = ∞, we will study not K∞ itself, but rather the
simpler set K∞∩R, which we will describe in terms of the real fixed points. Note,
of course, that any cubic with real coefficients has at least one real fixed point; and
if there are exactly two real fixed points, then one must appear with multiplicity
two.

Lemma 4.9. Let φ(z) ∈ R[z] be a cubic polynomial with positive lead coefficient.
If φ has precisely one real fixed point γ ∈ R, then K∞ ∩R= {γ } is a single point.

Proof. We can write φ(z) = z + (z − γ ) jψ(z), where 1 ≤ j ≤ 3, and where
ψ ∈ R[z] has positive lead coefficient and no real roots. Thus, there is a positive
constant c > 0 such that ψ(x) ≥ c for all x ∈ R. Given any x ∈ R with x > γ ,
then, φ(x) > x + c(x − γ ) j . It follows that φn(x) > x + nc(x − γ ) j , and hence
φn(x)→∞ as n→∞. Similarly, for x < γ , φn(x)→−∞ as n→∞. �

Lemma 4.10. Let φ(z) ∈R[z] be a cubic polynomial with positive lead coefficient
a>0 and at least two distinct fixed points. Denote the fixed points by γ1, γ2, γ3∈R,
with γ1 ≤ γ2 ≤ γ3. Then K∞ ∩R⊆ [γ1, γ3], and

φ−1([γ1, γ3])⊆ [γ1, γ1+ a−1/2
] ∪ [γ2− a−1/2, γ2+ a−1/2

] ∪ [γ3− a−1/2, γ3].

Proof. Let α = inf(K∞ ∩R); then α ∈ K∞ ∩R, since this set is closed. Therefore,
φ(α)≥ α, because φ(K∞∩R)⊆K∞∩R. On the other hand, if φ(α) > α, then by
continuity (and because φ has positive lead coefficient), there is some α′ <α such
that φ(α′)= α, contradicting the minimality of α. Thus φ(α)= α, giving α = γ1.
Similarly, sup(K∞)= γ3, proving the first statement.
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For the second statement, note that

φ(z)= a(z− γ1)(z− γ2)(z− γ3)+ z,

and consider x ∈ R outside all three desired intervals. We will show that

φ(x) 6∈ [γ1, γ3].

If x > γ3, then φ(x) > x > γ3. Similarly, if x < γ1, then φ(x) < x < γ1.
If γ1+ a−1/2 < x < γ2− a−1/2, then, noting that γ3 > x , we have

φ(x)− γ3 =
[
a(x − γ1)(γ2− x)− 1

]
(γ3− x) > (a(a−1/2)2− 1)(γ3− x)≥ 0.

Similarly, if γ2+ a−1/2 < x < γ3− a−1/2, we obtain φ(x) < γ1. �

Lemma 4.11. Let φ(z)∈R[z] be a cubic polynomial with negative lead coefficient.
If K∞ ∩ R consists of more than one point, then φ has at least two distinct real
periodic points of period two. Moreover, if α ∈ R is the smallest such periodic
point, then φ(α) is the largest, and K∞ ∩R⊆ [α, φ(α)].

Proof. Let α = inf(K∞ ∩R) and β = sup(K∞ ∩R), so that K∞ ∩R ⊆ [α, β]. By
hypothesis, α < β. It suffices to show that φ(α)= β and φ(β)= α.

Note that φ(α) ∈ K∞ ∩ R, and therefore φ(α) ≤ β. If φ(α) < β, then by
continuity, there is some α′ < α such that φ(α′)= β, contradicting the minimality
of α. Thus, φ(α)= β; similarly, φ(β)= α. �

5. The search algorithm

We are now ready to describe our algorithm to search for preperiodic points and
points of small height for cubic polynomials over Q.

Algorithm 5.1. Given a∈Q× and b∈Q, set φ(z)=az3
+bz+1 or φ(z)=az3

+bz,
define h(φ) as in Definition 4.4, and set h+(φ)=max{h(φ), 1}.

1. Let S be the set of all (bad) prime factors p of the numerator of a, denominator
of a, and denominator of b. Compute each radius sp from Lemma 3.3; by Remark
2.3,

sp =

{
max{|b/a|1/2p , |1/a|1/2p } for φ(z)= az3

+ bz,

max{|b/a|1/2p , |1/a|1/3p , |1/a|1/2p } for φ(z)= az3
+ bz+ 1.

Shrink sp if necessary to be an integer power of p. Let M =
∏

p∈S sp ∈Q×. Thus,
for any preperiodic rational point x ∈Q, we have Mx ∈ Z.

2. If a> 0 and φ has only one real fixed point, or if a< 0 and φ has no real two-
periodic points, then (by Lemma 4.9 or Lemma 4.11) K∞ ∩R consists of a single
point γ ∈ R, which must be fixed. In that case, check whether γ is rational by
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seeing whether Mγ is an integer; report either the one or zero preperiodic points,
and end.

3. Let S′ be the set of all p ∈ S for which |a|−1/2
p < sp. Motivated by Lemma

3.4(4), for each such p consider the (zero, one, two, or three) disks of radius |a|−1/2
p

that contain both an element of φ−1(0) and a Qp-rational point. If for at least one
p ∈ S′ there are no such disks, then report zero preperiodic points, and end.

4. Otherwise, use the Chinese Remainder Theorem to list all rational numbers
that lie in the real interval(s) given by Lemma 4.10 or 4.11, are integer multiples of
the rational number M from Step 1, and lie in the disks from Step 3 at each p ∈ S′.

5. For each point x in Step 4, compute φi (x) for i = 0, . . . , 6. If any are repeats,
record a preperiodic point. Otherwise, compute h(a(φ6(x))2)/(2 · 36

· h+(φ)). If
the value is less than .03, record h(a(φ12(x))2)/(2 · 312) as ĥφ(x), and

h(x)= ĥφ(x)/h+(φ) (5-1)

as the scaled height of x .

Remark 5.2. The definition of h+(φ) is designed to avoid dividing by zero when
computing h(x). In particular, the choice of 1 as a minimum value is arbitrary.
Of course, the height h(φ) already depends on our choice of normal forms in
Definition 4.1; moreover, without reference to some kind of canonical structure,
Weil heights on varieties are only natural objects up to bounded differences. In
other words, h+(φ) is no more arbitrary than h(φ) as a height on the moduli space
M3.

In addition, none of the polynomials we found with points of particularly small
scaled height h(x) had h(φ)≤1, even though the change from h(φ) to h+(φ) could
only make h(x) smaller. Thus, our use of h+ had no significant effect on the data.

Remark 5.3. Algorithm 5.1 tests only points that, at all places, are in regions
where the filled Julia set might be. At nonarchimedean places, that means the
region U1 in Lemma 3.4(4); and at the archimedean place, that means the regions
described in Lemma 4.10 or Lemma 4.11. Thus, as mentioned in the discussion
following Proposition 3.2, the algorithm is guaranteed to test all preperiodic points,
but there is a possibility it may miss a point of small positive height that happens
to lie outside the search region at some place. However, such a point must have a
nonnegligible positive contribution to its canonical height, coming from the local
canonical height at that place.

For example, any point x lying outside the region U1 at a nonarchimedean place
v must satisfy φ(x) 6∈U0. If pv 6= 3, then by Lemma 4.7,

U0 = D̄(0, sv),
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outside of which it is easy to show that

λ̂φ,v(x)= λv(x)+ 1
2 log |a|v.

Since λ̂φ,v(φ(x)) > 0 and λv(x) takes values in (log pv)Z, it follows that

λ̂φ,v(φ(x))≥ 1
2 log pv,

and therefore

ĥφ(x)≥ λ̂φ,v(x)≥
log pv

6
≥

log 2
6
= .1155 . . . .

Thus, we are not missing points of height smaller than .11 by restricting to U1.
Admittedly, at the archimedean place we have no such lower bound, and the

possibility exists of missing a point of small height just outside the search region.
However, because the denominators of such points (and all their forward iterates!)
must divide M , there still cannot be many omitted points of small height unless
h(φ) is very large.

Remark 5.4. The bounds of 6 for preperiodic repeats and .03 for h(x), as well as
the decision to test ĥφ(x) first at 6 iterations and again at 12, were chosen by trial
and error. There seem to be many cubic polynomials with points of scaled height
smaller than .03, suggesting that our choice of that cutoff is safely large.

Meanwhile, if there happened to be a preperiodic chain of length 7 or longer, our
algorithm would not identify the starting point as preperiodic. However, the first
point in such a chain would still have shown up in our data as one of extraordinarily
small scaled height; but we found no such points in our entire search. That is, none
of the maps we tested have preperiodic chains of length greater than six.

Finally, by Proposition 4.5 and Theorem 2.7, our preliminary estimate (after six
iterations) for h is accurate to within 3−6

· 1.84< .0026, and our sharper estimate
(after twelve iterations) is accurate to within 3−12

· 1.84 < .0000035. Thus, the
points we test with h< .027 or h> .033 cannot be misclassified; and our recorded
computations of h are accurate to at least five places after the decimal point.

6. Data collected

We ran Algorithm 5.1 on every cubic polynomial az3
+ bz + 1 and az3

+ bz for
which a ∈ Q×, b ∈ Q, and both numerators and both denominators are smaller
than 300 in absolute value. That means 109,270 choices for a and (because b = 0
is allowed) 109,271 choices for b, giving almost 12 billion pairs (a, b). (Not
coincidentally, 109,271 is approximately (12/π2) · 3002; see [Silverman 2007,
Exercise 3.2(b)].) Of course, in light of Proposition 4.2, we skipped polynomials
of the form γ 2az3

+ bz for γ ∈ Q if we had already tested az3
+ bz. That meant

only 18,972 choices for a, but the same 109,271 choices for b; as a result, there
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number of form az3
+ bz number of form az3

+ bz+ 1
when h(a), h(b) < when h(a), h(b) <

n log 200 log 300 log 200 log 300

11 10 10 0 0
10 0 0 0 3
9 30 36 20 28
8 0 0 36 52
7 196 318 144 193
6 0 0 257 358
5 524 774 533 751
4 0 0 1,533 2,314
3 132,352 297,826 52,402 115,954
2 0 0 42,447 92,221
1 422,358,932 2,072,790,448 187,391 432,131
0 0 0 2,362,307,079 11,939,398,165

total 422,492,044 2,073,089,412 2,362,591,842 11,940,042,170

Table 1. Number of distinct cubic polynomials of the given forms
with h(a), h(b) < log 200, log 300 and n rational points of scaled
height smaller than .03.

were only about 2 billion truly different cubics of the second type. Combining the
two families, then, we tested over 14 billion truly different cubic polynomials. We
summarize our key observations here; the complete data may be found online at
http://www.cs.amherst.edu/˜rlb/cubicdata/.

Table 1 lists the number of such polynomials with a prescribed number of points
x ∈Q of small height — that is, with h< .03, where h(x)= ĥφ(x)/max{h(φ), 1}
is the scaled height of (5-1). It also lists the totals for h(a), h(b) < log 200, for
comparison. Of course, every polynomial of the form az3

+bz has an odd number
of small height points, by Remark 4.3 and because x = 0 is fixed. Meanwhile,
there are more polynomials of the form az3

+ bz+ 1 with three small points than
with two, because there are several ways to have three preperiodic points (three
fixed points, a fixed point with two extra preimages, or a 3-cycle), but essentially
only one way to have two: a 2-cycle. After all, a cubic φ with two rational fixed
points has a third, except in the rare case of multiple roots of φ(z)− z; and if φ
has a fixed point α ∈Q with a distinct preimage β ∈Q, then the third preimage is
also rational.

According to our data, no cubic polynomial with h(a), h(b) < log 300 has more
than 11 rational points of small height. In fact, there are only ten such polynomials

http://www.cs.amherst.edu/~rlb/cubicdata/
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a, b, c periodic cycles strictly preperiodic

−
3
2 , 19

6 , 0 {
5
3 ,−

5
3}, {0} ±

4
3 ,±

2
3 ,±

1
3 ,±1

3
2 , − 19

6 , 0 {
5
3}, {−

5
3}, {0} ±

4
3 ,±

2
3 ,±

1
3 ,±1

−3 , 37
12 , 0 {

7
6 ,−

7
6}, {

5
6}, {−

5
6}, {0} ±

1
6 ,±

1
2 ,±

2
3

3 , − 37
12 , 0 {

5
6 ,−

5
6}, {

7
6}, {−

7
6}, {0} ±

1
6 ,±

1
2 ,±

2
3

−
3
2 , 73

24 , 0 {
1
2 ,

4
3}, {−

1
2 ,−

4
3}, {

7
6}, {−

7
6}, {0} ±

1
6 ,±

3
2

3
2 , − 73

24 , 0 {
1
2 ,−

4
3}, {−

1
2 ,

4
3}, {

7
6 ,−

7
6}, {0} ±

1
6 ,±

3
2

−
5
3 , 109

60 , 0 {
13
10 ,−

13
10}, {

7
10},−{

7
10}, {0} ±

3
10 ,±

6
5 ,±

1
2

5
3 ,− 109

60 , 0 {
7

10 ,−
7
10}, {

13
10}, {−

13
10}, {0} ±

3
10 ,±

6
5 ,±

1
2

−
6
5 , 169

120 , 0 {
17
12 ,−

17
12}, {

7
12}, {−

7
12}, {0} ±

13
12 ,±

2
3 ,±

5
4

6
5 ,− 169

120 , 0 {
7

12 ,−
7
12}, {

17
12}, {−

17
12}, {0} ±

13
12 ,±

2
3 ,±

5
4

1
240 ,−151

60 , 1 {−10, 22}, {12,−22}, {18,−20} 10,−18,±28

−
1

240 , 151
60 , 1 — —

−
169
240 , 259

60 , 1 {−2}, {− 4
13}, {

30
13}

4
13 ,−

10
13 ,−

30
13 ,±

34
13 ,

36
13

Table 2. Cubic polynomials az3
+bz+c with ten or more points of

small height. The nonpreperiodic points of small positive height
pertaining to the last two rows are as follows. Penultimate row:
−12, 20 with h= .00244, then 10, 18, −22, −28 with h= .00733,
then −10, −18, 22, 28 with h = .02198. Last row: − 14

13 with
h= .02947. Other rows have no such points.

with 11 small points; these are shown in the upper portion of Table 2. All ten have
only preperiodic points as points of small height; all have h(a), h(b) < log 200;
and all are in the az3

+ bz family. (Five are negatives of the other five, and the
negative of any preperiodic point is also preperiodic, as discussed in Remark 4.3.)

Table 2 also lists the only three polynomials in our search with exactly ten points
of small height. A complete list, ordered by h(φ), of those with exactly nine points
of small height can be found in Table 3 (c = 0) and Table 4 (c = 1).

Remark 6.1. Most of the points sharing the same canonical height in Tables 3
and 4 do so simply because one or two iterates later, they coincide. For example,
consider the fourth map in Table 4, namely φ(z)= 3

8 z3
−

49
24 z+1. The three points

0, ± 7
3 all satisfy φ(x) = 1, and hence all three have the same canonical height.
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a, b periodic cycles strictly small height > 0
preperiodic points h

3
2 , − 13

6 {0}, { 23 ,−1}, {− 2
3 , 1} ±

1
3 ,±

4
3 —

3 , − 13
12 {0}, { 16 ,−

1
6}, {

5
6}, {−

5
6} ±

1
2 ,±

2
3 —

5
3 , − 49

15 {0}, { 85}, {−
8
5} ±1,± 3

5 ,±
7
5 —

3
2 , − 49

24 {0}, { 56 ,−
5
6} ±

1
2 ,±

4
3 ,±

7
6 —

5
2 , − 49

40 {0}, { 3
10 ,−

3
10} ±

1
2 ,±

4
5 ,±

7
10 —

6
5 , − 61

30 {0}, {1,−5
6}, {−1, 5

6} ±
2
3 ,±

3
2 —

6
5 , − 79

30 {0}, { 76 ,−
7
6} ±

1
2 ,±

5
3 ±

1
3 .02046

6
5 , − 91

30 {0}, { 11
6 }, {−

11
6 } ±1,± 5

6 ±
2
3 .01982

6
5 ,−139

30 {0}, { 13
6 }, {−

13
6 } ±

1
2 ,±

5
3 ±2 .02525

7
6 ,−163

42 {0}, { 11
7 ,−

11
7 } ±2,± 3

7 ,±
4
7 —

7
2 ,−169

56 {0}, { 15
14}, {−

15
14} ±

1
2 ,±

4
7 ,±

13
14 —

5
3 ,−169

60 {0}, { 12 ,−
6
5}, {−

1
2 ,

6
5} ±

13
10 ±

3
10 .02744

15
7 ,−169

105 {0}, { 8
15 ,−

8
15} ±1,± 7

15 ,±
13
15 —

5
3 ,−181

60 {0}, { 11
10 ,−

11
10} ±

3
2 ,±

2
5 ,±

9
10 —

7
3 ,−193

84 {0}, { 12 ,−
6
7}, {−

1
2 ,

6
7} ±

8
7 ,±

9
14 —

5
3 ,−229

60 {0}, { 13
10 ,−

13
10}, {

17
10}, {−

17
10} ±

6
5 ,±

1
2 —

5
3 ,−241

60 {0}, { 32 ,−
2
5}, {−

3
2 ,

2
5} ±

8
5 ,±

1
10 —

6
5 ,−

289
120

{0}, { 23 ,−
5
4}, {−

2
3 ,

5
4},

±
17
12

—
{

13
12 ,−

13
12}

Table 3. Cubic polynomials az3
+bz with a>0 and nine points of

small height. To save space, only polynomials az3
+bz with a> 0

are listed; to obtain those with a < 0, simply replace each pair
(a, b) by (−a,−b) and adjust the cycle structure of the periodic
points according to Remark 4.3.

Meanwhile, φ(− 1
3) =

5
3 6= 1, but φ(1) = φ( 5

3) = −
2
3 , and hence − 1

3 also has the
same common canonical height.

The map φ(z)=− 27
80 z3
+

151
60 z+ 1, near the bottom of Table 4 (page 59), is an

exception to this trend. The points −2, −10
9 , and 28

9 all satisfy φ(x) = − 4
3 , but
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a,b periodic cycles strictly small height > 0
preperiodic points h

1
6 , −13

6 {3,−1} 0,1,±2,−3,±4 —

−
1
6 , 13

6 {3}, {−1}, {−2} 0,1,2,−3,±4 —
3
4 , −49

12 {1,− 7
3} 0,±1

3 ,
4
3 ,

5
3 ,

7
3 ,−

8
3 —

3
8 , −49

24 {−3}, { 13}, {
8
3} −1,− 5

3 0,−1
3 ,±

7
3 .02309

25
24 , −49

24 {0,1} ±
1
5 ,

3
5 ,±

7
5 ,−

8
5 ,−

9
5 —

5
12 , −49

60 {
3
5} 0,±1,−3

5 ,±
7
5 ,±

8
5 —

−
5
12 , 49

60 {1, 7
5} 0,−1,−7

5 ,±
3
5 ,±

8
5 —

−
49
48 , 19

12 {
12
7 ,−

10
7 }, {

2
7 ,

10
7 } −

2
7 ,±

4
7 ,±

6
7 —

2
15 , −91

30 {
5
2 ,−

9
2} 3,±5,±1

2 ,
9
2 ,−

11
2 —

−
1
30 , 91

30 {4,11,−10} 0,1,9,−5,−6 −4 .01983
1
48 , −31

12 {−4,10}, {−10,6} ±2,−6,±12 —

4 .00039

−
1

48 ,
31
12 — —

2,10,−12 .00118
±6 .00355

−2,−10,12 .01065
49
48 , −31

12 {−2}, { 27}, {
12
7 } −

2
7 ,

4
7 ,±

10
7 ,−

12
7

6
7 .02587

2 .00677
3
16 , −43

12 {−4, 10
3 } −

2
3 ,

14
3

4
3 .01653

4, 2
3 ,−

14
3 .02030

−
3

16 ,
43
12 {−4,− 4

3 ,−
10
3 }

14
3 ,−

2
3

−2 .00488
4, 2

3 ,−
14
3 .01463

3
40 ,− 241

120 {
1
3} ±3,5,−16

3 ,−
19
3 −

1
3 ,−5, 16

3 .02182

3,−5,−1
3

−
3
40 , 241

120 {−3} — 16
3 ,

19
3

}
.00933

5, 1
3 ,−

16
3 .02800

27
80 , −91

60 {
4
3 ,−

2
9} −2,− 4

3 ,±
10
9 ,

20
9 ,±

22
9 —

Table 4. Cubic polynomials az3
+bz+1 with nine points of small

height (continued on next page).
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a,b periodic cycles strictly small height > 0
preperiodic points h

2, 2
9 ,−

20
9 .00505

−
27
80 , 91

60 — — ±
4
3 ,±

10
9

±
22
9

}
.01516

121
80 , − 91

20 {−2}, { 2
11}, {

20
11} −

2
11 ,

10
11 ,

12
11 ,±

18
11 ,−

20
11 —

1
240 , − 91

60 {−10,12} 10,−12,±22 2,18,−20 .01806

−
1

240 , 91
60 {−2}, {−10}, {12} 10,−12,−18,20,±22 —

169
96 ,− 133

24 {−2}, { 2
13}, {

24
13} −

2
13 ,

8
13 ,

18
13 ,±

22
13 ,−

24
13 —

−
289
240 , 139

60 {
4
17 ,

26
17}, {−

26
17 ,

30
17} ±

6
17 ,±

20
17 −

14
17 .02485

−2,−10
9

−
27
80 , 151

60 {
10
3 ,−

28
9 } 2, 10

9
28
9 ,−

22
9

}
.01396

22
9 .01418

3
112 ,− 247

84 {12} 2,−14
3 ,−

22
3 ,

28
3 ,−

34
3 −2,−28

3 ,
34
3 .02313

−2,−12, 14
3

−
3

112 , 247
84 — — 22

3 ,−
28
3 ,

34
3

}
.01568

2, 28
3 ,−

34
3 .01995

3
80 ,−

259
60 {−12} 10

3 ,
26
3

−
4
3 ,−10, 34

3 .02012
4
3 ,10,−34

3 .02974

Table 4 (continued). Cubic polynomials az3
+ bz + 1 with nine

points of small height.

all iterates of −22
9 appear to be distinct from those of −2. Nonetheless, all four

points share the same canonical height ĥφ(−22
9 )= ĥφ(−2)= 1

18 log 5≈ .08941.
(The scaled height .01396 is of course .08941 divided by h(φ)= log 604.) We can
compute this explicit value as follows. The bad primes are v=2, 3, 5,∞. In R, the
iterates of all four points approach the fixed point at −1.639. At v= 3, φ maps the
set {x ∈Q3 : |x |3≤ 9} into itself, since 9φ(z/9)= 1

3(z
3
− z)− 27

80 z3
+

57
20 z+ 9 maps

3-adic integers to 3-adic integers. At v = 2, one can show that φ maps D̄(4, 1
16)

into D̄(2, 1
4), D̄(2, 1

8) into D̄(−2, 1
8), D̄(−2, 1

16) into D̄(4, 1
16), and D̄(6, 1

16) into
D̄(4, 1

16); hence the orbit any point x ∈ Q2 in these disks stays in the same disks.
Thus, λ̂φ,∞(x)= λ̂φ,3(x)= λ̂φ,2(x)= 0 for all four points x ; by Propositions 1.2
and 1.4, then, ĥφ(x) = λ̂φ,5(x). Finally, all four points satisfy |φ3(x)|5 = 5, and
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therefore |φn(x)|5 = 5en for all n ≥ 3, where

en = 1+ 3+ · · ·+ 3n−3
=

3n−2
−1

2
.

Thus, λ̂φ,5(x)= limn→∞(en/3n) log 5= 1
18 log 5, as claimed. Incidentally, this

same argument almost applies to the fifth point x = 22
9 as well, but φ7( 22

9 )≈ 36.19.
As a result, λ̂φ,∞(22

9 )≈ .0014 is positive; dividing by log 604 gives the extra con-
tribution of .00022 to the scaled height.

A similar phenomenon occurs for the map φ(z)=− 1
240 z3
+

259
60 z+1, listed near

the bottom of Table 2. For that map, −12 and 20 have the same small height but
apparently disjoint orbits. The point 20 maps to 18, and all three of 10, 18, and
−28 map to 22, which then maps to 12. Meanwhile, −12 maps to −22, which
maps to −10; and all three of −10, −18, and 28 map to −20.

As mentioned in Remark 5.4, no preperiodic point in our data took more than
six iterations to produce a repeated value. In fact, all but one function required
only five. The one exception is φ(z) = 1

12 z3
−

25
12 z+ 1, for which the preperiodic

point 0 lands on the 5-periodic point 1 after one iteration. (There are a total of 8
small height points for φ, because −5 also maps to 1, and because −4 has scaled
height .01595 . . ..) This map was also the only cubic polynomial in our search with
a rational 5-periodic point; all other periods were at most 4. Table 5 lists all those
cubic polynomials in our search for which some rational preperiodic point required
5 or more iterations to reach a repeat; note that all are of the form az3

+ bz+ 1.
Our data supports Conjecture 1 for cubic polynomials inasmuch as the number

of rational preperiodic points does not grow as h(φ) increases. For example, even
though Table 2 shows a number of maps az3

+ bz with eleven preperiodic points,
it is important to note that the first such map had height as small as h(φ)= log 19.
Similarly, every preperiodic structure appearing anywhere in Tables 2, 3, and 4
appeared already for some map of relatively small height. That is, the data suggests
that all the phenomena that can occur have already occurred among the small height
maps.

In the same way, the data also supports Conjecture 2 for cubic polynomials.
Table 6 lists the only nine points of scaled height smaller than .0007 in our entire
search. (There were only twenty points with scaled height smaller than .001; three
of the extra eleven are iterates of the first three points listed in Table 6.) Once
again, even though there are two maps of fairly large height (log 289 ≈ 5.67 and
log(27 · 12) ≈ 5.78) with a point of small scaled height, there was already a map
of substantially smaller height (log 97≈ 3.37) with an even smaller point.

Moreover, the intuition (mentioned in the introduction) that the scaled height
measures the number of iterates required to start the “explosion” is on clear display
in Table 6. For these points, it takes seven applications of φ to get to an iterate with
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a, b, c x, φ(x), φ2(x), . . . other small height > 0
preperiodic point h

1
12 , −25

12 , 1 0, {1,−1, 3,−3, 5} −5 −4 .01595

−
3
2 , 7

6 , 1 0, 1, 2
3 , {

4
3 ,−1} ±

1
3 ,−

2
3 —

1
6 , −13

6 , 1 2,−2, 4, {3,−1} 0, 1,−3,−4 —
2
3 , −13

6 , 1 3
2 , 0, 1,−1

2 , {2} −2, 1
2 ,−

3
2 —

−
4
3 , 13

12 , 1 0, 1, { 34 ,
5
4 ,−

1
4} −1, 1

4 ,−
3
4 —

3
4 , −25

12 , 1 4
3 , 0, {1,− 1

3 ,
5
3}

1
3 ,−

5
3 —

−
1
3 , 37

12 , 1 1
2 ,

5
2 ,

7
2 , {−

5
2 ,−

3
2} −2,− 1

2 —

−
4
3 , 37

12 , 1 −
5
4 ,−

1
4 ,

1
4 ,

7
4 , {−

3
4} −1 —

3
4 , −49

12 , 1 1
3 ,−

1
3 ,

7
3 , {1,−

7
3} 0, 4

3 ,
5
3 ,−

8
3 —

6
5 , −61

30 , 1 −
3
2 , {0, 1, 1

6 ,
2
3}

5
6 —

−
32
3 , 37

6 , 1 −
5
8 ,−

1
4 ,−

3
8 , {−

3
4 ,

7
8} −

1
2 —

1
48 , −19

12 , 1 2,−2, 4, {−4, 6} −6,±10 —

−
2
15 ,

79
30 , 1 −4,−1,− 3

2 , {−
5
2 ,−

7
2} 5

{
0 .00688
1 .02065

−
1
30 , 91

30 , 1 0, 1, {4, 11,−10} −5,−6, 9 −4 .01983
8
15 ,− 121

30 , 1 1
4 , 0, {1,−5

2 ,
11
4 } −

11
4 —

−
49
48 , 31

12 , 1 −
6
7 ,−

4
7 ,−

2
7 , {

2
7 ,

12
7 } ±

10
7 ,−

12
7 —

5
48 ,− 211

60 , 1 22
5 ,−

28
5 , {

12
5 ,−6,− 2

5} 6, 28
5 ,

2
5 —

Table 5. Cubic polynomials az3
+ bz + c having a rational pre-

periodic chain of length ≥ 5.

noticeably larger numerator or denominator than its predecessors. To get a point
of smaller scaled height than the record of .00025 in Table 6, then, it seems one
would need a point and map with eight iterations required to start the explosion.

Also of note is that, just as in Table 5, all the maps in Table 6 are of the form
az3
+ bz + 1. In fact, the smallest scaled height for a map az3

+ bz occurs for
±

5
3 z3
∓

77
30 z, at x =±4

5 . (Once again, see Remark 4.3 to explain the four-way tie.)
The scaled height is .00591, more than twenty times as large as the current record
for az3

+bz+1; indeed, it takes a mere four iterations to land on 43/40, at which
point the numerator and denominator both start to explode.

This phenomenon supports the heuristic behind Conjectures 1 and 2, that it is
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a, b, c h(φ) x, φ(x), φ2(x), . . . h(x)

25
24 , 97

24 , 1 3.3672 7
5 ,

9
5 ,

1
5 ,

1
5 ,

9
5 ,

11
5 ,

6
5 ,

41
20 ,

4323
2560 , . . . .00025

8
15 , 289

120, 1 5.6664 5
8 ,

3
8 ,

15
8 , 0, 1, 7

8 ,
11
4 ,

175
32 ,

307441
4096 , . . . .00030

27, 85
12 , 1 5.7807 2

9 ,
5
18 ,

7
18 ,

1
6 ,

1
18 ,

11
18 ,

5
6 ,

193
18 ,

597703
18 , . . . .00032

1
48 , 31

12 , 1 4.8202 4, 10, 6, 12, 4, 8, 9, 113
16 ,

649189
65536 , . . . .00039

3
4 , 25

12 , 1 3.2188 1, 1
3 ,

1
3 ,

5
3 , 1,7

3 ,
11
3 ,

91
3 ,

62605
3 , . . . .00046

21
128, 295

168, 1 8.4596 4, 52
21 ,

20
7 ,

4
21 ,

4
3 ,

20
21 ,

124
49 ,

39572
50421 , . . . .00047

243
224, 85

168, 1 6.5917 2
27 ,

26
27 ,

14
27 ,

10
9 ,

2
27 ,

28
27 ,

17
54 ,

2593
2304 ,

2336653975
101468602368 , . . . .00057

4
21 , 205

84 , 1 5.3230 3
4 ,

3
4 ,

11
4 ,

7
4 ,

17
4 ,

21
4 ,

63
4 ,

2827
4 ,1882717007

28 , . . . .00058
15
8 , 289

120, 1 5.6664 1
5 ,

8
15 , 0, 1, 7

15 ,
1
15 ,

21
25 ,

276
3125 ,

9626315307
12207031250 , . . . .00063

Table 6. Cubic polynomials az3
+ bz + c with rational points of

scaled height less than .0007.

hard to have a lot of points of small height, as follows. If x were a small height
point for az3

+bz, then −x would have the same small height; their iterates would
also have (not quite as) small heights, too. Together with the fixed point at 0, then,
there would be more small height points than the heuristic would say are allowed.
This idea is further supported by Tables 2, 3, and 4: while it is possible to have
eleven preperiodic points or ten points of small height, or even some of each, it does
not seem possible to have more than eleven total such points. Thus, there seems to
be an upper bound for the total number of points of small height, as predicted by
Conjectures 1 and 2.
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Divisor concepts for mosaics of integers
Kristen Bildhauser, Jared Erickson, Cara Tacoma and Rick Gillman

(Communicated by Andrew Granville)

The mosaic of the integer n is the array of prime numbers resulting from iterating
the Fundamental Theorem of Arithmetic on n and on any resulting composite
exponents. In this paper, we generalize several number theoretic functions to
the mosaic of n, first based on the primes of the mosaic, second by examining
several possible definitions of a divisor in terms of mosaics. Having done so, we
examine properties of these functions.

1. Introduction

Mosaics. Mullin, in a series of papers [1964, 1965, 1967a, 1967b], introduced the
number theoretic concept of the mosaic of n and explored several ideas related
to it.

Definition 1.1. The mosaic of the integer n is the array of prime numbers resulting
from iterating the Fundamental Theorem of Arithmetic (FTA) on n and on any
resulting composite exponents.

The following example illustrates this definition.

n = 1,024,000,000 L99 use the FTA to find the prime factorization of n

= 216
· 56 L99 apply FTA to composite exponents 16 and 6

= 224
· 52·3 L99 apply FTA again to composite number 4

= 2222

· 52·3. L99 the mosaic of the integer; only primes remain

Mullin introduced several functions on the mosaic, the first of which was ψ(n),
the product of all of the primes in the mosaic of n. As an example, we have

ψ
(
2173
· 355)

= 2 · 17 · 3 · 3 · 5 · 5= 7650.
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In number theory, a function is multiplicative if and only if f (mn)= f (m) f (n)
whenever m and n are relatively prime. Mullin extended this concept to mosaics
by saying that f is generalized multiplicative if and only if f (mn) = f (m) f (n)
whenever the mosaics of m and n have no primes in common. He showed thatψ(n)
is generalized multiplicative and that any multiplicative function is also generalized
multiplicative. He also generalized the Möbius function µ(n) to the generalized
Möbius function:

µ∗(n)=


1 if n = 1,

0 if the mosaic of n > 1 has any prime number repeated,

(−1)k if the mosaic of n > 1 has no prime repeated, where k is

the number of distinct primes in the mosaic of n.

Similarly, Mullin generalized the concept of additivity: a function f is gener-
alized additive if and only if f (mn) = f (m)+ f (n) whenever the mosaics of m
and n have no primes in common. He defined ψ∗(n) as the sum of the primes
in the mosaic of n and showed that this function was generalized additive. As an
example,

ψ∗
(
523
·7
· 111319)

= 5+ 2+ 3+ 7+ 11+ 13+ 19= ψ∗
(
523
·7)
+ψ∗

(
111319)

.

Levels of the mosaic of n. Following Mullin’s work, Gillman [1990, 1992] defined
new functions on the mosaic of n. He used the concept of levels of the mosaic to
describe the different tiers of exponentiation.

Suppose

n = 23·57
· 172319

·291311
·89
,

then the 2 and 17 are on the first level, the 3, 5, 23 and 29 are on the second level,
the 7, 19, 13, and 89 are on the third level, and the 11 is on the fourth level of the
mosaic.

Using this idea, Gillman generalized the Möbius function as follows:

µi (n)=



1 if n = 1,

0 if the mosaic of n has duplicate primes in the first i levels

(including multiplicities at the i-th level),

(−1)k if the mosaic of n consists of k distinct primes in the first

i levels.

With this definition,

µ∞ = µ
∗ and µ1 = µ.



DIVISOR CONCEPTS FOR MOSAICS OF INTEGERS 67

Gillman also extended Mullin’s concept of generalized multiplicative to include
the levels of the mosaic.

Definition 1.2. A function f is i -multiplicative if and only if f (mn)= f (m) f (n)
when m and n have no primes in common in the first i levels of their mosaic.

Gillman proved µi is i-multiplicative for all i . He then extended Mullin’s work
on ψ(n) by generalizing it to depend on the levels of the mosaic.

Definition 1.3. For a fixed i and j such that j > i , the functionψ j,i (n) is computed
as follows: Expand n through the first j levels of its mosaic; for each prime p on
the i-th level of this expansion, multiply p by the product of the primes in the
(i+1)-th through j-th levels above p, including multiplicities of the primes at the
j-th level.

The following examples illustrate these computations:

ψ6,3
(
235711·132

· 32·53·7)
= 235·7·11·13·2

· 32·53·7
,

ψ∞,1(n)= product of all primes in the mosaic= ψ(n).

Gillman also introduced the concept of i-relatively prime mosaics. That is, two
integers, m and n, are i -relatively prime when they have no primes in common in
the first i levels of their mosaics. Thus, the integers with mosaics 235

and 7113
are

2-relatively prime, but not 3-relatively prime.

Motivation. In this paper, we will introduce new families of functions on the mo-
saic of n and determine which of these are i-multiplicative or i-additive. In Section
2, the functions will depend only on the primes present in the first i levels and
their multiplicities. In Section 3, we evaluate previous attempts to generalize the
concept of a divisor to the mosaic, and in Section 4 we introduce a new definition
of a mosaic divisor that we believe will be more useful.

2. Mosaic functions

The functions �, ω, and λ are number theoretic functions that can be easily gen-
eralized to the mosaic of n. We discuss their generalizations because they are
either i-multiplicative or i-additive. We also introduce a new function, ψ∗, which
is interesting since it is either i-multiplicative or i-additive depending on the value
of i .

The functions�i andωi . �(n) is the total number of primes in the factorization of
n, including repetitions. We generalize this idea with the function �i (n), the total
number of primes in the first i levels of the mosaic of n, including multiplicities
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on the i-th level. Thus, as an example,

�2
(
237
· 5116)

=�2(23·3·3·3·3·3·3
· 511·11·11·11·11·11)= 15,

�3

(
7575
·19
· 19137·113)

=�3
(
757·7·7·7·7

·19
· 19137·11·11·11)

= 14.

Gillman [1990] proved that if f is i-multiplicative then f is j-multiplicative for
all j ≥ i . This is because if there are no primes in common in the first j levels of
m and n, then there will clearly be no primes in common in the first i levels of m
and n when j ≥ i . This property is used to prove the following theorem.

Theorem 2.1. For all i , �i is j -additive for all j .

Proof. Let m and n be 1-relatively prime. Then �i (mn) is summing the number of
prime divisors of the product mn and the number of primes in levels two though i
of the mosaic of mn, including multiplicities at the i-th level. Since m and n are
1-relatively prime, the first term of this sum can be written as the number of prime
divisors of m plus the number of prime divisors of n. Similarly, the second term
can be written as the number of primes in levels two through i of the mosaic of
m plus the number of primes in levels two through i of the mosaic of n, including
multiplicities at the i-th level in each of these sums. Rearranging these sums results
in �i (m)+�i (n). Thus �i is 1-additive and therefore j-additive for all j . �

The following two examples illustrate that it is necessary and sufficient that the
first level of the mosaics have distinct primes in order that �i be i-additive, as
suggested by the previous proof:

�2
(
235
· 33)
= 8= 6+ 2=�2

(
235)
+�2(33),

�2
(
335
· 33)
=�2(32·3·41)= 4 6= 8= 6+ 2=�2

(
335)
+�2(33).

Similarly, ω(n), the number of distinct primes in the prime factorization of n,
can be generalized as ωi (n), the number of distinct primes in the first i levels of
the mosaic of n.

Since

ω4
(
711·13532

· 2917892 )
= 9= 5+ 4= ω4

(
711·13532 )

+ω4
(
2917892 )

and

ω4
(
115·11

· 7193
·5357 )

= 6 6= 2+ 5= ω4(115·11)+ω4
(
7193
·5357 )

as counterexamples, ωi is not 1-additive and therefore not j-additive for all j .
Rather, as the following theorem demonstrates, it is j-additive for j ≥ i .

Theorem 2.2. For all i , ωi is j -additive for j ≥ i .
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Proof. Let m and n be i-relatively prime. Then ωi (mn) is summing the number of
prime divisors of the product mn and the distinct primes in levels two though i of
the mosaic of mn (which must also be distinct from the prime divisors). Since m
and n are relatively prime, the first term of this sum can be written as the prime
divisors of m plus the prime divisors of n. Similarly, the second term can be written
as the number of distinct primes in levels two through i of the mosaic of m plus
the number of distinct primes in levels two through i of the mosaic of n. Thus
ωi (mn) = ωi (m)+ ωi (n) and therefore ωi is i-additive. This implies that ωi is
j-additive for j ≥ i . �

The function λi . The Liouville function, λ(n)= (−1)�(n), also generalizes easily
in the obvious way as λi (n) = (−1)�i (n). This leads to the following theorem,
again recalling that i-multiplicative implies j-multiplicative for j ≥ i .

Theorem 2.3. For all i , λi is j -multiplicative for all j ≥ i .

Proof. Assume m and n are 1-relatively prime. It follows that

λi (mn)= (−1)�i (mn)
= (−1)�i (m)+�i (n)

= (−1)�i (m)(−1)�i (n) = λi (m)λi (n).

λi is 1-multiplicative and therefore j-multiplicative for all j . �

The function ψ∗
j,i . Mullin defined the function ψ as the product of all primes in

a mosaic. Gillman later extended this to the levels of the mosaic by introducing
the function ψ j,i . Mullin also defined the function ψ∗ as the sum of the primes in
a mosaic. To generalize this idea to the levels of the mosaic as well, we define the
function ψ∗j,i .

Definition 2.4. For fixed i and j , such that j ≥ i , compute ψ∗j,i (n) as follows:
Expand n through the first j levels of its mosaic; for each prime p on the i-th level
of this expansion, add p to the sum of the primes in the (i + 1)-th through j-th
levels above p, including the multiplicities of the primes at the j-th level, then
convert multiplication on the i-th level to addition.

Again, two examples help to illustrate this computation:

ψ∗4,2
(
171137

·19
· 23235 )

= 1711+3+7+19
· 232+3+5,

ψ∗4,1
(
3523
·7)
= 3+ 5+ 2+ 3+ 7= 20.

Similar to the previous functions, ψ∗j,1 is 1-additive, and therefore:

Theorem 2.5. ψ∗j,1(n) is k-additive for all j and k.
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Proof. Let m and n be integers which are 1-relatively prime. ψ∗j,1(mn) is the sum
of primes in the first j levels of the mosaic of mn, including multiplicities on the
j-th level. This is equivalent to the sum of prime divisors of mn plus the sum of
the primes in levels two through j of the mosaic of mn including multiplicities at
the j-th level. Since m and n are relatively prime, the sum of prime divisors of mn
can be written as the sum of prime divisors of m plus the sum of prime divisors
of n. Similarly, the second term can be written as the sum of primes in levels two
through j of the mosaic of m plus the number of primes in levels two through j of
the mosaic of n including multiplicities at the j-th level in each. Rearranging these
sums results in ψ∗j,1(m)+ψ

∗

j,1(n). Thus ψ∗j,1 is 1-additive and therefore k-additive
for all k. �

Interestingly, while ψ∗j,i is k-additive for all j and k when i = 1, for any i > 1,
ψ∗j,i is 1-multiplicative and therefore k-multiplicative for all j and k.

Theorem 2.6. For all i > 1 and j ≥ i , ψ∗j,i (n) is k-multiplicative for all k.

Proof. Let m and n be 1-relatively prime integers with prime factorizations

pα1
1 pα2

2 · · · p
αr
r and qβ1

1 qβ2
2 · · · q

βs
s ,

respectively. Because m and n are 1-relatively prime,

mn = pα1
1 pα2

2 · · · p
αr
r qβ1

1 qβ2
2 · · · q

βs
s .

Further, because i > 1, ψ∗j,i (mn) has the same first (i − 1) levels as the mosaic
of mn and the i-th level is equal to the i-th level of ψ j,i (mn) with multiplication
converted to addition. Thus the unchanged first level can be partitioned into the
parts that have the same first (i−1) levels as m and n and with the i-th levels equal
to the i-th levels of ψ j,i (m) and ψ j,i (n) respectively with multiplication converted
to addition. That is,

ψ∗j,i (mn)= pa1
1 pa2

2 · · · p
ar
r qb1

1 qb2
2 · · · q

bs
s

= (pa1
1 pa2

2 · · · p
ar
r )(q

b1
1 qb2

2 · · · q
bs
s )

= ψ∗j,i (m)ψ
∗

j,i (n),

where a∗ and b∗ are the second through i-th levels of the mosaic, with the (i +1)-
th to j-th levels brought down to the i-th level with multiplication converted to
addition. Thus ψ∗j,i (mn) is 1-multiplicative and therefore k-multiplicative for all k.

�
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3. Early attempts at mosaic divisors

Many number theoretic functions are defined in terms of the divisors of n, so an
analogous concept is needed for the mosaic. In this section, we examine two early
attempts at this.

Submosaics. A mosaic can be viewed as a connected graph where the primes in
the mosaic are the vertices and there is an edge between vertices if one prime is
multiplied by the other or one is an exponent of the other. Mullin [1965] introduced
the concept of submosaics as the mosaic corresponding to a connected subgraph of
the graph of the full mosaic. Therefore, submosaics seems like a natural candidate
for a mosaic divisor.

Mullin tried to show that functions of the form

F(n)=
∑

f (d),

where the sum is over the set of submosaics of n, are generalized multiplicative
when f is generalized multiplicative. Unfortunately, this is not true. If we let C(n)
be the set of all submosaics of n, Mullin assumed that C(mn)=C(m)×C(n), but
this is not true as shown in the example:

2 ∈ C(132), 17 ∈ C(175), 2 · 17 6∈ C(132
· 175).

Givisors. The givisor, from Gillman’s divisor, was Gillman’s attempt to generalize
the concept of a divisor for mosaics. We examine this concept and its implications
in this subsection and the next.

Definition 3.1. Let n= pα1
1 pα2

2 · · · p
αk
k . Each pαi

i is a prime givisor. Then a givisor
of n is

(a) 1,

(b) a prime givisor, or

(c) a product of 1-relatively prime givisors from part (b).

We denote the set of all givisors of n by G(n) and, as an example, consider

n = 235
· 3517
· 5.

The givisors of n are

G
(
235
· 3517
· 5
)
=
{
1, 235

, 3517
, 5, 235

· 3517
, 235
· 5, 3517

· 5, 235
· 3517
· 5
}
.

Gillman selected this structure because the mosaic above each prime in the first
level is fixed, and the structure of the remaining mosaic does not change when a
mosaic is divided by a givisor; we are simply splitting the mosaic into two parts.
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In particular, givisors solve the fundamental problem that submosaics have, as we
see in the following lemma.

Lemma 3.2. For all i , G(mn) = G(m) × G(n) when m and n are i-relatively
prime.

Proof. Let the prime-power factorizations of m and n be

pa1
1 pa2

2 · · · p
as
s and qb1

1 qb2
2 · · · q

bt
t ,

respectively. Since m and n are i-relatively prime, the set of primes in the first
level of m and the set of primes in the first level of n have no common elements.
Therefore, the prime-power factorization of mn is

mn = pa1
1 pa2

2 · · · p
as
s qb1

1 qb2
2 · · · q

bt
t .

If d ∈ G(mn), then
d = pe1

1 pe2
2 · · · p

es
s q f1

1 q f2
2 · · · q

ft
t

where ei is either 0 or ai for i = 1, 2, . . . , s and f j is either 0 or b j for j =
1, 2, . . . , t . Now let

d1 = gcd(d,m) and d2 = gcd(d, n).

Then
d1 = pe1

1 pe2
2 · · · p

es
s and d2 = q f1

1 q f2
2 · · · q

ft
t .

It follows that d1 ∈ G(m) and d2 ∈ G(n). Since d = d1d2, d ∈ G(m)×G(n)
Similarly, if d1 ∈ G(m) and d2 ∈ G(n), then d1d2 ∈ G(m)×G(n) and d1d2 ∈

G(mn). Thus the sets are the same. �

Theorem 3.3. If f is an i-multiplicative function, then

F(n)=
∑

d∈G(n)

f (d)

is also i-multiplicative.

Proof. To show that F is an i-multiplicative function, we must show that when m
and n are i-relatively prime, F(mn) = F(m)F(n). So assume that m and n are
i-relatively prime. We know

F(mn)=
∑

d∈G(mn)

f (d).

By the lemma, each givisor of mn can be written as the product d = d1d2 where
d1 ∈ G(m) and d2 ∈ G(n), and d1 and d2 are i-relatively prime. So

F(mn)=
∑

d1∈G(m),d2∈G(n)

f (d1d2).
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Because f is i-multiplicative, and d1 and d2 are i-relatively prime, we see that

F(mn) =
∑

d1∈G(m)

∑
d2∈G(n)

f (d1) f (d2) =
∑

d1∈G(m)

f (d1)
∑

d2∈G(n)

f (d2)= F(m)F(n). �

Functions defined by givisors. Givisors provide a mechanism for generalizing
functions dependent on the concept of a divisor, and in this subsection we gener-
alize three of these: τ — the number of divisors of n, σ — the sum of the positive
divisors of n, and φ— the number of integers less than n relatively prime to n.

The function gτ(n) counts the number of givisors of n, and hence can be com-
puted by the formula

gτ(n)=
∑

d∈G(n)

1.

The value of gτ will always be a power of two with the exponent equal to
the number of prime divisors of n. Using Theorem 3.3 with f (d) = 1, which is
obviously i-multiplicative, we obtain:

Corollary 3.4. gτ is i -multiplicative for all i .

Similarly, we define gσ(n) as the sum of the givisors of n, and compute it using
the formula

gσ(n)=
∑

d∈G(n)

d.

Again using Theorem 3.3, except with f (d) = d , which is also i-multiplicative,
we have:

Corollary 3.5. gσ is i -multiplicative for all i .

We can generalize the concept of the number theoretic function φ(n), the num-
ber of integers less than n relatively prime to n, but the canonical formula for
computing this,

φ(n)=
∑

d

µ(d)
n
d
,

does not generalize with it. Thus, while we can define φi (n) as the number of
integers less than n that are i-relatively prime to n, it is not computed by the obvious
generalization of the φ function, as given here:

ghi (n)=
∑

d∈G(n)

µi (d)
n
d
.

By letting n = 23, we can compute gh2(n) = 9, but also determine, by listing the
integers, that the number of integers 2-relatively prime to 8 is only 3. In spite of
this significant disappointment, we have:

Theorem 3.6. ghi is i -multiplicative for all i .
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Proof. ghi (mn)=
∑

d∈G(mn)

µi (d)
mn
d
=

∑
d∈G(m)×G(n)

µi (d)
mn
d

=

∑
d1∈G(m)

∑
d2∈G(n)

µi (d1)µi (d2)
m
d1

n
d2

=

∑
d1∈G(m)

µi (d1)
m
d1

∑
d2∈G(n)

µi (d2)
n
d2
= ghi (m)ghi (n). �

It is worth noticing that givisors are defined independently of the levels of the
mosaic; that is, each positive integer n has the same set of givisors no matter which
level i that we consider. Thus, the values of gτ and gσ do not change as i varies,
and ghi only varies with i because µi changes as i varies.

To make these functions more dependent on the level i of the mosaic being
considered, we might compose them with ψi,1, and examine functions of the form

g fi (n)= g f ◦ψi,1(n).

These functions are also i-multiplicative if g f is, and do vary in value with the
choice of i .

If the integer n is squarefree, then

ghi ◦ψi,1(n)= ghi (n)= φ(n).

Further, the function
gτ ◦ψi,1(n)

will always result in a power of two, but in this case the exponent is equal to the
number of distinct primes in the first i levels of n. Hence, another formula is

gτ ◦ψi,1(n)= 2ωi (n).

4. Mivisors

Neither submosaics nor givisors capture the properties of divisors that are desired.
Submosaics do not effectively partition mosaics, and givisors are not sensitive to
the parameter i representing the levels of the mosaic. With these two concerns in
mind, we turn our investigation to a more promising generalization.

Definition of a mivisor. We define prime i-mivisors, mosaic divisor, as follows.

Definition 4.1. Let n = pα1
1 pα2

2 · · · p
αk
k . For each p j , a prime i-mivisor of n is

pα j
j expanded through i levels with multiplicities above the i-th level truncated,

denoted Pj,i .

Let
P
(a j,1,a j,2,··· ,a j,s j )

j,i
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denote pα j
j expanded through i levels including the multiplicities a j,1,a j,2,. . . ,a j,s j

on the (i + 1)-th level. For example, if

n = 22437
· 511,

then
P1,2 = 22·3 and P

(a1,1,a1,2,··· ,a1,s1 )

1,2 = P (4,7)1,2 = 22437
.

With this notation, we obtain the following definition.

Definition 4.2. If n =
∏k

j=1 P
(a j,1,a j,2,··· ,a j,s j )

j,i , then an i-mivisor of n is

(a) 1,

(b) P
(b j,1,b j,2,··· ,b j,s j )

j,i where 1≤ b j ≤ a j , or

(c) a product of 1-relatively prime i-mivisors from part (b).

We denote the set of all i-mivisors of n by Mi (n) and, as an example, consider

n = 2353
·7
·5
· 37112

.

The prime 3-mivisors of n are 235·7
·5 and 3711

, and the set M3(n) is{
1, 235·7

·5, 2352
·7
·5, 2353

·7
·5, 3711

, 37112

, 235·7
·5
· 3711

, 2352
·7
·5
· 3711

,

2353
·7
·5
· 3711

, 235·7
·5
· 37112

, 2352
·7
·5
· 37112

, 2353
·7
·5
· 37112}

.

We immediately have the following lemma.

Lemma 4.3. For all i , Mi (mn)= Mi (m)×Mi (n).

Proof. Let m and n be i-relatively prime integers such that m = pα1
1 pα2

2 · · · p
αt
t and

n = qβ1
1 qβ2

2 · · · q
βu
u . After applying the FTA to generate i levels of the mosaics of

m and n, let

m =
t∏

j=1

P
(a j,1,a j,2,··· ,a j,r j )

j,i and n =
u∏

j=1

Q
(b j,1,b j,2,··· ,b j,s j )

j,i .

Since m and n are i-relatively prime,

mn = pα1
1 pα2

2 · · · p
αt
t qβ1

1 qβ2
2 · · · q

βu
u =

t∏
j=1

P
(a j,1,a j,2,··· ,a j,r j )

j,i

u∏
j=1

Q
(b j,1,b j,2,··· ,b j,s j )

j,i .

If d is an i-mivisor of mn, then

d =
v∏

k=1

P
′(ck,1,ck,2,··· ,ck,rk )

k,i

w∏
k=1

Q
′(ek,1,ek,2,··· ,ek,sk )

k,i ,
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where for each k, P ′k,i = Pj,i for some j and 1 ≤ ck,` ≤ a j,` and Q′k,i = Q j,i for
some j and 1≤ ek,` ≤ b j,`. Let d1 be an i-mivisor of m such that

d1 =

v∏
k=1

P
′(ck,1,ck,2,··· ,ck,rk )

k,i .

Let d2 be an i-mivisor of n such that

d2 =

w∏
k=1

Q
′(ek,1,ek,2,··· ,ek,sk )

k,i .

It follows that d1 ∈ Mi (m) and d2 ∈ Mi (n). Then d1 and d2 are i-relatively prime
and d = d1d2, so d ∈ Mi (m)×Mi (n).

Similarly, if d1 ∈ Mi (m) and d2 ∈ Mi (n), then d1d2 ∈ Mi (m) × Mi (n) and
d1d2 ∈ Mi (mn). Therefore the sets are the same. �

Theorem 4.4. If f is an i-multiplicative function, then

F(n)=
∑

d∈Mi (n)

f (d)

is also i-multiplicative.

Proof. Similar to Theorem 3.3. �

The functions mτi and mσi . Similar to previous section, we let mτi count the num-
ber of i-mivisors of n, and it is therefore computed as

mτi (n)=
∑

d∈Mi (n)

1.

By Theorem 4.4, we find

Corollary 4.5. For all i , mτi is i -multiplicative.

mτi (n) can be computed easily, as we see in the following lemma and theorem.

Lemma 4.6. Let p be a prime and α be a positive integer. Then

mτi (pα)= 1+
∏

a j ,

where a j is an element of the unfactored (i + 1) level of pα = P (a1,a2,...,ak)
·,i .

Proof. 1 is an i-mivisor of pα and so is P (b1,b2,...,bk)
·,i where 1 ≤ b j ≤ a j for all

j . Since there are
∏

a j ways to select the set {b1, b2, . . . , b j }, there are 1+
∏

a j

i-mivisors of pα. �
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Theorem 4.7. Let n have the prime factorization n = pα1
1 pα2

2 · · · p
αs
s . Then

mτi (n)=
s∏

k=1

(
1+

∏
a j

)
,

where a j is an element of the unfactored (i + 1) level of pαk
k .

Proof. Because mτi is i-multiplicative for all i , we see that

mτi (n)= mτi (p
α1
1 pα2

2 · · · p
αs
s )= mτi (p

α1
1 )mτi (p

α2
2 ) · · · mτi (pαs

s ).

Inserting the values from Lemma 4.6, we see that

mτi (n)=
s∏

k=1

(
1+

∏
a j

)
. �

Moving forward, we let the function mσi (n) sums the i-mivisors of n,

mσi (n)=
∑

d∈Mi (n)

d.

By using Theorem 4.4 again, we obtain:

Corollary 4.8. mσi is i -multiplicative.

The function mφi . Using i-mivisors, we can generalize the concept of a common
i-mivisor of two integers in the obvious way and more importantly, generalize the
notion of a greatest common divisor.

Definition 4.9. A mosaic d is the greatest common i-mivisor of m and n, when at
least one of them is not 0, if all of these conditions are satisfied:

(a) d is positive;

(b) d is an i-mivisor of a and b;

(c) if c is an i-mivisor of a and b, then c is an i-mivisor of d .

We write the greatest common i-mivisor of m and n as GCMi (m, n), and have
the following examples:

GCM3
(
235
, 2 · 532)

= 1, GCM3
(
23520

· 3711
, 23510

· 7
)
= 23510

.

Finally, we say that two integers m and n are GCMi relatively prime if and only
if GCMi (m, n)= 1.

We can now generalize the φ function in a natural way, by letting mφi (n) be
the number of integers GCMi relatively prime to n that are less than or equal to n.
Notice that this is very different from the function φi , which counts the number of
integers less than n that are i-relatively prime to n. The latter function only detects
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and responds to the presence of primes in the mosaic, whereas the former function
is sensitive to both the presence and configuration of the primes in the array. Thus,
23 is not 2-relatively prime to 32, but they are GCM2 relatively prime.

Unfortunately, the obvious generalization of the summation formula for φ does
not compute mφi and, worse still, mφi (n) is not an i-multiplicative function, as we
see in this final example:

mφ2(2)= 1, mφ2(3)= 2, mφ2(2 · 3) = 3 6= mφ2(2) · mφ2(3).

5. Conclusion

In conclusion, we have generalized several number theoretic functions in terms
of the levels of the mosaic and explored their properties, building on the work
of Mullin and Gillman. Further, we refined the notion of a divisor for mosaics
so that we could begin to look at a broader class of number theoretic functions
and to develop an arithmetic for mosaics. However, there are still significant open
problems, and the first among these is to look for ways to compute φi and mφi .

References

[Gillman 1990] R. A. Gillman, “Some new functions on the mosaic of n”, J. Natur. Sci. Math. 30:1
(1990), 47–56. MR 93a:11005 Zbl 0702.11004

[Gillman 1992] R. A. Gillman, “k-distributive functions on the mosaic of n”, J. Nat. Sci. Math. 32
(1992), 25–29. Zbl 0768.11003

[Mullin 1964] A. A. Mullin, “On a final multiplicative formulation of the fundamental theorem of
arithmetic”, Z. Math. Logik Grundlagen Math. 10 (1964), 159–161. MR 28 #3000 Zbl 0163.03904

[Mullin 1965] A. A. Mullin, “A contribution toward computable number theory”, Z. Math. Logik
Grundlagen Math. 11 (1965), 117–119. MR 33 #1276 Zbl 0254.10008

[Mullin 1967a] A. A. Mullin, “On Möbius’ function and related matters”, Amer. Math. Monthly 74
(1967), 1100–1102. MR 37 #143 Zbl 0155.08502

[Mullin 1967b] A. A. Mullin, “On new theorems for elementary number theory”, Notre Dame J.
Formal Logic 8 (1967), 353–356. MR 38 #4397 Zbl 0189.04206

Received: 2008-02-08 Accepted: 2008-07-20

kbildh01@saintmarys.edu Saint Mary’s College, Notre Dame, IN 46556, United States

jarederickson2012@u.northwestern.edu
School of Engineering and Applied Science,
Northwestern University, 2145 Sheridan Road Room C210,
Evanston, IL 60208, United States

cara.tacoma@trnty.edu Trinity Christian College, Palos Heights, IL 60463,
United States

rick.gillman@valpo.edu Valparaiso University, Valparaiso, IN 46383, United States

http://www.ams.org/mathscinet-getitem?mr=93a:11005
http://www.emis.de/cgi-bin/MATH-item?0702.11004
http://www.emis.de/cgi-bin/MATH-item?0768.11003
http://www.ams.org/mathscinet-getitem?mr=28:3000
http://www.emis.de/cgi-bin/MATH-item?0163.03904
http://www.ams.org/mathscinet-getitem?mr=33:1276
http://www.emis.de/cgi-bin/MATH-item?0254.10008
http://www.ams.org/mathscinet-getitem?mr=37:143
http://www.emis.de/cgi-bin/MATH-item?0155.08502
http://www.ams.org/mathscinet-getitem?mr=38:4397
http://www.emis.de/cgi-bin/MATH-item?0189.04206
mailto:kbildh01@saintmarys.edu
mailto:jarederickson2012@u.northwestern.edu
mailto:cara.tacoma@trnty.edu
mailto:rick.gillman@valpo.edu


INVOLVE 2:1(2009)

The most general planar transformations that map
parabolas into parabolas

Michael Bolt, Timothy Ferdinands and Landon Kavlie
(Communicated by Michael Dorff)

Consider the space of vertical parabolas in the plane interpreted generally to
include nonvertical lines. It is proved that an injective map from a closed region
bounded by one such parabola into the plane that maps vertical parabolas to
other vertical parabolas must be the composition of a Laguerre transformation
with a nonisotropic dilation. Here, a Laguerre transformation refers to a linear
fractional or antilinear fractional transformation of the underlying dual plane.

1. Introduction

A familiar result in complex analysis is that in the extended complex plane, Ĉ =

C ∪ {∞}, the Möbius transformations map circles and lines to other circles and
lines. In a beautiful paper from 1937, reprinted in [Blair 2000], Carathéodory
proved the following converse result.

Theorem 1 ([Carathéodory 1937]). Every arbitrary one-to-one correspondence
between the points of a circular disc C and a bounded point set C ′ by which circles
lying completely in C are transformed into circles lying in C ′ must always be either
a direct or inverse transformation of Möbius.

So not only are the circle preserving maps of Ĉ the Möbius transformations, but
even locally, these are the only transformations that can map circles to circles.

In this paper we consider the analogous problem for the extended dual plane,
D̂= D∪ L∞, where

D= {z = x + j y : x, y ∈ R, j2
= 0} and L∞ = {(α j)−1

: α ∈ R}.

Here, the linear fractional transformations are the Laguerre transformations. They
map vertical parabolas and nonvertical lines to other vertical parabolas and non-
vertical lines. We prove the following.

MSC2000: 51B15.
Keywords: dual number, Laguerre transformation, parabola.
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Theorem 2. Every injective map from a closed region bounded by a vertical para-
bola or nonvertical line that maps vertical parabolas and nonvertical lines to ver-
tical parabolas and nonvertical lines is the composition of a nonisotropic dilation
dλ : (x, y)→ (λx, λ2 y), 0 6= λ ∈ R, with a direct or indirect Laguerre transforma-
tion.

This theorem arose from work that two of the authors did to solve a Beckman–
Quarles-type theorem for the dual plane. In particular, they proved:

Theorem 3 ([Ferdinands and Kavlie 2009]). Suppose T is a bijective mapping on
the space of vertical parabolas so that for vertical parabolas A, B,

δ(A, B)= 1 if and only if δ(T (A), T (B))= 1.

Then T is induced by a Laguerre transformation of the dual plane.

Here, δ is the distance between (intersecting) parabolas and is measured as the
difference in slopes at their point of intersection. An important step in the proof of
this theorem uses a simpler version of Theorem 2 that has a very different proof.

We mention that planar Laguerre geometry often refers to a geometry of oriented
circles where distance is measured as the length of the common tangent. The
connection to dual numbers is made clear in Yaglom [1968]. We mention, too,
that the transformations we call Laguerre transformations can also be interpreted
as parabolic Möbius transformations. See, for instance, the recent survey by Kisil
[2007].

2. Geometry in the extended dual plane

Here we summarize the properties and geometry of the dual numbers. A compre-
hensive account is given by Yaglom [1968].

A dual number z ∈ D is a formal expression z = x + j y where x, y ∈ R and
j2
= 0. These numbers form a commutative algebra over R where addition and

multiplication are done in the obvious way. One identifies dual numbers with
points in the real plane via x + j y ∈ D ↔ (x, y) ∈ R2, just as in the case of
complex numbers. The coordinates of z = x + j y are the real part and dual part,
respectively. So x = Real (x + j y) and y = Dual (x + j y). Figure 1 illustrates the
geometry of the dual plane. In particular, addition in D is done by adding position
vectors. Multiplication is done by multiplying the real parts and adding the slopes
of the position vectors. Because of this, the modulus and argument of z are usually
defined by |z| def

= |x | and arg z def
= y/x .

The direct and indirect Laguerre transformations are the linear fractional and
antilinear fractional transformations,

µ(z)=
az+ b
cz+ d

and µ(z)=
az+ b
cz+ d

,
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z1

z2

z3=z1+z2

x

y

z1 z2

z3=z1*z2

m3=m1+m2

m1
m2

1 x3=x1*x2x1 x2
x

y

Figure 1. Addition and multiplication of dual numbers.

respectively, where a, b, c, d ∈ D and ad − bc = 1. The condition ad − bc = 1
acts as a normalization and has no effect on the transformation itself. It is just
necessary that Real (ad − bc) 6= 0, or else µ maps D̂ to a line or point.

The direct Laguerre transformations form a group that is isomorphic to SL2(D).
Similar to Möbius transformations, they are generated by the following types:

(i) [translation] : µ(z)= z+ b for b ∈ D;

(ii) [rotation and isotropic dilation] : µ(z)= az for a ∈ D, Real (a) 6= 0;

(iii) [inversion] : µ(z)= 1/z.

These transformations preserve angles (measured as differences in slope); the in-
direct Laguerre transformations reverse angles.

Both the direct and indirect transformations preserve the space of vertical para-
bolas and nonvertical lines. (By a vertical parabola we mean that the axis of sym-
metry is vertical. The vertical parabolas and nonvertical lines can be described
collectively as the graphs y = r x2

+ sx + t for r, s, t ∈ R.) This fact can be
verified for the direct transformations by considering the three kinds of motions
mentioned above. It then follows for indirect transformations, too, since obviously
the conjugation z→ z = x − j y preserves the space.

By using stereographic projection, the extended dual plane D̂=D∪ L∞ can be
viewed as an infinite cylinder as shown in Figure 2. (Laguerre transformations that
do not arise as translations or similarities correspond with affine symmetries of the
cylinder.) In this model, the set L∞ = {(α j)−1

: α ∈ R} corresponds with a line
of points at infinity. By using the transformation µ(z) = 1/z one can see that the
parabola y = r x2

+ sx+ t intersects L∞ at the point −1/(r j), where r, s, t ∈R. In
particular, nonvertical lines are the parabolas that intersect L∞ at 1/(0 j).

3. Proof of Theorem 2

The proof is modeled on Carathéodory’s [Blair 2000]. We begin with an injective
transformation T : D → D′ that maps vertical parabolas and nonvertical lines
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Figure 2. Representation of the dual plane on the Blaschke cylinder.

completely in D to other vertical parabolas and nonvertical lines in D′. Here,
D and D′ are regions in D̂ bounded by a single vertical parabola or nonvertical
line. By using a preliminary (direct or indirect) Laguerre transformation, we may
assume that D is the closed region bounded above by the parabola y = x2; that is,
D = {y ≤ x2

}.

3.1. Preliminary remark. Using injectivity, it follows that the number of inter-
section points of two parabolas contained completely in D is preserved by T . For
instance, if parabolas p0 and p1 intersect exactly once in D, and are therefore
tangent, then the parabolas T (p0) and T (p1) also intersect exactly once in D′,
and are therefore tangent. (If they intersected twice, then one intersection point
is the image of distinct points on p0 and p1.) Simply put, injectivity means that
intersection points of parabolas cannot be created or destroyed.

3.2. First normalization. By postcomposing T with a direct or indirect Laguerre
transformation, we may also assume:

(i) T (0)= 0,

(ii) T
(
(0 j)−1

)
= (0 j)−1,

(iii) T : {y = 0} → {y = 0},

(iv) T : {y = x2
} → {y = x2

}.

To see this, suppose that the original transformation is T0, and T0(0) = w0 and
T0
(
(0 j)−1

)
=w1. Ifµ1(w)= (w−w0)/(w−w1), then T1

def
=µ1◦T0 satisfies T1(0)=

0 and T1
(
(0 j)−1

)
= (0 j)−1. We must determine a further Laguerre transformation

µ2 so that T def
= µ2 ◦ T1 satisfies (i)–(iv).

Since T1((0 j)−1)= (0 j)−1, it already follows that T1 maps nonvertical lines to
nonvertical lines.
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p0'

p1'

x

y

p0'

p1'

x

y

Figure 3. Intermediate configurations during normalization:
cases (i) and (ii).

If p0 = {y = 0} and p1 = {y = x2
}, then in fact, T1 maps p0 to a nonvertical

line p′0 through the origin and p1 to a parabola p′1 tangent to p′0 at the origin.
See Figure 3 for the two possible cases. The set of Laguerre transformations that
preserve 0 and (0 j)−1 have the form µ2(z)= az or µ2(z)= az, where a ∈ D and
Real (a) 6= 0.

For case (i), we use a direct transformation µ2(z)=az where arg(a) is chosen so
that µ2(p′0)= {y = 0} and then |a| is chosen so that µ2(p′1)= {y = x2

}. For case
(ii), we use an indirect transformation µ2(z) = az where the initial conjugation
results in a configuration like case (i), and then a is chosen as just described. In
both cases, T def

= µ2 ◦ T1 satisfies (i)–(iv), and we have exhausted our supply of
Laguerre transformations.

3.3. Parallel lines. Recall that the nonvertical lines are exactly those parabolas
that intersect L∞ at the point (0 j)−1. After the first normalization, T preserves
(0 j)−1, so it follows that T maps nonvertical lines to other nonvertical lines. Since
T also preserves 0, it follows that T maps lines through the origin to other lines
through the origin. (We used this fact in the second step of the normalization in
Section 3.2.) Finally, parallel nonvertical lines intersect exactly once — the in-
tersection occurs at (0 j)−1. Since T preserves this point, and since T preserves
the number of intersection points among parabolas (Section 3.1), it follows that
T maps parallel nonvertical lines to other parallel nonvertical lines. As a special
case, T preserves {y = 0}, and so it also follows that T maps horizontal lines to
horizontal lines.

3.4. Inscribed and circumscribed parabolas for a special unbounded polygon. It
is a rather curious fact that the parabolas y= x2 and y= x2

−1/4 arise as inscribed
and circumscribed parabolas for a special unbounded polygon. The polygon is
constructed from the lines tangent to the parabola y = x2 at points that have inte-
ger valued coordinates. See Figure 4. Clearly, the parabola y = x2 inscribes the
polygon. To demonstrate that y= x2

−1/4 circumscribes the polygon, we show that
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y = x2
-1�4

y = x2

-2 -1 1 2
x

1

2

3

4

5

6

y

Figure 4. Inscribed and circumscribed parabolas for a special polygon.

the points of intersection of consecutive tangent lines to y= x2 lie on its graph. The
line tangent at (k, k2) has equation y = 2kx − k2. An easy calculation then shows
that the lines tangent at (k, k2) and (k+ 1, (k+ 1)2) intersect at (k+ 1/2, k2

+ k).
Another easy calculation shows this point lies on y = x2

− 1/4.

3.5. Second normalization. By further composing with a nonisotropic dilation
dλ : (x, y) → (λx, λ2 y), we assume T (1, 1) = (1, 1). This is possible for the
following reason. If after the first normalization the transformation is T0, then
T0(1, 1) = (ρ, ρ2) for 0 6= ρ ∈ R since T0 preserves {y = x2

}. If λ = ρ−1 then
T def
= dλ ◦ T0 preserves (1, 1). Furthermore, dλ preserves 0, (0 j)−1, {y = 0}, and
{y = x2

}. So T continues to satisfy conditions (i)–(iv) from Section 3.2.
Given that T maps horizontal lines to horizontal lines (Section 3.3) and now

T (1, 1)= (1, 1), it follows that T preserves {y= 1}. But T also preserves {y= x2
},

so it follows that T preserves both intersection points. In particular, T (−1, 1) =
(−1, 1).

Following the two normalizations (which identify the Laguerre transformation
and nonisotropic dilation) we mention that the proof of Theorem 2 will be complete
once we show that T is the identity transformation. We first prove that T reproduces
the configuration in Figure 4.

To do this, notice that y = x2 and y = x2
− 1/4 are tangent parabolas — they

intersect only at the point −(1 j)−1
∈ L∞. Since T preserves {y = x2

}, and since
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intersection points cannot be created or destroyed (Section 3.1), it follows that T
transforms the parabola y = x2

−1/4 to a parabola y = r x2
+ sx+ t for r, s, t ∈R

with s2
− 4(r − 1)t = 0. (This is the required condition for a single intersection

with y = x2.)
Next, T maps tangent parabolas to tangent parabolas (Section 3.1) and non-

vertical line segments to nonvertical line segments (Section 3.3). It also preserves
{y= x2

} as well as the points (−1, 1), (0, 0), and (1, 1). It follows that the parabola
y= r x2

+sx+t must contain the points of intersection of consecutive lines tangent
to y = x2 at (xk, x2

k ) for a sequence of real numbers

. . . , x−2, x−1 =−1, x0 = 0, x1 = 1, x2, . . . .

We will verify that together with the required condition for single intersection, this
demands r = 1, s = 0, t =−1/4, and xk = k for k ∈ Z.

Notice that the line tangent to y = x2 at (xk, x2
k ) has equation y = 2xk x − x2

k .
From this, one can check that the point of intersection of the lines tangent to y= x2

at (xk, x2
k ) and (xk+1, x2

k+1) is
(
(xk+ xk+1)/2, xk xk+1

)
. Setting k =−1 and k = 0,

this means the parabola y=r x2
+sx+t must contain points (−1/2, 0) and (1/2, 0).

Together with the condition s2
− 4(r − 1)t = 0, this requires r = 1, s = 0, and

t = −1/4. (The other possibility yields the parabola y = 0. This is ruled out by
injectivity.)

At this point it is established that the parabola y = x2
− 1/4 contains the inter-

section points
(
(xk+ xk+1)/2, xk xk+1

)
. After some algebra, this can be restated as

1 = (xk+1 − xk)
2. So the xk are evenly spaced with xk = k for k = −1, 0, 1. By

injectivity, it follows that xk = k for k ∈ Z.

3.6. Preservation of a dense subset of y = x2. It follows from Section 3.5 that
the normalized transformation T preserves the points

(k, k2) for k = 0,±1,±2,±3, . . . .

Here we show as well that T preserves all points on y = x2 whose coordinates are
dyadic rational, that is, the coordinates have the form k · 2−q for k, q ∈ Z.

To do this, we construct another polygon like the one in Section 3.4. In particu-
lar, for fixed q≥1, we draw lines tangent to y= x2 at the points (k 2−q , k2 2−2q) for
k= 0,±1,±2,±3, . . . . It is a simple matter to check that the points of intersection
of the consecutive tangent lines are

(
(2k+1)2−q−1, k(k+1)2−2q

)
, and the parabola

y = x2
− 2−2q−2 contains these intersection points. As in Section 3.5, T must

transform this configuration to one consisting of the parabola y = x2, lines tangent
to y = x2 at points (xk, x2

k ) for a sequence of real numbers

. . . , x−2, x−1, x0 = 0, x1, x2, . . . ,
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and a parabola y = r x2
+ sx + t that has a single intersection with y = x2. The

parabola y=r x2
+sx+t must also contain the intersection points of the consecutive

lines tangent to y = x2 at the (xk, x2
k ). Since T was normalized so that T (1, 1) =

(1, 1) and T (−1, 1) = (−1, 1), we know that x−2q = −1 and x2q = 1. The claim
will be proved if we show that r = 1, s= 0, t =−2−2q−2, and xk = k 2−q for k ∈Z.

As things are arranged, T (k 2−q , k2 2−2q) = (xk, x2
k ) for k ∈ Z. Since T maps

horizontal lines to horizontal lines, it follows that x2
k = x2

−k , and in particular,
x−k = −xk . This means that the target configuration must be symmetric with
respect to the y-axis. Therefore, s = 0. Already, the single intersection of y = x2

with y = r x2
+ sx+ t requires s2

−4(r−1)t = 0, so now r = 1 or t = 0. The case
t = 0 is ruled out else T transforms the parabola y = x2

− 2−2q−2 to a parabola
y = r x2 that intersects y = 0 exactly once (if r 6= 0) or else infinitely many times
(if r = 0).

We conclude that T transforms y = x2
− 2−2q−2 to a parabola y = x2

+ t for
some 0 6= t ∈ R. In fact, since T preserves {y = 0}, it must be that t < 0. (This
also uses Section 3.1.)

As in Section 3.5, the intersection points of the lines tangent to y= x2 at (xk, x2
k )

have the form
(
(xk + xk+1)/2, xk xk+1

)
and they lie on y = x2

+ t . It follows that
xk xk+1 = (xk + xk+1)

2/4+ t , or equivalently, t = −(xk+1 − xk)
2/4 for k ∈ Z. In

particular, the xk are evenly spaced. Since x0 = 0 and x2q = 1, it follows that the
distance from xk to xk+1 is 2−q , and therefore, xk = k 2−q for k ≥ 1. (This also
uses injectivity.) The same kind of argument applies for k ≤−1. Finally, one finds
easily that t =−(xk+1− xk)

2/4=−2−2q−2.

3.7. Preservation of a dense subset of y < x2. Guided by Carathéodory’s argu-
ment [Carathéodory 1937, page 576], we now show that T preserves a set of points
that is dense in y < x2. To do this, we take all lines that are tangent to the parabola
y= x2 at points whose coordinates are dyadic rational. By the previous subsection,
T preserves these points of tangency (Section 3.6) along with the parabola y = x2

(Section 3.2), so it also preserves the lines tangent to y= x2 at these points (Section
3.1, Section 3.3). It then follows that T preserves each point of intersection of these
tangent lines. These intersection points form a dense subset of y < x2.

The set includes, in particular, the points (−.5,−2), (0,−1), and (+.5,−2).
(They arise as the intersection points of the lines tangent at x =−2,−1,+1,+2.)
Since T preserves these points, and since T maps vertical parabolas and nonvertical
lines to vertical parabolas and nonvertical lines, it follows that T preserves the
unique vertical parabola containing these points. In particular, T preserves the
parabola y =−4x2

− 1.

3.8. Completion of the proof of Theorem 2. We next show that T preserves each
point of the parabola y = x2.
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Consider the alternative. Since T preserves {y = x2
}, the alternative is that

there is a (nondyadic) real number b and τ /∈ {0, 1} so that T (b, b2)= (τb, τ 2b2).
By once more replaying the arguments from Section 3.5–3.6, it would follow that
T (d ·b, d2

·b2)= (d ·τb, d2
·τ 2b2) for dyadic rational d . Moreover, T would map

the line tangent to y = x2 at x = d · b to the line tangent to y = x2 at x = d · τb.
Following the argument of Section 3.7, this determines how T would act on

the set of points that arise as the intersection points of lines tangent to y = x2 at
x = d · b for d dyadic rational. On this dense set of points, T (x, y)= (τ x, τ 2 y).

Consider now that d is a fixed (but arbitrary) dyadic rational number. The lines
tangent to y= x2 at x=d ·b and x=−2d ·b intersect at (−d ·b/2,−2d2

·b2), and the
lines tangent to y= x2 at x =−d ·b and x = 2d ·b intersect at (+d ·b/2,−2d2

·b2).
These points determine the horizontal line y = −2d2

· b2. As T maps horizontal
lines to horizontal lines (Section 3.3), and since the intersection points belong to
the set on which T (x, y)= (τ x, τ 2 y), it follows that T would map the horizontal
line y =−2d2

· b2 to the horizontal line y =−2d2
· τ 2b2.

Here lies the contradiction. If τ 2 < 1, choose a dyadic d so that

(2b2)−1 < d2 < (2b2τ 2)−1.

Then the parabola y=−4x2
−1 intersects the line y=−2d2

·b2 twice, but after the
action of T , the parabola y =−4x2

−1 does not intersect the line y =−2d2
·τ 2b2.

This violates Section 3.1.
Similarly, if τ 2 > 1, choose a dyadic d so that (2b2τ 2)−1 < d2 < (2b2)−1. Then

the parabola y =−4x2
− 1 does not intersect the line y =−2d2

· b2, but after the
action of T , the parabola y =−4x2

−1 intersects the line y =−2d2
· τ 2b2. Again

this violates Section 3.1.
There is the remaining case τ =−1. For this we identify an asymmetric parabola

preserved by T . For instance, the lines tangent to y = x2 at x = 0, 0.5, 2, 2.5, 4
determine intersection points (1, 0), (2, 0), and (1.5, 1.25). These points determine
the parabola y=−5x2

+15x−10 that is preserved by T . Next, we choose a dyadic
d so that |4bd−5|<5/

√
3. This condition guarantees that the line tangent to y= x2

at x = d ·b does not intersect y=−5x2
+15x−10, but the line tangent at x =−d ·b

does intersect y = −5x2
+ 15x − 10. Under the action of T , the tangent line at

x = d ·b would be mapped to the tangent line at x =−d ·b, creating an intersection
with y =−5x2

+ 15x − 10. Again the contradiction.
We conclude that T preserves each point of y = x2, and it follows from the

argument in Section 3.7 that T preserves all points below y = x2, since each such
point can be expressed as the intersection of lines tangent to y = x2. That is, T
acts identically on y ≤ x2, and following the remark in Section 3.5, this completes
the proof of Theorem 2.
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Equidissections of kite-shaped quadrilaterals
Charles H. Jepsen, Trevor Sedberry and Rolf Hoyer

(Communicated by Kenneth S. Berenhaut)

Let Q(a) be the convex kite-shaped quadrilateral with vertices (0, 0), (1, 0),
(0, 1), and (a, a), where a > 1/2. We wish to dissect Q(a) into triangles of
equal areas. What numbers of triangles are possible? Since Q(a) is symmetric
about the line y = x , Q(a) admits such a dissection into any even number
of triangles. In this article, we prove four results describing Q(a) that can be
dissected into certain odd numbers of triangles.

1. Introduction

We wish to dissect a convex polygon K into triangles of equal areas. A dissection
of K into m triangles of equal areas is called an m-equidissection. The spectrum
of K , denoted S(K ), is the set of integers m for which K has an m-equidissection.
Note that if m is in S(K ), then so is km for all k > 0. If S(K ) consists of precisely
the positive multiples of m, we write S(K )= 〈m〉 and call S(K ) principal.

Quite a bit is known about the spectrum of the trapezoid T (a) with vertices
(0, 0), (1, 0), (0, 1), and (a, 1) for a> 0. For example, if a is rational with a= r/s,
where r and s are relatively prime positive integers, then S(T (a)) = 〈r + s〉; if a
is transcendental, then S(T (a)) is the empty set. See [Kasimatis and Stein 1990]
or [Stein and Szabó 1994]. In addition, S(T (a)) is known for many irrational
algebraic numbers a, particularly a satisfying a quadratic polynomial. See [Jepsen
1996; Jepsen and Monsky 2008; Monsky 1996]. For instance, if a= (2r−1)+r

√
3

where r is an integer ≥ 8, then S(T (a))= {4r, 5r, 6r, . . . }.
Less is known about the spectrum of the kite-shaped quadrilateral Q(a) with

vertices (0, 0), (1, 0), (0, 1), (a, a) for a> 1/2. Here certainly S(Q(a)) contains 2
and hence all even positive integers. If a = 1, then Q(a) is a square, and in this
case S(Q(a)) = 〈2〉. See [Monsky 1970].) For other values of a, the question is,
What odd numbers, if any, are in S(Q(a))? In Section 2, we prove four theorems
that answer this question for certain a. In Section 3, we pose some questions that
remain open.

MSC2000: 52B45.
Keywords: equidissection, spectrum.
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2. Main results

As in the introduction, Q(a) denotes the quadrilateral with vertices (0, 0), (1, 0),
(0, 1), and (a, a) for a > 1/2. The following two results about Q(a) are shown in
[Kasimatis and Stein 1990, pages 290 and 291]:

(i) Let φ2 be an extension to R of the 2-adic valuation on Q. (See [Stein and Szabó
1994] for a discussion of valuations.) If φ2(a) >−1, then S(Q(a))= 〈2〉. In
particular, if a is transcendental, then S(Q(a))= 〈2〉.

(ii) Let a > 1/2 be a rational number such that φ2(a) ≤−1. That is, a = r/(2s),
where r and s are relatively prime positive integers, r is odd, and r > s. Then
S(Q(a)) contains all odd integers of the form r + 2sk for k ≥ 0.

[Kasimatis and Stein 1990] and [Stein and Szabó 1994] raise two questions:

• Are there rational numbers a with φ2(a) ≤ −1 for which S(Q(a)) contains
odd numbers less than r?

• Are there irrational algebraic numbers a with φ2(a)≤−1 for which S(Q(a))
contains odd numbers? In particular, does S(Q(

√
3/2)) contain odd numbers?

We answer these questions in the affirmative. First we present a slight strength-
ening of statement (ii) above.

Theorem 1. Let a = r/(2s), where r and s are relatively prime positive integers, r
is odd, and r > s. Then S(Q(a)) contains all integers of the form r +2k for k ≥ 0.

Proof. Partition Q(a) into three triangles as in Figure 1, left. We want to find
nonnegative integers t1, t2, t3 so that the areas A1, A2, A3 of the three triangles
satisfy

A1t = at1, A2t = at2, A3t = at3, (1)

Figure 1
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where t = t1+ t2+ t3. (Note that the area of Q(a) is a.) Then Q(a) can be further
dissected into t triangles each of area a/t . Here A1 =

1
2 b, A2 =

1
2a(1− b), and

A3 =
1
2(a+ ab− b). For k ≥ 0, choose t1 = s, t2 = k, t3 = r − s + k, and

b = r/(r + 2k). Then t = r + 2k, b = r/t , and equations (1) are satisfied. Thus
r + 2k ∈ S(Q(a)). �

Theorem 2. Let a be as in Theorem 1, and suppose r is not a prime number. Then
S(Q(a)) contains odd numbers less than r.

Proof. We know that S(Q(a))= S(Q(a/(2a−1))) for any a [Kasimatis and Stein
1990, pages 284 and 285]. If a = r/(2s), then a/(2a − 1) = r/((2(r − s)). So
replacing s by r− s if necessary, we may assume s is odd. Partition Q(a) into five
triangles as shown in Figure 1, right. We want the areas A1, A2, A3, A4, A5 of the
triangles to satisfy

A1t = at1, A2t = at2, A3t = at3, A4t = at4, A5t = at5, (2)

where t = t1+ t2+ t3+ t4+ t5. In this case, A1 =
1
2 bd , A2 =

1
2a(1−b), A5 =

1
2 c,

A4 =
1
2(c(a− 1)− a(d− 1)), and A3 =

1
2(d(a− b)− a(c− b)). Since r is an odd

composite number, we can write r = r1r2, where 3≤ r1 ≤ r2.

Case (i): s > r2. Choose t1= 1, t2= 1
2(s−r1), t3= 1

2(r1+r2)−1, t4= 1
2(s−r2),

t5= 0, b= r1/s, c= 0, and d = r2/s. Then t = s, and we check that equations (2)
are satisfied. Then s ∈ S(Q(a)) and s < r .

Case (ii): s<r2. Choose t1= 1
2(r1−1), t2= 1

2(r1r2−r1−2s), t3= 1
2(r2+1), t4=0,

and t5 = 1
2(r − r2− 2s). The assumption on s implies that the ti are nonnegative,

and their sum t is r − 2s. Now let b = (t − 2t2)/t = r1/t , c = (2at5)/t , and
d= (2at1)/(bt)= (2at1)/r1. Then s= t t1−r1t5, and again we check that equations
(2) are satisfied. Thus r − 2s ∈ S(Q(a)) and r − 2s < r . �

Theorem 3. Let a =
√

3/2. Then 21 is in S(Q(a)).

Proof. Partition Q(a) into five triangles shown in Figure 2, left. The areas of the
five triangles are in the proportion

3
14
√

3
:

3
14
√

3
:

1
14
√

3
:

7
14
√

3
:

7
14
√

3

or 3 : 3 : 1 : 7 : 7. Hence we can further dissect Q(a) into t = 3+3+1+7+7= 21
triangles each of area 1/(14

√
3)= (1/21)(

√
3/2). �

There are infinitely many radicals besides
√

3/2 that have odd numbers in their
spectra. For example, the next theorem says 11∈ S(Q(

√
5/4)), 15∈ S(Q(

√
21/4),

17 ∈ S(Q(
√

33/4), 21 ∈ S(Q(
√

65/4), and so forth.

Theorem 4. For k ≥ 1, let a =
√
(2k+ 1)(2k+ 3)/(4

√
3). Then 2k + 9 lies in

S(Q(a)).
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Figure 2

Proof. Partition Q(a) into five triangles as shown in Figure 2, right. As before, we
want the areas Ai of the triangles to satisfy equations (2) above. Here A1 =

1
2 b,

A3 =
1
2(c− b)d , A5 =

1
2a(1− c),

A2 =
1
2

(d−1
a−1

)
(a+ ab− b), and A4 =

1
2

(a−d
a−1

)
(a+ ac− c).

Choose t1= t2= t3= 2, t5= 3, and t4= 2k, so t = 2k+9 and 48a2
= (t−8)(t−6).

Now let b = (4a)/t , c = (t − 6)/t , and d = (4a)/(t − 6− 4a). We show once
again that equations (2) are satisfied. Thus 2k+ 9 ∈ S(Q(a)). �

3. Open questions

While we have answered a few questions about odd numbers in S(Q(a)), many
others remain:

(i) Is the converse of Theorem 2 true? That is, if a is as in Theorem 1 and r is a
prime number, is r the smallest odd number in S(Q(a))?

(ii) Let a be as in Theorem 2. What is the smallest odd number in S(Q(a))? What
are all the odd numbers in S(Q(a))?

(iii) Let a be an irrational algebraic number with φ2(a) ≤ −1. Does S(Q(a))
always contain odd numbers?

(iv) Let a be arbitrary, and let m be an odd number. If m is in S(Q(a)), is m+ 2
in S(Q(a))? (This is the same as, Is S(Q(a)) closed under addition?)
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For a connected graph G of order n, the detour distance D(u, v) between two
vertices u and v in G is the length of a longest u− v path in G. A Hamiltonian
labeling of G is a function c : V (G)→ N such that |c(u)− c(v)| + D(u, v)≥ n
for every two distinct vertices u and v of G. The value hn(c) of a Hamiltonian
labeling c of G is the maximum label (functional value) assigned to a vertex of
G by c; while the Hamiltonian labeling number hn(G) of G is the minimum
value of Hamiltonian labelings of G. Hamiltonian labeling numbers of some
well-known classes of graphs are determined. Sharp upper and lower bounds
are established for the Hamiltonian labeling number of a connected graph. The
corona cor(F) of a graph F is the graph obtained from F by adding exactly one
pendant edge at each vertex of F . For each integer k ≥ 3, let Hk be the set of
connected graphs G for which there exists a Hamiltonian graph H of order k
such that H ⊂ G ⊆ cor(H). It is shown that 2k − 1 ≤ hn(G) ≤ k(2k − 1) for
each G ∈Hk and that both bounds are sharp.

1. Introduction

The distance d(u, v) between two vertices u and v in a connected graph G is the
length of a shortest path between these two vertices. The eccentricity e(v) of a
vertex v in G is the maximum distance from v to a vertex of G. The radius rad(G)
of G is the minimum eccentricity among the vertices of G, while the diameter
diam(G) of G is the maximum eccentricity among the vertices of G. A vertex v
with e(v) = rad(G) is called a central vertex of G. If d(u, v) = diam(G), then u
and v are antipodal vertices of G.

For a connected graph G with diameter d , an antipodal coloring of a connected
graph G is defined in [Chartrand et al. 2002a] as an assignment c : V (G)→ N of
colors to the vertices of G such that

|c(u)− c(v)| + d(u, v)≥ d,
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for every two distinct vertices u and v of G. In the case of paths of order n ≥ 2,
this gives

|c(u)− c(v)| + d(u, v)≥ n− 1.

Antipodal colorings of paths gave rise to the more general Hamiltonian colorings
of graphs defined in terms of another distance parameter.

The detour distance D(u, v) between two vertices u and v in a connected graph
G is the length of a longest path between these two vertices. A u−v path of length
D(u, v) is a u− v detour. Thus if G is a connected graph of order n, then

d(u, v)≤ D(u, v)≤ n− 1,

for every two vertices u and v in G, and

D(u, v)= n− 1,

if and only if G contains a Hamiltonian u−v path. Furthermore d(u, v)= D(u, v)
for every two vertices u and v in G if and only if G is a tree. As with standard
distance, the detour distance is a metric on the vertex set of a connected graph.

A Hamiltonian coloring of a connected graph G of order n is a coloring

c : V (G)→ N

of G such that
|c(u)− c(v)| + D(u, v)≥ n− 1,

for every two distinct vertices u and v of G. Consequently, if u and v are distinct
vertices such that |c(u)− c(v)| = k for some Hamiltonian coloring c of G, then
there is a u − v path in G missing at most k vertices of G. The value hc(c) of
a Hamiltonian coloring c of G is the maximum color assigned to a vertex of G.
The Hamiltonian chromatic number of G is the minimum value of Hamiltonian
colorings of G. Hamiltonian colorings of graphs have been studied in [Chartrand
et al. 2002b; 2005a; 2005b; Nebeský 2003; 2006].

For a connected graph G with diameter d, a radio labeling of G is defined in
[Chartrand et al. 2001] as an assignment c : V (G)→N of labels to the vertices of
G such that

|c(u)− c(v)| + d(u, v)≥ d + 1,

for every two distinct vertices u and v of G. Thus for a radio labeling of a graph,
colors assigned to adjacent vertices of G must differ by at least d , colors assigned
to two vertices at distance 2 must differ by at least d − 1, and so on, up to two
vertices at distance d (that is, antipodal vertices), whose colors are only required
to differ. The value rn(c) of a radio labeling c of G is the maximum color assigned
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to a vertex of G. The radio number of G is the minimum value of a radio labeling
of G. In the case of paths of order n ≥ 2, this gives

|c(u)− c(v)| + d(u, v)≥ n.

In a similar manner, radio labelings of paths and detour distance in graphs give rise
to a related labeling, which we introduce in this work.

A Hamiltonian labeling of a connected graph G of order n is an assignment
c : V (G)→ N of labels to the vertices of G such that

|c(u)− c(v)| + D(u, v)≥ n,

for every two distinct vertices u and v of G. Therefore, in a Hamiltonian labeling
of G, every two vertices are assigned distinct labels and two vertices u and v can
be assigned consecutive labels in G only if G contains a Hamiltonian u− v path.
We can assume that every Hamiltonian labeling of a graph uses the integer 1 as one
of its labels. The value hn(c) of a Hamiltonian labeling c of G is the maximum
label assigned to a vertex of G by c, that is, hn(c) = max{c(v) : v ∈ V (G)}. The
Hamiltonian labeling number hn(G) of G is the minimum value of Hamiltonian
labelings of G, that is, hn(G)=min{hn(c)}, where the minimum is taken over all
Hamiltonian labelings c of G. A Hamiltonian labeling c of G with value hn(c)=
hn(G) is called a minimum Hamiltonian labeling of G. Therefore,

hn(G)≥ n. (1)

for every connected graph G of order n.
To illustrate these concepts, we consider the Petersen graph P . It is known

that χ(P) = hc(P) = 3. In fact, it is observed in [Chartrand et al. 2005a] that
every proper coloring of P is also a Hamiltonian coloring. On the other hand,
since the order of P is 10, it follows that hn(P)≥ 10. Observe that D(u, v)= 8 if
uv ∈ E(G) and D(u, v)= 9 if uv /∈ E(G). Thus if c is a Hamiltonian labeling of P ,
then |c(u)−c(v)| ≥ 2 if uv ∈ E(G) and |c(u)−c(v)| ≥ 1 if uv /∈ E(G). Therefore,
the labeling shown in Figure 1 is a Hamiltonian labeling and so hn(P)= 10.

2. Bounds for Hamiltonian labeling numbers of graphs

It is convenient to introduce some notation. For a Hamiltonian labeling c of a graph
G, an ordering u1, u2, . . . , un of the vertices of G is called the c-ordering of G if

1= c(u1) < c(u2) < . . . < c(un)= hn(c).

We refer to [Chartrand and Zhang 2008] for graph theory notation and terminol-
ogy not described in this paper. In order to establish a relationship between the
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Figure 1. A Hamiltonian labeling of the Petersen graph.

Hamiltonian chromatic number and Hamiltonian labeling number of a connected
graph, we first present a lemma.

Lemma 2.1. Every connected graph of order n ≥ 3 with Hamiltonian labeling
number n is 2-connected.

Proof. Assume, to the contrary, that there exists a connected graph G of order n≥3
with hn(G) = n such that G is not 2-connected. Then G contains a cut-vertex v.
Let c be a minimum Hamiltonian labeling of G and let v1, v2, . . . , vn be the c-
ordering of the vertices of G, where then 1 = c(v1) < c(v2) < . . . < c(vn) = n.
Thus c(vi ) = i for 1 ≤ i ≤ n. Let u ∈ V (G) such that u and v are consecutive in
the c-ordering. Thus {u, v} = {v j , v j+1} for some integer j with 1 ≤ j ≤ n − 1.
Hence D(v j , v j+1)≤ n− 2. However then,

|c(v j )− c(v j+1)| + D(v j , v j+1)≤ n− 1,

which contradicts the fact that c is a Hamiltonian labeling of G. �

The corollary below now follows immediately.

Corollary 2.2. No connected graph of order n ≥ 3 with Hamiltonian labeling
number n contains a bridge.

While hc(K1)= hn(K1)= 1 and hc(K2)= 1 and hn(K2)= 2, hc(G) and hn(G)
must differ by at least 2 for every connected graph G of order 3 or more. In fact,
the following result provides upper and lower bounds for the Hamiltonian labeling
number of a connected graph in terms of its order and Hamiltonian chromatic
number.

Theorem 2.3. For every connected graph G of order n ≥ 3,

hc(G)+ 2≤ hn(G)≤ hc(G)+ (n− 1).



HAMILTONIAN LABELINGS OF GRAPHS 99

Proof. We first show that hn(G) ≥ hc(G)+ 2. Let c be a minimum Hamiltonian
labeling of G and let v1, v2, . . . , vn be the c-ordering of the vertices of G, where
then 1= c(v1) < c(v2) < . . . < c(vn)= hn(c). Define a coloring c∗ of G by

c∗(vi )=


1 if i = 1,
c(vi )− 1 if 2≤ i ≤ n− 1,
c(vi )− 2 if i = n.

We show that c∗ is a Hamiltonian coloring of G. Let vi , v j ∈ V (G), where

1≤ i < j ≤ n.

We consider two cases.
Case 1. i = 1. Suppose first that 2≤ j ≤ n− 2. Then

|c∗(v j )− c∗(v1)| + D(v j , v1)= c(v j )− c(v1)− 1+ D(v j , v1)≥ n− 1.

Next suppose that j = n. Then

|c∗(vn)− c∗(v1)| + D(vn, v1)= c(vn)− c(v1)− 2+ D(vn, v1)

= c(vn)− 3+ D(vn, v1).

If c(vn)≥ n+1, then c(vn)−3+D(vn, v1)≥ n−1. If c(vn)= n, then v1vn is not a
bridge by Corollary 2.2 and so D(vn, v1)≥ 2. Thus c(vn)−3+D(vn, v1)≥ n−1.

Case 2. i ≥ 2. In this case,

|c∗(v j )−c∗(vi )|+D(v j , vi )=

{
c(v j )−c(vi )+D(v j , vi ), if j ≤ n−1,
c(v j )−c(vi )−1+D(v j , vi ), if j = n,

(2)

which is greater than or equal to c(v j )− c(vi )−1+ D(v j , vi )≥ n−1. Thus c∗ is
a Hamiltonian coloring of G, as claimed. Therefore,

hc(G)≤ hc(c∗)= hn(c)− 2= hn(G)− 2,

and so hn(G)≥ hc(G)+ 2.
Next, we show that hn(G)≤ hc(G)+ (n−1). Let c′ be a Hamiltonian coloring

of G such that hc(c′)= hc(G). We may assume that V (G)= {v1, v2, . . . , vn} such
that

1= c′(v1)≤ c′(v2)≤ . . .≤ c′(vn)= hc(c′).

Define a labeling c′′ of G by c′′(vi )= c′(vi )+ (i − 1) for 1≤ i ≤ n. Let v j and vk

be two distinct vertices of G. Then

|c′′(v j )− c′′(vk)| + D(v j , vk)= |c′(v j )− c′(vk)| + | j − k| + D(v j , vk)

≥ (n− 1)+ | j − k| ≥ n,
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and so c′′ is a Hamiltonian labeling of G. Since hn(c′′)= hc(c)+(n−1), it follows
that hn(G)≤ hc(G)+ (n− 1). �

While the upper and lower bounds in Theorem 2.3 are sharp (as we will see
later), both inequalities in Theorem 2.3 can be strict. For example, consider the
Petersen graph P of order n = 10 and hn(P)= 10. Thus

5= hc(P)+ 2< hn(P) < hc(P)+ (n− 1)= 12.

In fact, more can be said. The following result was established in [Chartrand et al.
2005a].

Theorem 2.4 [Chartrand et al. 2005a]. If G is a Hamiltonian graph of order n≥ 3,
then hc(G)≤ n−2. Furthermore, for each pair k, n of integers with 1≤ k ≤ n−2,
there is a Hamiltonian graph of order n with Hamiltonian chromatic number k.

On the other hand, every Hamiltonian graph of order n has Hamiltonian labeling
number n, as we show next.

Proposition 2.5. If G is a Hamiltonian graph of order n ≥ 3, then hn(G)= n.

Proof. Let C : v1, v2, . . . , vn+1 = v1 be a Hamiltonian cycle of G. Define
the labeling c of G by c(vi ) = i for 1 ≤ i ≤ n. Let i, j be two integers with
1 ≤ i < j ≤ n. If j − i ≤ n/2, then D(vi , v j ) ≥ n− ( j − i); while if j − i > n/2,
then D(vi , v j )≥ j − i . In either case, |c(vi )− c(v j )|+ D(vi , v j )≥ n. Thus c is a
Hamiltonian labeling and so hn(G)= n by Equation (1). �

The converse of Proposition 2.5 is not true. For example, it is well known that
the Petersen graph P is a nonHamiltonian graph of order 10 but hn(P) = 10.
Whether there exists a connected graph G of order n ≥ 3 with hn(G) = n that is
neither a Hamiltonian graph nor the Petersen graph is not known. The following
realization result is a consequence of Theorem 2.4 and Proposition 2.5.

Corollary 2.6. For each pair k, n of integers with 2 ≤ k ≤ n − 1, there exists a
Hamiltonian graph G of order n such that hn(G)= hc(G)+ k.

In the remainder of this section, we consider the complete bipartite graphs Kr,s

of order n = r + s ≥ 3, where 1 ≤ r ≤ s. The Hamiltonian chromatic number of
a complete bipartite graph has been determined in [Chartrand et al. 2005a]. For
positive integers r and s with r ≤ s and r + s ≥ 3,

hc(Kr,s)=


r if r = s,

(s− 1)2+ 1 if 1= r < s,
(s− 1)2− (r − 1)2 if 2≤ r < s.

(3)

If r ≥ 2, then Kr,r is Hamiltonian and so hn(Kr,r ) = n = 2r by Proposition 2.5.
Thus, we may assume that r < s, beginning with r = 1.



HAMILTONIAN LABELINGS OF GRAPHS 101

Theorem 2.7. For each integer n ≥ 3,

hn(K1,n−1)= n+ (n− 2)2.

Proof. Let G = K1,n−1 with vertex set {v, v1, v2, . . . , vn−1}, where v is the central
vertex of G. By Equation (3) and Theorem 2.3, it suffices to show that

hn(G)≥ n+ (n− 2)2.

Let c be a minimum Hamiltonian labeling of G. Since no two vertices of G can
be labeled the same, we may assume that

c(v1) < c(v2) < . . . < c(vn−1).

We consider three cases.
Case 1. c(v)= 1. Since D(v1, v)= 1 and D(vi , vi+1)= 2 for 1 ≤ i ≤ n− 2, it

follows that c(v1)≥ n and

c(vi+1)≥ c(vi )+ (n− 2)≥ c(v1)+ i(n− 2)≥ n+ i(n− 2)

for all 1≤ i ≤ n− 2. This implies that

c(vn−1)≥ n+ (n− 2)(n− 2)= n+ (n− 2)2.

Therefore, hn(G)= hn(c)≥ n+ (n− 2)2.
Case 2. c(v)= hn(c). Then 1= c(v1) < c(v2) < . . . < c(vn−1) < c(v). For each

i with 2≤ i ≤ n− 1, it follows that

c(vi )≥ c(v1)+ (i − 1)(n− 2)= 1+ (i − 1)(n− 2).

In particular, c(vn−1)≥ 1+ (n− 2)2. Thus

c(v)≥ c(vn−1)+ n− 1= n+ (n− 2)2.

Therefore, hn(G)= hn(c)≥ n+ (n− 2)2.
Case 3. c(v j ) < c(v) < c(v j+1) for some j with 1≤ j ≤ n− 2. Thus

c(v j )≥ 1+ ( j − 1)(n− 2),

c(v)≥ c(v j )+ n− 1≥ n+ ( j − 1)(n− 2),

c(v j+1)≥ c(v)+ n− 1≥ 2n− 1+ ( j − 1)(n− 2).

This implies that

c(vn−1) ≥ (n− j − 2)(n− 2)+ c(v j+1)

≥ (n− j − 2)(n− 2)+ (2n− 1)+ ( j − 1)(n− 2)

= 2n− 1+ (n− 3)(n− 2)= n+ 1+ (n− 2)2 > n+ (n− 2)2.

In each case, we have hn(G)≥ n+ (n− 2)2. �
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We now consider Kr,s , where 2 ≤ r < s, with partite sets V1 and V2 such that
|V1| = r and |V2| = s. Then

D(u, v)=


2r − 2= n− s+ r − 2 if u, v ∈ V1,

2r − 1= n− s+ r − 1 if uv ∈ E(Kr,s),

2r = n− s+ r if u, v ∈ V2.

Consequently, if c is a Hamiltonian labeling of Kr,s (r < s), then

|c(u)− c(v)| ≥


s− r + 2 if u, v ∈ V1,

s− r + 1 if uv ∈ E(Kr,s),

s− r if u, v ∈ V2.

Theorem 2.8. For integers r and s with 2≤ r < s,

hn(Kr,s)= (s− 1)2− (r − 1)2+ s+ r − 1.

Proof. By Equation (3) and Theorem 2.3, it suffices to show that

hn(Kr,s)≥ (s− 1)2− (r − 1)2+ s+ r − 1.

Let V1 = {u1, u2, . . . , ur } and V2 = {v1, v2, . . . , vs} be the partite sets of Kr,s , and
let c be a Hamiltonian labeling of Kr,s and let w1, w2, . . . , wr+s be the c-ordering
of the vertices of Kr,s . We define a V1-block of Kr,s to be a set

A = {wα, wα+1, . . . , wβ},

where 1≤ α ≤ β ≤ r + s, such that A⊆ V1, wα−1 ∈ V2 if α > 1, and wβ+1 ∈ V2 if
β < r + s. A V2-block of Kr,s is defined similarly. Let

A1, A2, . . . , Ap (p ≥ 1)

be the distinct V1-blocks of Kr,s such that if

w′ ∈ Ai , w′′ ∈ A j ,

where 1≤ i < j ≤ p, then c(w′) < c(w′′). If p ≥ 2, then Kr,s contains V2-blocks
B1, B2, . . . , Bp−1 such that for each integer i (1 ≤ i ≤ p − 1) and for w′ ∈ Ai ,
w ∈ Bi , w′′ ∈ Ai+1, it follows that

c(w′) < c(w) < c(w′′).

The graph Kr,s may contain up to two additional V2-blocks, namely B0 and Bp

such that if y ∈ B0 and y′ ∈ A1, then c(y) < c(y′); while if z ∈ Ap and z′ ∈ Bp,
then c(z) < c(z′). If p = 1, then at least one of B0 and B1 must exist. Hence Kr,s

contains p V1-blocks and p− 1+ t V2-blocks, where t ∈ {0, 1, 2}. Consequently,
there are exactly

(a) r − p distinct pairs {wi , wi+1} of vertices, both of which belong to V1;
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(b) 2p− 2+ t distinct pairs {wi , wi+1} of vertices, exactly one of which belongs
to V1;

(c) s − (p− 1+ t) distinct pairs {wi , wi+1} of vertices, both of which belong to
V2.

Since (1) the colors of every two vertices wi and wi+1, both of which belong
to V1, must differ by at least s− r + 2, (2) the colors of every two vertices wi and
wi+1, exactly one of which belongs to V1, must differ by at least s − r + 1, and
(3) the colors of every two vertices wi and wi+1, both of which belong to V2, must
differ by at least s− r , it follows that

c(wr+s)≥ 1+(r−p)(s−r+2)+(2p−2+t)(s−r+1)+(s−(p−1+t))(s−r)

= (s−1)2−(r−1)2+s+r−1+t.
(4)

Since hn(Kr,s)≤ (s−1)2− (r−1)2+ s+r−1 and t ≥ 0, it follows that t = 0 and
that hn(Kr,s)= (s− 1)2− (r − 1)2+ s+ r − 1. �

Combining Proposition 2.5 and Theorems 2.7 and 2.8, we obtain the following.

Corollary 2.9. For integers r and s with 1≤ r ≤ s,

hn(Kr,s)=


r + s if r = s,
(s− 1)2+ s+ 1 if r = 1 and s ≥ 2,
(s− 1)2− (r − 1)2+ r + s− 1 if 2≤ r < s.

3. Hamiltonian labeling numbers of subgraphs of coronas of Hamiltonian
graphs

A common question in graph theory concerns how the value of a parameter is
affected by making a small change in the graph. If G is a Hamiltonian graph
and u and v are two nonadjacent vertices of G, then G + uv is also Hamiltonian
and so hn(G) = hn(G + uv). On the other hand, if we add a pendant edge to a
Hamiltonian graph G producing a nonHamiltonian graph H , then the Hamiltonian
labeling number of H can be significantly larger than that of G, as we show in this
section. We begin with those graphs obtained from a cycle or a complete graph by
adding a single pendant edge.

Theorem 3.1. If G is the graph of order n ≥ 5 obtained from Cn−1 by adding a
pendant edge, then hn(G)= 2n− 2.

Proof. Let C : v1, v2, . . . , vn−1, v1 and let vn−1vn be the pendant edge of G. We
first show that hn(G)≤ 2n− 2. Define a labeling c0 of G by

c0(vi )=

{
2i if 1≤ i ≤ n− 1,

1 if i = n.
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We show that c0 is a Hamiltonian labeling. First let

vi , v j ∈ V (C),

where 1≤ i < j ≤ n− 1. If j − i ≥ n−1
2 , then D(vi , v j )= j − i and so

|c0(vi )− c0(v j )| + D(vi , v j )= |2i − 2 j | + ( j − i)= 3( j − i)

≥ 3
(n− 1

2

)
=

3n
2
−

3
2
≥ n,

since n ≥ 3. If j − i ≤ n−1
2 , then D(vi , v j )= (n− 1)− ( j − i) and so

|c0(vi )− c0(v j )| + D(vi , v j )= 2( j − i)+ [(n− 1)− ( j − i)]

= n− 1+ ( j − i)≥ n.

Next, we consider each pair vi , vn where 1 ≤ i ≤ n − 1. Since D(vi , vn) ≥ n − i
and |c0(vi )− c0(vn)| ≥ 2i − 1, it follows that

|c0(vi )− c0(vn)| + D(vi , vn)≥ n+ i − 1≥ n.

Therefore, c0 is a Hamiltonian labeling, as claimed.
Next, we show that hn(G)≥ 2n−2. Let c be a minimum Hamiltonian labeling

of G. First, we make some observations.

(a) For each pair i, j with 1 ≤ i 6= j ≤ n− 1, D(vi , v j ) ≤ n− 2 and so |c(vi )−

c(v j )| ≥ 2.

(b) For each i with i ∈ {1, n− 2}, D(vn, vi )= n− 1 and so |c(vn)− c(vi )| ≥ 1.

(c) For each i with 1 ≤ i ≤ n − 1 and i /∈ {1, n − 2}, D(vn, vi ) ≤ n − 2 and so
|c(vn)− c(vi )| ≥ 2.

Let u1, u2, . . . , un be the c-ordering of the vertices of G and let

X = {c(ui+1)− c(ui ) : 1≤ i ≤ n− 1}.

By observations (a)–(c), at most two terms in X are 1. If at most one term in X
is 1, then hn(c) = c(un) ≥ 1+ 1+ 2(n − 2) = 2n − 2. If at least one term in X
is 3 or more, then hn(c) = c(un) ≥ 1+ 1+ 1+ 3+ 2(n − 4) = 2n − 2. Thus we
may assume that exactly two terms in X are 1 and the remaining terms in X are 2.
Then vn = ui for some i with 2 ≤ i ≤ n− 1 and {v1, vn−2} = {ui−1, ui+1}, where
c(ui )−c(ui−1)= c(ui+1)−c(ui )= 1. This implies that vn−1= u j for some j with
1 ≤ j ≤ n and j 6= i . If 2 ≤ j ≤ n− 1, then {u j−1, u j+1} 6= {v1, vn−2}; if j = 1,
then u2 /∈ {v1, vn−2}, for otherwise

|c(vn−1)− c(vn)| + D(vn−1, vn)≤ |c(vn−1)− c(u2)| + |c(u2)− c(vn)| + 1

≤ 2+ 1+ 1= 4< n,
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which is impossible; if j = n, then un−1 /∈ {v1, vn−2}, for otherwise

|c(vn−1)− c(vn)| + D(vn−1, vn)≤ |c(vn−1)− c(un−1)| + |c(un−1)− c(vn)| + 1

≤ 2+ 1+ 1= 4< n,

again, which is impossible. Therefore, for each j with 1 ≤ j ≤ n, there exists
k ∈ { j−1, j+1} such that uk /∈ {v1, vn−2}. Assume, without loss of generality, that
u j−1 /∈ {v1, vn−2}. Since D(u j−1, u j )≤ n−3, it follows that c(u j )− c(u j−1)≥ 3,
which is impossible since each term in X is at most 2. Thus, hn(G)≥ 2n− 2. �

Theorem 3.2. If G is the graph of order n ≥ 4 obtained from Kn−1 by adding a
pendant edge, then hn(G)= 2n− 3.

Proof. Let V (Kn−1) = {v1, v2, . . . , vn−1} and let G be obtained from Kn−1 by
adding the pendant edge vn−1vn . We first show that hn(G) ≤ 2n − 3. Define a
labeling c0 of G by

c0(v)=

{
2i − 1 if v = vi for 1≤ i ≤ n− 1,

2 if v = vn .

For each pair i, j of integers with 1≤ i 6= j ≤ n− 1,

D(vi , v j )= n− 2 and |c0(vi )− c0(v j )| ≥ 2.

For each i with 1≤ i ≤ n− 2,

D(vn, vi )= n− 1 and |c0(vn)− c0(vi )| ≥ 1.

Furthermore, D(vn, vn−1)= 1 and

|c0(vn)− c0(vn−1)| ≥ (2n− 3)− 2= 2n− 5≥ n− 1

for n ≥ 4. In each case,

D(vi , v j )+ |c0(vi )− c0(v j )| ≥ n,

for all i, j with 1 ≤ i 6= j ≤ n. Therefore, c0 is a Hamiltonian labeling and so
hn(G)≤ hn(c0)= c0(vn−1)= 2n− 3.

Next, we show that hn(G)≥ 2n−3. Let c be a minimum Hamiltonian labeling
of G. Suppose that the vertices of Kn−1 in G can be ordered as u1, u2, . . . , un−1

such that c(u1) < c(u2) < . . . < c(un−1). Since

D(ui , u j )= n− 2

for 1≤ i < j ≤ n− 1, it follows that

|c(ui )− c(u j )| = c(u j )− c(ui )≥ 2.
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This implies that

hn(c)≥ c(un−1)≥ 1+ 2(n− 2)= 2n− 3.

Therefore, hn(G)≥ 2n− 3. �

Let G be a connected graph containing an edge e that is not a bridge. Then
G− e is connected. For every two distinct vertices u and v in G− e, the length of
a longest u − v path in G − e does not exceed the length of a longest u − v path
in G. Thus every Hamiltonian labeling of G − e is a Hamiltonian labeling of G.
This observation yields the following useful lemma.

Lemma 3.3. If F is a connected subgraph of a connected graph G, then

hn(G)≤ hn(F).

The following is a consequence of Theorems 3.1 and 3.2 and Lemma 3.3.

Corollary 3.4. Let H be a Hamiltonian graph of order n− 1 ≥ 3. If G is a graph
obtained from H by adding a pendant edge, then

2n− 3≤ hn(G)≤ 2n− 2.

Proof. Let C be a Hamiltonian cycle in H . If H = Cn−1, then hn(G)= 2n− 2 by
Theorem 3.1; while if H = Kn−1, then hn(G) = 2n − 3 by Theorem 3.2. Thus,
we may assume that H 6= Cn−1 and H 6= Kn−1. Let F be the graph obtained
from Kn−1 by adding a pendant edge and F ′ be the graph obtained from Cn−1 by
adding a pendant edge. Then G can be obtained from F by deleting nonbridge
edges and F ′ can be obtained from G by deleting nonbridge edges. It then follows
by Lemma 3.3 that hn(F)≤ hn(G)≤ hn(F ′) and so 2n−3≤ hn(G)≤ 2n−2. �

In fact, there exists a Hamiltonian graph H of order n − 1 such that adding
a pendant edge at a vertex x of H produces a graph G with hn(G) = 2n − 3
but adding a pendant edge at a different vertex y of H produces a graph F with
hn(F) = 2n− 2. For example, let H be the Hamiltonian graph obtained from the
cycle C : v1, v2, . . . , vn−1, v1 of order n− 1 ≥ 4 by adding the edge v1vn−2. If G
is formed from H by adding a pendant edge at vn−1, then hn(G) = 2n− 3; while
if F is formed from H by adding the pendant edge v1, then hn(F)= 2n− 2.

In order to study graphs obtained from a Hamiltonian graph by adding pendant
edges, we first establish some additional definitions and notation. For a graph
F , the corona cor(F) of F is that graph obtained from F by adding exactly one
pendant edge at each vertex of F . For a connected graph G, the core C(G) of G is
obtained from G by successively deleting vertices of degree 1 until none remain.
Thus, if G is a tree, then its core is K1; while if G is not a tree, then the core of
G is the induced subgraph F of maximum order with δ(F) ≥ 2. For each integer
k ≥ 3, let Hk be the set of nonHamiltonian graphs that can be obtained from a
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Hamiltonian graph of order k by adding pendant edges to this graph in such a
way that at most one pendant edge is added to each vertex of the graph. Thus if
G ∈Hk , then there is a Hamiltonian graph H of order k such that G is a connected
subgraph of cor(H) whose core is H . We now establish lower and upper bounds
for the Hamiltonian labeling number of a graph in Hk in terms of the integer k and
the order of the graph, beginning with a lower bound.

Theorem 3.5. Let G ∈Hk be a graph of order n and k+ 1≤ n ≤ 2k. Then

hn (G)≥ (n− 1)(n− k)+ (2k− n).

Proof. Suppose that H is a Hamiltonian graph of order k≥3 and that H ∼=C(G).
If H � Kk , then G can be obtained from some graph F ∈Hk by deleting nonbridge
edges from F , where C(F) ∼= Kk , and V (G − H) = V (F − Kk). That is, G and
F possess the same end-vertices. It then follows by Lemma 3.3 that

hn (F)≤ hn(G).

Therefore, it suffices to show that

hn (F)≥ (n− 1)(n− k)+ (2k− n).

Let V (F) = U ∪W , where U = V (Kk) and W = V (F)−U . First we make
some observations:

(a) If x, y ∈U , then D(x, y)= k− 1.

(b) If x, y ∈W , then D(x, y)= k+ 1.

(c) If x ∈U and y ∈W , then D(x, y)=1 if xy ∈ E(F) and D(x, y)= k otherwise.

Let c be a minimum Hamiltonian labeling of F and let v1, v2, . . . , vn be the c-
ordering of the vertices of F . We define the four subsets Su, Sw, Su,w, and Sw,u of
V (F) as follows:

Su = {vi : vi−1, vi ∈U for 2≤ i ≤ n},

Sw = {vi : vi−1, vi ∈W for 2≤ i ≤ n},

Su,w = {vi : vi−1 ∈U and vi ∈W for 2≤ i ≤ n},

Sw,u = {vi : vi−1 ∈W and vi ∈U for 2≤ i ≤ n}.

Let |Su| = nu , |Sw| = nw, |Su,w| = nu,w, |Sw,u| = nw,u . Since

Su ∪ Sw ∪ Su,w ∪ Sw,u = V (F)−{v1},

it follows that
nu + nw + nu,w + nw,u = n− 1. (5)

For each integer i with 2≤ i ≤ n,
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(A) if vi ∈ Su , then c(vi )− c(vi−1)≥ n− k+ 1 by (a);

(B) if vi ∈ Sw, then c(vi )− c(vi−1)≥ n− k− 1 by (b);

(C) if vi ∈ Su ∪ Sw, then either c(vi )− c(vi−1)≥ n− 1 or c(vi )− c(vi−1)≥ n− k
by (iii), and so c(vi )− c(vi−1)≥ n− k in this case.

It then follows by (A)–(C) and (5) that

hn(c)= c(vn)≥ 1+ nu(n− k+ 1)+ nw(n− k− 1)+ (nu,w + nw,u)(n− k)

= 1+ (nu + nw + nu,w + nw,u)(n− k)+ (nu − nw)

= 1+ (n− 1)(n− k)+ (nu − nw).

We claim that nu − nw ≥ 2k− n− 1. Since

Su ∪ Su,w = {vi : vi−1 ∈U for 2≤ i ≤ n},

it follows that

|Su ∪ Su,w| =

{
|U | − 1 if vn ∈U ,
|U | otherwise;

and so
nu + nu,w = k or nu + nu,w = k− 1. (6)

Since

Sw ∪ Su,w = {vi : vi ∈W for 2≤ i ≤ n}

=

{
W −{v1} if v1 ∈W,
W otherwise,

it follows that

nw + nu,w = n− k or nw + nu,w = n− k− 1. (7)

By Equations (6) and (7), we obtain

nu − nw = (nu + nu,w)− (nw + nu,w)≥ (k− 1)− (n− k)= 2k− n− 1,

as claimed. Therefore,

hn(G)= hn(c)≥ 1+ (n− 1)(n− k)+ (nu − nw)≥ (n− 1)(n− k)+ (2k− n).

This completes the proof. �

Theorem 3.6. Let G ∈Hk be a graph of order n and k+ 2≤ n ≤ 2k. Then

hn (G)≤ 1+ n+ (n− k− 1)2+ (k− 2)(n− k+ 1).
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Proof. Suppose that H is a Hamiltonian graph of order k ≥ 3 and that H ∼= C(G).
If H � Ck , then Ck can be obtained from H by deleting edges. Thus there exists
F ∈Hk such that C(F)∼=Ck and F can be obtained from G by deleting edges that
are not bridges. It then follows by Lemma 3.3 that

hn (G)≤ hn(F).

Therefore, we may assume that H ∼= Ck : x1, x2, . . . , xk, x1. Now let

X = {x1, x2, . . . , xk} and Y = V (G)− X = {y1, y2, . . . , yn−k}

such that yi is adjacent to x ji , for 1≤ i ≤ n− k, and 1= j1 < j2 < . . . < jn−k ≤ k.
For each i with 1≤ i ≤ n− k, let

gi = ji+1− ji − 1, (8)

where jn−k+1= j1; that is, gi is the number of vertices of degree 2 between x ji and
x ji+1 on Ck . Thus if x ji yi ∈ E(G), then x ji+gi+1 yi+1 ∈ E(G), for 1 ≤ i ≤ n − k,
and

n−k∑
i=1

gi = 2k− n.

Now define the labeling c of G by

c(v)=


1 if v = xk,

1+ n− k if v = y1,

c(yi−1)+ (n− k− 1)+ gi−1 if v = yi and 2≤ i ≤ n− k,
c(yn−k)+ n− k+ gn−k if v = x1,

c(x j−1)+ (n− k+ 1) if v = x j and 2≤ j ≤ k− 1.

(9)

Thus the c-ordering of the vertices of G is

xk, y1, y2, . . . , yn−k, x1, x2, . . . , xk−1,

and by Equation (9)

c(xk)= 1,

c(yi )= 1+ n− k+ (i − 1)(n− k− 1)+
i−1∑
`=1

g` for 1≤ i ≤ n− k,

c(x1)= 1+ n+ (n− k− 1)2,

c(x j )= 1+ n+ (n− k− 1)2+ ( j − 1)(n− k+ 1) for 2≤ j ≤ k− 1.

(10)

Therefore, the value of c is

hn(c)= c(xk−1)= 1+ n+ (n− k− 1)2+ (k− 2)(n− k+ 1).
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Thus it remains to show that c is a Hamiltonian labeling of G. First, we make some
observations. Let u, v ∈ V (G), where u 6= v.

(α) If u= xi and v= x j where 1≤ i 6= j≤k, then D(u, v)=max{|i− j |, k−|i− j |}.

(β) If u = yi and v = y j where 1≤ i < j ≤ n− k, then

D(u, v)= 2+max

 j − i +
j−1∑
`=i

g`, k−
(

j − i +
j−1∑
`=i

g`

) .
(γ ) If u = xi , v ∈ Y , and vx j ∈ E(G) where 1 ≤ i, j ≤ k (possibly i = j), then

D(u, v)= 1 if i = j and D(u, v)= 1+max{|i − j |, k− |i − j |} if i 6= j .

We show that
D(u, v)+ |c(u)− c(v)| ≥ n, (11)

for every pair u, v of distinct vertices of G. We consider three cases.
Case 1. u, v ∈ X . Let u = xi and v = x j , where 1 ≤ i, j ≤ k. We may assume,

without loss of generality, that i < j . If j = k, then

|c(xi )− c(x j )| = c(xi )− c(xk)

= [1+ n+ (n− k− 1)2+ (i − 1)(n− k+ 1)] − 1≥ n,

and so condition (11) is satisfied. Thus we may assume that j 6= k.
If j − i = 1, then D(xi , x j )= k− 1 and |c(xi )− c(x j )| = n− k+ 1. Thus (11)

holds in this case. If j − i ≥ k
2 , then

D(xi , x j )+ |c(xi )− c(x j )| = c(x j )− c(xi )+ D(xi , x j )

= ( j − i)(n− k+ 1)+ ( j − i)= ( j − i)(n− k+ 2)

≥
k
2
(n− k+ 2)= k

(
n− k

2
+ 1

)
≥ 2k ≥ n.

If 2≤ j − i ≤ k
2 , then

D(xi , x j )+ |c(xi )− c(x j )| = c(x j )− c(xi )+ D(xi , x j )

= ( j − i)(n− k+ 1)+ (k− ( j − i))

= ( j − i)(n− k)+ k

≥ 2(n− k)+ k = 2n− k ≥ n.

Case 2. u, v ∈ Y . Let u = yi and v = y j , where 1 ≤ i, j ≤ n − k. We may
assume, without loss of generality, that i < j . Then

|c(yi )− c(y j )| = c(y j )− c(yi )= ( j − i)(n− k− 1)+
j−1∑
`=i

g`.
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If j − i +
∑ j−1

`=i g` ≥ k
2 , then

D(yi , y j )= 2+ j − i +
j−1∑
`=i

g`

by (β), and so

D(yi , y j )+ |c(yi )− c(y j )| = ( j − i)(n− k− 1)+
( j−1∑
`=i

g`

)
+ 2+ j − i +

( j−1∑
`=i

g`

)
≥ ( j − i)(n− k− 1)+ 2+ ( j − i)+ [k− 2( j − i)]

= ( j − i)(n− k− 2)+ k+ 2≥ n.

If 1≤ j − i +
∑ j−1

`=i g` ≤ k
2 , then

D(yi , y j )= 2+ k−
(

j − i +
j−1∑
`=i

g`

)
by (β), and so

D(yi , y j )+ |c(yi )− c(y j )| = ( j − i)(n− k− 1)+
( j−1∑
`=i

g`

)
+ 2+ k−

(
j − i +

j−1∑
`=i

g`

)
= ( j − i)(n− k− 2)+ k+ 2

≥ n− k− 2+ k+ 2= n.

Case 3. One of u and v is in X and the other is in Y , say u ∈ X and v ∈ Y . Let
u = xi and v = y j , where 1≤ i ≤ k and 1≤ j ≤ n− k. We consider two subcases,
according to whether xi y j ∈ E(G) or xi y j 6∈ E(G).

Subcase 3.1. xi y j ∈ E(G). We proceed by induction to show that

c(xi )− c(y j )≥ n− 1

when xi y j ∈ E(G). For i = j = 1,

|c(x1)− c(y1)| = c(x1)− c(y1)= [1+ n+ (n− k− 1)2] − (1+ n− k)

= (n− k− 1)2+ k ≥ n− 1 for n ≥ k+ 2.

Assume that c(xi )− c(y j ) ≥ n − 1. Since xi+1+g j y j+1 ∈ E(G) by (8), we show
that c(xi+1+g j )− c(y j+1)≥ n− 1. Observe that

c(xi+1+g j )= c(xi )+(g j+1)(n−k+1) and c(y j+1)= c(y j )+(n−k−1)+g j .
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It then follows by the induction hypothesis that

c(xi+1+g j )− c(y j+1) ≥ n− 1+ (g j + 1)(n− k+ 1)− (n− k− 1)− g j

= n+ 1+ g j (n− k)≥ n− 1.

Therefore if xi y j ∈ E(G), then |c(xi )− c(y j )| + D(xi , y j )≥ n− 1+ 1= n. Thus
condition (11) is satisfied.

Subcase 3.2. xi y j 6∈ E(G). Then i 6= j . By (8), if y j xm ∈ E(G), then

j−1∑
`=1

g` = m− j,

and

D(xi , y j )+ |c(xi )− c(y j )| = c(xi )− c(y j )+ D(xi , xm)+ 1 (12)

= (n− k− 1)2+ (i − j)(n− k)+ i + j − (m− j)+ k− 1+ D(xi , xm)

= [(n− k− 1)2+ (i − j)(n− k)+ k+ 2 j − 1] + (i −m)+ D(xi , xm).

Now observe, if i > j , then (i − j)(n− k)+ k ≥ n; whereas if 1≤ i < j ≤ n− k,
then

(n− k− 1)2+ (i − j)(n− k)+ k+ 2 j − 1

= [(n− k)2− 2(n− k)] + i(n− k)− j (n− k− 2)+ k

≥ [(n− k)2− 2(n− k)] + i(n− k)− [(n− k)2− 2(n− k)] + k ≥ n.

Therefore, by Equation (12)

D(xi , y j )+ |c(xi )− c(y j )| ≥ n+ (i −m)+ D(xi , xm). (13)

We then have three possible situations. If i > m, then i − m > 0 and so by
condition (13), (11) is satisfied. If m > i and m− i ≥ k/2, then D(xi , xm)=m− i
and so by (13)

D(xi , y j )+ |c(xi )− c(y j )| ≥ n+ (i −m)+ (m− i)= n.

Finally, if m > i and m− i ≤ k/2, then D(xi , xm)= k− (m− i) and so from (13)

D(xi , y j )+ |c(xi )− c(y j )| ≥ n+ (i −m)+ [k− (m− i)]

= n+ k− 2(m− i)≥ n+ k− k = n.

For each situation, condition (11) is satisfied. Therefore c is a Hamiltonian labeling
of G. �

We now present two corollaries of Theorems 3.5 and 3.6.
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Corollary 3.7. If G is a graph of order n that is the corona of a Hamiltonian
graph, then

hn(G)=
(

n
2

)
.

Proof. Suppose that H is a Hamiltonian graph of order k ≥ 3 and that G = cor(H).
Then the order of G is n = 2k. We show that

hn(G)=
(

n
2

)
= k(2k− 1).

If H 6=Ck and H 6=Kk , then G can be obtained from cor(Kk) by deleting nonbridge
edges and cor(Ck) can be obtained from G by deleting edges that are not bridges.
It then follows by Lemma 3.3 that

hn(cor(Kk))≤ hn(G)≤ hn
(
cor(Ck)

)
.

Therefore, it suffices to show that

k(2k− 1)≤ hn
(
cor(Kk)

)
and hn

(
cor(Ck)

)
≤ k(2k− 1).

From Theorems 3.5 and 3.6, we find that

hn(cor(Kk))≥ (2k− 1)(2k− k)+ (2k− 2k)= k(2k− 1)

and

hn(cor(Ck))≤ 1+ 2k+ (2k− k− 1)2+ (k− 2)(2k− k+ 1)

= 1+ 2k+ k2
− 2k+ 1+ k2

− k− 2= k(2k− 1).

Therefore, hn(G)= k(2k− 1). �

Corollary 3.8. For each graph G ∈Hk ,

2k− 1≤ hn (G)≤ k(2k− 1).

Proof. Let
f (x)= (x − 1)(x − k)+ (2k− x),

for k+ 1≤ x ≤ 2k and let

g(x)= 1+ x + (x − k− 1)2+ (k− 2)(x − k+ 1),

for k+2≤ x ≤ 2k. Let G ∈Hk be a graph of order n where k+1≤ n ≤ 2k. Then
by Corollary 3.4 and Theorems 3.5 and 3.6,

f (n)≤ hn (G)≤ g(n).
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Since each f (x) and g(x) is an increasing function in its domain, it follows that
f (x) ≥ f (k + 1) = 2k − 1 and g(x) ≤ g(2k) = k(2k − 1), implying the desired
result. �

Both lower and upper bound in Corollary 3.8 are sharp. For example, if G ′ ∈Hk

is a graph of order k + 1 whose core is Kk , then hn (G ′) = 2n − 3 = 2k − 1 by
Theorem 3.2; while if G ′′ ∈Hk is a graph of order 2k whose core is Kk , then

hn (G ′′)=
(

n
2

)
= k(2k− 1)

by Corollary 3.7.
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Some characterizations of type-3 slant helices in
Minkowski space-time
Melih Turgut and Süha Yilmaz

(Communicated by Frank Morgan)

In this work, the concept of a slant helix is extended to Minkowski space-time.
In an analogous way, we define type-3 slant helices whose trinormal lines make a
constant angle with a fixed direction. Moreover, some characterizations of such
curves are presented.

1. Introduction

Many important results in the theory of curves in E3 were initiated by G. Monge;
G. Darboux pioneered the moving frame idea. Thereafter, F. Frenet defined his
moving frame and his special equations, which play an important role in mechanics
and kinematics as well as in differential geometry (for more details see [Boyer
1968]). At the beginning of the twentieth century, Einstein’s theory opened a door
to new geometries such as Minkowski space-time, which is simultaneously the
geometry of special relativity and the geometry induced on each fixed tangent space
of an arbitrary Lorentzian manifold.

In the case of a differentiable curve, at each point a tetrad of mutually orthogonal
unit vectors (called tangent, normal, binormal, and trinormal) was defined and
constructed, and the rates of change of these vectors along the curve define the
curvatures of the curve in the space E4

1 [O’Neill 1983]. Helices (inclined curves)
are a well-known concept in classical differential geometry [Millman and Parker
1977].

The notion of a slant helix is due to Izumiya and Takeuchi [2004], who defined
a slant helix in E3 as a curve ϕ = ϕ(s) with nonvanishing first curvature if the
principal lines of ϕ make a constant angle with a fixed direction. In the same
space, spherical images, the tangent and the binormal indicatrix and some charac-
terizations of such curves are presented in [Kula and Yayli 2005].

In recent years, the theory of degenerate submanifolds has been treated by re-
searchers and some classical differential geometry topics have been extended to

MSC2000: 53C40, 53C50.
Keywords: Minkowski space-time, Frenet frame, slant helix, type-3 slant helix.
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Lorentz manifolds. For instance, Duggal and Bejancu [1996] studied null curves
in Lorentz manifolds and determined Frenet frame for lightlike curves. Ferrández
et al. [2002] studied null generalized helices in Lorentz–Minkowski space. In the
light of degenerate submanifold theory, Karadag and Karadag [2008] defined null
slant helices and wrote some characterizations in E3

1 and also proved that there
does not exist a null slant helix in E4

1 . Some characterizations of the Cartan framed
null generalized helix and the null slant helix having a nonnull axis in Lorentz–
Minkowski space were given in [Erdogan and Yilmaz 2008].

In the literature, all works adopt the definition of a slant helix in [Izumiya and
Takeuchi 2004] as one whose principal lines make a constant angle with a fixed
direction. Some of them deal with null curves in Lorentz–Minkowski spaces. In
this paper, we define a special slant helix whose trinormal lines make a constant
angle with a fixed direction and call such curves type-3 slant helices. Additionally,
we present some characterizations of curves in the space E4

1 .

2. Preliminaries

The basic elements of the theory of curves in the space E4
1 are briefly presented

here (a more complete elementary treatment can be found in [O’Neill 1983]).
Minkowski space-time E4

1 is a Euclidean space E4 provided with the standard
flat metric given by

g =−dx2
1 + dx2

2 + dx2
3 + dx2

4 ,

where (x1, x2, x3, x4) is a rectangular coordinate system in E4
1 .

Since g is an indefinite metric, recall that a vector v ∈ E4
1 can have one of the

three causal characterizations:

(i) it can be space-like if g(v, v) > 0 or v = 0;

(ii) it can be time-like if g(v, v) < 0;

(iii) and it can be null (light-like) if g(v, v)=0 and v 6= 0.

Similarly, an arbitrary curve α = α(s) in E4
1 can be locally space-like, time-like

or null (light-like), if all of its velocity vectors α′(s) are respectively space-like,
time-like, or null. Also, recall that the norm of a vector v is given by

‖v‖ =
√
|g(v, v)|.

Therefore, v is a unit vector if g(v, v) = ±1. Next, vectors v,w in E4
1 are said to

be orthogonal if g(v,w) = 0. The velocity of the curve α(s) is given by ‖α′(s)‖.
Let a and b be two space-like vectors in E4

1 , then there is a unique real number
0 ≤ δ ≤ π, called the angle between a and b, such that g(a, b) = ‖a‖.‖b‖ cos δ.
Let ϑ = ϑ(s) be a curve in E4

1 . If the tangent vector field of this curve forms a
constant angle with a constant vector field U , then this curve is called a helix or
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an inclined curve. Recall that ϑ = ϑ(s) is a slant helix if its principal lines make
a constant angle with a fixed direction.

Denote by {T (s), N (s), B(s), E(s)} the moving Frenet frame along the curve
α(s) in the space E4

1 . Then T, N , B, E are, respectively, the tangent, the principal
normal, the binormal, and the trinormal vector fields. A space-like or time-like
curve α(s) is said to be parametrized by arclength function s, if g(α′(s), α′(s))=±1.

Let α(s) be a space-like curve in the space-time E4
1 , parametrized by arclength

function s. Then, for the unit speed curve α with nonnull frame vectors, the fol-
lowing Frenet equations are given in [Walrave 1995]

T ′

N ′

B ′

E ′

=


0 κ 0 0
−κ 0 τ 0
0 τ 0 σ

0 0 σ 0




T
N
B
E

 ,
where T, N , B, and E are mutually orthogonal vectors satisfying g(B, B) = −1
and g(T, T ) = g(N , N ) = g(E, E) = 1, where, κ, τ and σ are first, second and
third curvature of the curve α, respectively.

3. Type–3 slant helix in Minkowski space-time

Definition 3.1. A curve ψ = ψ(s) is called a type-3 slant helix if the trinormal
lines of ψ make a constant angle with a fixed direction in E4

1 .

Recall that an arbitrary curve is called a W-curve if it has constant Frenet curvatures
[İlarslan and Boyacıoğlu 2007].

Lemma 3.2. A type-3 slant helix with curvatures κ 6= 0, τ 6= 0, and σ 6= 0 cannot
be a W-curve in E4

1 .

Proof. Let ψ = ψ(s) be a type-3 slant helix with curvatures κ 6= 0, τ 6= 0, and
σ 6= 0 and also be a W-curve in E4

1 . From the definition of type-3 slant helix, we
have

g(E,U )= cos δ, (1)

where U is a fixed direction (a constant space-like vector) and δ is a constant angle.
Differentiating Equation (1) with respect to s, we easily get σg(B,U )= 0, which
yields B perpendicular to U . Therefore, we may express U as

U = u1T + u2 N + u3 E . (2)

Differentiating Equation (2) with respect to s and considering the Frenet equations,
we have the following system of equations

du1

ds
− u2κ = 0,

du2

ds
+ u1κ = 0, u2τ + u3σ = 0,

du3

ds
= 0. (3)
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From (3)4 we easily obtain u3 = cos δ = constant 6= 0. Substituting this into (3)3,
(owing to σ = constant and τ = constant) we have u2 = −σ/τ cos δ = constant.
Using this in (3)2, we get u1 = 0. This result and Equation (3)1 imply that u2 = 0,
which is a contradiction. Therefore, type-3 slant helix cannot be a W-curve in E4

1 .
�

Theorem 3.3. Let ψ = ψ(s) be a space-like curve with curvatures κ 6= 0, τ 6= 0
and σ 6= 0 in E4

1 . Then ψ = ψ(s) is a type-3 slant helix if and only if(σ
τ

)2
+

[
1
κ

d
ds

(σ
τ

)]2

= constant. (4)

Proof. Let ψ =ψ(s) be a type-3 slant helix in E4
1 . Then the equations in (3) hold.

Thus, we easily have u3 = cos δ = constant 6= 0 and

u2 =−
σ

τ
cos δ. (5)

If we consider (3)1 and (3)2, we obtain a second order differential equation with
respect to u2 as follows:

d
ds

[
1
κ

du2

ds

]
+ u2κ = 0. (6)

Using an exchange variable t =
∫ s

0 κ ds in Equation (6),

d2u2

dt2 + u2 = 0 (7)

is obtained. Solution of Equations (7) and (5) gives us

A cos
∫ s

0
κ ds+ B sin

∫ s

0
κ ds =−

σ

τ
cos δ, (8)

where A and B are real numbers. Differentiating Equation (8) with respect to s,
we obtain

−Aκ sin
∫ s

0
κ ds+ Bκ cos

∫ s

0
κds =−

d
ds

(σ
τ

)
cos δ. (9)

In terms of (8) and (9), coefficients A and B can be calculated by the Cramer
method. They are obtained as

A =−
(σ
τ

cos δ
)

cos
∫ s

0
κ ds+

cos δ
κ

d
ds

(σ
τ

)
sin
∫ s

0
κ ds,

B =−
cos δ
κ

d
ds

(σ
τ

)
cos

∫ s

0
κds−

(σ
τ

cos δ
)

sin
∫ s

0
κ ds.

(10)
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If we form A2
+ B2, we get(σ

τ

)2
+

[
1
κ

d
ds

(σ
τ

)]2

=
A2
+ B2

(cos δ)2
= constant. (11)

Conversely, let us consider a vector given by

U =
{
σ

τ
T +

1
κ

d
ds

(σ
τ

)
N + E

}
cos δ. (12)

Differentiating vector U and considering the differential of (11), we get

dU
ds
= 0, (13)

where δ is a constant angle. Equation (13) shows that U is a constant vector. And
then considering a space-like curve ψ = ψ(s) with nonvanishing curvatures, we
have

g(E,U )= cos δ, (14)

and it follows that ψ = ψ(s) is a type-3 slant helix in E4
1 . �

Now, considering the differential of (11) and (12), we give the following result and
remark.

Corollary 3.4. Let ψ = ψ(s) be a space-like curve with curvatures κ 6= 0, τ 6= 0,
and σ 6= 0. Then ψ is a type-3 slant helix in E4

1 if and only if

κσ

τ
+

d
ds

[
1
κ

d
ds

(σ
τ

)]
= 0. (15)

Remark 3.5. The fixed direction in the definition of type-3 slant helix can be taken
as Equation (12).

Let us solve Equation (15) with respect to σ/τ . Using the exchange variable
t =

∫ s
0 κ ds in (15), we get

d2

dt2

(σ
τ

)
+

(σ
τ

)
= 0, (16)

and so
σ

τ
= L1 cos

∫ s

0
κ ds+ L2 sin

∫ s

0
κ ds, (17)

where L1 and L2 are real numbers.

Corollary 3.6. Let ψ = ψ(s) be a space-like curve with curvatures κ 6= 0, τ 6= 0,
and σ 6= 0, then ψ is a type-3 slant helix in E4

1 if and only if there is the following
relation among the curvatures of ψ :

σ

τ
= L1 cos

∫ s

0
κds+ L2 sin

∫ s

0
κ ds. (18)
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