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Identification of localized structure
in a nonlinear damped harmonic oscillator
using Hamilton’s principle

Thomas Vogel and Ryan Rogers
(Communicated by Zuhair Nashed)

In the mid-seventeenth century Isaac Newton formalized the language necessary
to describe the evolution of physical systems. Newton argued that the evolution
of the state of a process can be described entirely in terms of the forces involved
with the process. About a century and a half later, William Hamilton was able to
establish the whole of Newtonian mechanics without ever using the concept of
force. Rather, Hamilton argued that a physical system will evolve in such a way
as to extremize the integral of the difference between the kinetic and potential
energies. This paradigmatic reformulation allows for a type of reverse engineer-
ing of physical systems. This paper will use the Hamiltonian formulation of a
nonlinear damped harmonic oscillator with third and fifth order nonlinearities to
establish the existence of localized solutions of the governing model. These lo-
calized solutions are commonly known in mathematical physics as solitons. The
data obtained from the variational method will be used to numerically integrate
the equation of motion, and find the exact solution numerically.

1. Introduction

For those that are familiar with mathematical modeling, it is common knowledge
that most physical systems can be modeled by considering the sum of the forces
acting on the system. These various forces appear explicitly in what is commonly
referred to as the equation of motion or the governing system. These individual
terms can be interpreted as forces, accelerations, potentials, external damping, dis-
persive effects, etc. It is most often the case that this equation is a differential equa-
tion. This equation can then be solved using the seemingly endless supply of tricks
and techniques that have been developed over recent centuries by mathematicians
and others. This approach to model construction was largely formalized by Isaac
Newton and his contemporaries in the mid-seventeenth century. Newton offered

MSC2000: primary 49S05; secondary 49M99, 34K35.
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a way to write down physical observations in a concise language which allowed
for an accurate prediction of how the process would evolve in time. All one has
to do is establish the net forces involved with the process, and solve the associated
equation. This development, of course, ran concurrently with the advent of modern
calculus. Newton’s approach in describing physical processes by examining the net
external forces reigned supreme in the collective conscious of scientists, engineers,
and natural philosophers for over a century and a half.

William Hamilton, a physicist, later proposed in [1834; 1835] a completely dif-
ferent view of describing physical systems. While the Newtonian school held that
a system evolves according to external influences, Hamilton argued that a physical
system will evolve in such a way as to extremize certain mathematical quantities.
Hamilton’s formulation enabled him to establish the whole of Newtonian physics
without ever using the concept of force. Instead, Hamilton correctly argued that a
physical process will evolve in such a way as to extremize the integral of the dif-
ference between the kinetic and potential energies. Hamilton dubbed this quantity
the action. With this, Hamilton offered humankind a paradigm shift in considering
the evolution of physical processes.

Hamilton was able to develop his force-independent theory of physical systems
thanks to the mathematics which had been developed over almost two centuries
since Newton presented his force-driven theory of the universe. The mathematical
roots of Hamilton’s theory can be traced back to what is known as the brachis-
tochrone problem [Nesbet 2003]. In 1696, Johann Bernoulli proposed this problem,
which can be restated thus: If two points are connected by a wire whose shape is
given by an unknown function y(x) in a vertical plane, what shape function mini-
mizes the time of descent of a bead sliding without friction from the higher to the
lower point? This problem was addressed by several of Bernoulli’s contemporaries,
and what arose from these investigations was a new type of calculus, known today
as the calculus of variations and developed into a full mathematical theory by Euler
around 1744 (see [Rouse Ball 1901], for instance). The mathematics developed
by Euler was extended by Joseph-Louis Lagrange (1736-1813), who discovered
that Euler’s equation for minimizing a functional integral (later to be named the
Euler-Lagrange equation) could be expressed in a compact way by simply using
integration by parts (see [O’Connor and Robertson 1999], for instance). It was
Lagrange who introduced the integrand of the functional appropriate to mechanics,
that is, the difference between potential and kinetic energies.

Around the time William Hamilton was developing his new style of physics,
a man named John Scott Russell had made the first observation of a phenomena
that would one day become relevant in constructing a global telecommunications
network. As a civil engineer, Russell was quite active in the advancement of naval-
vessel architecture. Russell revolutionized naval architecture by creating a new
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system of hull construction, he was the first person to offer steam carriage service
between Paisley and Glasgow in 1834, and he is also responsible for some of
the first recorded experimental data of the Doppler effect of the sound frequency
shift of passing trains [Eilbeck 2007]. One day in 1834, Russell was running an
experiment in order to establish a conversion factor between steam power and horse
power. As part of his experimental apparatus, he tethered horses to a boat. At some
point in the experiment, things went wrong: the ropes binding the horses to the
boat snapped. Russell curiously watched as a huge swell of water formed around
the hull of the stalled boat. Suddenly this mound of water sprang forward and
began propagating down the Union Canal. Russell and his trusty steed followed
the traveling water crest until it dissipated in the standing water several kilometers
away from the boat. What was so astonishing to Russell was the absolute lack
of attenuation or dissipation of the water wave over such a long distance. Water
wave dynamics, as understood in the nineteenth century, did not allow for such
waves of permanent form, as Russell named them. (Today, mathematical solutions
of this type of are known as solitons, a name arising arose from the concept of a
solitary wave.) Much skepticism surrounded Russell’s claim, and he dedicated his
remaining days to recreating the phenomena he observed that fateful day along the
Union Canal.

The disbelief of Russell’s contemporaries lies with the formulation of the model
of water wave equations at a relatively shallow depth. It was not until 1895 that
two mathematicians, D. J. Korteweg and G. de Vries, successfully constructed
a mathematical model which affirmed Russell’s observation sixty years earlier.
Korteweg and de Vries derived what is known today as the KdV equation:

U + 00, + Uy =0. (D

Correctly describing the behavior of shallow water waves [Debnath 1997], this is a
nonlinear evolution equation (subscript x and ¢ denote differentiation with respect
to the space and time coordinates). Russell’s contemporaries’ disbelief was due to
the fact that their models of the behavior of water wave dynamics were linear. Due
to the complexity of solving nonlinear evolution equations, research in the area of
solitons stalled until the 1960s. Its renaissance was, of course, due to the advent
of the modern computer.

In the mid 1960s Martin David Kruskal ran the first numerical simulation of
interacting solitons in the KdV equation. This early work contributed much to
our current understanding of these rather exotic types of mathematical constructs.
What Kruskal was able to demonstrate not only advanced applied mathematics,
but forced mathematicians and physicists to reconsider the very notion of what
is meant by interacting waves. Kruskal found that when two solitons interact,
they will exhibit some level of interference much like any wave phenomena which
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is observed in nature, though they do not linearly superimpose on one another.
The difference is that upon interacting, the solitons will return to their original
state. That is to say, once the interaction had taken place, the soliton reestablishes
its original shape, velocity, and other governing physical characteristics with a
possible phase shift being the only observable consequence of the interaction. Un-
derstanding these types of mathematical constructs has lead to some of the more
profound advancements in the last few decades. Most notable of these advances
are fiber optic and wireless communication over a global network. This paper will
introduce a novel way to establish such localized structure (i.e., solitons) without
the difficulties encountered by techniques which require working with the equation
from the Newtonian perspective.

2. Hamilton’s principle

As mentioned in the previous section, solitons do not exist in linear equations. They
only occur in nonlinear differential equations. Throughout the last several decades
many techniques have been developed in establishing solutions to nonlinear dif-
ferential equations [Debnath 1997; Drazin and Johnson 1989]. These techniques
are characterized by their limited reach in solving large classes of problems. They
are also characterized by being rather complicated. The most famous of these
techniques is what is known as the inverse scattering technique. During the late
1960s Kruskal continued his work with solitons and developed what amounts to
an analogous form of a Fourier transform for nonlinear differential equations. This
work was developed by Kruskal in conjunction with three other mathematicians:
Clifford Gardner, John Greene, and Robert Miura [Gardner et al. 1967]. What
came out of this work is what is known as the inverse scattering technique (IST).
The early development of the IST had a shortcoming: it only applied to integrable
equations. In 1972 four young mathematicians, Mark Ablowitz, David Kaup,
Alan Newell, and Harvey Segur, established what is known as the AKNS theory
[Ablowitz et al. 1974]. This was an extension of the IST that ultimately allowed
for analysis of nonintegrable systems. While these techniques have shaped modern
applied mathematics, they are complicated and require a great deal of specialized
understanding to be used effectively [Drazin and Johnson 1989]. Additionally,
IST considers solutions to the nonlinear evolution equation as it is postulated in
the Newtonian sense via considering the net forces acting on the system. So let
us begin by considering some nonlinear differential operator, ®, for which there
exists some v satisfying

®[v] =0. 2)

This represents the Newtonian formulation of the physical system. Depending
on the structure of ®, solutions to (2) most likely cannot be found directly. In fact,
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it is difficult to make any generalization about (2) without assuming some sort of
additional structure on ®. Instead of restricting @ to a certain class of nonlinear
differential operators, consider a paradigmatic reformulation of (2). Suppose this
nonlinear operator is the derivative (in some sense) of some associated energy
functional L, a fact we write as

P[v] = V(L[v]). 3)
Equation (2) may now be written in terms of the energy functional:
V(L[v]) =0. “

This establishes a duality in which solutions to (2) are seen as the critical points
of the functional L[-]. This is the heart of Hamilton’s principle. This approach
enabled Hamilton to describe the entirety of Newtonian mechanics without hav-
ing to consider the evolution of a system in terms of external forces. In modern
mathematics this energy functional is termed the Lagrangian, and its formulation
depends on the physical system of interest.

Suppose the expression of the Lagrangian is known, and that it is a functional
of the variable v(¢), which itself may be a scalar, vector or tensor quantity. In
the present work, we shall only consider a one-dimensional scalar case, where the
integration variable is 7. If we let D be the domain of support of the function v,
the action, S[v], is defined by

S:/ L[v]dt. (5)
D

Hamilton’s principle states that the evolution of a dynamical system between two
specific states is an extremum of the action functional given by (5). More formally,
Hamilton’s principle states that the solution to a given dynamical system v(#) is
determined by (6) for any bounded variation dv(¢), provided that this variation
vanishes at any and all end points of the domain D [Kaup and Vogel 2007]. Note
that this also defines the quantity (§L/5v)(t), which is called the (first) variational
derivative of L:

8—L[v(t)]8v(t) dt =0. ©6)

e—0 € Sv

o S[v(@) +€8v(r)] — S[v()] /
llm =
D

In terms of the nonlinear differential operator @, this establishes a connection
between the governing equation of motion and the first variational derivative of the
Lagrangian:

SL[-
50 (N

This paradigm shift offered by Hamilton allows for a rather novel approach

to approximating solutions of evolution equations for which a Lagrangian can be

[—
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established. Suppose the physical characteristics (geometric or otherwise) of a
particular type of solution to the equation of motion given by (2) are known. For
instance, an ordinary soliton could be described in terms of a traveling “lump” hav-
ing some associated amplitude and width. Of course, depending on the governing
system, the solution could have other identifying characteristics such as position,
velocity, chirp, phase, etc. An ansatz, or tentative functional form, can then be
constructed in terms of parameters representing those physical characteristics. Let
vo(t; g;) be the ansatz, where the ¢; from a finite collection of parameters rep-
resenting the physical characteristics in question, and on which vy is dependent;
these parameters could also depend on other independent variables, such as t. With
the functional form of vy fixed, we can vary the ¢;, and this variation gives a set of
equations expressing the extremum principle:

aS d

— =— [ Llvldt =0. ®)

dqi  9qi Jp
(This notation presumes the structure of the g; is constant. If the parameters are
assumed to be dependent on time, the partial derivative would become a functional
derivative.) Once this is done, we have the g; determined in the sense that we have
the (algebraic or differential) equations whose solutions represent a best fit for
the parameter values according to Hamilton’s principle. The nonlinear differential
equation considered for analysis in this paper is

V' kv + v+ 0P+ o’ =0, 9)

where k, ¢, w € R and v(§) : R — R. The prime indicates the differentiation with
respect to the independent variable &.

3. Ordinary solitons

This paper will establish the existence of two different types of solitons for (9).
The first type is known as ordinary solitons: localized solutions that occur in a
region of the extrinsic parameter space, in this case (k, ¢, w)-space, for which the
linear eigenmodes are exponential. The most frequent type of localized structure
identified in nonlinear evolution equations are those solutions for which v(§) — 0
as & — F00. Ordinary solitons for which v(§) — 0 as & — Fo00 are referred to as
bright solitons, while those with the asymptotic behavior v(§) — ¢ where c € R
as & — Foo are called dark. We will only consider bright solitons in the current
work. Requiring a vanishing amplitude for very large values of £ means that the
eigenvalues of the linearized problem must remain real (otherwise, there would
oscillatory behavior in the eigenmodes). The eigenvalues of the linearization of
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(9) are given by

_ —kE/Kk2—4g

In order to keep them real-valued, it will be necessary to impose on the extrinsic
parameter space the condition that k> — 4¢ > 0.

To begin the process of using Hamilton’s principle to identify ordinary solitons,
itis necessary to have the Lagrangian associated with (9) and an ansatz representing
the geometry of the desired solution. A combination of inspection and trial and
error shows that the Lagrangian from which (9) arises is given by

p (10)

/ _f( 22 w_vé).
L(’r;‘,v,v)—2 pv (v)+2+ 3 ) (11)
this is the L that which recovers the equation of motion (9) under the associated
Euler-Lagrange equation L, — (d/d&)L,» = 0. The ansatz for the soliton will be

taken as
2

w(e:ap) =aexp(~55). (12)

that is, a Gaussian function of amplitude a and core width p. There are two good
reasons for choosing a trial function such as this: (i) it offers a relatively good
geometric description of an ordinary soliton; and (ii) the Lagrangian evaluated at
the ansatz is easy to integrate over R. While other functional forms such sech? (&)
have similar geometric properties, it may become quite difficult to calculate the
action. It could become necessary, for instance, to lift the integration into the
complex plane to calculate the associated action.

Calculating the action as defined in (5), where the function v(£) is evaluated at
the ansatz (v = vg) gives rise to the action

S(a, p)

2,2
204 2,2 2,2
=— 614—4'0\/5 (— 18a2%e % /<)2—i-9x/§epT (44p* (k> —4¢)) —4«/6a4,02w) . (13)

As discussed in Section 2, Hamilton’s principle states that solutions of (9) will
evolve in such a way as to extremize the action. While Hamilton’s principle cannot
be satisfied in general by using the trial function, it is possible to establish what
values of variational parameters bring the ansatz closest to the exact solution. In
general these parameters could vary with respect to some independent variable
(such as time). If this were the case, the action would be varied with respect to
a and p by way of the functional derivative (i.e., S, — (d/d§ )Sq[{, where the ¢;
represents the variational parameters). Since the current analysis presumes the
structure of the variational parameters to be constant, varying the action amounts
to taking the partial derivative with respect to the variational parameters.
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Varying the action with respect to a and p gives, respectively,

022
LE 2,2 2,2
LI T 1502 5233 (40— ) — B ). (14)

S =

“ 24p

2,2 2,2

¢ a’e 7 7 (+27/2e T (16 + 8p2(k> — 2¢) + p* (k* — 4ic%)))

P 17282

2,2 2,2
B ale ﬁ(—27a2epT 02(8 + p%k?) — 4V6a* p* (12 + 1) 15)
17282 '

The variational solution space is five-dimensional — there are three extrinsic
parameters «, w, and ¢, plus two variational parameters p and a. We are interested
in the points (k, ¢, w; a, p) that represent best parameter fits for the ansatz (that
is, satisfy S, = 0 and S, = 0) and also satisfy the condition k> —4¢ > 0, which
we established by considerations from the linear spectrum. It is clear from the
expressions (14) and (15) for S, and S, that solutions must be obtained numerically.

Since there are too many degrees of freedom, we fix two of the parameters on any
given run — we chose the variational amplitude a and the linear damping x — and
take a third parameter to be an independent variable. We chose for this role the core
width, p, which is always positive. Thus we step through values of p and search
numerically for values of ¢ and w satisfying the Euler-Lagrange equations, i.e.,
making (14) and (15) vanish. We discard solutions that do not satisfy the condition
k> —4¢ > 0. Some results of this process can be seen in Figure 1. As expected,
the variational method indicates the persistence of many solution curves satisfying
the Euler—Lagrange equations. It is often the case that ordinary solitons in a non-
linear evolution equation occur in infinite families. The geometric characteristics
of ordinary solitons (such as the amplitude) very often depend continuously on

4 w
10 _— 1.5
ol ca/ @ o Cl: k=7.0,a=3.0
- | & C2: k=6.5,a=2.8
- 0
6L C3: k=6.0,a=2.3
Cl: k=7.0,a=3.0 \?(z\\\:\\\cg\ C4: k=5.5,a=2.6
4 / C2: k=6.5,a=2.8 03¢ \QL\\\\ ~_
, / C3: k=6.0,a=2.3 T~ k\\\
! C4: k=5.5,a=2.6 T
0.0 ‘ ‘ ‘ ‘ ‘ ‘
0 / ; ‘ ‘ ‘ » 022 030 035 040 04 o5
0.25 0.30 0.35 0.40 0.45 0.50
s —0st

Figure 1. Projections in the (¢, p)- and (w, p)-planes of some
curves in parameter space satisfying S, =0 and S, =0. A pointin
parameter space is given by (x, ¢, w; a, p); given a starting point,
the numerical integration of (9) yields an “exact” solution.
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Amp Ap
2.5¢ 3.0
/1 actual LL
2#\ ——————— actual
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k=06.0 A k=170
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\\ N ) Jost N
3 i S L

Figure 2. Ordinary solitons with the given extrinsic parameter values.

some extrinsic parameter in the governing model (for instance, the wave speed).
Thus it is not surprising to find continuous curves in parameter space for which the
variational method picks up localized structure.

With an abundance of data indicating the existence of localized structure, it is
now time to numerically integrate (9) using this data, and find the exact (numerical)
solutions. Integrating (9) requires two initial conditions: v(0) = a, where a is
obtained from the variational data, and v (0) = O (from symmetry considerations).
Figure 2 illustrates the result of this process for some selected solutions. Overlaid
with the results of numerically integrating the model (9) is the ansatz evaluated at
the variational solution data.

4. Embedded solitons

Embedded solitons get their name from the peculiar place in which they reside
in the linear spectrum. Recall that for the case of ordinary solitons, asymptotic
considerations lead us to require (in a very natural way) that the linear eigenmodes
remain exponential. As it turns out, localized structure can exist in the spectrum of
radiation modes. This breed of soliton is one of the relatively new types discovered
in the last decade and a half [Yang et al. 1999; Champneys et al. 2001; Kaup and
Malomed 2003]. It is possible that there are discrete values in the parameter space
in which the nonlinearity is capable of “switching off” the radiation present in
the linear eigenmodes. For this reason, these types of solitons became known as
embedded solitons since they exist for parameter values embedded in the spectrum
of radiation modes. A comprehensive explanation for the existence of such anoma-
lous solutions is offered in [Champneys et al. 2001]. Thus we will restrict our
attention to the region of parameter space where the linear eigenvalues determined
by (10) are complex-valued. Once again, this solution will be established by way
of considering a variational approximation. The ansatz is modified to allow for an
additive radiation term: )

vo(é;a,p,a)zaexp(—%)-ﬁ-acos(wf). (16)
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This variational trial function has been used in identifying embedded solitons in
other systems [Kaup and Malomed 2003]. The cos(y&) structure is intentionally
chosen to adhere to the symmetry of the core of the variational ansatz. The param-
eter i appearing in the phase of the radiation is not an additional parameter; it is
a constant that will be determined in terms of variational and extrinsic parameters.
As indicated in Section 2, the variational trial function is then used to establish
the action. This becomes quite tricky with an ansatz of the form (16). In general,
this action integral will not converge. Upon inserting (16) into (11), some of terms
can be integrated over all space, while others cannot. Here is the trick. To begin,
the exp(«k§) factor arising in the Lagrangian from the damping is combined with
the Gaussian structures by completing the square (the particulars of the substitution
will vary from term to term). Then an effort is made, using various trigonometric
identities, to isolate terms which are pure radiation. Such terms don’t converge
in the strict sense, but if the action is considered to be an averaged integral, the
radiation can be considered to have a net zero contribution over all space. This
approach was established in [Kaup and Malomed 2003]. Throughout the process
of applying trig identities, terms which are not pure radiation (and are divergent)
are generated. This is where the extra degree of freedom, v, in the phase of the
radiation comes into play: 1 is established in such a way as to cause the remaining
divergent terms to vanish. For this particular situation, ¥ was calculated to be

VENCER R (17)

Upon taking the variational ansatz determined by (16) with a phase adjustment
given by (17) and averaging out radiation terms, the effective action is found to be

a7
1440

x <180a3ep2"2/ 16,52 _ 904/2ae? /3 (4 4 p2 (k% — 49)) + 403/6a5e? 1% p20
+ 288«/§a4ep2("2_'/’2)/20p2aa) cos P10+ 480\/§a2e"2("2_‘/’2)/12p2a cos P/g
+ 900a3e”2("2_4“’2)/16,()2()126()(6'02‘/’2/4 + cos P/4)
+ 14406"2("2_‘/’2)/4p201g0 cos /o + \/Eae"z("z_wz)/g,02012(e"’z‘ﬂz/2 + cos P/2)
+ 400«/56126"2("2_91/’2)/12,02@(1)(3e2p2‘/’2/3 cos P/ + cos P/z)
+ 225\/5516'02(’(2_161/’2)/8,020(4(()(362’)21#2 143V /2 o P/ + cos P)
+ 3606'02('(2_91//2)/4,020[3 (362’021//2 cos P/p 4 cos 3P/2))
+ 90e"2("2’25‘1’2)/4,0205%0(10«?6/’211’2 cos P/o+5¢*"V cos3P/5 + cos 3P/5)

— 1440”9 4p20y (y cos P/p + i sin P/ 2)>’

S(a, p,a) =
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where we have introduced the shorthand P = p%« 1.

The action is then varied with respect to the three variational parameters a, p,
and «. Since the embedded soliton itself has no radiation present (it is a purely
localized solution) o will be taken to be zero after varying the action with respect
to each parameter. This approach is discussed in [Kaup and Malomed 2003]. This
results in the following three associated Euler—Lagrange equations:

(Sa)a=0 = —24/2ae” /% 246136/’2'(2/16/)2 — 6x/§aep2'(2/802162
+ 24\/§a€p2’(2/8p2(p 4 8vBa5 e 02 (18)
(Sp)amo = —27a%e”™ /%8 p2 (8 + pic?)
4 27ﬁeszz/12(_16 802 (k% — 2¢) + pr(ct — 4K2¢))
—4V6a*p? (124 p*Mw,  (19)
(Sw)amo = 3v/5a*w cos(50%k /9) + 54/3q2P 62 =9)/30 cos(L o2 /)
202 )
15”0 Jgsin(3o* /g). 20)

These equations are then solved numerically in a similar fashion to the Euler—
Lagrange equations in Section 3. Though this time there are three algebraic con-
straints. Possible solutions to these equations are also vetted according to the con-
dition k> —4¢ < 0 to ensure there is radiation present in the linear eigenmodes.
Unlike the variational solution data obtained in Section 3, embedded solitons do
not normally occur as continuous curves in parameter space. Rather, embedded
solitons usually exist for a discrete value in the parameter space. We found one
such solution, shown in Figures 3 and 4.

Amp
1.0~

k=0.288,¢=1.132, w=-2.00

k=0.530,¢=0.898, w=-1.00

k=1.232, ¢=0.888, w=1.40

Figure 3. Delocalized solitons: results of numerically integrating
(9) with («, ¢, w) values near those of the embedded soliton. The
radiation dissipates as the parameter values approach the limit.
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Figure 4. Exact solution (obtained via numerical integration) ver-
sus the variational trial function for extrinsic parameter values
k =1.1595, ¢ = 0.366215, and w = —0.101605.

This figure also offers an overlay of the variational ansatz evaluated at the param-
eter values obtained by solving (18)—(20). Also included in Figure 3 is the result of
integrating the equation of motion (9) near values for which the embedded soliton
exists. These are commonly referred to as delocalized solitons. The closer the
parameter values get to that of the embedded soliton the closer the amplitude of
the radiation gets to zero.

5. Conclusions

The results obtained in this paper demonstrate the effectiveness and relative ac-
curacy of using Hamilton’s principle to establish localized structure in nonlinear
evolution equations. These techniques are not limited to nonlinear equations. They
can be implemented on just about any type of differential equation whether it is
nonlinear or linear, partial or ordinary. As long as the Lagrangian can be estab-
lished and there is some general understanding of the geometric characteristics of
the desired solution, a variational method can be implemented. It has been shown
[Kaup and Vogel 2007] that the variational method can fail to give reasonably
accurate results in situations such as tracking soliton versus soliton interactions in
a governing system. The approach outlined in this paper has the advantage of being
able to establish solutions with relative ease when compared to some of the more
complicated approaches available (e.g., inverse scattering techniques, calculating
homoclinic orbits in phase space, etc.). In fact this methodology is accessible
enough that advanced undergraduate students (such as the coauthor of this paper)
with a good deal of mathematical maturity can use it in their own research projects.
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Chaos and equicontinuity

Scott Larson

(Communicated by Zuhair Nashed)

Chaos theory examines the iterates of continuous functions to draw conclusions
about long-term behavior. As this relatively new theory has evolved, one dif-
ficulty still present is the absence of universally agreed upon definitions. On
the other hand, function spaces and equicontinuity are well established concepts
with mathematical definitions that are universally accepted. We will present
some theorems that display the natural connections between chaos and equi-
continuity.

1. Introduction

Modern dynamical systems theory began in 1890, when Henri Poincaré was study-
ing the three-body problem. He discovered the existence of aperiodic points that
approach neither infinity nor a fixed point. Although this chaotic behavior was ob-
served in 1890, it was not until around 1960 that chaos was formally studied. The
invention of the electronic computer made studying chaos possible, by allowing
one to iterate a simple function many times.

It can be said that chaos occurs when a deterministic system appears to be ran-
dom. Edward Lorenz observed this phenomenon in 1961, when small round off
errors led to unexpected results. The sensitive dependence on initial conditions
caused his deterministic system to appear random. This can be examined using
chaos theory.

There is no universal agreement on what the precise definition of a chaotic sys-
tem should be. Many authors use different definitions to describe similar concepts
[Devaney 1986; Li and Yorke 1975; Martelli 1999; Robinson 1999]. It is easy to
see how this could be a problem and it would be useful to unify the terminology.
A good starting point would be relating chaos to the classic idea of equicontinuity.

Well over one hundred years ago, equicontinuous families of functions were
introduced in [Arzela 1895; Ascoli 1884]. Equicontinuity allowed Giulio Ascoli
and Cesare Arzela to understand the behavior of families of continuous functions.

MSC2000: 37D45, 54C05, 54C35.
Keywords: equicontinuity, chaos.
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Since chaos describes the behavior of a family of iterates of a continuous function,
it seems natural to examine chaotic systems in terms of equicontinuity.

2. Equicontinuity

Ascoli and Arzeld used equicontinuity to explain which families of continuous
functions will be “well behaved”. Their results now have many important applica-
tions throughout mathematics. We will first introduce their classic definition.

A function space is defined to be the set of functions from a space X into a space
Y, denoted by Y*. For our purposes we restrict our function space to the set of
continuous functions from X to Y, denoted by €(X, Y).

Definition 2.1. Let (Y, d) be a metric space. Let ¥ be a subset of the function
space €(X,Y). If xo € X, the set F of functions is said to be equicontinuous at
xo if given € > 0, there is a neighborhood U of x( such that for all x € U and all
f e,

d (f(x), f(x0)) <e.
If the set & is equicontinuous at xq for each xy € X, it is said simply to be equicon-
tinuous.

Many times in topology, it is important to know when a set will be compact.
Informally speaking, if a family of continuous functions is compact, then it will be
well behaved. More precisely, if a sequence from a compact family of continuous
functions converges in the supremum metric, then it must converge to a continuous
function. A subset of R" is compact if and only if it is closed and bounded. As
Ascoli and Arzeld determined, equicontinuity is the additional property needed to
assure that a closed and bounded subset of a family of continuous functions will
be compact.

Theorem 2.2 (Arzela—Ascoli theorem). Let X be a compact space, and consider
©(X, R") in the sup metric. A subset F of €(X, R") is compact if and only if it is
closed, bounded, and equicontinuous.

3. Chaos

Chaos theory describes behavior that is the diametric opposite of well behaved.
The first time the word chaos was used to describe this mathematical phenomenon
was in [Li and Yorke 1975], where the authors described when the iterates of a
continuous function on an interval of the real line exhibit chaotic behavior. The
definition of a chaotic function in that paper does not conveniently generalize, so
most subsequent authors have chosen to use a different definition of chaos.

One commonly cited definition of a chaotic function, given in Robert Devaney’s
book [1986], involves two important characteristics: topological transitivity and
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sensitive dependence on initial conditions. But as for chaos itself, multiple defini-
tions exist for these two ideas (see [Devaney 1986; Martelli 1999; Robinson 1999;
2004]). We will adopt those used in [Robinson 2004].

Definition 3.1. f: X — X is said to be fopologically transitive if there exists x € X
such that { f*(x) | n € Z*} is dense in X.

Definition 3.2. Let f be a map on a metric space X. The map has sensitive de-
pendence on initial conditions at xg, provided that there exists € > 0 such that, for
any & > 0, there exists a yy such that d(xg, yg) < é and a n > 0 such that

d(f"(xo0), f"(y0)) = €.

The map has sensitive dependence on initial conditions on a set A, provided that it
has sensitive dependence on initial conditions at every points xo € A.

These are the two characteristic properties of a chaotic function, according to
[Robinson 1999].

Definition 3.3. A subset S C X is said to be invariant under f provided f(S) = S.

Definition 3.4. A map f on a metric space X is said to be chaotic on an invariant
set Y provided (i) f restricted to Y is topologically transitive and (ii) f restricted
to Y has sensitive dependence on initial conditions.

This idea of sensitive dependence on initial conditions appears to be related
to an equicontinuous family of functions. The following section will explore the
connections between chaos and equicontinuity.

4. Connections

If a family of iterates of a continuous function is equicontinuous at a point, then
all iterates of nearby points will remain close together. This idea appears contrary
to sensitive dependence on initial conditions, so the following theorem is natural.

Theorem 4.1 [Henry and Trapp 1998]. Let X be a metric space, f: X — X be a
continuous function, x € X, and & ={f" |n e N}. Then f has sensitive dependence
on initial conditions at x, if and only if F is not equicontinuous at x.

Proof. Suppose that & is not equicontinuous at x € X. Then there exists an € > 0
such that, for any § > 0, there exists a y such that d(x, y) < § and an n > 0 such
that d(f"(x), f"(y)) > €. Therefore, & being equicontinuous at x is the negation
of f having sensitive dependence on initial conditions at x. U

It becomes clear that equicontinuity is closely related to chaos. There are ad-
ditional natural connections, so we continue to show the various forms in which
equicontinuity appears. One definition that appears throughout texts on chaos is
stability.
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Definition 4.2. A point p is Lyapunov stable provided given any ¢ > O there is a
8 > 0 such that if |x — p| < & then | f/(x) — f/(p)| <€, forall j > 0.

Theorem 4.3. Let X be a metric space, f: X — X be a continuous function, and
F={f"|neN}. Then F is equicontinuous at x € X if and only if x is Lyapunov
stable.

Proof. First suppose that & is equicontinuous at x € X. Then for all € > 0 there
exists § > 0 such that d(x, y) < § implies that

d(f"(x), f"(y)) <e forallneN.
Without loss of generality, we may assume § < €. Thus, d(x, y) < €. Therefore,
d(f"(x), f"(y)) <e foralln>0.

So f is Lyapunov stable at x. Now if f is Lyapunov stable at x, then % is clearly
equicontinuous at x. ([

Definition 4.4 (Stable fixed point [Henry and Trapp 1998]). Let p be a fixed point
of f. We call p a stable fixed point provided there is a neighborhood U of p such
that

lim diam(f"(U)) =0.

n—oo
Definition 4.5. A point p is called periodic if f*(p) = p for some n € N. The
smallest such r is the period of p.

Two theorems relating this definition to equicontinuity are proved in [Henry and
Trapp 1998]. We say that p is a stable periodic point if and only if p is a stable
fixed point of f” for some n € N.

Theorem 4.6 [Henry and Trapp 1998]. Let p be a fixed point of f. If p is stable
then the iterates of f are equicontinuous at p.

Theorem 4.7 [Henry and Trapp 1998]. If p is a stable periodic point, then f has
equicontinuous iterates at p.

Another definition that appears extensively in chaos theory is that of an w-limit
set.

Definition 4.8. A point y is an w-limit point of x for f provided there exists a
sequence of n; going to infinity as k goes to infinity such that

klim d(f"™(x),y)=0.

The set of all w-limit points of x for f is called the w-/imit set of x and is denoted
by w(x) or w(x, f).

A useful characterization of an w-limit set is given by the following theorem.



CHAOS AND EQUICONTINUITY 367

Theorem 4.9 [Robinson 1999]. Let f: X — X be a continuous function on a
metric space X. Then for any x € X, o (x) = [\yso U,y {f" (D).

Notice that if w(x) = X, then { f"(x) | n € Z*} is dense in X. This is useful
for showing a system is topologically transitive. We will now prove a theorem that
allows us to connect w-limit sets to equicontinuity.

Theorem 4.10. Let X be a metric space, f: X — X be a continuous function, and
F ={f"|n eN}. Now suppose that x € X is a point at which ¥ is equicontinuous.
Ifye Xand x € cl(UnZO{f” (»)}), then F is equicontinuous at y.

Proof. Suppose x € X is a point at which & is equicontinuous and

x € cl(Up=ol /"))

Let € > 0 be given. By equicontinuity of %, there exists a §; > 0 such that
d(x,a) < 8; implies that d(f"(x), f"(x)) < €/2, for all n € N. Without loss
of generality, we may take §; < €. Now let x € cl({J,-o{f"(y)}). So there ex-
ists an m € N such that d(x, f"(y)) < §;/2. Since an}_/ finite set of continuous
functions is equicontinuous, there exists §; > 0 such that d(y, B) < §, implies that
d(f'(y), fi(B)) < 8;1/2 for 1 <i <m. Thus

dx, f"(B) =d(x, f" (YN +d(f" (), ["(B) <81/2+681/2=141.

Hence for j > m,

d(f(y), f1(B) <d(fI(y), fImx) +d(f7™(x), fI(B) <€/2+€/2=¢€.
So d(y, B) < 8, implies that for all n € N,

aif"(y), 1(8)
<max{d(f'), F1B), d(fI ), fFBN 1 <i<m, j>m)<e O
Corollary 4.11. Let X be a metric space, f: X — X be a continuous function, and

F ={f"|n eN}. Now suppose that x € X is a point at which ¥ is equicontinuous.
If x € w(y) then & is equicontinuous at y € X.

Proof. Let & be equicontinuous at x € X and suppose x € w(y). But

x€w(y) C cl( U {f"()’)}>,

n>0
S0 % is equicontinuous at x. (I

The previous theorems have shown how chaos can be recast in terms of equicon-
tinuity. This is possible because of the intimate connection between chaos and
equicontinuity as the following theorem and its corollaries show.
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Theorem 4.12. Let X be a metric space, f: X — X be a continuous function, and
F ={f"|n eN}. Suppose there exists a point x € X such that F is equicontinuous
at x. If o(y) = X, then ¥ is equicontinuous on { f"(y) |n € Z*).

Proof. If w(y) = X, then x € w(y). Since x is a point at which % is equicontinuous,
y must also be a point at which % is equicontinuous. But notice that for any n € N,
o(f"(y)) =w(y) = X. So forall n e N, f"(y) is also a point at which & is
equicontinuous. Therefore, F is equicontinuous on { f"(y) | n € Z*}. [l

Corollary 4.13 [Kolyada 2004]. Let X be a metric space, f: X — X be a contin-
uous onto function, and F = { f"* | n € Z*}. Suppose that there exists a point x € X
such that w(x) = X. Then % is equicontinuous on a dense subset of X, if and only
if f is not chaotic on X.

Proof. First suppose that f is not chaotic on X. Since w(x) = X, f is topologically
transitive on X. Thus f must not have sensitive dependence on initial conditions
on X. Hence there exists a point at which & is equicontinuous. Since w(x) = X,
F is equicontinuous on { f*(x) | n € Z*}. But { f"(x) | n € Z*} is dense in X.
Now suppose that & is not equicontinuous on a dense subset of X. Since w(x) =
X, there are no points in X at which % is equicontinuous. Thus f has sensitive
dependence on initial conditions on X. Therefore f is chaotic on X. U

Definition 4.14 (Minimal Set [Robinson 1999]). A set S is a minimal set for f pro-
vided (i) S is a closed, nonempty, invariant set and (ii) if B is a closed, nonempty,
invariant subset of S, then B = S.

Lemma 4.15 [Robinson 1999]. Let X be a metric space, f: X — X a continuous
map, and S € X a nonempty compact subset. Then, S is a minimal set if and only

ifo(x)=Sforallx €S.

Corollary 4.16 [Kolyada 2004]. Let X be a metric space, f: X — X be a continu-
ous function, S be a nonempty compact minimal subset of X, and & ={f" |n e N}.
Then either f is chaotic on S or & is equicontinuous on S.

Proof. First suppose that there is a point x € S such that & is equicontinuous at x.
Then since S is minimal, x € w(y) for all y € S. Thus ¥ is equicontinuous on S.
But if there are no points in S at which & is equicontinuous, then f is chaotic
on S. (]

5. Conclusion

Many definitions have been used to describe when a continuous function will be
chaotic. Since we are relating chaos to equicontinuity, we propose to define chaos
in terms of a family of continuous functions. Abstracting the connections from the
previous section, we offer the following definition of a chaotic family of continuous
functions.
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Definition 5.1. Let (Y, d) be a metric space. Let ¥ be a subset of the function
space (X, Y). Then & is chaotic if there exists x € X such that { f(x) | f € F} is
dense in Y and ¥ is not equicontinuous at x.

Now suppose that we let X be a metric space, f: X — X be a continuous
function, and & = {f" | n € N}. Then the definition of f being chaotic with our
first definition of chaos is equivalent to & being chaotic with this definition.

It is our belief that chaos terminology should be unified. We have displayed the
intrinsic relations of the classical concept of equicontinuity and the modern idea
of chaos, hoping to help unify the definitions within chaos theory.
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The minimum rank of a simple graph G is defined to be the smallest possible
rank over all symmetric real matrices whose ij-th entry (for i # j) is nonzero
whenever {i, j} is an edge in G and is zero otherwise. Maximum nullity is taken
over the same set of matrices, and the sum of maximum nullity and minimum
rank is the order of the graph. The zero forcing number is the minimum size of
a zero forcing set of vertices and bounds the maximum nullity from above. This
paper defines the graph families ciclos and estrellas and establishes the minimum
rank and zero forcing number of several of these families. In particular, these
families provide examples showing that the maximum nullity of a graph and its
dual may differ, and similarly for the zero forcing number.

1. Introduction

All matrices discussed are real and symmetric; the set of n x n real symmetric

matrices will be denoted by S, (R). A graph G = (Vg, Eg) means a simple undi-

rected graph (no loops, no multiple edges) with a finite nonempty set of vertices

Vi and edge set E¢ (an edge is a two-element subset of vertices). For A € S, (R),

the graph of A, denoted by 4(A), is the graph with vertices {1, ..., n} and edges

{{i, j}:aij #0, 1 <i < j <n}. The diagonal of A is ignored in determining 4(A).
Let G be a graph. The set of symmetric matrices described by G is

F(G)={A €S, (R):4(A) =G}.
The maximum nullity of G is
M(G) =max{null A : A € ¥(G)},
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and the minimum rank of G is
mr(G) = min{rank A : A € ¥(G)}.

Clearly mr(G) + M(G) = |G|, where the order |G| is the number of vertices of
G. Extensive work has been done on the problem of determining minimum rank
and maximum nullity of graphs. A variety of techniques have been developed
to determine the minimum rank, and the minimum rank of numerous families of
graphs has been determined, but in general the problem remains open. See [Fallat
and Hogben 2007] for a survey of results and discussion of the motivation for the
minimum rank problem.

The zero forcing number was introduced in [AIM 2008] and the associated ter-
minology was extended in [Barioli et al. 2010; 2009; Edholm et al. 2010; Hogben
2010; Huang et al. 2010]. Let G be a graph with each vertex colored either white
or black. Vertices change color according to the color-change rule: if u is a black
vertex and exactly one neighbor w of u is white, then change the color of w to
black. When the color-change rule is applied to u to change the color of w, we say
u forces w and write u — w. Given a coloring of G, the derived set is the set of
black vertices obtained by applying the color-change rule until no more changes
are possible. A zero forcing set for G is a subset of vertices Z such that if initially
the vertices in Z are colored black and the remaining vertices are colored white,
then the derived set is all the vertices of G. The zero forcing number Z(G) is the
minimum of |Z| over all zero forcing sets Z C V(G).

Theorem 1.1 [AIM 2008, Proposition 2.4]. For any graph G, M(G) < Z(G).

Let G = (Vg, Eg) be a graph and W C V. The induced subgraph G[W]
is the graph with vertex set W and edge set {{v,w} € E¢g : v,w € W}. The
subgraph induced by Vi \ W is also denoted by G — W, or in the case W is a
single vertex {v}, by G — v. Minimum rank is monotone on induced subgraphs,
that is, for any W C Vg, mr(G[W]) <mr(G). If e is an edge of G = (Vg, Eg), the
subgraph (Vg, Eg \ {e}) is denoted by G — e. We denote the complete graph on
n vertices by K, the cycle on n vertices by C,, and the path on n vertices by P,,.
The union of G; = (V;, Ey), fori =1,..., h,is U/, Gi = (U, Vi, U, E:i).
An (edge) covering of a graph G is a set of subgraphs {G;,i =1, ..., h} such that
G= U;’:l G;. The following observation is useful when bounding minimum rank
from above by using a covering to exhibit a low rank matrix.

Observation 1.2 [Fallat and Hogben 2007]. If G = |J/_, G;, then

h
mr(G) < Z mr(G;).

i=1
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The path cover number P(G) of G is the smallest positive integer m such that
there are m vertex-disjoint induced paths in G such that every vertex of G is a vertex
of one of the paths. The path cover number was first used in the study of minimum
rank and maximum eigenvalue multiplicity in [Johnson and Leal Duarte 1999]
(since the matrices in (G) are symmetric, algebraic and geometric multiplicities
of eigenvalues are the same, and since the diagonal is free, maximum eigenvalue
multiplicity is the same as maximum nullity). Johnson and Duarte [1999] showed
that for a tree T, P(T) = M(T); however, Barioli et al. [2004] showed that P(G)
and M(G) are not comparable for graphs unless some restriction is imposed on
the type of graph. A graph is planar if it can be drawn in the plane with no edge
crossings. A graph is outerplanar if it has a drawing in the plane without crossing
edges such that one face contains all vertices. Recently Sinkovic established the
following relationship between P(G) and M(G) for outerplanar graphs.

Theorem 1.3 [Sinkovic 2010]. If G is an outerplanar graph, then P(G) > M(G).

A connected graph G is k-connected if for any set of vertices S such that G — S
is disconnected, |S| > k. The dual G of a 3-connected planar graph G is the
graph obtained by putting a dual vertex in each region of a plane drawing of G
and a dual edge between two dual vertices whenever the original regions share
an original edge (we assume the graph is 3-connected to ensure that the dual is
determined by the graph rather than a particular plane embedding). At a research
meeting devoted to minimum rank at the American Institute of Mathematics, the
following questions were asked:

Question 1.4. If G is a 3-connected planar graph, is it true that M(G%) = M(G)?
Question 1.5. If G is a 3-connected planar graph, is it true that Z(GY =7(G)?

In Section 3 we give examples of graphs G such that M(G?) # M(G) and
Z(G%) # 7Z(G). The examples are taken from the family of estrellas. This family
and the related family of ciclos are defined in Section 2, and the minimum ranks,
maximum nullities, and zero forcing numbers of some members of these families
are established. In Section 4 we determine the vertex spreads and edge spreads
of select members of the ciclo and estrella families, thereby computing the min-
imum ranks, maximum nullities, and zero forcing numbers of additional families
of graphs (spreads are defined in Section 4).

2. Ciclo and estrella graph families

Definition 2.1. Let G be a graph and let e be an edge of G. A t-ciclo of G with
e, denoted by C;(G, e), is constructed from a f-cycle C; and ¢ copies of G by
identifying each edge of C; with the edge e in one copy of G. If a symbol for the
graph identifies a specific edge, or if G is edge-transitive (so it is not necessary to
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Figure 1. The complete ciclo C4(K4) and the complete estrella S4(K4).

NS

specify edge e), then the notation C,(G) is used. A vertex on C; is called a cycle
vertex.

The ciclo C4(K}4) is shown in Figure 1. Ciclos of complete graphs are discussed
in Section 2A. The order of C;(G) is (|G| — 1)¢. Note that although C;(G, e) is
defined as a union of a ¢-cycle C; and ¢ copies of G to explain the construction, in
fact C;(G, e) is a union of just the ¢ copies of G.

Definition 2.2. Let G be a graph, let e be an edge of G, and let v be a vertex of G
that is not an endpoint of e. A t-estrella of G with e and v, denoted by S, (G, e, v),
is the union of a ¢-ciclo C,(G, e) and the complete bipartite graph K ; with each
degree one vertex of K, identified with one copy of v. If a symbol for the graph
identifies a specific edge and vertex, or if G is vertex- and edge-transitive (so it
is not necessary to specify e and v), then the notation S;(G) is used. The degree
t vertex of the K ; used to construct the estrella is called the star vertex of the
estrella, and every neighbor of the star vertex is called a starneighbor vertex. A
cycle vertex in the ciclo that is used to construct the estrella is also called a cycle
vertex in the estrella.

The estrella S4(K4) is shown in Figure 1. The order of S;(G) is (|G| — 1)t + 1.
Estrellas of complete graphs are discussed in Section 2B. The families of ciclos
and estrellas formed from house graphs (see Sections 2C and 2D) are introduced
because of their importance as examples answering the duality questions (see Ques-
tions 1.4 and 1.5 above). Related families of ciclos are studied in Sections 2E and
2F. Another natural family of ciclos are the cycle ciclos, discussed in Section 2G.

2A. The complete ciclo C;(K,).

Definition 2.3. The complete ciclo, denoted by C;(K,), is the ciclo of the complete
graph K,, with ¢z, r > 3. (Note that K, is edge-transitive.) A vertex not on C; is
called a noncycle vertex.

The order of C,(K,) is (r — 1)t.

Theorem 2.4. Fort >3 andr > 3,

M(Ci(Kr)) =Z(Ci(Ky)) = (r = 2)t,  mr(Ci(K,)) =1.
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Figure 2. The zero forcing sets for the complete ciclos C,(K3)
and C,(K,).

Proof. First, we will derive a lower bound for the maximum nullity. We know from
Observation 1.2 that the minimum rank of a graph will be less than or equal to the
sum of the minimum ranks of the subgraphs in a covering of it. Since every C;(K,)
can be covered by ¢ copies of K, graphs, each of minimum rank 1, mr(C,(K,)) <t
and (r —2)t < M(C/(K,)).

The zero forcing number can be used to bound the maximum nullity from above.
There are many possible zero forcing sets of minimum cardinality, but it suffices
to exhibit one for each of the two cases r = 3 and r > 4 (see Figure 2).

Case r = 3. A set Z consisting of  — 1 cycle vertices and one noncycle vertex
adjacent to the cycle vertex that is not in Z is a zero forcing set of ¢ vertices.

Case r > 4. Let Z consist of all the cycle vertices and for each K, all but one of
the noncycle vertices. Then Z is a zero forcing set because there will always be at
least one black noncycle vertex in each K, that will force the one white noncycle
vertex, coloring the entire graph. Note that |Z| = (r — 2)t.

In either case, M(C;(K,)) <Z(C,(K,)) < (r — 2)t. O

2B. The complete estrella S;(K,).

Definition 2.5. The complete estrella, denoted by S;(K,), is the estrella of the
complete graph K,, with 7, > 3. (Note that K, is vertex- and edge-transitive.)
A vertex in S;(K,) that is not the star vertex, not a starneighbor vertex, and not a
cycle vertex is called a standard vertex.

The order of S;(K,) is (r — 1)t + 1, and S;(K4) is planar and 3-connected.
Theorem 2.6. Fort >3 andr > 4,

mr(S,(K,)) =t+2 and  M(S(K})) =Z(S(K;)) = (r =2)t — 1.

Proof. Note that |S;(K,)| = (r—1)t+1. Since S;(K,) can be covered by ¢ copies of
K, (each of minimum rank 1) and one K ; (of minimum rank 2), mr(S;(K,)) <t+2
and (r —2)t — 1 < M(S;(K})).

Define a set Z consisting of all cycle vertices and all but one standard vertices;
note |Z| = (r —2)t — 1. We claim Z is a zero forcing set. In each of the complete
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graphs that has all its standard vertices in Z, any black standard vertex can force
the one white starneighbor vertex. Then any one of the (now) black starneighbor
vertices can force the star vertex. Then the star vertex forces the one remaining
white starneighbor vertex, and any black neighbor forces the last white vertex. So
the entire graph is black, establishing the claim. Thus,

M(S:(K;)) <Z(S:(K;)) < (r—2)t — 1. U
Theorem 2.7. Fort >3,
mr(S,(K3)) =t and M(8/(K3)) =7Z(S5;(K3)) =1+ 1.

Proof. By Theorem 2.4, mr(C,(K3)) =t, and since C,(K3) is an induced subgraph
of §/(K3),

t =mr(C,(K3)) < mr(S;(K3)).
To show that mr(S;(K3)) < t, we construct a matrix of rank 7 in ¥(C;(K3)) and

extend it to a matrix in ¥(S; (K3)) without changing the rank of the matrix. Number
the vertices of C,(K3) as follows:

0 —11 0 0 0
0 00...1 0 0
0 00...-11 0

(0 00...0 —1 1

Note that the sum of each of the rows and the sum of each of the columns equal
zero. Then the 2¢ x 2¢ matrix

I B
A= [ et BTB] € H(Ci(K3))
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has rank A = ¢. Extend the matrix A to the (2t + 1) x (2¢ 4+ 1) matrix

It><t B 11
A'=| BT B'B 0, | € 9(S/(K3)).
17 o ¢

Note that BB shares properties with B in that for each row and column, the sum
is zero as well. Thus the entries of the new column 2¢ + 1 of A’ is the sum of the
columns of A, and, similarly for the rows. Thus rank A" = ¢, and mr(S;(K3)) < ¢.

O

2C. The house ciclo C;(Hy).

Definition 2.8. A house Hy (also called an empty house) is the union of a 3-cycle
and a 4-cycle with one edge in common, shown on the left in Figure 3. The
symbol Hj also designates the specific edge e and vertex v shown in the figure
(this figure also includes numbering that will be used later). A house ciclo is
C:(Ho) = C/(Hy, e).

The house ciclo C4(Hp) is shown on the right in Figure 3. Note that the order
of C,(Hp) is 4t and C,(Hp) is outerplanar.

A,

1 5
e ;;

Figure 3. The house Hj and the house ciclo C4(H).

Observation 2.9. For r > 3, P(C,(Hp)) <t, because we can create a covering with
t paths:

AN
V4

Theorem 2.10. Fort > 3, M(C;(Hyp)) =t and mr(C;(Hp)) = 3t.

Proof. Because house ciclos are outerplanar, Theorem 1.3 and Observation 2.9
give the upper bound M(C;(Hp)) < P(C;(Hp)) < t for the maximum nullity of
C;(Hp). Using the obvious covering of the house ciclo C;(Hp) by the set of  houses
Hy, and the fact that mr(Hy) = 3, we have the same lower bound on maximum
nullity: M(C,;(Hp)) = |C;(Hp)| — mr(C;(Hp)) > |C,(Hp)| — 3t > t. Therefore,
M(C;(Hp)) =t and mr(C;(Hp)) = 3t. [l
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Theorem 2.11. Forevent >4, Z(C,(Hy)) =t.

Proof. Since t = M(C;(Hy)) < Z(C,(Hp)), it suffices to exhibit a zero forcing set
Z with |Z| =t. Let Z consist of pairs chosen in alternate houses of C,(Hy) going
around the cycle (2 vertices in the first house, skip the second house, 2 vertices in
the third house, skip the fourth house, etc.), where each pair of vertices consists
of the peak vertex v = 3 and its neighbor 2, labeled as in Figure 3. Because ¢ is
even, |Z| = ¢t. Within each house that contains two black vertices, the remaining
three vertices are forced to turn black. Then, the remaining three white vertices in
a house in between two houses having all vertices black will be forced. So Z is a
zero forcing set. U

In the case ¢ is odd, the method used in the proof of Theorem 2.11 will produce a
zero forcing set of order # + 1, so for ¢ odd, Z(C;(Hp)) <t+1. For odd t <9, it has
been established by use of software [DeLoss et al. 2008] that Z(C,(Hp)) =t + 1.

2D. The house estrella S;(H)).

Definition 2.12. A house estrella is S;(Hy) = S;(Hp, e, v), where v and e are as
shown in Figure 3.

Here is the house estrella S4(Hp). Note that the order of S,(Hp) is 4¢ + 1 and
S;(Hp) is planar and 3-connected.

We adopt the following convention for numbering the vertices of S,(Hp). We
start the numbering on one of the houses from the lower left corner, starting with
1, and complete the numbering clockwise around the house, as in Figure 3. When
that house is done, continue to the clockwise-adjacent house. The star vertex is
numbered 47 + 1.

Theorem 2.13. Fort > 3,
mr(S;(Hy)) =3t and M(S;(Hpy)) =1+ 1.

Proof. In Theorem 2.10, it was shown that mr(C,(Hp)) = 3¢, and since C;(Hp) is
an induced subgraph of S;(Hp), we have 3t = mr(C;(Hp)) < mr(S;(Hp)).

Next, we will construct a specific matrix A € ¥(C;(Hp)) having rank A = 3¢
that we can extend to a matrix A’ such that 4(A’") = S, (Hy) and rank A’ = 3¢, thus
showing that the minimum rank of S, (Hp) is also 3¢.
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Define the submatrices

1001 1100 1000
U:OOOO, V:llll’ W:OOOO
0000 0111 0000
0000 0111 1000

The sum of the adjacency matrix of C;(Hy) and the 4¢ x 4¢ identity matrix is the
4t x 4t matrix

vwo®o..00 0U
uvw®o..000O0
OoUv vw..00 0O
O 0ouUVvV...00 00O
A= s s M
0 0 0 O Vwa oo
0 0 0 O uv wao
00 0O0...0U0VW
woO0®O0..00UV

Note that V is the submatrix corresponding to the adjacencies between the vertices
numbered 4s 4 1, 45 + 2, 45 + 3, 45 + 4, and V lies on the diagonal.

Let b be the 0,1-vector describing the adjacencies of the star vertex. If b €
range A, then there exists a vector x such that Ax = b and for

A= A Ax
T xTA xTAx |”

rank A’ =rank A and <%(A") = S,(Hp).

we have

Thus it suffices to show that b is in the range of A.

To prove b € range A, we show that b € (ker A)* and apply the fact that for
any real symmetric matrix A, (ker A)* = range A [Han and Neumann 2007, Fact
5.2.15]. Establishing b € (ker A)* can be done by finding a basis for the kernel
of A and showing that b is orthogonal to the vectors in the basis of the kernel. To
construct the basis, we construct ¢ linearly independent null vectors (and note that
null A < M(C;(Hp)) =t by Theorem 2.10).

Let

a=[0507_19 l]a w=[05_1a190]’ ﬁ=[05_1709 1]’ 0=[0507050]
Then construct the vectors in the following manner:

vlz[ﬂ,ﬂ,-.-,ﬁ,ﬂ,ﬁ]T,

t
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T
v2=[a’/37'--7/87/39w] ’
———
t—2
_ T
=[oB,...,8 w00],
—_———
t—3
_ T
v, =, B,...,8,0,0,...,0]",
—_——— ———
t—r r—2
v, =[a, ,0,...,0]".
_‘,——/
-2
To show that the vectors v;,i = 1,...,t are null vectors of A it is sufficient to

observe that
,BT C!)T OT OT OtT O[T OlT ,BT ,BT C!)T ,BT CDT OT
[U 1% W]4X12 /3T OlT OlT aT ,BT ﬂT a)T ,BT a)T OT a)T OT OT =04><13.

T T gT , T gT , T oT T 0T 0T oT oT oT
/3,3/3(1)/3(00(00OotoeotIZX13

Next, we show that the vectors v;, i =1, ..., t are linearly independent, viewing
these vectors as block vectors (as constructed). Suppose Zf.:] y;v; =0. The vector
v, has BT =10, —1, 0, 177 as the last block of the vector, so the last coordinate
is 1. The vector v, has w’ = [0, —1, 1, 0]7 as the last block of the vector, so the
last coordinate is 0, and the last coordinate of v;,i > 3 is also 0. Thus y; = 0.
Assuming ¥, = 0, by examining block t —k 4 1 of Zf=k+1 y;v; = 0, we see that
Vk+1 = 0. Thus the vectors vy, ..., v, are linearly independent.

To complete the proof it suffices to show that 0,1-vector b describing the ad-
jacencies of the star vertex is orthogonal to ker A. Let ¢ = [0,0,1,0]; then
b=1gp,...,¢l". Note that

p-a=—1, ¢-=0, ¢-wo=1.
Then
t
b-vi=[p,....,0]" - [B,....81" =3 ¢-p=0,
=1

1

and for2 <r <t¢,

b-vo=[p,....,01" (&, B,.... B, ,0,...,0]"
——— N

t—r r—2
r—2

1—r
=¢p-a+)y ¢-B+o-wo+> ¢-0

i=1 i=1
=—1404+14+0=0.
Therefore, b € (ker A)~. O
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Corollary 2.14. Forevent >4, 7Z.(S;(Hp)) =t + 1.

Proof. The zero forcing set Z of Theorem 2.11 together with the star vertex is a
zero forcing set of order 7 + 1 and the result then follows from Theorem 2.13. [J

For ¢ odd, there is a zero forcing set of order #+2, so for ¢ odd, Z(S;(Hp)) <t+2.
For odd # < 9, it has been established by use of software [DeLoss et al. 2008] that
Z(S/(Hp)) =1t +2.

2E. The half-house ciclo C;(Hj).

Definition 2.15. A half-full house or half-house H is a house with one diagonal
in the square, as shown on the left in Figure 4. The symbol H; also designates the
specific edge e and vertex v, as shown in this figure. A half-house ciclo is a ciclo
of half-houses C;(H;) = C;(Hj, e).

v
°

/\

Figure 4. The half-house H; and half-house ciclo C4(H1).

The half-house ciclo C4(H;) is also shown in Figure 4. Note that mr(H;) =
3 =|H;| — 2. The order of C;(H,) is 4t and that C,(H,) is outerplanar. Half-full
house ciclos have many properties in common with house ciclos. The proofs of
the results below are analogous to the proofs of the corresponding results for house
ciclos, and are omitted.

Observation 2.16. For r > 3, P(C;(H;)) <t.
Theorem 2.17. Fort > 3,

M(C;(Hy)) =t and wmr(C;(H;))=3t.
Theorem 2.18. Forevent, Z(C,(Hy)) =t.
In the case ¢ is odd, Z(C;(Hy)) <t + 1.

2F. The full-house ciclo C;(H5).

Definition 2.19. A full house H, is the union of K4 and K3 with one edge in
common, or equivalently, a house with both diagonals in the square, as shown on
the left in Figure 5. The symbol H, also designates the specific edge e and vertex
v, as shown in this figure (this figure also includes numbering that will be used
later). A full house ciclo is a ciclo of full houses C;(H;) = C;(H3, e).



382 ALMODOVAR, DELOSS, HOGBEN, HOGENSON, MURPHY, PETERS AND RAMIREZ

Figure 5. The full house H; and full house ciclo C4(H5).

The full house ciclo C4(H>) is also shown in Figure 5. Note that the order of
C;(H>) is 4t and mr(H;) = 2. We adopt the following convention for numbering
the vertices of C;(H,). We start the numbering on one of the houses from the
lower left corner, starting with 1, and complete the numbering clockwise around
the house, as in Figure 5. When that house is done, continue with the clockwise-
adjacent house.

Theorem 2.20. Fort >3, M(C;(H3)) = Z(C;(Hy)) = 2t and mr(C;(Hy)) = 2t.

Proof. We can bound the maximum nullity from below by bounding the minimum
rank from above using a covering of C,(H,) with ¢ copies of the full house. Since
a full house has minimum rank 2 and |C;(H,)| = 4t, 2t < M(C;(H>)).

Next, we can derive an upper bound for the maximum nullity by showing that

Z=1{1,2,3,6,7,10,11, ..., 4k+2,4k+3,...,4(t=2)+2,4(—2)+3,4(t—1)+2}

is a zero forcing set. There are three black vertices of the four vertices in the first
house, one in the last, and two in every other house (where the first four of the five
vertices actually in a house are associated with that house to avoid duplication).
To see that Z is a zero forcing set, examine the first full house. Since vertices 1,
2, and 3 are black, the other two vertices in house 1 are forced, which means the
next house already has its first vertex 5 = 4(2 — 1) 4 1 black, in addition to 6 and
7. This process will continue around the ciclo until we reach the last full house,
house ¢, which now has vertices 4(t — 1) + 1, 4(t — 1) + 2, and 1 colored, so the
remaining two vertices in this house can be forced. Since | Z| = 2¢,

2t < M(Ci(H)) = Z(C(Hy)) = |Z| =21,
and we have equality throughout. ([
2G. The cycle ciclo C,(C,).

Definition 2.21. A cycle ciclo is a ciclo of cycles C,(C,), r > 4.

The cycle ciclo C4(Cg) is shown in Figure 6. The order of C,(C;) is (r — 1)t and
C;(C,) is outerplanar. Cycle ciclos have many properties in common with house
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Figure 6. The cycle ciclo C4(Cg).
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ciclos. Note that mr(C,) =r —2 = |C,| — 2 and mr(Hy) = 3 = |Hy| — 2, and
Z(C,) =2 =Z(Hp). The proofs of the results below are analogous to the proofs

of the corresponding results for house ciclos, and are omitted.

Observation 2.22. For r > 3, P(C,(C,)) <t.

Theorem 2.23. Fort > 3, M(C;(C,)) =t and mr(C;(C,)) = (r —2)t.

Theorem 2.24. For event > 4,7(C,(C,)) =t.

In the case ¢ is odd, Z(C,(C,)) <t +1.

2H. Summary. The results established in this section for certain families of ciclos
and estrellas can be summarized as follows:

Graph G |G| mr(G) M(G) Z(G)
C:/(K,) (r—Dt t r—2t r—=2)t
C;(Hy) 4¢ 3t t t if t even
<t+1ifrodd
C;(Hy) 4t 3t t t if t even
<t+1ifrodd
C:(Hy) 4¢ 2t 2t 2t
C,/(C)H)(r=4 (r—1t (r—2)t t tif t even
<t+1ifrodd
SH(K)(r=4) r—Dt+1 t+2 r—2t—-1 r—2—1
S (K3) 2t +1 t r+1 t+1
S; (Hp) 4r+1 3t r+1 t+ 1ift even

<t+2ift odd

3. Complete estrellas and house estrellas as duals

The next theorem and our previous results show that complete estrellas and house

estrellas provide a negative answer to Questions 1.4 and 1.5.

Theorem 3.1. The dual of the complete estrella S;(Ky) is the house estrella S;(Hy).
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Figure 7. The house estrella S, (Hp), in lighter color, as the dual
of the complete estrella S;(K4), in black.

Proof. Since S;(K4) is a 3-connected graph, its dual is independent of how it is
drawn in the plane, so we draw S;(K4) with the star vertex in the center, as shown
by the black lines in Figure 7. Each K, together with the star vertex produces a
house as its dual, so ignoring the infinite region we obtain the house ciclo C;(Hy)
as the dual, shown in a lighter color in the figure. The last step to creating the dual
is to add a dual point that represents the infinite region outside the S; (K4), and it
connects to the vertex numbered 3 of each house (with numbering as in Figure 3),
creating the house estrella S; (Hp) (Figure 7). U

Corollary 3.2. The example in Theorem 3.1 answers Questions 1.4 and 1.5 in the
negative, since M(S4(K4)) = Z(S4(K4)) =7 and M(S4(Hp)) = Z(S4(Hp)) = 5.

4. Rank spread, null spread, and zero spread

If the minimum rank, maximum nullity, and/or zero forcing number are known
for a graph G, it is sometimes possible to use this information to determine the
same parameter for the graph obtained from G by deleting a vertex or edge. In
this section we determine the minimum rank/maximum nullity and zero forcing
number of any complete ciclo or complete estrella from which one vertex or one
edge has been deleted. Note that a complete ciclo has two types of vertex, a cycle
vertex and a noncycle vertex. For a complete estrella there can be four types of
vertex: the star vertex, a starneighbor vertex, a cycle vertex, and a standard vertex;
note that S, (K3) does not have any standard vertices.

4A. Vertex spreads of complete ciclos and estrellas. Let G be a graph and v be a
vertex in G. The rank spread of v, defined in [Barioli et al. 2004], is

1,(G) =mr(G) —mr(G —v),
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and it is known [Nylen 1996] that
0<r,(G) <2.

By analogy with the rank spread, the null spread and the zero spread were defined
in [Edholm et al. 2010]. The null spread of v is n,(G) = M(G) — M(G — v). The
zero spread of v is z,(G) = Z(G) —Z(G —v). Clearly, for any graph G and vertex
v of G,
1,(G) +ny(G) =1,
and thus
—1<n,(G)<1.

Theorem 4.1 [Huang et al. 2010; Edholm et al. 2010]. For every graph G and
vertex v of G,

—1<7,(G) < 1.

As might be expected from the loose relationship between zero forcing num-
ber and maximum nullity, the parameters n,(G) and z,(G) are not comparable,
and examples of this are given in [Edholm et al. 2010]. However, under certain
circumstances we can use one spread to determine the other.

Observation 4.2. [Barrett et al. 2008] Let G be a graph such that M(G) = Z(G)
and let v be a vertex of G. Thenn,(G) >z,(G),and soifz,(G) =1, thenn,(G) =1
(equivalently, r,(G) = 0).

Theorem 4.3. For any vertex v, M(C;(K,) —v) = Z(Ci(K,) —v) = (r —2)t — 1,
or equivalently, n,(C,(K,)) = z,(C,(K,)) = 1.

Proof. We exhibit a zero forcing set Z for C;(K,) —v such that |Z| = (r —2)t — 1
(here r > 3). Since Z(C;(K,)) = (r —2)t and 2, (C;(K})) <1, 2, (C;(K,)) =1 and
Z(Ci(K,;)—v)=(r—2)t—1. Since M(C,(K,)) =Z(C;(K,)), by Observation 4.2
n,(C;(K,)) =1, and thus M(C,;(K,) —v) = (r —2)t — 1. When exhibiting a zero
forcing set, we separate C;(K3) from C,(K,) with r > 4. For each of these two
cases, there are two types of vertex v, a cycle vertex and a noncycle vertex. The
zero forcing sets Z are illustrated as black vertices in Figure 8.

Case C,(K3). For a cycle vertex v, let the two noncycle neighbors of v in C;(K3)
be denoted by u and w. Then Z consists of every noncycle vertex except w. For a
noncycle vertex v, let the two neighbors of v (both of which are cycle vertices) be
denoted by u and w. Then Z consists of u and every noncycle vertex except for
the one adjacent to w.

Case C;(K,). Note that each of the one or two copies of K, in which v was a
vertex has now become K,_j. For a cycle vertex v, Z consists of all the remaining
cycle vertices and all but one noncycle vertex in each K, or K,_;. For a noncycle
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Figure 8. The zero forcing sets for C;(K3) (v a cycle vertex and
v a noncycle vertex) and C;(K,) with r > 4 (v a cycle vertex and
v a noncycle vertex).

vertex v, Z consists of every cycle vertex and all but one noncycle vertex in each
K, or K,_. J

Theorem 4.4. For every vertex v,
M(S:(K3) —v) =Z(S5(K3) —v) =1,
or equivalently, n,(S;(K3)) = z,(5;(K3)) = 1.

Proof. First let v be the star vertex of S;(K3). Then S;(K3) — v = C;(K3), so by
Theorems 2.4 and 2.7, n,(S;(K3)) = z,(S;(K3)) = 1. For any vertex v that is not
the star vertex, we exhibit a zero forcing set Z for S,(K3) — v such that |Z| = ¢,
and as in Theorem 4.3 this establishes the theorem. In addition to the star vertex,
there are two types of vertex in S;(K3), a cycle vertex and a starneighbor vertex.
The zero forcing sets Z are illustrated as black vertices in Figure 9.

For a starneighbor vertex v, Z consists of every cycle vertex. For a cycle vertex
v, let the two starneighbor vertices adjacent to v in S;(K3) be denoted by u and w.
Then Z consists of # and every remaining cycle vertex in S;(K3) — v. (]

Figure 9. The zero forcing sets for S; (K3)—v for v a starneighbor
vertex and v a cycle vertex.
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Figure 10. The zero forcing sets for S;(K,) for v a cycle vertex,
v a standard vertex, and v a starneighbor vertex (with r > 4).

Theorem 4.5. Let r > 4. For every vertex v except the star vertex,
M(S; (K;) —v) =Z(S5:(K;) —v) = (r —2)t =2,

or equivalently,
0y (8¢ (Kr)) =2, (S:(Ky)) = 1.

If x is the star vertex, then M(S;(K,) —x) = Z(S;(K,) — x) = (r — 2)t, or equiva-
lenﬂ)’, nx(Sl(Kr)) =Zx (St(Kr)) =-1

Proof. First let x be the star vertex of S;(K,) withr >4. Then S,(K,)—x =C,(K,),
so by Theorems 2.4 and 2.6, n, (S;(K,)) = z,(S;(K,)) = —1. For any vertex v that
is not the star vertex, we exhibit a zero forcing set Z for S,(K,) — v of order
(r —2)t — 2, and as in Theorem 4.3 this establishes the result. The zero forcing
sets Z are illustrated as black vertices in Figure 10.

Let v be a cycle vertex, a standard vertex, or a starneighbor vertex, and in S; (K )
choose one K, that does not contain v. Note that each of the one or two copies
of K, in which v was a vertex has now become K,_;. If v is a cycle vertex
or a standard vertex, then Z consists of all remaining cycle vertices, all remaining
standard vertices in every K,_ or K, except the chosen K, and all but one standard
vertices in the chosen K. If v is a starneighbor vertex, then Z consists of all cycle
vertices, all standard vertices in every K, except the chosen K,, and all but one
standard vertices in the chosen K, and in the K, _;. O

4B. Edge spreads of complete ciclos and estrellas. In analogy with the rank, null,
and zero spreads for vertex deletion, spreads for edge deletion were defined in
[Edholm et al. 2010]. Let G be a graph and e be an edge in G. The rank edge
spread of e is 1,(G) = mr(G) — mr(G — e). The null edge spread of e is n,(G) =
M(G)—M(G —e). The zero edge spread of e is z,(G) =Z(G) —Z(G —e). Clearly,
for any graph G and edge e of G, r.(G) 4+ n.(G) = 0 [Edholm et al. 2010].

Observation 4.6 [Nylen 1996]. For any graph G and edge e of G, —1 <r,(G) <1
and thus —1 <n,(G) < 1.
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Theorem 4.7 [Edholm et al. 2010]. For every graph G and every edge e of G,
—1=<z(G)<1L

In the same reference it is shown that, although the bounds on the zero edge
spread are the same as the bounds on the null edge spread, they are not compara-
ble. As with vertex spread, under certain circumstances we can use one spread to
determine the other.

Observation 4.8 [Edholm et al. 2010]. Let G be a graph such that M(G) = Z(G)
and let e be an edge of G. Then n.(G) > z,(G), and so if z,(G) =1, then n.(G) =1
(equivalently, r.(G) = 0).

An edge is classified based on its vertices. For a complete ciclo, there can be
three types of edge: cycle-cycle, noncycle-cycle, and noncycle-noncycle (if r > 4).
For a complete estrella there can be six types of edge: cycle-cycle, standard-cycle
@if r = 4), cycle-starneighbor, standard-standard (if r > 5), standard-starneighbor
(if r > 4), and star-starneighbor.

Theorem 4.9. For any edge e, M(C,(K,) —e) =Z(C,(K,)—e)=(r—2)t—1, or
equivalently, n,(C;(K;)) = z,(C;(K;)) = 1.

Proof. We exhibit a zero forcing set Z for C,;(K,) — e such that |Z| = (r —2)t — 1
(here r = 3). Since Z(C;(K,)) = (r —2)t and z,(C;(K;)) <1, z.(C;(K,)) =1 and
Z(Ci(K;)—e)=(r—2)t—1. Since M(C,(K,)) =Z(C,;(K,)), by Observation 4.8
n.(C;(K,)) =1, and thus M(C,(K,) —e) = (r — 2)t — 1. When exhibiting a zero
forcing set, we separate C,(K3) from C;(K,) with r > 4. The zero forcing sets Z
are illustrated as black vertices in Figure 11.

i

Figure 11. The zero forcing sets for C,(K3) — e (e a cycle-cycle
edge and e a noncycle-cycle edge) and C,;(K,) — e with r > 4 (e
a cycle-cycle edge, ¢ a noncycle-noncycle edge, and e a noncycle-
cycle edge).
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Case C;(K3). There are two types of edges e, a cycle-cycle edge and a noncycle-
cycle edge. For a cycle-cycle edge e = {u, w}, Z consists of the noncycle vertex
in a K3 that contains # but not w, and every cycle vertex except u and w. For a
noncycle-cycle edge e = {v, u}, let v be the noncycle vertex of e and let u be the
cycle vertex of e. Then Z consists of every noncycle vertex except for the one
adjacent to u.

Case C,(K,). There are three types of edges: cycle-cycle, noncycle-noncycle, and
noncycle-cycle. For e a cycle-cycle edge or noncycle-noncycle edge, Z consists
of all cycle vertices except for one of the two cycle vertices in K, — e and all but
one noncycle vertex in each K, or K, —e; in the case that e is a noncycle-noncycle
edge, the noncycle vertex in K, — e that is not in Z must be an endpoint of e (this
is relevant when r > 5). For a noncycle-cycle edge, Z consists of all the cycle
vertices, all but one noncycle vertex in each K, and all but two noncycle vertices
in the K, — e; one of the two noncycle vertices in K, — e that is not in Z must be
an endpoint of e (this is relevant when r > 5). O

Theorem 4.10. For every edge e, M(S;(K3) —e) =Z(S;(K3) —e) =t, or equiva-
lently, n,(S;(K3)) = z.(S5;(K3)) = L.

Proof. We exhibit a zero forcing set Z for S;(K3) — e such that |Z| =¢, and as in
Theorem 4.9 this establishes the theorem. The zero forcing sets Z are illustrated
as black vertices in Figure 12. There are three types of edges: cycle-cycle, star-
starneighbor, and cycle-starneighbor. For a cycle-cycle edge or star-starneighbor
edge e, let the two cycle vertices of the K3 that contains at least one endpoint of e
be denoted by # and w. Then Z consists of the starneighbor vertex in the K3 that
contains u but not w, and all cycle vertices except for w. For a cycle-starneighbor
edge, Z consists of all cycle vertices. (Il

Figure 12. The zero forcing sets for S; (K3) —e where e is a cycle-
cycle edge, a star-starneighbor edge, and a cycle-starneighbor
edge.

Theorem 4.11. Let r > 4. For every edge e except a star-starneighbor edge,

M(S; (K)) —e) =Z(S(K)) —e) = (r = 2)t =2,
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or, equivalently,
n, (8 (K,)) =2z, (S(K,)) = 1.

If d is a star-starneighbor edge, then
M(S;(Kr) —d) =Z(S;(Ky) —d) = (r =2t — 1,

or equivalently,
ng(S:(Kr)) =za(S:(K)) =0.

Proof. There can be 6 types of edges: cycle-cycle, standard-cycle, cycle-starneigh-
bor, standard-standard (if » > 5), standard-starneighbor, and star-starneighbor. For
any edge e that is not a star-starneighbor edge, we exhibit a zero forcing set Z for
S;(K,) —e of order (r —2)t — 2, and as in Theorem 4.9 this establishes the result.
The zero forcing sets Z are illustrated as black vertices in Figure 13.

Figure 13. The zero forcing sets for S;(K,) — e for e a standard-
cycle edge, a cycle-starneighbor edge, a standard-standard edge,
a cycle-cycle edge, a standard-starneighbor edge, and a star-
starneighbor edge (with r > 4).
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Let e be a standard-cycle edge, a cycle-starneighbor edge, or a standard-standard
edge. Let u be a cycle vertex that is not an endpoint of e and is in the K, —e. Then
Z consists of all cycle vertices, all standard vertices in each K, (or K, — e) except
those that contain u, and all but one of the standard vertices in the K, and K, — e
that contain u. In the case that e is a standard-standard edge, the standard vertex
in K, — e that is not in Z must be an endpoint of e (this is relevant when r > 6).

For a cycle-cycle edge ¢ = {w, u}, Z consists of all cycle vertices except w
and u, all standard vertices in each K, (or K, — e) except those that contain u,
all but one of the standard vertices in the K, and K, — e that contain u, and the
starneighbor vertex in the K, and K, — e that contain u.

For a standard-starneighbor edge, choose one cycle vertex u in the K, —e. Then
Z consists of all cycle vertices except for u, all standard vertices in each K, except
the K, that contains u, all standard vertices in K, —e, and all but one of the standard
vertices in the one K, that contains u.

For a star-starneighbor edge d, let Z consist of all cycle vertices and all standard
vertices except one standard vertex in a K, that does not contain an endpoint of d.
Then Z is a zero forcing set for S;(K,) —d. Since S;(K,) —d can be covered by ¢
copies of K, and one K; ;_, we have mr(S;(K,) —d) <t+2. Thus

(r=2t—=1=|8(K,) —d| = (t +2) = M(S(K;) —d)
<Z(S(Ky)—d) < (r=2)t -1,

and we have equality throughout. O
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A numerical investigation on the asymptotic
behavior of discrete Volterra equations
with two delays

Immacolata Garzilli, Eleonora Messina and Antonia Vecchio

(Communicated by Kenneth S. Berenhaut)

We describe a numerical approach to the solution of two-delay Volterra integral
equations, and we carry out a nonlinear stability analysis on an interesting test
equation by means of a parallel investigation both on the continuous and the
discrete problem.

1. Introduction

Messina et al. [2008a] present a comparison between the analytical and the numer-
ical solution of the following Volterra integral equation (VIE) with two constant
delays:
t—11
y(t)=/ k(t—1)g(y(r)dr te€[n,T], ey
t—1

with y(¢) = ¢(2), t € [0, 12], where ¢(¢) is a known function such that

o) = /0 k(2 - Dglp(@)de. @

The interest of (1) in the applications is mainly in the modeling of age-structured
population dynamics, as described in [Messina et al. 2008a] and the references
therein. Here, we continue those investigations with the aim of providing a more
complete analysis of the dynamics of the solutions. In particular, we add some new
results on the global asymptotic behavior of solutions and simplify some already
known proofs. In Section 2, the properties of the continuous solution are summa-
rized and a new result on global asymptotic stability of the nontrivial equilibrium
is proved. In Section 3, we consider a numerical method of direct quadrature type
and look for conditions on the step size & of a direct quadrature method that lead
to a numerical solution which mimics the behavior of the continuous one. The

MSC2000: 45MO05, 45M10, 65R20.
Keywords: Volterra integral equations, direct quadrature methods, stability, double delays.
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main novelty of this paper with respect to [Messina et al. 2008a] is the compact
form that we use to represent the method: this new form allows us to obtain some
new results in the discrete case equivalent to those valid for the continuous case,
and so to complete the parallelism between the behaviors of the analytical and the
numerical solution. Finally, in Section 4 we report some numerical examples that
show the nature of these behaviors.

2. The continuous equation

In this section we provide a summary of the theory related to the stability of equi-
libria of (1) already developed in [Messina et al. 2008a] and we prove a new result
on the global asymptotic stability of the nontrivial equilibrium (Theorem 2.6).

As in that paper, we make certain assumptions on the functions ¢, g and k of
problem (1):

(a) () =0, for all t € [0, 12];
(b) k(¢) not identically zero and k(¢) > 0, for all ¢ € [11, 12];
(c) ge C([0, +00)), g(x) >0, for all x > 0 and g(0) =0, g’(0) > 0;
(d) g(x)—xg'(x) >0, for all x > 0;
(e) 1/2'(0) < x/g(x), for all x > 0.
These assumptions include some that are significant from a biological point of

view (see [Messina et al. 2008a] and the bibliography therein) and guarantee that
the solution y(¢) is nonnegative for all ¢ > 1,. Define the positive function

() = {x/g(x) if x>0,
=g if x=0.

By hypotheses (d) and (e), a(x) is an increasing function for all x > 0. In particular,
it is strictly increasing for all x > 0, if g(x) is a nonlinear function, while it is
constant otherwise. From now on, we assume that g(x) is nonlinear, hence (d) and
(e) are meant as strict inequalities and, in analogy with [Messina et al. 2008a], we
consider the following alternative formulation of (1):

y() =pg(y(t =§()), &) eln, 2], 3)
where
2]
p=/ k(x)dx, 4)
T
which is more appropriate for our analysis. Obviously, (1) has at least the trivial

solution y* = 0. The following theorem shows that this equilibrium is unique
for pg < 1/¢’(0), then the value pg = 1/g’(0) represents a bifurcation point for the
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variable p; as a matter of fact, when p > po, the trivial solution is no longer unique,
and another nontrivial equilibrium y* = a~!'(p) appears. Let a* = lim,_, 4 o0 a(x).

Theorem 2.1 [Iannelli 1994; Messina et al. 2008a]. Let p be defined as in (4).
(i) Equation (1) has one and only one nontrivial equilibrium y* = a~'(p) if and
only if 1/¢'(0) < p < a*.
(ii) Equation (1) has only the trivial equilibrium if p < 1/g’(0).
To analyze the nature of these equilibria we recall the following definitions.
Definition 2.1. Let y* be an equilibrium point for (1). Then y* is said to be:

o stable if, for all € > 0, there exists § > 0 such that

lp(t) —y*| <8, Vi>1, = |y@t)—y*| <€, Vie[n, T,

locally attractive if there exists § > 0 such that

lp@) =y <8 Vi€l n] = lim |y@)—y"1=0;

globally attractive if, for all ¢(t) > 0,
. T
Aim |y () = y7| =0;
« locally asymptotically stable if it is stable and locally attractive;

« globally asymptotically stable if it is stable and globally attractive.

We now quote some propositions proved in earlier papers, and we prove Theo-
rem 2.6, which assures the global asymptotic stability of the solution y(¢) of (1).

Theorem 2.2 [Iannelli 1994; Messina et al. 2010]. Let y* be an equilibrium point
for (1).

1) If plg’ ™) < 1, then y* is locally asymptotically stable;

(i) If plg’ (y*)| > 1, then y* is unstable.
Theorem 2.3 [Messina et al. 2008a]. If g(x) is nondecreasing, then the nontrivial

equilibrium y* is locally asymptotically stable.

Theorem 2.4 [lannelli 1994]. If pg’(0) < 1, then the trivial equilibrium is globally
asymptotically stable.

We recall that, from the biological point of view, the threshold value pg’(0)
plays the role of the basic reproduction number.! Furthermore, while it is known

In population dynamics, the basic reproduction number represents the average number of off-
spring produced over the lifetime of an individual under ideal conditions. In epidemiological models,
it represents the mean number of secondary cases that a single infected case causes in a population
with no immunity.
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in [Messina et al. 2008a] that the global attractivity of y* =0 implies p < 1/g’(0),
a result on the behavior of y* =0, when p = 1/g’(0) is still missing.

Since in many examples of applications the form of the nonlinearity in (1) is of
unimodal type (e.g., g(x) = xe™"; see for instance [Breda et al. 2007, Section 6;
Iannelli 1994, page 81 (5.19)], where, as we explain in the introduction of [Messina
etal. 2008a], ®(x) =(g(x))/x), we assume, from now on, that g(x) is an unimodal

function with mode y.
Theorem 2.5 [Messina et al. 2008a]. Let g(x) in (1) be unimodal and let

] < < y
g0 == G

Then
lim y(t)=a '(p), forall p(t)=>0.
t—+00
Thanks to these results we can prove the following theorem on the global as-
ymptotic stability of the nontrivial equilibrium.

Theorem 2.6. Let g(x) in (1) be an unimodal function with mode y. If

1 y
=p=—
g'(0) g
then y* is globally asymptotically stable.
Proof. If y(t) is a solution of (1), then

(@) =pg(y(t—§&@)) < pg(y) <Yy.

This means that each y(z) which is a solution of (1) falls in the interval [0, y]
where g(y) is increasing; in particular g’(y*) > 0. Since also p is positive, then
plg’ )| = pg’(y*). What is more, thanks to hypothesis (d), g(v*) — y*g'(y*) >0
and thus pg’(y*) < 1 (this last inequality holds since p = y*/g(y*)). Hence, we are
in the hypotheses of Theorem 2.2 and so y™* is locally asymptotically stable. Since
g(x) is an unimodal function, we are in the hypotheses of Theorem 2.5. Hence,
y* =a~!(p) is a globally attractive equilibrium. (]

The hypothesis p < (¥)/g(¥) plays a crucial role in the proof because it implies
that each y(¢) which is a solution of (1) falls in the interval where g(x) in increas-
ing. As a consequence, the previous results on unimodal functions can be extended
to increasing functions g(x). In particular, the following theorem holds.

Theorem 2.7. Let g(x) in (1) be an increasing function. If p > 1/g'(0), then y* is
globally asymptotically stable.

Theorem 2.8 [Messina et al. 2008a]. Let g(x) in (1) be unimodal with mode y.
Assume p > y/g(y) and let k' (x) be constant in sign for all x € 11, 12]. Then the
nonequilibrium solutions of (1) cannot be definitively monotone.
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3. The discrete equation

Let a partition of the interval [0, T'] be given by

Ny={t,:0=<t1<---<ty=T},

where t,41 —t, =h,n=0, ..., N, for some fixed #, called the step size. Assume
T T

h=—=2, )
re n

with r1, rp positive integers. In [Messina et al. 2009] the following direct quadra-
ture method [Brunner and van der Houwen 1986; Linz 1985], adapted to the form
of (1), is proposed:

rn
Y =hY_ wik(jh)ga-j), n>r, (6)

J=ri

where y, >~ y(t,) and y; = ¢(lh), [ =0, 1, ..., rp, for ¢(t) is a known function
satisfying condition (2). In [Messina et al. 2008a; 2008b; 2009] some conditions on
the step size h were derived for which the numerical solution mimics the behavior
of the continuous one. Now, with the help of a new reformulation of (6) we are
able to complete such analysis by deriving the discrete version of Theorems 2.2 and
2.3 (Theorems 3.3 and 3.4 respectively) and a new result on the global asymptotic
stability of the nontrivial equilibrium (Theorem 3.8).

In order to write (6) as the discrete analogous of (3), we will make use of the
discrete mean value theorem that we report and prove here for the sake of com-
pleteness.

Theorem 3.1. Assume f € C([a, b]), with —o00o <a <b <ocoandlet xi, ..., x, €
la, b). If oy, ..., a, are n real numbers, all of the same sign, there exists & € (a, b)
such that

doaifx)=fE)Y .
i=1 i=1

Proof. Let m = min,¢[q,p) f(x) and M = max,¢[q,5) f(x) and assume o; > 0, for
all j=1,...,n. Then,

n n n
mZozj < Zajf(xj) SMZO[,
Jj=1 Jj=1 Jj=1
and hence, .
m < Zj:lnajf(xj) <M
dj=19
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Since f(x) takes on all values between m and M (intermediate value theorem),
there exists a point £ € (a, b) such that

Z?:lajf(xj)

f@é) = a
Zj'=1 aj
Now, define the quantity
r2
pr="h)  wik(jh). ™
J=r
Observe that k(jh)w; is constant in sign for all j =ry, ..., ;. By Theorem 3.1,
then, there exists &, € [minn_rzs j<n—r Yj>MaXy_r<j<p—r ¥ j] such that
rn
Yn =hg(&) Y wik(jh).
Jj=r
Thus, (6) can be formulated, in analogy with the continuous case, in the form
yn=ppg&n), withg, €[ min  y;,  max y;]. ®)

n—ry<j<n-—ri n—r<j<n—r;

As for the continuous case, hypotheses (a), (b) and (c) and the positiveness of
weights w; guarantee that the discrete solution y, is nonnegative for all n > 0.
With regard to the existence of equilibrium solutions, we have:

Theorem 3.2 [Messina et al. 2008a]. Let p;, be defined by (7).

(1) Equation (6) has one and only one nontrivial equilibrium y*(h) = a "(on) if
and only if 1/2'(0) < pp, < a*.

(ii) Equation (6) has only the trivial equilibrium if p, < 1/g'(0).
Now we can prove the following results.
Theorem 3.3. Let y*(h) be an equilibrium point for (6).
1) If pnlg' (y*(h))| < 1, then y*(h) is locally asymptotically stable.
(1) If prlg’ (y*(h))| > 1, then y*(h) is unstable.
Proof. (1) Suppose pp|g’ (y*(h))| < 1. To show that y*(h) is stable, we fix € > 0

and consider ¢ such that |¢; — y*(h)| < ¢, j =0, ..., rp, for some 6. > 0. Let n
take values in {rp, ..., r; +r;}. From (8) we have y, = ppg(&,), with
€| min ;. ma R
Sn |ij:O.l..,rl (0] j:O...),(rl (0]]

hence, |&, — y*(h)| < é¢. For the difference y, — y*(h), we have

yn— Y (h) = pr(8(&) — 8(v™) = png’ (0) (64 — y*(h)),
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where 6 € [min {,, y*(h)}, max {&,, y*(h)}]; for this reason, |6 — y*(h)| < &.
Moreover, since g’(x) is a continuous function such that |p, g’ (y*(h))| < 1, there
exists y such that

long' M <1 for ye[y*(h) -y, y*(h)+ 3.

Thus, if we choose . = min{e, y}, then |y, — y*(h)| <€, n=ry, ..., +1r1.
Using this, we easily prove that |y, — y*(h)| <€ alsoforn=ro+ry, ..., rn+2ry,
and, in general for all n > r,. Thus, stability is proved.

Local attractivity follows straightforwardly, by observing that there exists § > 0
such that p;|g'(y)| < p < 1, for all y € [y*(h) — &, y*(h) + 8]. Thus, by choosing

Pls s Ory € [Y*(h) =8, y*(h) + 6],
and proceeding step by step as n grows, we see that in the k-th interval
lyn = ¥ ()] < p*3, ©)

where k — 400 for n — +o0. Therefore, lim,,_, 10 Yo = y;.

(2) Consider py|g’(y*(h))| > 1. To prove the instability of y*(h) we must find ¢
such that
V6 >0,3Ane(0,...,rn) : |yn—y" <,

and
A >ry 0y — vy (h)| > €.
By the continuity of the function g’, there exists d > 0 such that

lg'WMI=r>1, Yy ely*(h)—d, y*(h) +dI.

Take n € {ry, ..., r» +r1}. In view of (8) there results

[yn = ¥* ()| = pnlg(En) — g(Y* (W) = pulg (D)1 — y* ()], (10)
with |z — y*(h)| < |&, — y*(h)|. Then, for all § > 0, it is possible to choose
the starting values ¢; different from y*(h), for all [ = 0, ..., r; and such that

lo; — y*(h)| <min{d, §}, foralln =0, ..., r,. Thus,
& —y* (W <d, n=ry....,r+r

and, form (10), |y — y*(h)| < d. This implies that p;|g’(z)| > 1. Hence, choosing
€0 = MiNye[0,r,] | yn — y*(h)|, we have

Yo =Y W > & = y* (W], Yn € {ra, ... ra+r11}. O
Now we prove the discrete counterpart of Theorem 2.3.

Theorem 3.4. If g(x) is a nondecreasing function, then the nontrivial equilibrium
y*(h) is locally asymptotically stable.
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Proof. Let y*(h) # 0, for hypothesis (d), g(x) —xg’(x) > 0, for all x > 0, then
g(y*(h)) —y*(h)g'(y*(h)) > 0; since y*(h) = ppg(y*(h)), we have

ong (y*(h)) < 1,
that is, p,|g’(y*(h))| < 1, since g’(x) > 0. The result follows from Theorem 3.3. [J

The following theorem was proved in [Messina et al. 2008a], but here the proof
has been simplified by the new formulation (8) of (6).

Theorem 3.5. If p; g’ (0) < 1, then the trivial equilibrium is globally asymprotically
stable.

Proof. We already know from Theorem 3.3 that y*(h) = 0 is locally asymptotically
stable. Now we prove the global attractivity. Let ro <n < ry + r; then, from (8),

Yn = Prlg(En) — 8(0)] = png’ (ny)én, (11)
with 0 < §,) <&, and &, € [0, maxo<;<,, ¢;]. Thanks to hypotheses (d) and (e),

8(&ny)
Eno

From (11) and (12) we obtain y, < p»g’(0)&, < prg’(0)¢, where ¢ =maxo<<,, ¢;.
Let o = pyg’(0). Then y, < a¢, with o < 1.

By similar arguments, forn =rp+ry ...+ 2r;, we get y, < a2¢, with o < 1.
The conclusion follows by iterating the same procedure in all the next intervals. [J

8' () < <g'(0). (12)

In analogy with the continuous case we report the following result:

Theorem 3.6 [Messina et al. 2008a]. If y*(h) = 0 is globally attractive, then
1
g'(0)

Next we consider the special case where the function g(x) is unimodal.

Pr =

Theorem 3.7 [Messina et al. 2008a]. Assume that g(x) in (1) is unimodal with
mode y. It 1/¢'(0) < pp < y/g(y), then

lim y,=a (o).

n——+00

Now, we can prove the discrete version of Theorem 2.6.

Theorem 3.8. Assume that g(x) in (1) is an unimodal function with mode y. If
1/¢'(0) < pn < ¥/g(), then y*(h) is globally asymprotically stable.
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Proof. If y, is a solution of (6), then

Yo =pn8 &) < prg(y) <y.

This means that each y, which is a solution of (6) falls in the interval [0, y],
where g(y) is increasing; in particular g’(y*(h)) > 0. Since pj, is positive as
well, we have pp|g’(y*(h))| = prg’ (y*(h)). What is more, thanks to hypothesis
(@), g(y*(h)) — y*(h)g'(y*(h)) > 0 and thus p,g’(y*(h)) < 1 (this last inequality
holds since p, = (y*(h))/(g(y*(h)))). Hence, for Theorem 3.3, y*(h) is locally
asymptotically stable. Furthermore, y* = a~'(p) is globally attractive, because,
since g(x) is unimodal, we can apply the result in Theorem 3.7. So it is a globally
asymptotically stable equilibrium. O

In analogy with the continuous case the following result holds.

Theorem 3.9. Assume that g(x) is an increasing function. If
1

')’

then y*(h) is globally asymptotically stable.

Ph =

Now, we report a known result that characterize the behavior of the solutions of
(6) when the parameter pj, is greater than the threshold value y/g(y).

Theorem 3.10 [Messina et al. 2008a]. Assume g(x) in (6) is unimodal with mode
y and let py, > y/g(y). Then the nonequilibrium solutions of (6) cannot be defini-
tively monotone.

4. A case study

All the previous analysis is well illustrated by means of the following problem of
the type (1):

-7

y(t):SRO/ (1—i(t—r))e—y<f>y(r)dr, reln,Tl.  (13)
1—1 T2

This equation was considered in [Messina et al. 2008a], where the analytical prop-
erties of the solutions were listed and some plots of the numerical solution with
respect to time were reported. Here, we summarize the results in that paper and
show new ones using a different approach —namely, a comparison between the
bifurcation diagrams of the continuous and numerical solutions and plots of the
orbits of the numerical solution. Experiments of this kind are quite common for
describing the dynamics of population problems.

In (13), y(¢) represents the number of adults in the population at time ¢, while 71
is the maturation age, 7, the maximum age, and Ry the basic reproduction number.
This equation represents an interesting case study because it includes the major
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Figure 1. Bifurcation diagram for the parameter Ry of (13).

features of more complicated models. In particular, k(¢ —s) is positive and g(x) =
xe™* is unimodal with mode y = 1. If we choose 71 = 1/2 and 1, = 1, then the
parameter p = Ry and the nontrivial equilibrium is y* = In Ry.

We underline that (13) corresponds to the partial derivative equation described
in [Breda et al. 2007, Section 6], modeling a juveniles-adult dynamic.

What makes this equation simple with respect to other problems is that the two
classes in which the population is divided (adult y(¢) and juveniles x(¢)) are de-
scribed by uncoupled equations. More precisely, the number of juveniles x (¢) is
described by the following integral

t
x(t) = SROf (1 L r))e—ymy(r) dtv, teln,T]. (14
-7 (%)

Hence, the complete problem is represented by Equations (13)+(14), where y(¢)
depends only on itself and x (¢) is a function of y ().

From the diagram in Figure 1, it is clear that, if Ry < 1 only the trivial equi-
librium exists and it is globally asymptotically stable, after this threshold value
it becomes unstable; as usual we don’t know what happens when Ry = 1. At
R =1 the solution bifurcates giving rise to a new nontrivial equilibrium which is
globally asymptotically stable for all values of Ry <e =1Yy/g(y). When e < Ry <
e’ = 1/g'(p) the solution oscillates and then converges to y* = In Ry, while for
Ro > e? the equilibrium becomes unstable.

In Figure 2 we report the bifurcation diagram related to the numerical solution
of the problem described in (13). From the figure it is clear that the dynamics of
the continuous and discrete solutions coincide. In particular, the threshold values

1, e, ¢* are the same. What makes the difference is that the dynamic of y(z) is
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Figure 2. Bifurcation diagram for the parameter pj,.

described by the parameter p given in (4) (that in our case corresponds to Ryp),
while the one of y, by the parameter p, given in (7). However, since p, — p itis
always possible to find a sufficiently small step size /4 such that the two solutions
show the same asymptotic behavior.

R0=3 R0=3
1.64 5
x
y
1.62 4
> 1.6 3
1.58 2
1.56 1
4.7 4.8 4.9 5 20 40 60 80 100
X t
R0=1 0 F{0=10
4 12
3.5 10 y
3 8 ’
> 25 6 ‘
2 4 |
1.5 2 |
1 0
0 5 10 15 20 40 60 80 100

X

t

Figure 3. Orbits obtained by numerical computation of the solu-
tion of (13)+(14) and corresponding time-dependent plots.
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To complete our analysis of problem (13)+(14), we report, in Figure 3, some
numerical simulations that show the dynamics of the complete system (13)+(14)
for p > 1/g’(0) (that is, Ry > 1). In this case, there exists a unique nontrivial
equilibrium P* = (x*, y*) = (In Rg, 31n Ry). In the first column of the figure, the
orbits of the numerical solution clearly show that, in accordance with our investi-
gations, for I < Ry < e (Ry =5 in the plot), P* is a stable equilibrium, while for
Ry > €2, P* becomes unstable. The two plots reported in the second column show
the corresponding time-dependent behaviors, where it is evident that the solution
tends to the equilibrium for Ry < e and presents nonstable oscillations after that.
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Visual representation of the Riemann and Ahlfors
maps via the Kerzman—Stein equation

Michael Bolt, Sarah Snoeyink and Ethan Van Andel
(Communicated by Michael Dorff)

The Szegd kernel serves as one of the canonical functions associated to a region
in the complex plane, and from it one can compute the Riemann (or Ahlfors)
map, the essentially unique conformal transformation of the region to the unit
disc. We provide an elementary description of the method that Kerzman and
Stein used to compute the Szegd kernel, and subsequently, the Riemann and
Ahlfors maps. A description, too, is provided for a new tool that generates visual
representations of these functions and is included with the open-source computer
algebra system Sage.

1. Introduction

In his Ph.D. thesis in 1851, Bernhard Riemann stated a theorem that has come to
be regarded as one of the most important results in complex analysis. It says that
no matter how pathological the boundary of a simply connected (open) region, one
can map the region to the unit disc in such a way that angles are preserved.

Theorem 1 (Riemann mapping theorem). Let 2 be a (nonempty) simply connected
region in the complex plane that is not the entire plane. Then, for any zg € 2, there
exists a bianalytic map f from Q to the unit disc such that f(zo0)=0and f'(z¢) >0.

To illustrate the result, Figure 1 shows a map for a triangular region, using
colors and contour lines to identify the corresponding points of the transformation.
(The colors are visible in the electronic version of this paper.) In this example the
orthocenter is mapped to the origin without rotation at this point. We generated
these images using a new tool, Riemann_Map (), that the third author developed
to accompany Sage, a freely available, open-source computer algebra system. The
tool is now included in the core Sage library, and using a web browser, one can
generate similar pictures on any computer that has an internet connection.

MSC2000: primary 30C30; secondary 65E0S.
Keywords: Riemann map, Ahlfors map, Szeg6 kernel, Kerzman—Stein.
All three authors were supported by the National Science Foundation under Grant no. DMS-0702939.
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Figure 1. Left: color plot and overlay for the Riemann map of a
triangular region. Right: the color scheme for the unit disc.

Although Riemann stated his result in 1851, the first rigorous proof came much
later and is due to Carathéodory in 1912. Other proofs have appeared since then,
but not all of them provide an easy way to compute the Riemann map. For a proof
that is related to the methods used in this paper, see [Garabedian 1991].

The purpose of this paper is threefold. First, we provide a simple description
of the method that Kerzman and Stein [1978] used to compute the Riemann map
which is based on the Szegd kernel. Next, we provide adaptations of the theory
in order to accommodate the case of a multiply connected region and to permit
more accurate calculations near the corners of a simply connected region whose
boundary is piecewise differentiable. Finally, we describe the numerical implemen-
tation of the method and the key features of the tool Riemann_Map (), including
an adaptation for generating images of the Ahlfors map for a general multiply
connected region.

Our implementation of the Nystrom method for solving the Kerzman—Stein in-
tegral equation is like that used in [Kerzman and Trummer 1986]. Subsequently,
that method was modified in [Trummer 1986; O’Donnell and Rokhlin 1989; Murid
et al. 1998]. To visualize the Riemann map and Ahlfors map, we use a method
devised by Frank Farris [1998] that he calls domain coloring and which uses a
color’s brightness and hue to indicate the value of a complex function. We mention

Figure 2. The Ahlfors map for a 2-connected region without a
contour overlay. (Color scheme is the same as that of Figure 1.)
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that Riemann_Map () accepts as data the boundary of a region, given either as a
parametrized curve or as a set of boundary points to be interpolated. Using a
personal machine, the tool can generate accurate pictures in just seconds.

For ease of presentation, we limit the discussion to regions whose boundary
is infinitely differentiable. This means that the boundary curves have a curvature
function that is infinitely differentiable with respect to the arc length parameter. The
ideas are essentially the same for a twice differentiable region, and many of the
results apply even in a still more general context. In particular, Riemann_Map ()
works for domains with piecewise smooth boundary. For a justification of this
point, see [Thomas 1996].

The reader who wishes to know more about complex variables than is presented
here is encouraged to refer to [Bell 1992; Boas 2010; D’ Angelo 2010]. (Bell [1992]
offers a completely rigorous treatment of complex analysis in the manner of Kerz-
man and Stein.) The reader, though, who already has a good grasp of the subject
can skip to the last section for an abbreviated users manual for Riemann_Map ().
We encourage other faculty and student researchers to consider disseminating their
work via a platform like Sage. Indeed, we found the review process to be a support-
ive one, and we were able to get started with relatively little experience working
with the programming language Python.

2. Analytic functions and the Cauchy integral formula

The Riemann map and Ahlfors map are examples of analytic functions. For a
region 2 C C, there are three equivalent formulations for what this means.

The simplest formulation says that a function f : 2 — C is analytic provided
that near any point zo € €2, it can be expressed as the sum of a power series

o
f@ =) ajz—z0)’.
j=0
In fact, when this is the case, the coefficients a; are the Taylor coefficients for f
and are related to the derivatives of f viaa; = f)(z0)/j!. The second formulation
says that f is analytic provided its real and imaginary parts, u =Re f and v=Im f,
satisfy the partial differential equations,

du  dv
ax dy ady A’
which are known as the Cauchy—Riemann equations. This formulation permits an

easy demonstration that the real and imaginary parts of an analytic function are
harmonic, that is,

ou v
an =

def def
Au:uxx-i—uyyzo and AU:Uxx'i‘Uyy:O-
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The third formulation is familiar from calculus. In this case f is analytic if it is
everywhere differentiable, that is,

fzo+h) — f(zo0)
h

/ def ..
= lim
1 (zo) hl 5

exists at each zg € 2, where it is important to note that / is assumed complex. Of
course it is easy to see from this formulation that polynomials with variable z are
analytic—one proceeds in the same way as one would compute f’ in calculus. We
leave for the reader the additional exercise that f(z) = |z|*> = zZ is not analytic
according to this formulation.

Essential to the Kerzman and Stein method is the Cauchy integral formula, one
of the most basic results in complex analysis. It says that an analytic function can
be expressed as an average of its values along a bounding curve.

Theorem 2 (Cauchy integral formula). Let f be analytic in a simply connected
region 2 C C and let y be a simple closed positively oriented curve in Q. If 7 is
a point that lies interior to y, then

1 d
f(Z0)=—./ Jw)dw

27l Jwey w—20

We mention that the equivalence of the second and third formulations of analyt-
icity requires only a small amount of multivariable calculus. To see that a function
which is analytic by the first formulation is analytic by the third formulation, one
differentiates term-by-term using the standard results about power series. To see
that a function which is analytic by the second formulation is analytic by the first
formulation, one uses the Cauchy integral formula. The argument needed for this
will be apparent after reading the next section.

3. The Cauchy projector

The Kerzman and Stein method begins with the observation that for a general
function f defined on the boundary of a region, the Cauchy integral defines an
analytic function €f inside the region. In particular, if one defines

%f(Z)ZL./ fw)dw for z € Q,

2mi cQ W—2

then 6f is analytic inside 2. To see this, one expands (w — z)~! in a small disc
centered at any zo € 2 using the geometric series,

1 1 Z—20 Z—20\?2 Z—20 3
- [1+ +( )+ +]
w—z w — 2o w — 20 w — 20 w — 20
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The coefficients of the power series for €f, centered at zg, are then obtained by
integration,

L/ f(w)dw

a~ = ; T a1 .
2w Jyeaq (w — z0) !

For a function f that is integrable on 92, the series is sure to converge in any disc
small enough to fit inside €2, i.e., small enough for the geometric series to converge
for every w € 9L2.

It follows, too, from the Cauchy integral formula, that if f begins as the bound-
ary values of a function that is analytic inside €2, then the Cauchy integral repro-
duces the values of that analytic function.

By finally calling on some approximation theory, we are then able to identify a
context in which the Cauchy integral behaves as a projection operator. The theory
shows that if f begins as an infinitely differentiable function on the boundary,
then the function €f, at first defined inside the region, extends continuously and
infinitely differentiably on the closure of the region. For the proof of this fact we
refer to the first chapter of [Bell 1992].

To help summarize our observations, let C°°(d€2) denote the space of func-
tions that are infinitely differentiable on the boundary and let A°°(9€2) denote the
subspace of functions that extend continuously and analytically inside the region.
These are vector spaces over C and A°°(92) is a subspace of C*°(9€2). We have
then established that the Cauchy integral maps C*°(0€2) to A>°(9€2), and it acts
identically on A®°(9€2). Although one might argue that there is an abuse of nota-
tion, we will write €: C*°(0Q2) — A% (92) for this projection operator.

To illustrate the construction, we give a direct calculation for the unit disc. We
begin with a general function f, defined on the unit circle, that can be expressed
as a Fourier series

. o0 s s ..
f(ett): Z ajeljt — Z ajetjt+ Z ajeljt.

j==o0 jz0 j<0

Using the boundary parametrization, w(t) = e/’ for 0 <t < 2, and expressing in
polar form, z =re* for 0 <r < 1 and 0 <s < 27, we evaluate the Cauchy integral
by expanding the kernel in a geometric series,

- 1 2 (eit) ieit dt 1 2T oo o 00 -
((’of(re“) = f”—” - Z rkelk(s—t) Z ajel]t dt
2mi Jy et —re 2 Jo = j=—o00
=Y ajrie’”.
Jj=0

(The last step uses the fact that fozﬂ e dt = 27 if n = 0; the integral is zero
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otherwise.) We conclude that 6f(z) = Y a;z/. Then letting r 1 1 gives
jz0
Gfey =3 aje’".
jz0

For reference, we mention that the situation should be reminiscent of linear al-
gebra, where projection operators map finite dimensional spaces onto lower dimen-
sional subspaces. To illustrate, identify points with position vectors and consider
the operator that is represented using the standard basis by the matrix (8 %) This
operator maps points in R? to points on the line x —2y = 0, and it does so in such a
way that points on the line are preserved. We leave these easy facts for the reader
to check, and we return to the example in the next section.

Like the example from linear algebra, we mention that the Cauchy projector is
linear, since integration is a linear process. In particular, €(f + Ag) = €f + A €g
for 1 € C. A fundamental difference, though, is the fact that the Cauchy projector
acts between infinite dimensional spaces, as is evident in the example of the unit
disc. As will be seen in the next section, however, its skew-hermitian part behaves
like its finite dimensional counterpart.

4. The Szegé projector and the Kerzman-Stein equation

We saw in Section 3 that the Cauchy integral provides a projection from C*°(9£2)
to A®°(9€2). But the projection is not generally orthogonal. To illustrate, Figure 3
shows two projections from R? onto the line x —2y = 0. The first is the projection
described at the end of the last section, and the second is the orthogonal (shortest
distance) projection of R? onto the same line.

To make sense of this one needs a notion of distance. In the linear algebra
example, distance is measured in the Euclidean way, and this distance arises from
the standard dot product. The analogous inner product for functions is given by

(frg)= / Fgds.
I

where ds indicates that integration is done with respect to arc length. The norm
of a function is then given by | f|| = +/(f, f) and the distance between functions

x—2y=0 x—2y=0

(x,y) (x,)

]

Figure 3. Nonorthogonal and orthogonal projections to x —2y = 0.
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is the norm of their difference. Finally, the Szegd projector can be defined as the
orthogonal projection,

P C®0Q) > ACHRQ).

At first it may not be obvious that A (92) C C*°(9L) is a closed subspace —a
nontrivial fact since both spaces are infinite dimensional. In particular, it may not
be obvious that the Szegd projector maps an infinitely differentiable function to
an infinitely differentiable function. These properties, however, can be shown to
follow as consequences of the Kerzman and Stein theory. We again refer to [Bell
1992] for a treatment of these delicate facts.

The key insight behind the Kerzman and Stein theory can be described now as
follows. The Cauchy integral provides an explicitly computable, though generally
nonorthogonal, projection €: C*°(9Q2) — A*(92). Meanwhile, the Szegd projec-
tor represents the uniquely orthogonal, though initially noncomputable, projection
S C*®(02) > A®(0L2). The projections are related by the equation,

LI +d) =16, (D

where $ is the identity operator and s§ = € — €* is the Kerzman—Stein operator.
In the next section we will see how this leads to a simple way for computing the
Riemann map and Ahlfors map.

The effectiveness of the Kerzman—Stein equation balances on the fact that the
Kerzman—Stein operator is an integral operator with a well behaved kernel

A(z, w) L(

= 2mi

T(w) T@
w—z W— Z>

for w, z € 92. Here, T (w) is the unit tangent vector at w € 02, so dw =T (w) dsy,.
In particular, the singularities at w = z cancel each other and the kernel is infinitely
differentiable on d€2 x 9€2. The significance of this fact is that the Kerzman—Stein
operator for a region with finite boundary is compact; that is, it can be approximated
in norm by finite rank operators. For details on this point, we direct the reader to
any functional analysis text. See, for instance, [Zimmer 1990, Chapter 3].

We leave for the reader to check the claim that the singularities in A(z, w) in
fact do cancel. This can be done using a Taylor expansion involving an arc length
parametrization of the boundary. (One then makes replacements w = z(s) and
z=2z(t), so that also T'(w) = z'(s) and T (z) = 7/(¢).) By carrying the expansions a
few steps further, one can see additionally that the kernel vanishes precisely when
the boundary has constant curvature. It follows that precisely when the region is a
disc or half plane, the Cauchy and Szeg6 projectors are the same.

We also leave for the reader to check the analogue of the Kerzman—Stein equa-
tion for the example from linear algebra. In this case, the orthogonal projector is
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2

1

5
and the adjoint operator, needed for the computation of s = € — €*, is gotten by
taking the transpose of the matrix.

represented by the matrix

Wi i~

5. Relationship to the Riemann map and Ahlfors map

As described in the introduction, the Riemann map is the essentially unique con-
formal map from a simply connected region to the unit disc; the Ahlfors map is
the essentially unique such conformal map for a multiply connected region. These
maps can be expressed as analytic functions with nonvanishing derivatives. In
particular, by manipulating the Cauchy—Riemann equations, one can show that at
an arbitrary point zp € €2, an analytic function f accomplishes a rotation by angle
arg f’(zo). This rotation is paired with a uniform dilation at z( by factor | f'(zo)|.

A fundamental relationship between the Riemann map or Ahlfors map and the
Szegb projector can be derived using a transformation law for the Szeg6 kernel.
Indeed, the Szegd projector is an integral operator whose kernel can be represented
in terms of an orthonormal basis for A*(92). If {¢;} jen is such a basis, then

Sz, W)= ¢;@)p;w),
jeN

and for a general function f,

Sf(z) = / S () ds,.

From the work of Kerzman and Stein, it follows that the Szeg6 kernel is the solution
to the integral equation
1 T(2)

wed 271 Z0—2

forz€0Q, z0€ Q2. (2)

This equation can be seen to follow from (1). In particular, by taking adjoints of
(1) one obtains ($ — H{)F = €*, and following this, one utilizes an approximate
identity to obtain (2).
As will be needed, for the case of the unit disc, A, one can use a basis {¢;}jen
where ¢;(z) = z/=1/\/27 in order to see that
1 1

Z Zj—le—l -

1
S(z, W) = — .
@0 = & 2 l—zw

This is consistent with the earlier observation for the disc that the Szegd projector
and Cauchy projector are the same. Indeed, the Cauchy projector for the disc has
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kernel
1 T(w) 1 iw . 1 1

Clz,w) =

27nu)—z 27n'w—z_gl—zw'

In the remainder of this section we derive the relationship between the Szegd
kernel and Riemann map for a simply connected region. The derivation for the
Ahlfors map is handled differently, although the implementation will be the same.
This is discussed in the next section. In the next section we also provide details for
the numerical solution of (2).

Assuming then that f : Q; — €, is bianalytic, that is, analytic with an ana-
lytic inverse, one can show that the operator A : C*®°(9€2;) — C°°(9€2;) defined
according to A¢ = (¢ o f) - +/f  sends an orthonormal basis for A% (d2,) to an
orthonormal basis for A®°(9€2). It follows that

S1(z, W) = $2(f (2), Fw)) f'(2)'* f(w)l/?

where S7, S> are the Szeg6 kernels for €21, €2;, respectively. Applying this result to
the case of the Riemann map f : 2 — A normalized for zg € Q so that f(zp) =
and f’(zp) > 0, one finds that

1eNL/2 £1 1/2
S(2.7) = f(@)"= f(z0) '
2
From this it follows that
21 S(z,Z0)?
! )= ————» 3
s S(zo0, Z0) ©

where the relationship holds first for z € €2, and then by continuity, it holds for
z € Q. There is a simple equation for relating the boundary values of f to those
of f’. So provided with an efficient algorithm for computing the Szeg6 kernel, we
will have an efficient method for computing the Riemann map.

6. Numerical implementation

We now begin with a region €2 that can be described as the interior of » finite curves
that are parametrized by smooth functions z = z;(¢) defined for 0 <t < £; such
that z;(¢;) =z;(0) and z’j (t) is nonvanishing, 1 < j <n. Of course, if the region is
simply connected, then n = 1 and one can drop the subscripts. It is not necessary
that the parametrizations be given according to arc length, but it is necessary that
the curves are oriented positively with respect to 2. We further specify a point
Zo € 2 that we anticipate having mapped to the origin without rotation.
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We first adapt the method used in [Kerzman and Trummer 1986] to compute the
Szegb kernel. In particular, after making the replacements

¢;(1) =1, Qi)™ & 0)/12;0) Go—Z; )7,
aji(t,s) =121 |23 Alzj (@), 2 (s)),
¥ () =101 Sz (1), Z0),

Equation (2) becomes

n Lk
Wj(t)—kzlfo aji(t, s)yi(s)ds = ;) 4)

forO0 <7 <{; and 1 < j <n. With parametrizations provided, the functions ¢; and
ajk are explicitly computable. We wish to solve these equations for the functions
¥ (¢) in order to have the Szegs kernel.

Perhaps the easiest way to solve (4) is via the Nystrom method. For m > 0 one
partitions the intervals [0, £;] using 0 = sé < s{ < sé <-ee< s,],., = {; and replaces
(4) by its approximation

n m
ZI0RPIP) ajx(t, sOYR(s) Asf = ¢, (0). )
Here, Aslk dzet slk — Szk—l = {;/m. This equ;tion is next solved explicitly for ¥;(r)
when ¢t = sij . Indeed, after replacing t = si] , this is tantamount to solving a system
of nm linear equations in nm complex unknowns,

(I-B)x=y,

where the skew-hermitian matrix B has entry aj,k(sij, slk) inits (n(j — 1) 4+i)-th
row and (n(k — 1) + [)-th column. With this setup, the (n(k — 1) + [)-th entry in
column vector x is wk(slk) and the (n(j — 1) 4 i)-th entry in column vector y is
$;(s)). |

With values for ¥, (sl/ ) now determined, the general values for () can be
recovered from (5). In particular, we set

n m
Vi =4;0+ 2 3 ajk(t, s))vi(sy) Asp, 6)
where on the right side we use the values ¥ (s[k) already determined. It may appear
that with this formula we are redefining ¥, (¢) for r = sl.j , when in fact we are not,
since (6) is identical with (5).

Alternatively, we have found it to be effective to replace this last step with a sim-
ple linear interpolation of the values v; (sij ) for 1 <i <m. In our implementation
this helps to prevent the repeated evaluations of ¢; and a; ; that otherwise would
be needed. (The evaluations may have complicated expressions embedded in the
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parametrizations.) To be sure, Riemann_Map () seems most effective without the
additional evaluations—with linear interpolation one can rather increase m for a
finer partition, and as a result, obtain better image resolution.

With values of the Szegd kernel S(z,zg) now known for a designated zg € 2
and for z € 92, we look to recover values for the Riemann map and Ahlfors map.
We introduce boundary correspondence functions 6; = 0;(¢) defined for 0 <7 < ¢;
by

fzi) =€,
where f : 2 — A is the Riemann map or Ahlfors map. Of course, the 0; are real
and unique only to a multiple of 27. Differentiating this equation gives

fl@j0) 20 =i0;@) D =0} ) f(z;1),
so that in the simply connected case, we obtain from (3) that

f@jN(0) 20 2w S(z;(1), 70)?
i0;(r) 0 S(z0,%0)
2 i) )2

f(zj(0) =

= ) 7
i0(1) 12,()] S(z0. Zo) @

Many factors in this equation are positive, so taking arguments yields simply
0;(t) = arg(—iz; ()Y, (1)?). (8)

With the boundary values of the Riemann map now determined, one can obtain the
interior values via the Cauchy integral formula, where the integrals can be evaluated
using the same Riemann sum approximations used earlier in this section.

We mention that there is another way to recover the boundary correspondence
function that is better suited for regions with corners. In particular, by taking the
modulus of both sides of (7), we obtain

2y
0= S0z

The correspondence functions can be obtained via integration, using initial condi-
tions derived using (8). This method results in correspondence functions that are
continuous at the corners, as they should be, avoiding errors caused by taking the
argument of the tangent vector.

It takes us outside the scope of our discussion to establish these formulas for
multiply connected regions, but we mention that (8) remains valid for n > 1. This
follows from an argument based on the identity relating the Szeg6 and Garabedian
kernels [Bell 1992, page 24]. It is not clear to us if (9) remains valid for n > 1.

n 173
where S(z0,20) = ) / [y ()| 7dt. )
k=1J0
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7. The Sage package Riemann_Map ()

Led by examples, we now give a brief description of the package, Riemann_Map (),
which was constructed using the methods of the previous sections. We encourage
those who are new to Sage to try the examples online by first setting up a free
account at http://www.sagemath.org. (We have published there a worksheet ‘Rie-
mann_Map() illustrated’ that contains the examples.) For each case, we show both
the text to be entered in a cell of a worksheet and the Sage output that follows the
cell’s evaluation. As typical in Sage, one can find documentation for the package
by evaluating a cell that contains only the question Riemann_Map?.

Example 1: The Riemann map for an ellipse. To use Riemann_Map() for a
parametrized ellipse (Figure 4), one provides three variables: a function parametriz-
ing the boundary of the ellipse and whose domain is the interval [0, 27 ], the deriv-
ative of this function, and a complex number identifying the point inside the ellipse
that is to be mapped to the origin without rotation. To generate a representation
for the Riemann map, one subsequently applies the methods plot_colored()
and plot_spiderweb () in order to have a combined representation showing the
coloring of the region and the contour overlay. One obtains sharper resolution by
increasing the value of plot_points at the expense of increased processing time.

z(t) = exp(I*t) +.5%exp(-I*t) # Riemann map for an ellipse
zp(t) = I*xexp(Ixt) -.5xIxexp(-Ixt)

m = Riemann_Map([z], [zp],0)

p = m.plot_colored(plot_points=500) +m.plot_spiderweb()
show(p,axes=false)

Figure 4. Color representation of the Riemann map for an ellipse.

Example 2: The Riemann map for a square. For a square (Figure 5), one can
proceed as for the ellipse using piecewise-defined functions for the parametrization
and its derivatives. Alternatively, one can utilize the polygon_spline () package
along with its methods value () and derivative() to get these functions more
quickly. It is worth noting that command syntax in Sage is shared with the pro-
gramming language Python, so there is carry-over to learning either of the two
languages. We also mention that in the contour overlay, we have increased the



VISUALIZION OF THE RIEMANN AND AHLFORS MAPS VIA KERZMAN-STEIN 417

ps = polygon_spline([(-1,-1),(1,-1),(1,1),(-1,1D1)

z = lambda t: ps.value(t) # Riemann map for a square
zp = lambda t: ps.derivative(t)

m = Riemann_Map([z], [zp], .3+.3%I)

p = m.plot_colored(plot_points=1000) +m.plot_spiderweb(pts=150)
show(p,axes=false)

Figure 5. Color representation of the Riemann map for a square.

number of points used to draw concentric rings and radial lines from the default 32
to 150. The extra precision was needed so that the radial lines appear perpendicular
to the boundary as they should be.

Example 3: The Ahlfors map for an annulus. For an annulus (Figure 6), one pro-
ceeds as in the case of an ellipse, using a parametrization for each of the boundary
components. We mention that when Riemann_Map () is called, it is necessary that

z1(t) = 2%exp(I*t) # Ahlfors map for an annulus
z1p(t) = 2xIxexp(Ix*t)

z2(t) = exp(-Ixt); z2p(t) = -Ixexp(-Ixt)

m = Riemann_Map([z1,z2], [zlp,z2p],sqrt(2)*I)

p = m.plot_colored(plot_points=1000) +m.plot_boundaries()
show(p,axes=false)

Figure 6. Color representation of the Ahlfors map for an annulus.
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the outside curve is provided first in each list of functions. One also must be careful
to give parametrizations that are oriented positively with respect to the interior
region. Finally, we mention that the methods are not yet sufficiently developed to
provide contour overlays for regions with more than one boundary component.

Example 4: The Ahlfors map for a triply connected region. As one more example
that combines the elements of the previous examples, we draw the Ahlfors map
for a triply connected region composed of a rectangle with two discs removed; see
Figure 7. It should be apparent for this example that the Ahlfors map is 3-to-1. As
for the previous example, we overlaid the color plot with the region’s boundary —
this makes the boundary more pronounced and conceals the nearby graininess.

Example 5: The Riemann map for a general region. For our final example, il-
lustrated in Figure 8, we use the companion package complex_cubic_spline()
to show how to map regions whose boundary is provided by a set of points to be
interpolated. For this example, we generated three lists of points which sample
two line segments and a circular arc. The combined list of 600 points is suggestive
of the boundary of a region that is well-approximated by splines. The subsequent
methods value () and derivative () provide functions giving a parametrization
and its derivative for a cubic spline interpolant of the given list. It is worth noting
that it is not necessary for the points in the list to be equally spaced, just as it is
not necessary for parametrizations to have constant speed.

ps = polygon_spline([(-4,-2),(4,-2),(4,2),(-4,2)]1)

z1 = lambda t: ps.value(t); zlp = lambda t: ps.derivative(t)
z2(t) = -2+exp(-I*t); z2p(t) = -Ixexp(-Ixt)

z3(t) = 2+exp(-I*t); z3p(t) = -I*xexp(-Ix*t)

m = Riemann Map([z1,z2,2z3], [z1p,z2p,z3p],0)

p = m.plot_colored(plot_points=1000) +m.plot_boundaries()
show(p,axes=false)

Figure 7. Representation of the Ahlfors map for a triply connec-
ted region.
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1i1 = [(sqrt(3)-I)*(t/200)-(3+I)*(1-t/200) for t in range(200)]
1i2 = [2*exp(pi*I*(t-100)/600) for t in range(200)]
1i3 = [(sqrt(3)+I)*(1-t/200)-(3+I)*(t/200) for t in range(200)]
cs = complex_cubic_spline(1i1+1i2+1i3)
m = Riemann_Map([lambda x: cs.value(x)], \

[lambda x: cs.derivative(x)],1-.25%I)
p = m.plot_colored(plot_points=1000) +m.plot_spiderweb(pts=64)
show(p,axes=false)

Figure 8. Color representation of the Riemann map for a general region.
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A topological generalization of partition regularity

Liam Solus

(Communicated by Chi-Kwong Li)

In 1939, Richard Rado showed that any complex matrix is partition regular over
C if and only if it satisfies the columns condition. Recently, Hogben and McLeod
explored the linear algebraic properties of matrices satisfying partition regularity.
We further the discourse by generalizing the notion of partition regularity beyond
systems of linear equations to topological surfaces and graphs. We begin by
defining, for an arbitrary matrix @, the metric space (Mg, 6). Here, My is
the set of all matrices equivalent to & that are (not) partition regular if & is
(not) partition regular; and for elementary matrices, E; and F;, we let (A, B) =
min{m =I[+k: B=E;...E;AF)...F}. Subsequently, we illustrate that partition
regularity is in fact a local property in the topological sense, and uncover some
of the properties of partition regularity from this perspective. We then use these
properties to establish that all compact topological surfaces are partition regular.

1. Introduction

Let C be the set of complex numbers, and let M, ,, (C) be the set of all # x v matrices
with complex entries. Let A = [g; ;] € M, ,(C) be given, and let a ;j denote the
column j of A. Then A satisfies the columns condition if and only if there exists an

m € {1, ..., v} and a partition {/y, ..., I,,} of {1,..., v} into nonempty sets such
that
(i) Y a;=0,and
Jjeh
(ii) for each r € {2, 3, ..., m} (if any), ZI a; is in the span of {a@; : i € U;;ll I;}.
iel,

A is said to be partition regular if it satisfies the columns condition [Hindman
2007; Rado 1943]. The study of partition regularity has long been a combinatorial
endeavor, which mostly uses the columns condition to check if a given matrix
is partition regular. However, Hogben and McLeod [2010] recently showed that
the columns condition is interesting in its own right, and provided a more linear

MSC2000: primary 05C99, 05SE99, 15A06, 54H10, 57NO5; secondary 15A99, 54E35.
Keywords: partition regularity, columns condition, graphs, metric space, discrete topology,
topological surface, triangulation.
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algebraic perspective on partition regularity. We employ this new perspective to
extend the notion of partition regularity into geometrical and topological settings.

For an arbitrary complex matrix ®, we construct a metric space characterized
by the partition regularity of ® (Section 2). We then use this metric space about ®
to generate a topological space that recasts partition regularity as a local property.
We show a few topological properties of these spaces, and then demonstrate how
their systems of neighborhoods can describe the “degree” of partition regularity as
applied to a given matrix (Section 2). Finally, using some well known connections
between graph theory and linear algebra, we construct topological spaces that allow
us to define partition regularity as a property of topological surfaces and graphs.
In Section 3, we show that all compact topological surfaces are partition regular.
We then demonstrate that not all graphs are partition regular.

We take a ropological surface to be a two-dimensional real manifold that is
Hausdorff. A graph G = (V, E) is anonempty set V of vertices, along with a set E
of edges, where an edge is a two-element subset of vertices. A walk is an alternating
sequence (v, ey, V1, €2, - - ., €y, Uy) of vertices and edges. A graph G is connected
if there exists a walk between any two distinct vertices of G. A component is a
connected subgraph of G, and a set S of edges of G is a disconnecting set if G\ S
has more than one component. The edge connectivity of G is the minimum size
of a disconnecting set of G. An orientation I of G is obtained by assigning a
direction to each edge of G, and thus replacing the edge {i, j} with the arc (i, j).
An orientation I of G is strongly connected if there exists an alternating sequence
(vo, €1, V1, €2, ..., ey, vy) of vertices and arcs between any two vertices of I". The
oriented incidence matrix of I' is the rational matrix denoted Dr = [d, .], where if
e=(,j),thend;, =—1,dj,=1,and dy, =0"fork #i and k # j.

For any matrix A in M, ,(C), we let a type-1 elementary operation be a row (col-
umn) permutation, a fype-2 elementary operation be multiplication of a given row
(column) of A by a scalar 8 € C, and a type-3 elementary operation be the addition
of a scalar multiple of one row (column) of A to another. We call the associated
matrices of each elementary operation T1, T2, and T3 matrices, respectively.

2. Topologically rich spaces associated with partition regularity

Let A, B € M, ,(C). We say that B is equivalent to A if there exist invertible
matrices P and Q for which B= PAQ. This is an equivalence relation on M,, , (C),
and we let [A] denote the equivalence class of A. Since P and Q are each the
product of a finite number of elementary matrices we can identify P and Q, with
the sequence of nonidentity elementary matrices (x)f:1 that when applied to matrix
A produces matrix B. Since A and B are both in [A], there must exist a minimal

sequence of elementary operations. Let /4 p be the nonnegative integer denoting
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the length of this minimal sequence. Then we can define the function
§:[A]lx[A] — R

such that
8(A, B) =145.

Theorem 2.1. Let A be in M, ,(C). Then ([A], 8) is a metric space.

Proof. The nonnegativity of § follows trivially from the definition of /4 p for any
pair of matrices A, B in [A].

To see that ¢ is symmetric, notice that if §(A, B) = [4 p, then there exist
invertible matrices P and Q associated with the minimal sequence (x)i/:f such
that B = PAQ. It follows that A = P~'BQ~!, and thus P~! and Q! may be
associated with the sequence (x)7_,, where m = I4 p is equal to the number of
elementary matrices in the product P~'Q~!. Assume that (x)7L, is not minimal,
then there must exist a sequence (x)ii*l‘ such that /g 4 < m. Find its associated
invertible matrices U and V such that A=UBYV. So, B=U"1AV~! and there is
an associated sequence (x)?_,. But n =Ip 4, and since m = [, p, this contradicts

the minimality of (x)/*. Thus,
8(A,B)=Ilpp=m=I1ps=38(B,A),

and ¢ is a symmetric function.

To see that § satisfies the triangle inequality, let A, B, and C be in [A], and pick
G,P,U,V,N,and Q such that B=GAP,C =UAV, and B= NCQ. Then

8(A,B)=lap, (A, C)=lac, O(C,B)=lcsp.
Now let m = §(A, C) +8(C, B). Then there exists a sequence (x);"; associated
with the invertible matrices NU and VQ such that
B=(NU)A(VQ).

Thus, since A can be changed to B using §(A, C)+4-8(C, B) elementary operations,
it follows from the minimality of § (A, B) that

3(A,B) <é6(A,C)+48(C, B).

So, § satisfies the triangle inequality, and ([A], §) is indeed a metric space. U

Let & € M,, ,(C) be a partition regular matrix, and let M¢ denote the set of all
matrices that are partition regular and equivalent to ®. Notice that (Mg, §) is a
metric space. Furthermore, the range of our metric § is a subset of the nonnegative
integers.

Theorem 2.2. Let I be the metric topology induced by 6 on Mg. Then (Mg, J) is
a discrete topological space.
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Proof. Let A, B € M, ,(C). We need only prove that §(A, B) = 0 if and only if
A = B. To see this, notice that for any A, B in Mg, §(A, B) =14 p is anonnegative
integer. So, if §(A, B) = 0, then the minimal number of nonidentity elementary
matrices that must be applied to A to produce B is zero. So it must be that A = B.
Conversely, if A = B, then the minimal number of elementary operations that must
be applied to A to reach B is equal to 0. Thus, §(A, B) =0.

For Ag in M¢ consider the open ball of radius % about Ag:

Bag12={A €My :8(Ag, A) <1} ={A € Mo :8(Ag, A) =0} = {Ao}.

Therefore, the singletons of M¢ are all open sets, and so J is equal to the power
set of M. Thus, the pair (Mg, 7) is a discrete topological space. U

Notice that if @ is not partition regular, then there is a corresponding discrete
space consisting of all matrices that are not partition regular and equivalent to
®. This allows us to establish a “degree” of partition regularity for any arbitrary
matrix.

Definition 2.3. Let A € M, ,(C) be given.

(a) The progress of A is the minimum number, /, of elementary operations that
must be performed on A to produce a partition regular matrix. We say that
A has progress [, and write pr(A) = [, moreover, we write pr(A) = oo if A
cannot be changed into a partition regular matrix via elementary operations.

(b) The antiprogress of A is the minimum number, /, of elementary operations
that must be performed on A to produce a matrix that is not partition regular.
We say that A has antiprogress [, and write apr(A) = [, moreover, we write
apr(A) = oo if A cannot be changed into a matrix that is not partition regular
via elementary operations.

Any A € M, ,(C) has both a progress and an antiprogress. Moreover, A has
progress 0 if and only if A is partition regular, and A has antiprogress 0 if and only
if A is not partition regular.

We are interested in the collection of matrices that proceed from a given matrix
A in M. The following definitions describe such collections.

Definition 2.4. (a) A filament is a sequence of equivalent matrices in M¢ satis-
fying the following conditions:

(i) The sequence begins with ®.
(i) No matrix in the sequence is repeated.
(iii)) The sequence is finite if and only if the last matrix in the sequence has
antiprogress 1.
(iv) Each matrix of the sequence is obtained by performing a single elementary
operation on the preceding matrix in the sequence.
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A filament is called finite if the sequence is finite. Otherwise, it is called
infinite.

(b) A subfilament associated with A is a sequence of equivalent matrices in Mg
starting with matrix A, that satisfies (ii), (iii), and (iv). A subfilament is called
finite if the sequence is finite. Otherwise, it is called infinite.

—-110
Example 2.5. Let ®=|—1 0 1|. Then
000
-110 -110 -110 -110 —-11 0
—101|,|-10T1 and —101|,|=101]|,|-10 1
000 -110 000 -110 01 -1

are finite filaments in M since

—1107[-100 110 —-11 077-100 110
—-101 010(=(101 and -10 1 010(=|101
-110 001 110 01 -1 001 010

11
are both not partition regular. If A = |:—1 0
11

1107 [=11 0
—101|,[-10 1
110 01 —1

is a finite subfilament associated with A.

The following theorem provides a better description of exactly how the size of
M relates to the degree of partition regularity of ®.

Theorem 2.6. For any partition regular matrix ® in My, ,(C), Mg contains an
infinite number of infinite filaments.

Proof. Since row equivalent matrices share the same nullspace, we have, as an
immediate consequence of [Hogben and McLeod 2010, Theorem 2.3], that parti-
tion regularity is invariant under elementary row operations. It follows from the
definition of the columns condition that partition regularity is also invariant under
type-1 column operations. Thus, there exist exactly four types of elementary oper-
ations that cannot produce a matrix that has antiprogress 0 from a partition regular
matrix. For any A € M we may apply a type-1 row operation for every possible
pair of rows in A, and similarly for any type-1 column operation. This gives ("21 )
possible type 1 row operations, and (’;) possible type-1 column operations that can
be applied to A and produce a matrix in Mg. type-2 row operations also cannot
produce a matrix that has antiprogress 0 from A. Since any scalar in C—{0} may be
applied to a single row of A, there exist m |C — {0}| possible type-2 row operations
that can be applied to A. Finally, there are |C — {0}| ways to scale a given row of
A, and m — 1 rows to which this scaled row may be added. Since this may be done
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for any row of A, there exist m (m — 1) |C — {0}] type-3 row operations that can be
applied to A and can produce a matrix in Mg. Thus, for any A € Mg, there are
exactly

m(m —1) |C — {0} +m |C — (0}] + (";) + @

elementary operations that will not produce a matrix that has antiprogress 0 when
applied to A. Thus, for each matrix produced by applying exactly these operations
to ®, we can produce another m (m — 1) |C — {0} +m |C — {0} + (5) + (5) that
are still partition regular. Continuing in this fashion, we produce

Ro
[m(m — 1) IC— {0} +m|C— {0} + (”21) + (’;)]

infinite sequences of matrices contained in M.
Now, if
(P, Ay, Az, Az, ..

is an infinite sequence of matrices in Mg, where each A; is produced by applying
exactly one of the infinitely many operations described above to A;_1, then there
exist only a finite subset of these operations such that A; = A; for some

Aj € {CIJ,Al, ey A,;l}.

Notice that only the identity operation may be applied to A;_; to produce A;_;.
Then to see the result, assume there exists some elementary operation Ey such that
Eq applied to A;_; produces A; € M¢ and

Aj €{®, Ay, ..., Ai 2}
If Ey is a type-1 row operation, there exists some
A] € {CD’ Ala st Az—Z}

such that switching exactly two rows of A; produces A;_. Since there exist for
each

exactly two rows that may be switched to produce A;_i, there exist at most (i — 1)
possibilities for Ey to be a type-1 row operation such that

Ai=EoAi_1 €{D, Ay, ..., A2}

Similarly, there exist at most (i — 1) possibilities for Eg to be a type-1 column
operation such that

Ai=A 1Epe{® Ay, ..., A2}
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In the case that E is a type-2 row operation, and
EoAi—1 €{®, Ay, ..., Ai2},

then we may produce some A; € {®, Ay, ..., A;_»} by scaling exactly one row of
A;_1 by a single @ € C. Since C is a unique factorization domain, it follows that
if EgA;_1 = A}, Ey is unique. Therefore, at most, we may find one Eq such that
EgA;—1 = Aj foreach A; € {®, Ay, ..., A;_»}. Thus, there are at most (i — 1)
type-2 column operations such that A; € {®, A, ..., A;_»}.

Finally, let Eq be a type-3 column operation such that

EoAi_1=A; e{®, Ay, ..., A2}
Then exactly one row of Aj, call it row (A )y, is not equal to row (A;_1)x, and
(Apk=a(Ai—Dr + (Ai-Dk,

where o € C, and (A;_1)p is one of the (m — 1) rows of A;_; that is not row
(A;_1)g. It follows that

(A — (Ai—Dk = a(Ai—)r,
and again o € C must be unique. Thus, for a given
Aj (S {@, A], ey Ai_z},

there are at most (m — 1) possibilities for Eq such that EgA; | = A ;. Therefore,
there are at most (m — 1) (i — 1) possibilities for Ey to be a type-3 column operation
such that A; € {®, Ay, ..., A; »}.

We may now conclude from these various cases that there are at most

3i—-D+m-DE-D+1

elementary operations that when applied to A;_; will yield for A; an element of
{®, Ay, ..., A;—1}. Thus, for each A; in the sequence there still exist an infinite
number of elementary operations such that A; 11 € Mg and A; 1 ¢{P, Ay, ..., A;}.
It follows that there exist an infinite number of infinite filaments in Mg, for any
partition regular matrix ®. O

For any partition regular matrix, ®, the space Mg is large. Moreover, for any
two partition regular matrices, ¢ and W, the cardinality of the collection of infinite
filaments in M is the same as the cardinality of the collection of infinite filaments
in My. This makes it difficult to use the size of these spaces to say that one matrix
is “more” partition regular than another.
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Lemma 2.7. Let A’ € Mg, and let k (A") be an infinite subfilament associated with
A’, such that A’ is the only matrix on k(A’) that may also be on a finite filament.
Consider the map

p:Mp — Mo
such that
A if A is on a finite filament,
pid) = {CD if A is on some k(A") for some A’ € My, and A # A’

Let Py = Im(p), the image of p. Then the space Py has the quotient topology
induced by p.

Proof. Itisclear p is a surjection. Furthermore, since M has the discrete topology,
then if U is open in Pg, it must be that U is open in M. O

This new topological space consists of exactly those finite sequences of matrices
that will allow ® to escape the condition of partition regularity. Therefore, the sizes
of these spaces offer a better characterization of the degree of partition regularity
of a given matrix. Now consider the following corollary to Theorem 2.1.

Corollary 2.8. Let W = {A € Py : apr(A) = 1}. Then (Do, 8) is a metric space,
and (De, I) is a discrete topological space.

Proof. By Theorem 2.1 we know that
5:[®]1 X [®] — R

is a metric on [®]. Since D4 is a subset of [P], we know that
8:%e XPp — R

is a metric on @Y¢. Thus, (D¢, §) is a metric space. Since every subset of D¢ is
contained in M, then we know for every Ag in D¢, there exists an open ball

Bag, 172 ={Ao}.

Therefore, every singleton in Y@ ¢ is open, and we conclude that (@¢, I) is a dis-
crete topological space. U

Lemma 2.9. If Py is compact, then it is finite. Similarly, if 9 ¢ is compact, then it
is finite.

Proof. We will demonstrate the result for Pp. The proof works analogously for
9. Let Pp be compact. Since the collection & consisting of all singletons in
Pg forms an open cover of Pg, there exists a finite subcover ¥ contained in %.
Assume that % is a proper subcollection of %. Then the set 2 ={A € Py : {A} € F'}
has power set #(2) equal to the set of all sets that may be formed by taking the
union of elements of %'. Similarly, R = {A € Py : {A} € F} has power set P(R)
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equal to the set of all sets that may be formed by taking the union of elements
of #. Since ¥ is a proper subcollection of %, it must be that %(2) is a proper
subcollection of P (R). Thus, we can choose U € P(R) \ P(2) that is not equal to

the empty set. Then
w= | (B},

Beu

and so any subset { B} is not in (2). Thus, the matrix B cannot be in any open set
contained in %, a contradiction. Therefore, ¥ = %, and consequently, ¥ is a finite
open cover of Pg. Since F is the collection of all singletons in Py, we conclude
that Py must be finite. O

Notice that for any ® in M,, ,(C), the topological spaces Mo, Py, and D¢ are
all Hausdorff. We can think of %¢ as the boundary set of Pg, since no matrix in
Py can be “closer” to leaving Pg than those matrices with antiprogress 1. This
relationship between Py and @¢ grants us the following theorem.

Theorem 2.10. For any partition regular matrix ®, the quotient space Py is com-
pact if and only if D¢ is finite.

Proof. Necessity of the statement follows from Lemma 2.9. To demonstrate suffi-
ciency, recall that Py consists of only finite filaments. Every A in Y4 is the last
matrix of a finite filament. For such an A, pick P and Q such that A= P®Q, and
represent P and Q with the finite sequence of elementary operations (x)ﬁz 1~ Then
we can think of the finite filament ending in A as the finite, ordered set of matrices

(@, (x)!_ (@), (V)2 (D), ..., (W)ZH(®), A),

where (x)7_, (®) represents the matrix produced by applying the first n operations
of (x)I_, to ®@. If we let

() A (@) = (D, (x)]_ (@), (0)7_ (D), ..., (X)IZ} (@), A),

then
Po= | (x)a(®).

ATy
It follows that Pg contains a finite number of matrices if and only if %¢ is finite.
Now let X denote the set of all open sets in Pg. Since every singleton is open in
Py, we know that X is finite if and only if D¢ is finite.

Assume that %4 is finite. Let & be an open cover of Pg (without duplicates),
and assume that % is not finite. Then |X| < |%|. Thus, &% must contain more open
sets of Pg than are in the set X, a contradiction. We conclude that % must be finite,
and since any open cover % is a subcover of itself, then it must be that every open
cover of Pg contains a finite subcover. Thus, Pg is compact. O
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Corollary 2.11. %¢ is compact if and only if D¢ is finite.

Proof. Necessity of the statement again follows from Lemma 2.9. So assume that
% is finite. Then, Py is compact. Since Py \ Do is open in Py, then % is closed.
Therefore, @ ¢ is a closed subset of a compact space, and we conclude that %g is
compact. U

Theorem 2.12. Let @ be a partition regular matrix, and let the set 9o be infinite.
Then Py is the union of an infinite number of disjoint, compact subspaces.

Proof. Let 6= {G; :i € N} be a partition of Y ¢ into nonempty, disjoint and finite
subsets. Since each subset is finite and 9 ¢ contains an infinite number of elements,
there must exist an infinite number of subsets in 9. Now let By C Pg be the set of
all matrices on a filament that terminates with a matrix contained in G . Then for
i > 1, let B; C Py be the set of all matrices on a filament that terminates with a
matrix contained in G;, but are not contained in U;;ll B;.

If a filament ends in a matrix A € G;, then there exists a pair of invertible
matrices P and Q, such that A = P ® Q, that can be represented by a finite sequence
of elementary operations (x)le. Thus, the filament terminating with A may be

written as the finite, ordered set of matrices
() A (@) = (D, (x) ] (@), (X)7_ (D), ..., (x)iZ} (D), A),

where (x)!_, (®) represents the matrix produced by applying the first n operations
of (x)ﬁz1 to ®@. Then, for alli € {1, 2, 3, ...}, the set

U @)

AeG;

is the union of a finite number of finite sets, and therefore is also finite. Conse-
quently, each B; is finite for all i since,

B | x)a(@).

AGG;

Now let X be the set of all open sets in B;. Since B; is finite and has the discrete
topology, X = %(B;), and is also finite. Assume that % is an open cover of B; that
contains an infinite number of open sets. Since % is a collection of open sets of
B;, it must be that & C X. Thus, |%| < |X|, which contradicts the finite size of
X. So & must be finite, and every open cover of B; is finite. Thus, every open
cover of B; contains a finite subcover, namely itself. Therefore, B; is a compact
subspace of Py. Since {B; :i € N} is an infinite set of disjoint subspaces of Py and
Py = ; en Bi, it follows that Pg is the union of an infinite number of disjoint,
compact subspaces. O
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3. Partition regular topological surfaces and graphs

In this section, we will create a topological space that has geometry describing the
degree of partition regularity for an associated topological surface, and then we
will show how these spaces may also be created for an arbitrary, finite graph.

Every topological surface ¥ has a triangulation, and & is compact if and only
if it has a triangulation consisting of a finite number of triangles. So let & be
a topological surface, and let 7 (¥) be a triangulation of &. Then, the set of all
vertices and edges in 7 (¥) form a connected graph G. Let {I'; : i € N} be the
collection of all orientations of G.

Proposition 3.1. The collection {I'; : i € N} is finite if and only if the surface & is
compact.

Proof. For necessity, let {I'; : i € N} be finite and assume ¥ is not compact. Then
T (¥) does not consist of a finite number of triangles. Thus, there exists an infinite
number of edges in G, each of which may be assigned one of two directions. Let
[gbein {I'; : i € N} with X as the edge index set. Now, let I';, be the orientation of
G obtained by reversing only the direction of edge #n in I'g. Then the set {I", :i € I}
is infinite. However,

(Tp:iedyc{li:ieN},

which gives a contradiction.

For sufficiency, notice that if & is compact, then 7' (¥) contains a finite number
of triangles. Therefore, E, the set of all edges in G, is a finite set. Since each edge
may have one of two directions, then [{I'; :i e N}| = 2IEl O

Let G be a finite graph and I'; an orientation of G. We know that Dr,, the
oriented incidence matrix of I';, is partition regular if and only if I'; is strongly
connected [Hogben and McLeod 2010, Theorem 2.4]. Here we consider the sub-
collection 6 of {I'; : i € N} consisting of all strongly connected orientations of G.

Theorem 3.2. The collection 6, of all strongly connected orientations of G, is a
nonempty and proper subcollection of {I'; : i € N}, for any triangulation of any
topological surface .

Proof. Let T (¥) be a triangulation of some topological surface &. Then the graph
G consisting of all vertices and edges in T (¥) is a connected graph. It is well
known that a graph G has a strongly connected orientation if and only if the edge
connectivity of G is greater than or equal to 2. Therefore, G associated with 7' (¥)
will have a strongly connected orientation if and only if it does not have edge
connectivity equal to 1. We know that an edge {i, j} of G must be an edge of at
least one triangle. Now let

w={v, {12}, v2, ..., vi. {i, j}vj, ... {n— 1,0}, vy}
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be a walk on G that uses edge {i, j}. If we remove edge {i, j}, then we can define
the walk

w' = {v, {12} va, v i kL o £k L vjs L i =1 n) v,

where vy, is the third vertex in some triangle containing edge {i, j}. Thus, G\{{i, j}}
is still connected, and consequently, G cannot have edge connectivity equal to 1.
Therefore, there exists a strongly connected orientation of G, and € is nonempty.

To see that € % {I"; : i € N}, notice that for any vertex v; of G, there exists an
orientation I'; in {I'; : i € N} such that any edge connected to v; has v; as its head.
Thus, I'; cannot be strongly connected, and € must be a proper subcollection of
([ :i e N O

Therefore, if & is compact, then for each I'; in 6, Dr, is partition regular. Fur-
thermore, for each Dr, we can create the associated quotient space Pp.. = Pr,.

Definition 3.3. Given a compact topological surface ¥, let T be the set of all
triangulations of &. For ¢ € T, let 6, be the set of all strongly connected orientations
of the graph associated with t. Then & is a partition regular surface if the product
space

(11 r)

te¥ “I';e%;
is nonempty.
Theorem 3.4. Let ¥ be a compact topological surface. Then ¥ is partition regular.
Proof. Recall that the set ‘6, is nonempty for any triangulation ¢, of any surface
. Thus, there is at least one quotient space for each distinct triangulation of &

in the product topology associated with &¥. Consequently, the product topology
associated with & is not an empty space, and thus & is partition regular. ([

Definition 3.5. For any finite graph G, let € be the set of all strongly connected
orientations of G. Then G is a partition regular graph if the product space

l_[ Pr,
I E(ﬁt
is nonempty.
In contrast to Theorem 3.4, the following theorem shows that not all finite graphs
are partition regular.

Theorem 3.6. Let G be a finite tree. Then G is not a partition regular graph.

Proof. Since no orientation of a tree graph is strongly connected, then every quo-
tient space in the product topology associated with a tree graph is empty. Conse-
quently, any such product topology is empty, and no tree graph is a partition regular
graph. (]
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4. Conclusion

As is captured in the contrasting scenarios presented in Theorems 3.4 and 3.6,
partition regularity may be thought of as a property with varying degree that is
dependent on the object being studied. For instance, we began with a compact
topological surface &, traced the notion of order in the context of topological sur-
faces, through the graph theoretical context, and finally the matrix theoretical con-
text. Consequently, we were able to construct topological spaces characterizing the
degree of order for the surface ¥. We have also seen that every compact topological
surface is a partition regular surface, and thus exhibits, as should be expected, some
level of order. We may now explore the concept of partition regularity for compact
topological surfaces and finite graphs. Moreover, we now possess structures that
allow us to no longer think of an object as simply being partition regular, but
instead, as having some degree of partition regularity. Subsequently, we may begin
to relate matrices, graphs, and topological surfaces based on their relative degrees
of partition regularity.
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Energy-minimizing unit vector fields
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(Communicated by Frank Morgan)

Given a surface of revolution with boundary, we study the extrinsic energy
of smooth tangent unit-length vector fields. Fixing continuous tangent unit-
length vector fields on the boundary of the surface of revolution, we ask if there
is a unique smooth tangent unit-length vector field continuously achieving the
boundary data and minimizing energy amongst all smooth tangent unit-length
vector fields also continuously achieving the boundary data.

1. Introduction
Let & be a surface of revolution given by the parametrization
®@,t)=(r(t)cosh, r(t)sinb,t), OeR,te(0,h),

where r (1) € C*° ([0, h]) is positive in [0, i]. Let X 1(9) be the set of smooth tangent
unit-length vector fields on &. For V € X!(S) we define the extrinsic energy of V
to be

E(V) :/ DV |? d Area,
N

where DV is the differential of the map V : ¥ — R3. Using the parametrization
o, we get

70 v |? m> ?
E(V ") || doar.
"= // ( 1+r’(t)2) +< r(t) a0 t

Suppose Vy and V}, are continuous unit-length tangent vector fields, defined
respectively on {®(9,0) : 0 € R} and {®(0,h) : 6 € R}). For V € X1(¥), we

MSC2000: primary 53A05; secondary 49Q99.
Keywords: calculus of variations, energy, first variation, vector fields, surfaces of revolution.
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write V|39 = Vp, V,, if V continuously achieves the boundary data Vg, V;, on &.
Precisely, V]yy = Vo, V), if for every ¢ € R we have

lim V(®@,1) = Vo(P(,0)), lim V(®(@6,1)) = Vi (DD h)).
6.0~ (9,0) 0,0 (9,h)

We pose the following question: Suppose Vo and Vj, are continuous unit-length
tangent vector fields defined respectively on {®(0,0):0 e R} and {® (0, h) : 0 e R}.
Does there exist a unique V€ X1(F) with V|yg = Vo, V), so that E(V) < E(V)
for any other Ve XNP) with f/|3y = Vo, Vi?

We give partial answers to the question of existence and uniqueness. Theorem
3.2 shows the existence of minimizers for a certain class of boundary data, and
Theorem 4.1 allows us to conclude uniqueness in a parametric sense in general,
and outright for the case of the unit cylinder with horizontal boundary data (see
Corollary 5.2). Only first-year graduate analysis is needed for most of the results,
although some references to regularity of weak solutions to ordinary differential
equations and approximations by smooth functions in W!? is mentioned in the
proofs of Theorem 3.2 and Theorem 5.1.

We describe the effect of the shape of & on the minimizer. Observe that where
r'(t) is large 9V /dt can be large in magnitude without paying much in energy.
Hence, we can seek to minimize energy by letting V not vary much from the
boundary data near r = 0, &, and then where r’'(¢) is large we let V quickly change
to a vector field of low energy. In the case of the unit cylinder, Figure 2 (page 448)
shows that it is best to steadily homotopy between the boundary data. However,
for the surface given by r(¢) = sint 4 2 (Figure 3, right), it is better to homotopy
to a vector field with low energy in the regions where r/(¢) is large, as suggested
by Figure 3, left. This illustrates that the dV /9t term is important, and so we list
t-derivatives first in our calculations.

In case of the cylinder r () = 1 with height &, replacing DV with the covariant
derivative of V leaves us to study 2z -periodic harmonic functions defined over
R x (0, h). In general, intrinsic energy of unit vector fields is also called total
bending, and has been studied in the more general setting of Riemannian man-
ifolds of any dimension; see [Wiegmink 1995] for an introduction. In [Borrelli
et al. 2003], for example, it is shown that the infimum intrinsic energy in the odd-
dimensional sphere S?**! for k > 2 is given by the energy of the horizontal tangent
unit vector field defined on S%*! except at two antipodal points {P, —P}. This
value, however, is not attained by any smooth tangent unit vector field over S%*!
as shown in [Brito and Walczak 2000].

Minimizing the extrinsic energy over all smooth vector fields can be studied
using similar techniques, as will follow. Although the set of vector fields over
which we must minimize is larger, we avoid the difficulties arising in the unit-length
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case by the necessity to work with the angle functions ¢ introduced in Section 2.
Instead, denoting by V a tangent vector field on ¥ and using the parametrization
V=a(0,t)®,+b(0, t)DPy, we work directly with the smooth functions a, b in the
general case.

2. First variation

We derive a partial differential equation which a minimizing V must solve, using
a standard technique from the calculus of variations. First, given V € X!'(¥) we
can find a function ¢ (@, t) so that

r'(t) cos 0 sin @ )

—sinf cos ¢
V@,t) = ( cos 6 cos ¢ r/(t) sin @ sin ¢

+—
0 ) V1+r/(t)2( sin @

Thus, ¢ (0, t) measures the angle between V (0, t) and the horizontal tangent vector
field (—sin @, cos 6, 0). Our choice of angle function ¢ is not unique, and may be
chosen to be discontinuous. This occurs for example in the proof of Theorem 5.1.
Choosing ¢ continuous may require us to make |¢| large. However, sin ¢, cos ¢,
and sin 2¢ will be smooth in Rx (0, &), continuous even at t =0, &, and independent
of ¢. Using smoothness of sin ¢, cos ¢ we can define ¢;, 99 smooth in R x (0, k)
and independent of ¢. Whenever V is given by an angle function ¢, we shall write
V=Vp.
For V = V(¢), we can write the energy E(V) = E(p) in terms of ¢:

h 27
E(p) = /0 / T (1) () +O(t)(ps)* dOdt
0

h p2m
—i—f / P.(t) cos® ¢ + Py(1) sin” ¢ + Q(t) dodr (2-1)
o Jo

where
A0 _ @B 43O+ (0
T() = \/Ti/(t)z’ o) = r@)(1 +r/(t)2)5/2 ’
4@ 420 0 __ r@re?
Pc(t)— r([)(l+r’([)2)5/2 5 Ps(t)_ r(t)(1+r/(t)2)5/25

r'(1)?

and Q(t) = —————
r(t)/14+r'(t)?

If V = V(¢) minimizes energy on ¥ with respect to the boundary data Vj, Vj,
then let n € C°((0, 2m) x (0, h)) (that is, a smooth function with compact support
in (0, 27) x (0, h)). We then let V¥ € X!(¥) be the vector field given by the angle
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function ¢ + sn. Then E(V?*) achieves a minimum at s = 0, and so

d
—E((V* =0.
ds V") 0

§=

Differentiating (2-1) under the integral with respect to s gives:

h p27
/0 /0 2T (g +20 (gans — (Po(t) — Py (1)) sin 2¢)n dO dt = 0.

Since n has compact support in (0, 2r) x (0, &), we may use integration by parts
in the first and second terms to get

h 27
/0 /0 [—2(T()@1)s — 2(©()gs)s — (Po(t) — Py(1)) sin 201 dO.dt = 0.

We thus have that ¢ must satisfy the second-order partial differential equation:

sin 2¢ )

(T (D)) + (O ) @g)o + (Pc(t) — Py (t))( =0, (2-2)

which we call the Euler—Lagrange equation associated to the energy E (¢).
In case of the cylinder € with () = 1 and height #, the energy (2-1) becomes

h p2m
E(p) =/ (01)* + (99)* +cos® p db dt.
0 Jo

Equation (2-2) in this case is

sin2¢
=

@it + o0 + 0,
for which the only constant solutions are ¢ = kxr/2 with k € Z. Although when
k is odd E(km/2) = 0, we can show by example that for large / the horizontal
vector field ¢ = 7 is not a minimizer. Corollary 5.2 will show that for 4 < \/§ the
horizontal vector field is a minimizer, and it remains to find the largest g so that
this true for all & < hy.

The equation

sin 2
n 90:0
2

is a special case of a form of equations called the sine-Gordon equations, which

Dt + Qoo +

arise in differential geometry and various areas of physics. This particular form
arises in the study of ferromagnetics in physics; see [Chen et al. 2004] for example,
and in the study of harmonic maps in differential geometry, see [Hu 1982].
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3. Existence

In this section we aim to prove the existence of minimizers with boundary data
Vo,V which make a constant angle with the horizontal vector field (—sin 8, cos 6,0).

Lemma 3.1. Suppose Vy, Vj, are continuous tangent unit-length boundary data on
0 such that each can be written using a constant angle function. Let V € X (%)
with V|5g> =W, Vyand V = V((p) If po 20, then there is a vector field V € X' (&)
with Vlaj = Vo, Vi, so that E(V) < E(V), and so that we can write V= V((p)
where ¢ € C([0, h]) N C*°((0, h)) and ¢(0) € [0, 27).

Proof. Suppose E(V) < 0o, otherwise we simply take V= V((po—i-(t /1) (©n—¢o))
where ¢g € [0, 27), ¢, are constants so that the boundary data Vy = Vy(¢o) and

= Vi, (¢p). Let V = V(¢), we thus have fo” foz” O(t)(gs)? dOdt > 0. Consider
the integrable function

h
f@)= f T(2)(¢;)? + P.(t) cos® ¢ + Py(r) sin® o + Q(t) dt.
0

We then have infgc[o,27) f(6) < 00. Choose 6y € [0, 27r) so that

0€[0,27)

h 2
F0) < inf 70+ / / O(1)(9s)> dO dt.
0 0

Define @(6, 1) = ¢(6o, t), and let V = V(@) € X1(S). Evidently V|55 = Vo, Vj,
and

21

2 21
E(V)= f(9)d9+f / Ot)(pp)* dodt > f(B0)do =E@) =EV).
0 0 JO 0

Since ¢ only depends on ¢, we can redefine ¢ so that
¢ € C([0, h) N C*((0, h)).

We can also translate by some 2k with k € Z, without changing the energy E (),
so that ¢(0) € [0, 2m). O

Theorem 3.2. Suppose Vo = Vo(wo), Vii = Vi(@p) are continuous tangent unit-
length boundary data on 0¥, where @q, @y are constants. Then there exists

Vex'(#), withVliyy = Vo, Vi,
minimizing energy. Moreover,

V=V(p), withgeC>(0,h)).
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Proof. The argument follows the proof of the existence of minimizers to the Dirich-
let energy using weak compactness [Evans 1998, Section 8.2]. Let

E =inf{E(V):V € X1 (P), Vl]yy = Vo, Vi),

note that £ < 0o. Define Cgy; to be the set of ¢ € C([0, h]) N C*>((0, h)) with
energy E(¢) < E+1 and ¢(0) € [0, 27) so that V(¢)|sg = Vo, V. By Lemma
3.1 it suffices to show E = infycc, , E(¢) is attained. Let C E+1 be the closure of
Ci+1 in L0, k]).

Lemma 3.3. Every ¢ € c E+1 Is continuous in [0, h] with a weak derivative in
L%([0, h]). Moreover, we can find a sequence ¢, € Cgy1 converging uniformly
to @.

Proof. Take a sequence ¢y € Cg1. Let Tiyin = min;ejo n) T (¢). It follows that the
@k are equicontinuous in [0, 1], since by Cauchy—Schwartz

lok (x) = (V)| =

y h 1/2
| wovar] = Vis=5i([ o ar)
* hp 12
= V([ o ar) " = [ U

0 Tmin

A

Since 0 < ¢ (0) < 27, there is by Arzela—Ascoli a subsequence of the ¢; having
a uniformly convergent subsequence. Therefore C E+1 € C([0, h)).

Letn e C°((0,1)) and ¢ € 5E+1 with ¢y € Cgy1 converging uniformly to ¢.
Then

h h h
/ on,dt = lim / okn; dt = — lim / (pr)in dt.
0 k—00 0 k—00 0

However, note that the sequence (¢y), is a bounded sequence in L2([0, h]). By
Alaoglu’s theorem, a subsequence of the (¢y); converges weakly to some

@, € L*([0, h]).

h h
f @mdt=—f @mdt,
0 0

and so @ has weak derivative @, in L2([0, h]). O

We therefore have

Returning to the proof of Theorem 3.2, given @ € C g, | we can define the energy
E(@) by

h
E(p) =27 f T(1)(@,)* + P.(t) cos” @ + Ps(1) sin® @ + Q(1) dt,
0
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where @, is the weak derivative in L2([0, h]) of @. Also define

Ec,. = inf E@),
9eCiq
so that E€E+l <FE. B B
We show there is a g € Cg1 with E(@) = E¢, . Take a sequence ¢; € Cg41 50
that £ (@) \¢ Eg, .. The sequence ¢, will also be equicontinuous with @k_(O) €
[0, 27), and hence a subsequence will converge uniformly to some ¢ € Cgy;.
Arguing as in Lemma 3.3, we can show (¢;); — ¢, weakly in L2([0, h]), and since
T (t) is bounded in [0, 2], we have T(t)%@k), — T(t)%a, weakly in L2([0, h)) as
well. From this it follows that

h h
/ T(t)(@)*dt <lim | T@®)((gp):)* dt,
0 k—0 JO

and since @;, — @ uniformly, we can show

h h
/ P.(t) cos®> @, + Py (1) sin®> @, dt — / P.(t) cos®> @ + Py(t) sin* @ dt.
0 0

We therefore have E(¢) <limy_. oo E(p;) = E Crir> and so E(p) =E Cour-

Now, taking @, let n € C2°((0, h)) and consider ¢, = @ + sn. Although we may
not have @, € Cg1, observe that @ still minimizes the energy over the closure in
L?([0, h]) of the set of functions ¢ as in Cg,; except with E(¢) < E +2. We
can thus conclude E(p) < E(gp,) for all sufficiently small s. As in computing the
Euler-Lagrange equation (2-2), we have that ¢ is a weak solution to the second-
order ODE in (0, h):

_ sin 2¢
(T (@)@ + (Pe(t) — Ps(1)) = 0,
meaning that for any n € C2°((0, h)) we have
b sin 2g
/o T()p; - ne+ (Pe(t) — Ps(1)) > -ndt =0.

Using standard regularity theory [Evans 1998, Section 6.3, Theorems 1 and 2], we
conclude that ¢ € C*°([0, h]). O
4. Uniqueness

The following theorem will allow us to conclude uniqueness in certain circum-
stances. Let

Tin= min T(7), Opin = min O(), Pe_y= sup [P(t) — Py(1)].
1€[0,h] t€[0,h] 1€[0,h]
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8(Tmin + ®min)

Theorem 4.1. Let0 < h < P
c—S

, and suppose that

¢ e C' (R x[0,h]) NC*(R x (0, h))

is 2m-periodic in 0 and satisfies the Euler—Lagrange equation (2-2) in (0, 2m) X
(0, h). Then ¢ is uniquely determined by its boundary values ¢(0,0), ¢ (0, h).

The requirement that ¢(6, t) is 2 -periodic in 6 geometrically means that for
each fixed ¢ € [0, h], as 0 increases from O to 27 the vector field V = V (¢(6, 1))
spins clockwise as many times as it does counterclockwise as measured from the
horizontal vector field (— sin6, cos 9, 0).

To prove the theorem we need first the following Poincaré inequality:

Lemma 4.2. Suppose ¢ € C'(R x [0, h]) satisfies ¢(6,0) = ¢(8, h) = 0 for each

6 €R. Then
h p2m h2 h p27
/f wzdedzg—// (9> + (pp)? dt d6.
0 Jo 8 Jo Jo

rd hd
w0,1) =/ —@(0,s)ds = —/ —p(0,s)ds,
0 aS t 8S

h h)2 h
/ <p2dt=/ gozdt—i—/ @ dt,
0 0 h)2
h W2y ety 2 h hy 2
/ gozdt=/ (/ —(pds> dt—l—/ (/ —(pds) dt.
0 0 o 0s np2\Jr 0s

Using Cauchy—Schwartz,

h h/2 N2 h h g2
2 - _ _
/0 0 dtf/o t(/o <8s> ds)dt-l— m(h t)(/t <8s> ds)dt

h2 h/2 h
5/0 ((pt)2+(§06)2dt/0 tdt +

Proof. Writing

we have

h
(0) + (go)*dt | (h—1)dt,
h/2 h/2

which gives foh p*dt < %hz Oh (pf + (pg dt. Integrating with respect to 0 gives the
result. 0

Proof of Theorem 4.1. Suppose @1, 9> € C'(R x [0,h]) N C*(R x (0, h)) are
solutions to (2-2), both 27-periodic in 6 and satisfying

91(0,0) =¢2(0,0),  ¢@1(0,h) =206, h).
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Multiplying

in2 in2
(T (D)1 =920+ OO 91 = g2))o + (Pe(t) = PL(0) (= = =) =0

by ¢1 — ¢, and integrating gives

h p2m
/O /0 [(T () (01 — 92)): + (O (1) (@1 — 92)0)0 (@1 — 92)
sin2¢;  sin2¢;
2 2

Since (@1 — ¢2)(@,0) = (p1 — ¢2)(0, h) = 0 and ¢y, ¢, are 27 -periodic in 6, then
integration by parts gives:

+(Pet) = P )1 — @) d6di =0,

h 27
fo /0 T(1)((p1 — 92)0)> + O ) (91 — ¢2)6)* dOdt

b2 sin2 sin2
= [ [ o= an (P =T o1~ gy o
0 JO

We now use the inequality |sinx —sin y| < |x — y| to get

h 27
(Tin + Ormin) fo /0 (01 — 9200 + (91 — p)o) d6dr

h p2rm
<P / ((/)1 - @2)2d9dl’.
0 JO

Lemma 4.2 now implies

h p27
/ (01 —92))* + (01 — @2)p)? dOdt
0 Jo Pc—s hz h p2r 5 )
= T 1 0m) ~)§/o ; (o1 = 2))" + (91 — @2)p)~ dOdt.

When
8(Tmin + ®min)
Pc—s

we see that ¢; = @, must occur. O

h <

Theorem 4.1 together with Lemma 3.1 imply the following corollary:

Corollary 4.3. Let
8(Timin + Omin)

PC—S
and take boundary data Vy, V), each with constant angle function. Suppose V =
V() and V = V() are minimizers with ¢, $ € C®([0, h]). If (0) = $(0) and
o(h) =¢(h), thenp =@ andsoV =V.

h <
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For the boundary data Vo = Vy(/2) and V), = Vj,(—m/2), if V = V(p) is
a minimizer then so is V = V(r — ¢) # V. In the next section we show that
uniqueness holds without reference to the angle functions in certain cases.

5. Twisting in the unit cylinder

Recall that in a cylinder or in a frustum of a cone the vector field V = V (kx/2)
with k odd minimizes energy over all vector fields in X'(¥). This allows us to
show that minimizers ought not to “twist” too much, if the boundary data does not.
We show the case of the cylinder.

Theorem 5.1. Let Vy = V(o) and Vi, = V(@) be continuous boundary data on
d%€. Suppose for some n € Z and all 6 € R we have

nwr ©) ©) nm n b1
—— =< <—+—=.
) ) wolt), @ > )
Thenfor any € > 0 and V € X' (@) with Vl0y¢ = Vo, Vi and E(V) < oo, there
isV e X1 (@) with V|3<g = Vo, Vi, E(V) < E(V) + ¢, and so that we can write

V = V(@) using an angle function § withnm /2 — /2 < § < nw/2+ /2.

We remark that the calculation cos? (¢ +nm) = cos?(¢) is used in the proof; the
argument as given cannot be used in case ¢g, ¢, have values in a period of length
7 centered at an angle not of the form nw /2 with n € Z.

Proof. Take a vector field V € X1 (@) with boundary data Vj, Vj,, and write V =
V (¢) using an angle function satisfying nw/2 —m < ¢ < nmw/2+ . We choose ¢
to be smooth at all points where ¢ % nw/2 — m, so that in particular ¢ is smooth
near t =0, h.

Suppose {(0, 1) : @O, t) —nm /2| > /2} ={(0, 1) :cos(p(0,t) —nm/2) <0}is
a nonempty set. Applying Sard’s theorem to the smooth function cos(¢ —nm/2) in
[0, 2] %[0, &], we can choose 6 < 7 /2 so that |pg(6)—nm /2|, |pn(0)—nm /2| <6
for all 8 € [0, 2] and so that {(0, ¢) € [0, 2] x [0, h]: |@(0,t) —nmw /2| =6} is a
finite collection of closed Jordan curves together with Jordan arcs with endpoints
at {0, 27} x (0, h). See Figure 1 for example.

Let

Acg, ={0,1) €(0,2m) x (0, h) : |9 —nm /2| < 61}

Necessarily, ¢ is smooth in A_p,. Also let A.y, = {(0,1) € (0,27) x (0,h) :
| —nm/2| > 6;}. We then have Z>91 C [0, 2] x (0, h) (see the shaded region in
Figure 1 for example).
Define the function
ni nw

Ry, : [T—n,7+n) — [——01,—+91]
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Figure 1. Sard’s theorem for ¢(0,t) —nm/2 = %6;. In this case
¢ is discontinuous in the shaded region, which is A-g,.

by
01 ni n T nm
—n_&(—(3"‘)) o forxe[Fom 6]
Rg, (x) = 1 x forxe(%—@l,%—i-@l],
0
_n—191 (x— (%—I—n))—l—% for x € <%+91, %4—71’).

Considering Ry, (¢(6, 1)), we see that Ry, o ¢ = ¢ for (0, t) € A_p,. Furthermore,
we can immediately see that Ry, o ¢ is Lipschitz near every point with ¢(6, t) #
nm/2 — . However, note that the function defined by

p@,t)+m  ifp@,t) <nm/2,
p@,t)y—m  ifp@,t)>nmr/2,

is smooth at points where ¢(6,t) = nm/2 — . Hence, Ry, o ¢ is Lipschitz in
(0, 27) x (0, h).

Next, since Ry, o ¢ is Lipschitz, it is differentiable almost everywhere [Evans
1998, Theorem 6, Section 5.8], and we may still define the energy of Ry, o ¢ by

h p27
z%Rﬁo¢r=/ ((Roy 0 9))> + ((Rgy 09)9)* +cos® Ry, 0. dOdr.
0 JO
Observe then that

E@mw=f<muw#+m%wm
Ao,

61 2 2 2 2
+( ) ()" + (po)” dOdt + cos” Ry, opdOdt.
T —0 Asp, A,
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Choose a sequence 6 " 7 /2 so that we have regions A_g,, A-g, as above
(Sard’s theorem says this can be done for almost every 6 near 7 /2). Note that
the sets A—g, = {l¢ — (n/2)| < w/2}, Asg, — {l¢ — (n/2)| > 7/2}, and the
functions Rg, 09 — R po¢ pointwise. Since E (V) < oo we have, by the dominated
convergence theorem

Jim E(Ry 00) = [ (90? + () +cos’ p o
—00

{lop—(nm/2)|<7/2}

+/ (0% + (99)* d9dt+f cos® Ry popdidt.
{lo—(nm/2)|>7/2} {lo—(nm/2)|>7/2}

Since

o (o= (5 =)+ 15) e (o (5 4) +15) oo

we have cos? Rypop= cos? ¢. Thus limy_, oo E(Rg, o) = E(V).
Note that Rg, o¢ is Lipschitz with derivatives in L? (Rx[0, h]). In other words,

loc
Ry 09 € WLE(R x [0, h])
(see [Evans 1998, Section 5.2.2]) and we can find a 8-periodic function
>* e CRx[0,h])NC>(R x (0, h)),

so that [[(Rg, o @) — @™ llw12¢0.271x[0.h]) 15 as small as we please. For this, see
[Evans 1998, Section 5.3]; in particular we can apply Theorem 3 of Section 5.3.3
to a bounded smooth region U C R x (0, h) containing (0, 27r) x (0, k), and we
can ensure our approximating functions are 6-periodic.

However, ¢*° may not have the correct boundary data, and so we fix ¢* as
follows. Choose o > 0 so that Ry, o ¢ = ¢ for ¢t € [0, 20) U (h — 20, h]. Pick
a smooth function g with 0 < g < 1 so that g(¢) =1 fort € [0,0) U (h — o, k],
g(t)=0fort e (2o,h—20),and |g'(t)| <2/o. Define

PO, 1) =g(t)Rg (90, 1) + (1 — g ()™, 1).

We now compute E(¢). First,
@1 = @)+ 8((Ro, 09) — ™) + g((Rg, 0 9) — ™).
By the inequality (x + )2 < (14+€)x%+ ((e + 1) /€)y? we have
- +1
@) = A+ (@) + () (& (Ro, 0 9) = 9®) +8(Ro, 0 9) —9™))’.

Then (x + y)? < 2x? +2y? along with |g;| < 2/o imply
€e+1

8
(@) = 4@+ (=) (5 (Ro,00) ™) +2((Ry,09) = ¢™)1)?)-
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Second, we similarly have
- 2 ooy y2, (€11 00y \2
(@) = 1+ (@) + () (Ro, 09) = ™))"
Third, since |cos” x — cos? y| < 2|x — y|, we have

cos® § < cos” ™ +2|(Rg, 0 p) — 9.

We therefore have by the definition of || (ng o QD) — (poo “ W12([0,271%[0,4])

~ 1\/ 8
E@) = (1+9E@)+[(S5) (55 +3) +2]I(Re 00) = 0% naqo s pwion-

Given € > 0, we can choose Rg, o ¢ so that E(Ry, o ¢) < E(¢) + €. We can
then choose ¢> with [|(Rg, o ¢) — ‘pw”%vlﬂ (10,21 [0.4]) sufficiently small so~that
E(p*™) < E(¢) + € as well. Since o depends only on ¢, we can make E (@) as
close to E(¢) as we like. ]

We remark that even given Theorem 5.1, we cannot immediately argue as in
Theorem 3.2 to show the existence of a minimizer in case the boundary data does
not twist too much. To see this, take a sequence ¢, as in Theorem 5.1 with E (¢y)
converging to the infimum energy. Unlike in the proof of Theorem 3.2, it is unclear
whether the sequence ¢, is equicontinuous. Although we can conclude the ¢y
converge to some function ¢ weakly in L?, it is not clear whether the sequence
cos ¢ converges weakly to cosg. Thus, we cannot conclude that E(¢) is the
infimum energy.

Corollary 5.2. The minimizer V with horizontal boundary data on € is unique for

h<«/§.

Proof. Let V = V(¢) be a minimizer, so ¢ must be #-independent, and we can
write ¢ (0) = 0. Now, if ¢(h) = 0, then by Theorem 4.1 we get ¢ = 0. If instead,
suppose ¢ (h) = 2, then let

g

. S
th = 1nf{t e[0,hn]: @)= E} and 1 = sup{t e[0,h]: @) = 7}

Define ¢(t) = —@(t) for 0 <t < ty, ¢(t) = —(w/2) for ty <t < t, and ¢(t) =
@(t)—2m for t; <t < h. In this case note E(¢) < E(¢), and we can smooth ¢ and
still conclude the same. This is a contradiction, and so we must have ¢ =0. [J

6. Computer approximations

In this section we present two numerical approximations of solutions to (2-2) for
two surfaces of revolution. To sidestep the possibility of suffering Runge’s phe-
nomenon [Runge 1901], our numerical approximations sample Chebyshev points;
these are points which cluster near the boundary of [0, 27 ] x [0, #]. To handle
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Figure 2. Left: plot of (6, ) for ¢ (6, 0) =sin 9, p(@, 1) =cosb.
Right: plot of V (¢) for the same ¢.

Figure 3. Left: plot of ¢ (6, t) for r(¢) = sin(¢) 4+ 2. Right: plot of
V (¢) for the same ¢.

periodicity in the 6 variable, we borrow some theory about Fourier discretization
matrices from [Trefethen 2000]. These matrices allow us to solve our differential
equation on the interior of the cylinder (R mod 27) x [0, 2] while leaving the
boundary conditions fixed.

Our program allows us to input a height #, a radius function r(¢), and two
functions ¢o(6) and ¢, (0) that describe the boundary conditions, and finds a very
close approximation of a function ¢ (6, ) which satisfies (2-2) with boundary data
o, @, over [0, 2] x [0, A].

First, we take the unit cylinder with unit height, and we take boundary data
@o(0) = sin(f) and ¢ () = cos(f). We plot the solution ¢(6, t) and also V =
V (¢) in Figure 2. Second, we take the surface with r(¢) = sin(z) + 2, and set
©o(0) =sin(#), p12(08) = cos(F). We again plot (0, t) and V = V (¢) in Figure 3.
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7. Future projects

There are a number of projects well-suited for future VIGRE at Rice internships
for undergraduates. We mention a few.

The first problem is to extend Theorem 3.2 to the case when the boundary data
Vo, Vi, cannot be written using constant angle functions. A preliminary challenge
is to show the existence of V € X!(¥) with V|39 = Vj, Vj, in the case of general
continuous boundary data. (When Vj, V), are smooth, this can be done using an
argument similar to the end of the proof of Theorem 5.1.) Theorem 5.1 provides a
first step in showing the existence of minimizers, at least if we assume Vjy, V}, do
not twist too much.

Related to Theorem 5.1 is finding the largest /g so that Corollary 5.2 continues
to hold with & < hg. This is related to the analogous question for Theorem 4.1
and Lemma 4.2, and similar to the well-studied question of finding the optimal
constant in the usual Poincaré inequality [Bebendorf 2003].

Another direction is to consider the following inverse problem: given an angle
function ¢ (6, t), find the surface of revolution & such that V = V (¢) minimizes
energy with respect to the boundary data V (¢ (8, 0)), V (¢(6, h)). A different prob-
lem with a similar flavor is to find, given an angle function ¢ (6, t), which surface
of revolution & is such that E(¢) is the least.

The torus of revolution also provides a fountain of projects, by asking which
smooth tangent unit-length vector field minimizes energy. Some work has been
done by the authors in this direction [Rosales et al. 2010], most notably in com-
puting the relationship between the radii of the tube and the distance to the center
of the tube of the torus with the energies of the normalizations of the coordinate
vector fields, when the torus is given the usual parametrization.

8. Acknowledgments

This work was conducted in the summers of 2009 and 2010, over the course of
two undergraduate internship programs at Rice University under the supervision
of Dr. Robert Hardt, Dr. Leobardo Rosales, and Dr. Michael Wolf. In 2009 the
participating undergraduate students were Yak Digilov, Bill Eggert, Michael Jauch,
Rob Lewis, and Hector Perez; in 2010, they were James Hart, Conor Loftis, Aneesh
Mehta, and Anand Shah. The internship, VIGRE at Rice, is an initiative sponsored
by the National Science Foundation to carry out innovative educational programs
in which research and education are integrated and in which undergraduates, grad-
uate students, postdocs, and faculty are mutually supportive. Reports from the
internships can be found in [Rosales et al. 2009; 2010].

We thank graduate students Christoper Davis, Evelyn Lamb, Renee Laverdiere,
and Ryan Scott for helping supervise the students, Dr. Rolf Ryham for volunteering



450 DIGILOV/EGGERT/HARDT/HART/JAUCH/LEWIS/LOFTIS/MEHTA/PEREZ/ROSALES/SHAH/WOLF

advice, and Dr. Mark Embree of the Department of Computational and Applied
Mathematics at Rice for being instrumental in achieving the computational work.

References

[Bebendorf 2003] M. Bebendorf, “A note on the Poincaré inequality for convex domains”, Z. Anal.
Anwendungen 22:4 (2003), 751-756. MR 2004k:26025 Zbl 1057.26011

[Borrelli et al. 2003] V. Borrelli, F. Brito, and O. Gil-Medrano, “The infimum of the energy of
unit vector fields on odd-dimensional spheres”, Ann. Global Anal. Geom. 23:2 (2003), 129-140.
MR 2003m:53046 Zbl 1031.53090

[Brito and Walczak 2000] F. G. B. Brito and P. Walczak, “On the energy of unit vector fields with
isolated singularities”, Ann. Polon. Math. 73:3 (2000), 269-274. MR 2001k:53049 Zbl 0997.53025

[Chen et al. 2004] G. Chen, Z. Ding, C.-R. Hu, W.-M. Ni, and J. Zhou, “A note on the elliptic
sine-Gordon equation”, pp. 49-67 in Variational methods: open problems, recent progress, and
numerical algorithms (Flagstaft, AZ, 2002), edited by J. M. Neuberger, Contemp. Math. 357, Amer.
Math. Soc., Providence, RI, 2004. MR 2005f:35059 Zbl 02144556

[Evans 1998] L. C. Evans, Partial differential equations, Graduate Studies in Mathematics 19,
American Mathematical Society, Providence, RI, 1998. MR 99¢:35001 Zbl 0902.35002

[Hu 1982] H. S. Hu, “Sine-Laplace equation, sinh-Laplace equation and harmonic maps”, Manu-
scripta Math. 40:2-3 (1982), 205-216. MR 84i:58037 Zbl 0511.35061

[Rosales et al. 2009] L. Rosales et al., “Minimizing the energy of vector fields on surfaces of revo-
lution”, online report, 2009, available at http: //cnx.org/content/m30944 /latest/.

[Rosales et al. 2010] L. Rosales et al., “Minimizing the energy of vector fields on surfaces of revo-
lution, II”’, online report, 2010, available at http: //cnx.org/content/m34976/latest/.

[Runge 1901] C. Runge, “Uber empirische Funktionen und die Interpolation zwischen quidistanten
Ordinaten”, Z. Math. Phys. 46 (1901), 224-243. JEM 32.0272.02

[Trefethen 2000] L. N. Trefethen, Spectral methods in MATLAB, Software, Environments, and Tools
10, Soc. Ind. Appl. Math., Philadelphia, 2000. MR 2001c:65001 Zbl 0953.68643

[Wiegmink 1995] G. Wiegmink, “Total bending of vector fields on Riemannian manifolds”, Math.
Ann. 303:2 (1995), 325-344. MR 97a:53050 Zbl 0834.53034

Received: 2010-09-27 Revised: 2010-10-12 Accepted: 2010-10-14

Yan.M.Digilov@rice.edu william.j.eggert@rice.edu james.e.hart@rice.edu
Michael.A.Jauch@rice.edu Rob.Lewis@rice.edu Conor.T.Loftis@rice.edu
anmbQ@rice.edu Hector.Perez@rice.edu anand.shah@rice.edu

Rice University, 6100 S. Main Street, MS 136, Houston, TX 77005-1892, United States

hardt@rice.edu Department of Mathematics, Rice University, 6100 S. Main
Street, MS 136, Houston, TX 77005-1892, United States

Irosales@rice.edu Department of Mathematics, Rice University, 6100 S. Main
Street, MS 136, Houston 77005-1892, United States

mwolf@rice.edu Department of Mathematics, Rice University, 6100 S. Main
Street, MS 136, Houston 77005-1892, United States
http://math.rice.edu/~mwolf

mathematical sciences publishers :'msp



INVOLVE 3:4 (2010)
https://doi.org/10.2140/involve.2010.3.451

Some conjectures on the maximal height
of divisors of x" — 1

Nathan C. Ryan, Bryan C. Ward and Ryan Ward

(Communicated by Kenneth S. Berenhaut)

Define B(n) to be the largest height of a polynomial in Z[x] dividing x* — 1. We
formulate a number of conjectures related to the value of B(n) when n is of a
prescribed form. Additionally, we prove a lower bound for B(n).

1. Introduction

The height H( f) of a polynomial f is the largest coefficient of f in absolute value.
Let ‘
o, (0= [] G—emem

1<a<n
(a,n)=1

be the n-th cyclotomic polynomial. For example, for a prime p, we have
Op(x)=1+x+---+x""

Define the function A(n) := H(®,(x)). This function was originally studied by
Erdés and has been much investigated since then. The second of the following two
facts reduces the study of A(n) to square-free n:

@, (x")
D, (x)
The variant we study in the present paper was first defined in [Pomerance and

Ryan 2007] and studied further in [Kaplan 2009]. In [Pomerance and Ryan 2007]
the function

D,,(x) = if pfn  and  ®,,(x) = P,(x?)if p|n. (1-1)

B(n) =max{H(f): f|x"—1and f € Z[x]}

is defined and a fairly good asymptotic bound is found. In the same paper there
are two explicit formulas for n of a certain form: it is shown that B(p*) = 1
and B(pq) = min{p, gq}. In the present paper, for n of a prescribed form, we
are interested in finding explicit formulas for B(n), discovering bounds for B(n),

MSC2000: 11C08, 11Y70, 12Y05.
Keywords: cyclotomic polynomials, heights.
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determining which divisors of x" — 1 have height B(n) and understanding the
image of B(n). One might consider the present paper a continuation of [Kaplan
2009], where it was shown that B(p%g) = min{p?, ¢} and where upper bounds
were found for B(n). Kaplan also found a better upper bound as well as a lower
bound for B(pgr), where p < g < r are primes.

Our main theoretical result is a lower bound for B(p®g”), but most of the content
of the paper consists of conjectures about B(n) of the kind described above. The
conjectures are verified by extensive data computed in Sage (www.sagemath.org)
and tabulated in [Ryan et al. 2010].

The paper is organized as follows. In Section 2 we describe our computations:
the method and the scale. Section 3 provides a reasonably good lower bound for
B(n) in terms of its prime factorization. The first of the subsequent two sections,
Section 4, is about B(n) for n that are divisible by two distinct primes. Section 5
investigates what happens when 3 or more primes divide n. We conclude the paper
with three further variants on the arithmetic function B(n). For the first of these
three variants, related data have also been tabulated in [Ryan et al. 2010].

2. Computations

Much of what is included in the present paper is the result of a great deal of machine
computation. The function B(n) is very difficult to compute. The best way we
know to compute B(n) is to do the following: observe that any f that would give
a maximal height is a product of cyclotomic polynomials since

X" —1=[]®ax). 2-1)
d|n
So, to compute B(n) we need to compute the set of divisors of n and its power
set. We then iterate over the power set, multiplying the corresponding cyclotomic
polynomials in each set. The largest height among the polynomials in this very
long list is the value of B(n).

We have computed B(n) for almost 300,000 values of n, the largest being
56,796,482. This includes all n with four or fewer prime factors, and in particular
every n less than 1000.

These computations were done in Sage, and took 30 processors several months
on various systems at Bucknell University: many were run on a cluster node with
dual quad core 3.33 GHz Xeons with 64GB of RAM. For example, B(720) took
113 hours to compute and B(840) took 550 hours.

The resulting data can be accessed freely at [Ryan et al. 2010]. We store all data
we consider useful for formulating conjectures about B(rn). This includes n, B(n),
and the set of sets of cyclotomic polynomials which multiply to yield the maximal
height.
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form . # data
of n conjecture ranges points
p*q 4.1 2<p<qg<60 463
2<q<300,b=2 96
2<qg<100,b=3 24
2<qg<75 b=4 20
2<qg<10,b=5 4
b b
2 4.2 2<qg<10,b=6 4
qg€{3,5Lb="7 2
qe{3,5},b=8 2
2<p<qg<85b=3 301
2<p<qg<35b=4 92
b
Pa 4.2, 44 2<p<qg<l15b=5 14
2<p<qg<10,b=6 13
pqr 5.1 2<p<qg<r<150 55530
pqrs 5.1 2<p<g<r<s<l5 1045
2<qg<r<50,b=2 1490
pqr® 52 2<q<r<35b=3 171
2<g<r<35b=4 13

Table 1. Summary of data motivating the conjectures in this pa-

per. The data can be accessed at [Ryan et al. 2010].

453

We note that far less comprehensive computations have been done in [Abbott
2009], and a smaller set of data can be found at [Garcia 2006].

We present in the next section the conjectures we have formulated based on
these computational data; the values of n so studied are summarized in Table 1.

3. Lower bound

We start by stating a lower bound for the function B(n). (We thank Pieter Moree
and the anonymous referee for independently pointing out this improvement to our

earlier result.)

Theorem 3.1. Suppose n = uv, with u and v coprime positive integers. Then

B(n) > min{u, v}.

Proof. Since u and v are coprime, we note that x* — 1 and x” — 1 have x — 1 as
greatest common divisor. Consider the divisor

x“ =DV =1/(x—1? of x*¥ —1.
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Let w = min{u, v} and observe that the coefficient of x*~! is w. U
This result can be rephrased as follows:
Corollary 3.2. We have B(p{'--- ps*) > min{p{', ..., pi'}.

We observe that this bound is surprisingly good for the data we have com-
puted, at least when n is divisible by two primes. Of the 5396 n in the data-
base of the form p?g®, B(n) = min{p?, ¢"} a majority of the time (we exclude
(a,b) € {(1,1),(1,2), (2, 1)} in this total as in those cases it is a theorem that
B(n) = min{p“, ¢"}).

4. When n is divisible by two primes

Evaluation of the function A( p“qb ) is straightforward. To see that A( p“qb ) =1,
one can write down an explicit formula for ®,,(x) (see, e.g., [Lam and Leung
1996]) and then use (1-1). The situation for B( p“qb) is not all like the situation
for A(p®qP).

By means of a thorough case-by-case analysis, one can find an explicit formula
for B(pgq?) [Kaplan 2009, Theorem 6] where p and ¢ are distinct primes. The
proof proceeds by computing the height of every possible divisor of xPi* — 1
and identifying which of those is largest. In that spirit we make the note of the
following:

Conjecture 4.1. Let p < g be primes. Then B(p?¢?) is the larger of
H(®,(x) Dy (x)D 2, (x)P 2 (x)) and  H (P, (x)Dy(x)D 2 (x)P2(x)).
For example,
B(3*-5%) = H(P3®5Px.5P3.52) # H(P3D5P3 Ds2),
B(5*-117) = H(®5®11 P52 P 12) # H(P5P 11 P52 Ps.yp2).

In addition to not having a proof for this conjecture, we also lack an explicit
formula for the height of the polynomial. The conjecture has been checked for the
primes indicated in Table 1.

An even more difficult problem is to deduce a formula for n of a more arbitrary
form. For example, our computations suggest the following conjecture.

Conjecture 4.2. Let p < g be odd primes.
(i) For any positive integer b, B(2¢%) = 2.
(i1) Suppose b > 2. Then B(qu) > p.

The difficulty here is that a case by case analysis as described above is not feasible.
We have computed data verifying the first part of the conjecture as indicated in
Table 1. The cases b =1 and b = 2 in the first part are theorems in [Pomerance
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and Ryan 2007] and [Kaplan 2009], respectively. We have verified the second half
of the conjecture as indicated in Table 1.

The previous conjectures deals with what values of B(pg”) you get when you
have two fixed primes and let one of the exponents vary. A related question is what
happens when you have one fixed prime and two fixed exponents.

Theorem 4.3. Fix a prime p and positive integers a and b. Then B(p®q®) takes
on only finitely many values as q ranges through the set of primes.

Proof. This is a rephrasing of a special case of [Kaplan 2009, Theorem 4]. U

As aresult of investigating this theorem computationally, we make the following
observation:

Conjecture 4.4. For a fixed odd prime p and fixed positive integer b, the finite list
of values B(pq®) as ¢ > p varies are all divisible by p.

We have checked this for the same range as which we have checked the second
half of Conjecture 4.2. We observe that B(7283%) = 64, showing that the hypothesis
on the factorization of n as pq” is necessary.

5. When n is divisible by more than two primes

For products of three distinct primes, as noted in [Kaplan 2009, p. 2687], one of
the products

(Dp(x)q)q(x)q)r(x)q)pqr(x) or q)l(x)cbpq(x)q)pr(x)(pqr(x)

appears to give the largest height. Most of the time the first product gives the
largest height. According to out data, of the 27492 n of the form pgr we have
computed, the vast majority of the time the first product does give the maximal
height while the second product only gives the maximal height only around half of
the time (often they both give the maximal height). In general, one can make the
following conjecture.

Conjecture 5.1. Let n = p; - - - p; be square free. Then B(n) is given by either

[] ®a) or [ ®ato),

din d|n
w(d) even w(d) even

where w(d) is the number of primes dividing d.

The conjecture is true when ¢ = 1 and ¢ = 2 [Pomerance and Ryan 2007, Lemma
2.1]. Our data supporting the conjecture for other # is listed in Table 1; in addition,
the conjecture has been checked for n = 2310, the smallest product of five distinct
primes.
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For odd 7, the analogue to Conjecture 4.4 would be: B(pgrP®) is divisible by p.
This statement is false for squarefree n, since B(3-31-1009) = 599, which is not
divisible by 3. On the other hand, we can make the following conjecture.

Conjecture 5.2. Let n = pqr® where p <q <r, and b > 1. Then B(n) is divisible
by p. Moreover, B(n) > p.

Once more, our evidence for this is in Table 1. This conjecture is analogous to
Conjectures 4.2 and 4.4.

6. Conclusions and future work

Above we have explicitly described several conjectures about the function B(n).
Implicitly, we have also suggested that proving explicit formulas for B(n), espe-
cially by case-by-case analysis, is extremely difficult. In fact, even conjecturing
formulas is difficult. A new method for proving formulas will be required before
more progress can be made.

In addition to the obvious task of proving any of the conjectures included here
and developing a new approach to proving these formulas, we propose the follow-
ing related problems:

(1) Define the length of a polynomial f = ZZ:O ap,x" tobe L(f) = ZZ:O |a,|
and let
C(n) :=max{L(f): f|x" —1, f € Z[x]).

(2) Let Q(¢,) be the n-th cyclotomic field and define the function
D) :=max{H(f): f € Q(&)[x], f]x" —1 and f monic}.

Can any explicit formulas or bounds be found for these functions? The database
at [Ryan et al. 2010] has data related to the first of these two problems.

In [Decker and Moree 2010], a number of problems related to B(n) have been
described. The authors investigate, among other things, the set of coefficients of
divisors of x* — 1 and show that in some cases the coefficients of each divisor are
a list of consecutive integers (sometimes excluding zero). In the future, we may
return to the questions posed by Decker and Moree and investigate them compu-
tationally. This problem was suggested to us by Pieter Moree and the anonymous
referee.
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Computing corresponding values of
the Neumann and Dirichlet boundary values
for incompressible Stokes flow

John Loustau and Bolanle Bob-Egbe

(Communicated by Kenneth S. Berenhaut)

We consider the Stokes equation for a flow through a partially obstructed channel
and determine the relationship between Dirichlet boundary values (velocities)
and Neumann boundary values (forces) for the FEM discrete form. For the
steady state case we find a linear relationship. For the transient case the relation-
ship depends on the time stepping procedure and includes the relationship at
prior states. We resolve the issue for trapezoid and Adams—Bashford-2 time
stepping. Since Stokes flow may be considered as the startup phase of Navier—
Stokes flow, we give particular attention to a flow with a startup function.

1. Introduction

Our interest in boundary value questions for incompressible Stokes flow arises from
the following setting. Commonly, finite element methods (FEM) are used to derive
approximate solutions for the vector field of an incompressible fluid flow. These
techniques involve first rendering a discrete form of the Navier—Stokes equation
for the spatial variables via FEM and then employing finite difference techniques
(FDM) to realize the flow in time. In this context the nonlinearity of the Navier—
Stokes equations requires knowledge of the prior flow state at each time step. In
practice the flow is assumed to begin at rest and then pass through a Stokes phase
when the Reynolds number is small. The end step of this phase then provides the
initial step data for the time step FDM applied to the Navier—Stokes equations.
Authors often emphasize the importance of the Stokes phase to success in the
resulting calculations with the Navier—Stokes phase [Gresho and Sani 2000].
When setting up the linear system of equations for a flow problem, the boundary
values are initially applied in the Stokes phase then carried forward to the Navier—
Stokes phase. For the case of a channel flow past an obstruction, authors commonly

MSC2000: 47N40.
Keywords: incompressible Stokes flow, finite element method, boundary values, computational
fluid dynamics.
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set values for the velocity field at the inflow edge, that is, they set Dirichlet bound-
ary values. From a mathematical point of view, the flow problem could just as
well be set up by assuming values for the force at that edge, that is, Neumann
boundary values. This leads us to inquire how these two approaches differ if at
all. Indeed, in [Gresho et al. 1981] the authors demonstrate the calculated flow
vector field of an obstructed channel flow based on Neumann boundary values at
the inflow edge. Interestingly, the authors state that the Neumann values are derived
Dirichlet values. In particular they have postulated values for the velocity at the
inflow, converted these velocities to forces and then proceeded with the Neumann
boundary values.

In our investigation we determine a simple relationship between Neumann and
Dirichlet boundary values for the steady state case. Carrying this forward we con-
sider two common FDM techniques used for nonsteady or transient flows, trape-
zoid and Adams-Bashford-2. There are correspondences in the nonsteady case, but
they are more complicated. In this case it is clear that an initial setting of forces or
velocities result in very different outcomes. Indeed, by setting a startup function for
force and then calculating the corresponding startup function for velocity results
in a different startup velocity function at each applied node.

Although it is always mathematically possible to set Neumann boundary values
for a node at the flow, this is not the case for Dirichlet boundary values. Indeed, the
admissibility of Dirichlet boundary values lies in the physics not the mathematics.
As our investigation is mathematical or linear algebraic, we decided to define a
term to identify linear systems which admit Dirichlet boundary values.

In Section 2 we state the notation for the linear system arising from the Galerkin
FEM applied to an incompressible Stokes flow. We also use this section to intro-
duce an example. Later we use this example to demonstrate the results of Sections 3
and 4. In Section 3 we consider the steady state problem. Here we state results in
a manner which is applicable to the nonsteady case. Finally the nonsteady case is
handled in Section 4. Here we derive formulae relating Neumann boundary values
to Dirichlet values and vice-versa. In both sections we provide point plots which
demonstrate the formula for the example case.

We have included a note at the end to delineate the details of the example case.

2. Preliminaries

We begin by stating the governing equations for an incompressible Stokes flow. As
we are primarily concerned with laminar flow we state the equations is two spatial
dimensions.

Let u = u(t, x,y) = (u(t, x, y), v(t, x, y)) be a time dependent vector field in
R2, and P = P(t,x, y) be a real valued function. In addition G = (g1,82) 1s a
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time dependent vector field. In these equations u = («, v) denotes the velocity field,
P is the pressure and G represents external body forces such as gravity. Further
suppose that u and P are sufficiently differentiable to support the following.
oii A
§+VP—UV'(VM+(VM) )—G =0, 2-1)
V-u=0, (2-2)

Equation (2-1) is the Stokes equation. It is the Navier—Stokes equation with the
inertial or convection term removed. It applies to viscous fluid flows with small
Reynolds number. Equation (2-2) is referred to as the continuity equation. It
arises from the incompressibility assumption. Alternatively (2-1) and (2-2) may
be referred to as the Stokes equations governing an incompressible flow at low
Reynolds number. There are equivalent formulations for these equations [see 1]
that are derived from the given pair. Additionally, a fourth-order equation may
be derived from these. This equation states a relationship for velocity without
reference to pressure. The formulation given here is convenient for our purposes.

If Q is the domain of the flow, then € is a connected compact set in R?. Take
[0, T'] as the time interval. When ¢ is fixed, then P lies in L2[2] = L? and both u and
v are elements of H!' = {u: Q — R: JoVu-Vu < oo}. Finally G represents external
body forces such as gravity. Equation (2-1) restated in terms of the coordinate
functions yields

du 0P Fu  Fu *u %
wtm Gttt e
dv 9P v 0%v 9w v
oty Gt oyt oy

Below we suppose that the external body forces do not play a significant role in
the flow and will ignore this term.

A discrete form of the Stokes equation is derived from FEM techniques applied
to the spatial variables. If the flow is transient (du/dt # 0) then the resulting
discrete equations yield approximate solutions via finite difference techniques.

For the purposes of the theory and examples developed below, we base the FEM
on the (QAI', Q(l)) model. This model supposes the decomposition of the flow domain
into the union of rectangles. The vertices of the rectangles are velocity nodes and
centroids of the rectangles are the pressure nodes. For the succeeding examples
we use a channel flow obstructed by a square obstruction (see Figure 1).

Denoting the partition by Q = J;_, ©2¢, we define finite dimensional subspaces
V of H' and W of L2. V is defined as the linear space of first-order polynomials
{97 :i=1,2,3,4;e=1,...,s}, where each ¢ is supported by ¢ and equal to
the i-th Lagrange polynomial on 2¢. In turn W is the span of constant functions,

)-g1=0. 2-3)

)-g=0. (2-4)
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U e} O o)

Figure 1. Decomposition of an obstructed channel into rectangu-
lar elements.

{P¢:e=1,...,m} supported by the elements. The Galerkin FEM proceeds by
seeking elements # and v in V and P in W so that the residual (Equations (2-1)
and (2-2) and evaluated at these functions) is L? orthogonal to V. In particular,

(R\(@i, 3, P), ¢f) = / R (@, 0, P)p¢ =0, (2-5)
Q

(R2(ut, ), ¢f) = Q/ Ry(i, v)P¢ =0. (2-6)
Q

Expanding these equations and using the divergence theorem to linearize the
second-order term, we arrive at the following linear system for each element, e:

i u S
75 175) fi2
u3 u3 J13
M¢ 0 0\ | K¢ K3, LY\ |ua fia
0 MS 0 1.}1 + Kzel K; L; V1 = f21 ,
0 0 0/ [0V LHT @HT 0 v2 2
U3 v3 J23
U4 V4 S2a
P P g

where the dot represents differentiation with respect to ¢. The matrix entries are

e e ¢y 3¢5
M](la.])=M2(ls.])= Qe¢i¢j’ K12(l,])=K21(],l)=l) nggy
A 005 ¢ 095 LA
Kle(i,j)zv/ 2£_J+£_/, LG, l)z_f ¢1’
e 0x Ox ay dy Qe 0X
ap¢ 095 gy 9 d¢
K5 py=v [ SO0 rgn=-[ 2
Qe 0X 0x dy dy qe 0y
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On the right hand side we have

ou ou 0v ov ou _0v
RGN R NG
Hi /;g( dx 8y+8x R re 8x+8y dy ¢i-n
from the application of the divergence theorem to (2-5). Whereas (2-6) yields
g= | @ 0)-n.

In both cases I'¢ denotes the boundary of €2¢. Using standard processes [Huebner
et al. 2001] we assemble these s linear systems in a single (2m +s) x 2m +s)
system (where m is the number of nodes and s. is the number of elements). This
is done by first identifying the corresponding node for each vertex of a single
element. Then adding the linear equations which refer to a common node. The
resulting system can be expressed in compact form as

M 00 @ K L u ¥

0 MO v |+ T 0 v | = .

000/ \P P 8
Here M is m x m symmetric, K is 2m x 2m symmetric and positive definite (from
the underlying physics) and L is 2m X s.

3. Boundary values for the steady state problem

We begin our study of boundary values by considering the steady state problem.
In this case we need only consider the equation

u
59 ()-0

as the discrete form of the steady state Stokes equation. We assert that the coef-
ficient matrix of (3.1) is nonsingular. This assertion is equivalent to the statement
that the flow has a unique solution in the discrete form stated in (3.1). In general
this is not the case, but it may be achieved by imposition of boundary conditions
at the channel edges and at the obstruction, as well as by the choice of model. The
underlying physics assures us that the matrix K is symmetric and positive definite,
as well as sparse and diagonally dominant. L is sparse.

Our primary concern is with the entries of f for the nodes along the inflow
boundary. On the one hand we may designate a value for f;. In this case the
designated value implements driving forces applied along the inflow edge as is
evident from the expression for f; given in the previous section.These boundary
values are then called Neumann or natural. Alternatively we may designate the



464 JOHN LOUSTAU AND BOLANLE BOB-EGBE

velocity components on this boundary. This alternative is implemented at the i-th
node by replacing the i-th row of the coefficient matrix to the i-th row of the identity
matrix, denoted ¢; and then setting f; to the desired velocity. These boundary
values are referred to as Dirichlet or essential.

For simplicity of notation we write Equation (3-1) as Au= f . Now since A is
nonsingular, then for any choice of f the system has a unique solution. Consider
the process, just described, used to set Dirichlet boundary values. For this to be
meaningful, the resulting coefficient matrix must be row-equivalent to A. Other-
wise the resulting linear system, Bii= f would no longer represent the discrete
form of the same differential equation. With this in mind we begin our analysis
with the following definition, where for a matrix A, A;) denotes the i-th row of A.

Definition 3.1. Let Au = f be an n-by-n linear system of equations and take i,
1 <i < n. Then we say that a Dirichlet boundary condition at f; is algebraically
admissible provided A is row-equivalent to B where the A(j) = B}y for each j #1i
and B(l‘) = EIT .

From the definition it is apparent that a Dirichlet condition at f; is algebraically

admissible if there are elementary row matrices Eg, E1, ..., E, with
B =(T1 E;)EoA,
J#

where Ej is type 2, representing the multiplication of row i of A by a nonzero
scalar, and for j # 0, E; is type-3, representing the operation of adding to the i-th
row a scalar multiple of some other row.

For the case at hand, a linear system arising from the FEM discrete form of the
steady state Stokes equation, the matrix K is positive definite symmetric, sparse
and diagonally dominant. Therefore for each i < 2m,

=T
e =2 oK.
J

Since K is diagonally dominant, ¢; is not zero. If Egs, denotes the row operation
of adding B times the s-th row to the ¢-th row and Eg, denotes the elementary
operation of multiplying the s-th row by nonzero g, then

ng = (]—[ Eajj-i-i)EOliiA'
J#
Therefore, in this case a Dirichlet condition at f; is algebraically admissible for

each i <2m.

Theorem 3.1. Let Au = f be an n-by-n linear system of equations and take i,
with 1 <i <n. Suppose that a Dirichlet boundary condition at f; is algebraically
admissible. Then there exists a nonsingular linear transformation N such that
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the Dirichlet assumption for u; is the i-th coordinate of N f . Further all other
coordinates of N f are unchanged.

Proof. From the comment following Definition 3.1, it suffices to set
N= (]‘[ E j)Eo.
J#i
Now the remaining assertions are immediate. ([l

Next, supposing that A is nonsingular, we can get a specific representation for
the elementary row operations. First we set up the notation. Set £y = E,,; and
Ej = Eqk+i- Now we may suppose that N has n factors by setting E; = Eg; j+i
for each j # i where a; = 0 if row j is not involved in reducing the i-th row of A.
Finally define the column n-tuple & = «j).

Corollary 3.2. If A is nonsingular, then @ = (AT)"'e;, is the i-th column of
(AT~
Proof. With the notation just introduced,

(Eq;iA) iy =0iAgy and  (Eq;j+iA)i) = ajAg) + Ag)-

Therefore,
(NA)) = ; ajAG) taiAep =2 ajAg).
J7t J

Restating this as an expression for (¢;)7 we get

@' =Y oA = (DANHPe) = 1Ta). O
j j

This yields the desired expression for @ = (AT)~!¢;, which is indeed the i-th
column of (A7)~

In the case of (3-1), A is symmetric and we have:

Corollary 3.3. If A is the coefficient matrix for the FEM discrete form of the Stokes
equation, then o is the i-th column of A~

Next we turn to the relationship between the Neumann boundary value f and
the Dirichlet boundary value u; at the i-th node.

Corollary 3.4. Suppose that A is nonsingular and algebraically admits a Dirichlet
condition at f; then the Dirichlet value, u; is related to f via u; = a - f where
a = (AT)"1e;. (Here a - f denotes the ordinary inner product in R".)
Proof. The relation
Au=f
yields,
ui=ei-i=elu=A")Tui=@"Au=@" f=a-f. O
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We end this section by considering the following problem. Given a linear system
with Dirichlet conditions applied, what is the corresponding linear system without
Dirichlet boundary conditions, but rather Neumann boundary conditions.

Theorem 3.5. Let A be an n-by-n matrix, which algebraically admits a Dirichlet
boundary condition on the i-th row. Suppose that B is row-equivalent to A via the
nonsingular matrix N as in Theorem 3.1 Consider a linear system Bii = f , then
the equivalent linear system Ail = ]?satisﬁes fi= fj foreach j #i and f; :E'fA,
where f = (BT)"'(Au)T.

Proof. With the notation of Equation (3-1), Take N nonsingular so that B = NA

and f =N f . Now N is a product of elementary row matrices. Hence the same is
true of N~!. In particular,

N7 = (11 Euyisi ) Eent)

J#

1 —1
= (Ea,-i)_l<1_[ Ea_,-j+i) = (ﬂ Eﬂ,—j+i>Eﬂiiv
j#i j#i

where B; = a;” Vand B ; = —aj/a; otherwise. Setting E = (Bi), it now follows that

B-f:fi.lnturn
Aoy = (N"'B)iy =3 B;Bjy = LBV = (BTB)". O
J J

So (AT = BT,E or (BN)=1(Au)T = ,5 The following point plots show first
a set of given forces at points along the inflow edge of the example flow (Figure
2, left). We used B-splines to fit a continuous function to the given data. With this
function we were able to infer forces at the inflow nodes and compute f via one
point quadrature. Then we used Corollary 3.4 to compute the velocities shown in
the second plot (Figure 2, right). As indicated by the mathematics, the calculated
flow using either the Neumann or the Dirichlet boundary values produces identical
velocity fields.

4. Boundary values for the transient flow

In this section we modify our results of the section to the case of a nonsteady
Stokes flow. Our particular concern with Stokes flows is their application as the
initial phase of a Navier—Stokes flow. In this setting it is natural to suppose that
there is a velocity or force startup function, v(¢) with z€(0, T], implemented at the
inflow edge. In this section we will consider the discrete case of the nonsteady
Stokes equation and determine the relationship between a velocity startup and a
force startup.

For the nonsteady Stokes flow the spatial problem is realized via finite element
techniques while the time dependent problem is developed via finite difference
techniques. There are several competing finite difference techniques. For each, the
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Figure 2. Left: derived forces on inflow edge. Right: computed
velocities at the inflow edge.

function relating forces to velocities and pressures is distinct. We will develop two
cases, the trapezoid (TR) method and the Adam-Bashford-2 (AB-2) method. We
begin with TR. Here we use superscripts to designate time steps.

<M+ IAtK AtL) "

v
1 T
SAtL 0 pn

n—1 n
At
(M—%Atl( —AtL) zn_l N f i @
= 1 - 1 > -
—EAZ‘LT 0 Pn_l lg" T §AtLT (vn—l)

where
T un
n
e (t)
The term on the right, f, which is related to force is superscripted as we may

suppose it varies with time. Further we suppose that the fluid starts at rest, so for
t=1;, u®=v"= P%=0. Hence (4-1) becomes

1

1 u

M+3ack AL\ (“0\  (arpn o
1 T 0 v - O . ( B )
EAZ‘L Pl

As in Section 3, we use a notationally simplified version of these equations:

n
A" =Cu" ' + At(gf ) . (4-3)

n—1
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For N nonsingular, we have

n—1

n
NAi" = NCii" ' + NAt (gf ) . (4-4)

As in the steady state case, restriction of these two equations to the example flow
assures us that A is nonsingular and that the Dirichlet boundary condition is alge-
braically admissible at each inflow edge node. Assuming that the fluid starts at rest
implies that Equation (4-3) reduces to

1 . 1
EAM] :(J(C)> atn =1.

This equation is essentially the same as the one considered in Section 3 except that
the coefficient matrix is not symmetric. Nevertheless, Corollary 3.4 and Theorem
3.5 apply to the present setting.

Theorem 4.1. Consider the TR time step development of the nonsteady Stokes flow
represented by (4-3). Suppose that A is nonsingular and that Neumann boundary
values are set at t = t, via the coordinates of f". Then a boundary value f;' may
be replaced by a Dirichlet boundary value

= woir v (1),

where a = At(AT)"'¢;. Hence, a is At times the i-th column of (AT)™!. In
addition

N = (1 Euyj4i) Eai-

J#

Proof. The assertion for t = #; follows immediately from Corollary 3.4. For n > 1,

we need to first let
C -n—1 fn
u + gnfl

take the role of f in Corollary 3.4 to get

n n
uj = (NC)pa" ™' + N <gnl) =NCyi"™' +@- (g{l)

= (NO)pi" ' +a- ({;) : (4-5)

The final equality holds since if the upper left hand block of A is k-by-k then
a; =0 for j > k. Indeed, the upper left block is itself nonsingular, so by Dirichlet
admissibility, the i-th row is row-equivalent to the i-th row of the k-by-k identity
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matrix. Finally, since the lower right block of A is zero, it now follows that

The remaining assertions follow as in Section 3. ]

Notice that for n > 1, the calculation of the Dirichlet boundary value requires
the prior state. Therefore the results for the steady state problem do not carry over
directly to the nonsteady flow. In particular even if f" is fixed for each n > 1, u!
will vary with n.

We now particularize Theorem 4.1 to the case of a startup function for the force
along the inflow edge. For this purpose we need to develop some notation. First
(4-3) becomes

Aii" = Cii" " + At (‘p(m]f ) , (4-6)

n—

where ¢ : (0, T] — (0, 1] designates the startup function and f = (f;) with f; =0
for each node which is not on the inflow edge and f; = 1 at the inflow edge. In
turn (4-5) becomes

uj = (N;C)qpy "™ + Atg(t,)d - f
= (NiC)py "™ + At (1) (AN 1) ) £, 4-7)

where N is now subscripted to identify the row operations applied to the i-th row of
A. Next we define u = u; and u; = ((AT)™") ;) f as in Section 3. We can consider
a corresponding startup function for Dirichlet boundary values at the inflow edge.

Corollary 4.2. Suppose that ¢ : (0, T] — (0, 1] denotes a startup function for the
force along the inflow edge of the transient Stokes flow. Let v be a second function
defined on the time steps and taking values in R, where £ designates the number
of nodes on the inflow edge. If v is defined by

1 - —
v(tn)i = ;(Nic)(i)un " Arg(ty),
l

then v(t,);u; = u;.
Proof. The result follows immediately from (4-7). U

The startup force function results in separate velocity startup functions, one
defined at each of designated nodes. We illustrate this result in the following plots.
Figure 3 shows a burst startup function ¢(¢) = 1 — e~"/%!, The subsequent three
point plots (Figure 4) show the corresponding velocity plots at selected nodes: 2, 6
and 12 along the inflow edge (see Figure 1). Note that the velocity startup functions
though distinct are very similar. Indeed they appear linear. Lastly, Figure 5 shows
the final value (r = 0.5) for the velocity startup function at each node. This plot is
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Figure 4. TR: Dirichlet values at nodes 2, 6, 12 (left to right).
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Figure 5. TR: inflow velocities at t = (0.5.

symmetric. The differences from node to node appear consistent with incompress-
ibility as the flow reacts to the obstruction.

boundary value and derive the corresponding Neumann value.

The next result considers the reverse setting where we begin with a Dirichlet

Theorem 4.3. Consider the TR time step development of the nonsteady Stokes
flow represented by (4-3). Suppose that A is nonsingular and algebraically admits
Dirichlet boundary values along the inflow edge. Suppose for t = t,, that Dirichlet
boundary values are set on this edge via the coordinates of u" to yield

-n u"
DAu” = (AtLP"l +gn1) ’
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where D is a product of matrices N as described in Section 2. Fix a node i, then
the corresponding Neumann boundary value at the i-th node is

fi=B-f. where = (B")""(Ay) and B=NA.

Proof. We proceed as in Theorem 3.5. First we set
N = (1 Euyj4i) Eaii
J#

as in Theorem 3.1 and

N7 = (11 Euyisi ) Eert)

1 —1
= (Ea,-i)_l <]—[ Eajj+i) = (1_[ Eﬂjj'i'i)Eﬁii’

J#i J#i J#i
where 8; = ai_l and B8; = —a;/a; otherwise. Setting ,5 = (Bi), it now follows that
B-u" = f; and

Ay =(N"'B)y =X BBy =2(BHVB; = (B"B)". O

J J

We turn next to the case of AB-2. This FDM procedure computes the current
velocity field in terms of the weighted average of the prior two time steps via

n

(M %AtL) ‘
v
L™ 0

Pn—l
3 u"! 1 1 u" 2 n
_(-ark+mo0) (Y, Iack dacn\ (Y5 ) (A ]
0 o)1V 1770 o v g1 ) 49
Pn—l Pn—2

where

n
grz =L" (Zn) = P".

For a fluid starting at rest we have for n = 1
1

YEEINTAY Atf!
EE- e
P

As before it is convenient to restate (4-8) in a simplified form:
n

For N nonsingular,

n—1

n
NBi"=NDi" '+ NEi" 2+ N(?tf ) . (4-11)
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The next results are analogous to Theorem 4.1, Corollary 4.2 and Theorem 4.3.

Theorem 4.4. Consider the AB-2 time step development of the nonsteady Stokes
flow given by (4-8), (4-10). Suppose that Neumann boundary values are set at time
step t = t, via the coordinates of f". Then the boundary value f" may be replaced
by a Dirichlet boundary value

n
u' = (ND) "'+ (NE) "> +a - (J:) ) ,

where

G=At(BT) "¢ and N= (]‘[ Eajj+i)Eaii.
J#
Hence, a is At times the i-th column of (BT)™1.

Proof. The expression for u!' follows from (4-11) and the given decomposition of
N as a product of elementary matrices. The given expression results from

Y aiBi) = (NB)y =¢] .
l

The final statement is immediate. (]
Turning to a startup function for force we have:

Corollary 4.5. Suppose the setting of Theorem 4.4 and suppose that
y(0,T]:— (0,1]

denotes a startup function for the force along the inflow edge of the transient Stokes
flow. Determine a second function, 8, defined at the time steps and taking values in
R, where € designates the number of nodes in the inflow edge by

1 o 1 o
3(tp)i = ;(NiD)(i)’/ln 1+;(N5E)(l')un 24+ Aty (ty).
l 1

Then §(t,);u; = u?, where u; = ((BT)_I)(i)f.

Proof. As in the TR case we now particularize (4-11) for the startup function, y,
the product of elementary operations associated to the i-th inflow edge node, N;,
and then consider the i-th entry of the result to get

! = (NiD) "~ + (N;E) iyt > + Aty (ta) (BT ™Dy f-
The result is now immediate. |

Finally we consider the reverse case.
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Theorem 4.6. Consider the AB-2 time step development of the nonsteady Stokes
flow represented by (4-10). Suppose that for t = t,, Dirichlet boundary values are
set along the inflow edge via the corresponding coordinates of u,, to yield

- u”
FBu, = (g”_l) ,

where F is a product of matrices N as described in Theorem 4.4. Fix a node i, then
the corresponding Neumann boundary value at the i-th node is f; = B - f, where
B=(GH Y B:)! and G =NB.

Proof. We proceed as with Theorem 4.3. First we set N = <]_[ Eqy, j+i)Ea, i, asin
Theorem 3.1, then resolve J#

N'= (H Eﬂjj+i>Eﬁii,
j#i

where 8; = ozi_l and B; = —a/a; otherwise. Setting B = (B;), we have f; = ,5 . f
Finally,

Biy=(N""'G)iy =X B;Gjy = (GTB),
j
which yields the desired expression for B . (I

The plots in Figures 6 and 7 show output for AB-2. They are analogous to
Figures 4 and 5.
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Figure 6. AB-2: Dirichlet values at nodes 2, 6 and 12 (left to right).
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Figure 7. AB-2: inflow velocities at t = 0.5.
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A note on the illustrations
All programming was done in Mathematica.

Geometry. Channel: lower left vertex at (1, 1); upper right vertex at (26, 10).
Obstruction: lower left vertex at (5, 5); upper right vertex at (6, 6).

FEM. 976 elements: 1052 velocity nodes; 976 pressure nodes; 21044976 degrees
of freedom; max x increment = 1.0; min x increment = 0.25; max y increment =
0.5; min y increment = 0.125.

FDM. Ar=0.05.
Fluid. water, v = 0.89.

Boundary values. All surfaces are nonslip and nonpenetrating. Dirichlet boundary
values are set to zero. The outflow edge is included in the Neumann boundary with
values set to zero. Transient flows are started at rest.
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