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Whitehead graphs and separability
in rank two

Matt Clay, John Conant and Nivetha Ramasubramanian

(Communicated by Gaven Martin)

By applying an algorithm of Stallings regarding separability of elements in a
free group, we give an alternative approach to that of Osborne and Zieschang in
describing all primitive elements in the free group of rank 2. As a result, we give
a proof of a classical result of Nielsen, used by Osborne and Zieschang in their
work, that the only automorphisms of F2 that act trivially on the abelianization
are those defined by conjugation. Finally, we compute the probability that a
Whitehead graph in rank 2 contains a cut vertex. We show that this probability is
approximately 1=l2, where l is the number of edges in the graph.

1. Introduction

The free group of rank n, Fn, is the set of reduced words in a fixed alphabet
fx1; x

�1
1 ; : : : ; xn; x

�1
n g with group operation concatenation followed by free reduc-

tion. A word is reduced if it does not contain any of the two letter subwords xix�1i ,
x�1i xi for i D 1; : : : ; n. Free reduction is the process of repeatedly removing such
two-letter subwords. When the rank is small, we usually denote x1 D a, x2 D b,
et cetera. Free groups form an important class of groups due to their connections
with low-dimensional topology and geometry and also as every group is the quotient
of two free groups (though possibly of infinite rank).

A subset of Fn with n elements that generates Fn is called a basis. In other
words, given a basis fa1; : : : ; ang � Fn, we can uniquely express any element
g 2 Fn as a (reduced) word in the alphabet fa1; a�11 ; : : : ; an; a

�1
n g. We call such

an expression the word representing g in the given basis.
Of particular interest are the elements that are part of some basis. Such elements

are called primitive. Whitehead [1936] described an algorithm to determine whether
or not a word in a given basis represents a primitive element.

MSC2010: primary 20E05; secondary 20F65.
Keywords: free groups, primitive elements.
This work is partially supported by NSF grant DMS-1006898 and by the Richard J. Cook and Teresa
M. Lahti Student-Faculty Research Endowment.
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Osborne and Zieschang [1981] gave a complete construction of primitive elements
in rank 2. First they define a collection of primitive elements, indexed by an ordered
pair of relatively prime integers. The relatively prime pair is the abelianization of
the given element. Next, they quote a result of Nielsen [1917] (see also [Lyndon
and Schupp 2001]) that up to conjugacy, primitive elements in F2 are uniquely
determined by their abelianization and that their abelianization is a relatively prime
pair of integers. Thus, the list of primitive elements described by Osborne and
Zieschang contains exactly one representative from each conjugacy class of a
primitive element.

There is an alternative viewpoint due to Cohen, Metzler and Zimmermann [Cohen
et al. 1981]. Their idea is to use Whitehead’s algorithm to give a narrow condition
that the exponents of primitive elements in F2 need to satisfy. They do not give a
complete characterization in the sense that there exist elements in F2 that are not
primitive but that satisfy their condition.

Several other results about the form of primitive elements in rank 2 are known.
See for instance [Kassel and Reutenauer 2007; Piggott 2006].

One purpose of this article is to show that Whitehead graphs can be used to
recover Osborne and Zieschang’s construction and in turn give an alternative proof
of the above-quoted result of Nielsen used by Osborne and Zieschang. In fact, we
consider a slightly more general notion than primitivity, called separable (definitions
appear in Section 2). Stallings [1999] proved a version of Whitehead’s algorithm for
determining when a given word in a basis represents a separable element. We review
this algorithm in Section 3 and include proofs of two propositions in [Stallings
1999] that are left as exercises for the reader. In Section 4, we show how to use this
algorithm to determine all the primitive elements in rank 2.

The other purpose is to explore the nongenericity of the separable property for an
element of F2. Borovik, Myasnikov and Shpilrain [Borovik et al. 2002] prove that
the likelihood that a word in Fn of length k is separable decays to 0 exponentially
in k. Actually, their proof as stated is about primitive elements, but an examination
of their proof shows that it applies to separable elements as well. We consider a
property of Whitehead graphs that is shared by all separable elements and indeed is
the backbone of Stallings’ algorithm. This property is the existence of a cut vertex.
We show in Section 5 that the likelihood that a Whitehead graph of an element
in F2 with l edges has a cut vertex decays to 0 as 1=l2.

2. Preliminaries

Separability.

Definition 2.1. An element g 2 Fn is separable if there is a basis fa1; a2; : : : ; ang
for Fn such that the word representing g in this basis omits one of the ai .
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In [Stallings 1999], the notion of separability is defined for sets of elements
in Fn. Our work in Section 4 can easily be adapted to this more general setting.

It is clear that the notion of separability is a conjugacy invariant. We recall that
conjugacy classes of Fn can be identified with reduced cyclic words. These are
reduced words considered as written on a circle and therefore there is no start or
end to the word.

Example 2.2. Consider F2 with basis fa; bg. Clearly, the words a, b, a2, a�1 and
b�1 are separable. It is not obvious to recognize, but these words are separable:
ab, ba and b�1a. Indeed, using Whitehead automorphisms (Example 2.5) one can
see that fab; bg, fba; bg and fb�1a; bg are all bases for F2. With respect to these
respective bases, the elements are clearly separable.

To show that an element is not separable, we must show that no basis as in
Definition 2.1 exists. As there are infinitely many bases for Fn, we must have an
effective algorithm that can tell us when to stop looking for such a basis. This is
what Stallings’ algorithm (Section 3) does for us. Using this, we will show that
ab�3ab�1 and aba�1b�1 are not separable. See Example 3.3.

Remark 2.3. In rank 2, there is a connection between separable elements and primi-
tive elements. An element g 2Fn is primitive if there exists a basis fa1; a2; : : : ; ang
such that the word representing g in this basis is one of the ai or its inverse. In
rank 2, an element is separable if and only if it is a nontrivial power of a primitive
element.

Whitehead automorphisms. Like for vector spaces in linear algebra, changing
from one basis of Fn to another involves applying an automorphism of Fn. The
Whitehead automorphisms are analogous to elementary matrices in linear algebra in
the sense that every automorphism of Fn can be expressed as a product of Whitehead
automorphisms [Whitehead 1936].

Given a basis AD fa1; : : : ; ang, by A we denote the set fa�11 ; : : : ; a�1n g.

Definition 2.4. Let A be a basis for Fn and decompose A[AD Y [Z such that
there is a v 2 Y with v�1 2 Z. The Whitehead automorphism � D �.Y;Z;v/ is
defined on x 2A[A:

(i) If x; x�1 2 Y , then �.x/D x.

(ii) If x; x�1 2Z, then �.x/D vxv�1.

(iii) If x D v or x D v�1, then �.x/D x.

(iv) If x 2 Y and x�1 2Z, then �.x/D vx.

(v) If x�1 2 Y and x 2Z, then �.x/D xv�1.

The map � is extended as a homomorphism to the rest of Fn.
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Figure 1. The Whitehead graph for aba 2 F2.

Example 2.5. Consider the Whitehead automorphism �.Y;Z;v/ defined using the
basis fa; bg of F2 where Y D fa�1; b�1g, Z D fa; bg and v D b�1. This automor-
phism sends the basis fa; bg to fab; bg.

Remark 2.6. Let fa1; : : : ; ang be a basis for Fn. Suppose � is an automorphism
of Fn and g 2 Fn is such that the word representing �.g/ omits one of the ai ,
i.e., �.g/ is separable. Then by considering the basis f��1.a1/; : : : ; ��1.an/g
we can witness that g is separable as well. In other words, if we can find some
automorphism that removes all the occurrences of one of the basis elements from
g, then g is separable. See Example 3.2.

Whitehead graphs. The key tool for detecting separability is the Whitehead graph.

Definition 2.7. Let A be a basis for the free group Fn. Given an element g 2 Fn
whose conjugacy class is represented by the cyclic word w in the basis A, we define
the Whitehead graph of g, denoted WhA.g/, by

(vertices) A[A,

(edges) between u; v 2A[A for each instance of uv�1 as a subword of w.

Example 2.8. Consider the word aba 2 F2. The vertices for Whfa;bg.aba/ are
denoted a; a�1; b; b�1. The edges are determined as follows:

First edge: the subword ab gives an edge from a to b�1.

Second edge: the subword ba gives an edge from b to a�1.

Third edge: the subword aa gives an edge from a to a�1.

This Whitehead graph is shown in Figure 1.

Remark 2.9. An important property of Whitehead graphs to note is that the valence
of a vertex v is the same as the valence of the vertex v�1. This observation plays a
key role in Sections 4 and 5.

Example 2.10. The Whitehead graph Whfa;bg.ab�3ab�1/ is shown in Figure 2.

The following definitions, applied to Whitehead graphs, will be used in Section 3
to determine whether a word is separable.
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Figure 2. The Whitehead graph for ab�3ab�1 2 F2.
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Figure 3. Left: the Whitehead graph of b is disconnected. Right:
the Whitehead graph of ab�1a�1b is connected and does not have
a cut vertex.

Definition 2.11. A graph is connected if there is an edge path from any vertex to
any other vertex in the graph.

The trivial graph is the graph with a single vertex and no edges.

Definition 2.12. A cut vertex v of a graph � is a vertex such that the graph de-
composes into two nontrivial graphs �1 and �2 which intersect only at v. In other
words, any edge path from a vertex of �1 to a vertex in �2 must go through v.

We remark that a disconnected Whitehead graph always has a cut vertex.
Figures 1 and 2 show Whitehead graphs that are connected and have a cut vertex.

Figure 3 shows examples of Whitehead graphs that are respectively disconnected
and connected without a cut vertex.

Remark 2.13. In terms of the Whitehead graph, an element g 2 Fn is separable
if there is a basis A such that WhA.g/ has an isolated vertex. The isolated vertex
exactly corresponds to the omitted basis element.

3. Stallings’ algorithm

There is an algorithm due to Stallings [1999] that determines whether or not a word
is separable. A flowchart for the algorithm is depicted in Figure 5. We will describe
the algorithm in more detail, work out a couple of examples and provide proofs to
a couple of the steps that are omitted in [Stallings 1999].

The important theorem needed to use the algorithm is the following.
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Theorem 3.1 [Stallings 1999, Theorem 2.4]. If g 2 Fn is separable, then the
Whitehead graph of g in any basis contains a cut vertex.

Using the contrapositive of this theorem, we can see that ab�1a�1b is not a
separable element of F2, as its Whitehead graph in Figure 3, right, does not have
a cut vertex. In general, an element that is not separable may have a Whitehead
graph with respect to some basis that does have a cut vertex. To determine that the
element is not separable, we need to find a basis in which its Whitehead graph does
not have cut a vertex.

Stallings’ algorithm. To determine whether a reduced cyclic word w in some
basis A is separable or not, we start by constructing the Whitehead graph of w
and determine if the graph is connected. If the graph is not connected, then
Proposition 3.5 shows that after possibly applying a single Whitehead automor-
phism, the new Whitehead graph has an isolated vertex and hence w is separable
(Remark 2.13).

If the graph is connected, then we determine if the graph has a cut vertex. If
not, then by Theorem 3.1, w is not separable. If it does have a cut vertex, then by
Proposition 3.6 there is a Whitehead automorphism � such that the complexity of

,V�WKH�:KLWHKHDG�JUDSK�FRQQHFWHG":�LV�VHSDUDEOH�
1R

<HV

'RHV�WKH�:KLWHKHDG�JUDSK�
KDYH�D�FXW�YHUWH["

1R <HV

$SSO\�:KLWHKHDG�DXWRPRUSKLVP�WR�
UHGXFH�FRPSOH[LW\�RI�:�

:�LV�127�VHSDUDEOH�

%XLOG�
:KLWHKHDG�
JUDSK�RI�ZRUG�

:�

$

$6WDUW

6WRS

6WRS

Figure 5. Flowchart for Stallings’ algorithm.
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�.w/ (that is, the length of the cyclic word representing it) is strictly less than the
complexity of w. We now repeat the algorithm using the word w0.

Now in order for the algorithm to work, we need to know that it will termi-
nate. That is precisely what Proposition 3.6 assures us. Since the complexity will
be reduced, we know that eventually either the Whitehead graph will either be
disconnected, or it will be connected without a cut vertex.

We now present an example of both a separable word and nonseparable word.

Example 3.2. The Whitehead graph of aba is shown in Figure 1. This graph has a
cut vertex at a�1. (The vertex a is also a cut vertex.) According to Proposition 3.6,
we should apply the Whitehead automorphism with Y D fa�1; bg, Z D fa; b�1g,
v D a to reduce the complexity. The automorphism is given by

a 7! a; b 7! a�1b: (1)

Applying the automorphism to aba, we get

aba 7! a.a�1b/aD ba:

The graph of this new word ba is

@
@
@
@
@
@�

�
�

�
�
�

a

a�1

b

b�1s

s

s

s

This graph is disconnected, and thus by Proposition 3.5 we know that ba and hence
aba is separable. We can apply the Whitehead automorphism using Y D fa; b�1g,
Z D fa�1; bg, v D a to see this explicitly. This is the automorphism:

a 7! a; b 7! ba�1: (2)

Applying this automorphism, we have ba 7! .ba�1/aD b. The Whitehead graph
of b looks like

a

a�1

b

b�1s

s

s

s

So aba is separable, as there is an isolated vertex in this graph. By working back-
wards, applying the inverse automorphism of (2) and then the inverse automorphism



438 MATT CLAY, JOHN CONANT AND NIVETHA RAMASUBRAMANIAN

of (1) to fa; bg, we can find a basis in which aba omits an element. The inverse to
(2) is

a 7! a; b 7! ba: (3)

Applying this automorphism followed by the inverse to (1), given by

a 7! a; b 7! ab; (4)

we get a 7! a 7! a and b 7! ba 7! aba. It is clear, in terms of the basis fa; abag,
that aba is separable.

Example 3.3. Applying the algorithm to ab�3ab�1, we can show that this word
is not separable. The Whitehead graph for this word is shown in Figure 2. Both b
and b�1 are cut vertices; we choose b�1 to define our Whitehead automorphism.
According to Proposition 3.6, we use the automorphism defined by the data Y D
fa�1; b�1g, Z D fa; bg, v D b�1. This is the automorphism:

a 7! ab; b 7! b: (5)

Applying this automorphism, we get

ab�3ab�1 7! .ab/b�3.ab/b�1 D ab�2a:

The Whitehead graph of ab�2a is this:

a

a�1

b

b�1s

s

s

s

This graph does not have a cut vertex, so ab�3ab�1 is not separable.

Stallings provides examples to convince the reader of the validity of the steps:

(i) disconnected D) separable [Stallings 1999, Proposition 2.2];

(ii) cut vertex D) reduce complexity [Stallings 1999, Proposition 2.3].

However, he does not provide proofs. We will give proofs of these steps here. First,
we prove a lemma that makes the arguments easier. The lemma shows that when
the Whitehead graph has cut vertex v, subwords without v˙1 behave like single
elements.

Lemma 3.4. Suppose A is a basis for Fn, let Y , Z be subsets of A [ A and
let v 2 A [ A define a Whitehead automorphism � D �.Y;Z;v/. Suppose w D
w1w2 � � �wk is a word over the basis A such that wi ¤ v˙1 for all i D 1; : : : ; k.
Further suppose that eitherwi ; w�1iC1 2Y orwi ,w�1iC1 2Z for each iD1; : : : ; k�1.
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(i) If w�11 ; wk 2 Y , then �.w/D w.

(ii) If w�11 ; wk 2Z, then �.w/D vwv�1.

(iii) If wk 2 Y and w�11 2Z, then �.w/D vw.

(iv) If w�11 2 Y , wk 2Z, then �.w/D wv�1.

Proof. We will prove this by induction on k. If k D 1, this is just the definition of
the Whitehead automorphism �.Y;Z;v/ applied to w D w1.

Now givenwDw1 � � �wk�1wk , we have �.w1 � � �wk�1/Dv�1w1 � � �wk�1v��2

by induction, where �1; �2 are either 0 or 1 depending if w�11 and wk�1 are in
Y or Z, respectively. Since w�1

k
is in Z if and only if wk�1 is in Z, we have

�.wk/D v
�2wkv

��3 for some �3 equal to either 0 or 1 depending if wk is in Y or
Z. Hence

�.w/D �.w1 � � �wk�1/�.wk/

D v�1w1 � � �wk�1v
��2 � v�2wkv

��3

D v�1wv��3 :

This proves the lemma. �

Proposition 3.5 [Stallings 1999, Proposition 2.2]. Suppose A is a basis for Fn and
w is a word in this basis such that the Whitehead graph WhA.w/ does not have an
isolated vertex and is not connected. Then w is separable. Specifically, separate
the vertices of WhA.w/ into two subsets Y and Z such that there is no edge from a
vertex in Y to a vertex in Z. Then there is a vertex v 2 Y such that v�1 2 Z and
the Whitehead graph of �.Y;Z;v/.w/ has v an isolated vertex.

Proof. If for all v 2 A there is an edge between v and v�1 in WhA.w/, then we
claim that the graph is connected. Indeed, let � be the graph obtained by collapsing
all the edges between v and v�1 for each v 2A, and denote the image vertices by
the element of the basis. Then � has the same number of connected components as
WhA.w/. But now reading off the elements of the basis A in the order in which they
appear in w traces out a path in � . As there are no isolated vertices, every element
in the basis appears along the path. Thus � and hence WhA.w/ is connected.

Hence, we have some vertex v as in the statement. By conjugating w, we can
write wDw1v�1w2v�2 � � �wkv�k , where �i 2 f�1; 1g and v and v�1 do not appear
in any of the wi ’s. Indeed, as there is no edge between v and v�1, v can only appear
in w to the power 1 or �1. Notice, the wi ’s satisfy the hypotheses of Lemma 3.4
using � D �.Y;Z;v/.

Let X represent either Y or Z. We will write wi 2X to mean that when writing
wi D u1u2 � � �uk as a word in the basis A, we have uk 2X . Similarly, w�1i 2X
means that u�11 2X . By Lemma 3.4, this is sufficient to specify the image of wi
under �.
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Suppose i D 1; : : : ; k� 1. If �i D 1, then wi 2Z and w�1iC1 2 Y , hence

�.wivwiC1/D .v
�1wiv

�1/v.wiC1v
��2/D v�1wiwiC1v

��2 ;

where �1; �2 2 f0; 1g. Likewise, if �i D�1, then wi 2 Y and w�1iC1 2Z, hence

�.wiv
�1wiC1/D .v

�1wi /v
�1.vwiC1v

��2/D v�1wiwiC1v
��2 ;

where again �1; �2 2 f0; 1g.
These equations hold true for i D k interpreting wkC1 as w1. Therefore, the

cyclic word representing �.w/ is w1 � � �wk . �

Proposition 3.6 [Stallings 1999, Proposition 2.3]. Suppose A is a basis for Fn
and w is a word in this basis such that the Whitehead graph WhA.w/ is connected
and that v is a cut vertex decomposing WhA.w/ into two nontrivial subgraphs �1
and �2, which only intersect at v. Suppose that �2 contains the vertex v�1. Let
Y be the set of vertices of �1, and Z the set of vertices of �2 with the vertex v
removed. Then the complexity of �.Y;Z;v/.w/ is strictly less than the complexity
of w.

Proof. We can conjugate w to have form w D w1v
n1 � � �wkv

nk , where ni ¤ 0 for
all i and v˙1 does not appear in any of the wi ’s. As in Proposition 3.5, the wi ’s
satisfy the hypotheses of Lemma 3.4 using � D �.Y;Z;v/. We continue to use the
convention wi 2 Y , et cetera, from the proof of Proposition 3.5.

Suppose i D 1; : : : ; k� 1. If ni > 0, then wi 2Z. If w�1iC1 2 Y , then

�.wiv
niwiC1/D .v

�1wiv
�1/vni .wiC1v

��2/D v�1wiv
ni�1wiC1v

��2 ;

where �1; �2 2 f0; 1g. Otherwise, w�1iC1 2Z and then

�.wiv
niwiC1/D .v

�1wiv
�1/vni .vwiC1v

��2/D v�1wiv
niwiC1v

��2 ;

where �1; �2 2 f0; 1g.
Likewise, if ni < 0, then w�1iC1 2Z. If wi 2 Y , then

�.wiv
niwiC1/D .v

�1wi /v
ni .vwiC1v

��2/D v�1wiv
niC1wiC1v

��2 ;

where �1; �2 2 f0; 1g. Otherwise, wi 2Z and then

�.wiv
niwiC1/D .v

�1wiv
�1/vni .vwiC1v

��2/D v�1wiv
niwiC1v

��2 ;

where again �1; �2 2 f0; 1g.
Like in Proposition 3.5, for i D k these equations hold interpreting wkC1 D w1.

Thus, we see that the length of the cyclic word representing �.w/ is reduced every
time either wi 2 Y or w�1iC1 2 Y . This is the number of edges adjacent to v that are
in �1. �



WHITEHEAD GRAPHS AND SEPARABILITY IN RANK TWO 441

Using Stallings’ algorithm, we can compute the length of the shortest word in
any basis that is not separable.

Theorem 3.7. Let g 2 Fn be an element that is not separable. Then with respect to
any basis of Fn, the length of the word representing g is at least 2n. Furthermore,
there is a word of length 2n that represents an element that is not separable.

Proof. Let w be a word in some basis of Fn with length at most 2n� 2. Let �
be the Whitehead graph of w. Then � will have 2n vertices. Before we add any
edges to � , we can count each vertex as a connected component. So the initial
number of connected components is 2n, and as long as the number of components
is greater than 1, we know that � is disconnected. Each edge added to � will be
adjacent with two vertices which are either previously connected or disconnected.
If the former occurs, then the number of components does not change. If the latter
occurs, then the number of components is reduced by 1. Since w has at most 2n�2
edges, the fewest number of components of � is 2n� .2n� 2/D 2. So we know
that the Whitehead graph is disconnected for all words of length at most 2n� 2,
and hence by Proposition 3.5, every word of length at most 2n� 2 represents a
separable element.

Now suppose the length of w is 2n�1. After adding 2n�2 edges, the Whitehead
graph � will be disconnected. Then when we add the last edge, � will either become
connected or remain disconnected. If � becomes connected, we know that at least
one of the vertices adjacent to the last edge added will be a cut vertex. Then by
Proposition 3.6 we can reduce the complexity of w. Since all shorter words will
have a disconnected Whitehead graph by the above paragraph, we know that w
represents a separable element.

This proves the first statement of the theorem. Now we will construct a word of
length 2n that represents an element that is not separable.

Fix a basis AD fa1; : : : ; ang and define a word w in this basis by

w D a�11 a2 � � � a
.�1/n

n a.�1/
n

n � � � a2a
�1
1 :

We claim that the Whitehead graph is a circuit that contains every vertex. Let
1� i < n. Then w will contain either aia�1iC1 and a�1iC1ai or a�1i aiC1 and aiC1a�1i
depending on if i is even or odd. In both cases the Whitehead graph will have edges
between ai and aiC1 and between a�1i and a�1iC1. Then since a�11 is on either side
of w we will have an edge from a1 to a�11 . Additionally, the a˙2n in the center
will add an edge from an to a�1n . This creates a circular graph which is connected
without any cut vertices. So by Theorem 3.1, w represents an element that is not
separable. �

In contrast with the fact that the likelihood of a element being separable decays
to 0 as the word length increases [Borovik et al. 2002], the likelihood that a word



442 MATT CLAY, JOHN CONANT AND NIVETHA RAMASUBRAMANIAN

of length 2n in Fn is not separable decays to 0 as n!1. Let †.l; n/ denote the
words of Fn of length l and N.l; n/ the subset that represent elements that are not
separable.

Theorem 3.8. lim
n!1

#jN.2n; n/j
#j†.2n; n/j

D 0.

Proof. As we saw in the proof of Theorem 3.7, if a word w of length 2n is not
separable, then its Whitehead graph is a circuit that contains every vertex. Hence
for each element ai of the basis, two elements (possibly the same) from fai ; a�1i g
appear in w. This gives 22n choices. Multiplying this by the number of ways to
order the 2n elements, we see that

#jN.2n; n/j � 22n.2n/Š:

It is well known that the number of words of length l in rank n is

#j†.l; n/j D 2n.2n� 1/l�1:

Therefore
#jN.2n; n/j
#j†.2n; n/j

�
22n.2n/Š

2n.2n� 1/2n�1
�

22n.2n/Š

.2n� 1/2n
:

We will prove the theorem by showing this last ratio converges to 0.
Let us consider the series X 22n.2n/Š

.2n� 1/2n
:

We now show that this series converges. By applying the ratio test, we get

lim
n!1

22nC2.2nC2/Š

.2nC1/2nC2

22n.2n/Š

.2n�1/2n

D lim
n!1

22nC2.2nC 2/Š

.2nC 1/2nC2
.2n� 1/2n

22n.2n/Š

D lim
n!1

22.2nC 2/.2nC 1/

.2nC 1/.2nC 1/

.2n� 1/2n

.2nC 1/2n

D 4 lim
n!1

.2n� 1/2n

.2nC 1/2n
:

Upon substitution of x D 2n, this becomes

4 lim
x!1

.x�1/x

.xC1/x
D 4 lim

x!1
exp

�
ln
�
x�1

xC1

�x �
D 4elimx!1 x.ln.x�1/�ln.xC1//:

Now we apply l’Hospital’s rule to the exponent:
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lim
x!1

x
�
ln.x� 1/� ln.xC 1/

�
D lim
x!1

1
x�1
�

1
xC1

�1
x2

D lim
x!1

�2x2

x2� 1
D�2:

Hence the limit of the ratio of successive terms is 4e�2 < 1. So by the ratio test,
the series

P
22n.2n/Š=.2n� 1/2n converges. �

4. Separability in F2

By Theorem 3.1, if an element is separable, then with respect to any basis its
Whitehead graph has a cut vertex. In rank 2, this means that the Whitehead graph
has one of the eight forms depicted in Figures 6 and 7. The labels ˛; ˇ represent the
multiplicity of an edge. Notice that we used that in a Whitehead graph the vertices
v and v�1 have the same valence. This rules out, for instance, the t-shaped graph
with edges only between a and a�1, a�1 and b�1, and b and b�1. The labels on
the graphs also reflect this observation.

We make the following simple observations. These observations appear in [Cohen
et al. 1981] as well.

Lemma 4.1. Suppose g 2 F2 is separable. Let w be the cyclic word representing
the conjugacy class of g.

(i) If ak appears as a subword of w, where jkj > 1, then for every nontrivial
subword of the form bm, we have m D ˙1. Similarly, if bm appears as a
subword of w, where jmj> 1, then for every nontrivial subword of the form ak ,
we have k D˙1.
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Figure 6. Disconnected Whitehead graphs in rank 2.



444 MATT CLAY, JOHN CONANT AND NIVETHA RAMASUBRAMANIAN

@
@
@
@
@
@�

�
�

�
�
�

a

a�1

b

b�1

˛
ˇ

ˇs

s

s

s
@
@
@
@
@
@�

�
�

�
�
�

a

a�1

b

b�1

˛
ˇ

ˇs

s

s

s

a

a�1

b

b�1

˛

ˇ

ˇ
s

s

s

s a

a�1

b

b�1

˛

ˇ

ˇ
s

s

s

s

Figure 7. Connected Whitehead graphs with a cut vertex in rank 2.

(ii) If ak1 and ak2 are nontrivial subwords of w, then k1k2 > 0. Similarly, if bm1

and bm2 are nontrivial subwords of w, then m1m2 > 0.

Proof. Item (i) is clear, as in all the Whitehead graphs in Figures 6 and 7 there
never appear edges both between a and a�1 and between b an b�1. Thus either a
or b can appear to a power other than ˙1, but not both.

Item (ii) is also clear if the Whitehead graph for g is as in Figure 6, since in this
case w is either a˙˛, b˙˛, .ab�1/˙˛ or .ab/˙˛.

Suppose the Whitehead graph for g is the one depicted in the top left corner of
Figure 7. Suppose both b and b�1 appeared as subwords of w. Then we have a
subword of the form bakb�1, where k ¤ 0. The shape of the Whitehead graph
applied to the initial bak forces k > 0, whereas applied to the latter akb�1 forces
k < 0. This is a contradiction. A similar argument works if there is a subword of
the form ab˙1a�1.

The other three Whitehead graphs are dealt with similarly by permuting a$ b

and/or a$ a�1. �

Let SC;C.l; ˛; ˇ/ be the set of cyclic words of length l that are separable, where
any power of a or b that appears is positive and where ˛ and ˇ are the amount of
a’s and b’s, respectively. We allow for the possibility that ˛ or ˇ is negative, in
which case SC;C.l; ˛; ˇ/D∅. Notice that l D ˛Cˇ.

Likewise define S�;C.l; ˛; ˇ/ as the set of cyclic words of length l that are
separable and only use a�1 and b. Define SC;�.l; ˛; ˇ/ and S�;�.l; ˛; ˇ/ in a
similar fashion. By Lemma 4.1, we have that every cyclic word that is separable
is contained in one of these four sets. By S we denote one of SC;C, S�;C, SC;�

or S�;�.
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Our goal is to show that there is exactly one element in S.l; ˛; ˇ/ (Theorem 4.3).
We will use an inductive argument based on the following proposition.

Proposition 4.2. Suppose ˛; ˇ � 0. Then

#jS.l; ˛; ˇ/j Dmax
˚
#jS.l �˛; ˛; ˇ�˛/j; #jS.l �ˇ; ˛�ˇ; ˇ/j

	
:

Proof. To simplify the argument, assume S D SC;C. The other three cases are
similar. Since #jS.l; ˛; ˇ/jD#jS.l; ˇ; ˛/j, without loss of generality we can assume
˛ � ˇ.

If ˇ D 0, then S.l; ˛; ˇ/D S.l �ˇ; ˛ �ˇ; ˇ/ and S.l � ˛; ˛; ˇ � ˛/D ∅ and
so the proposition holds. Notice that S.l; l; 0/D falg.

Now we assume that ˛ D ˇ > 0. The Whitehead graph of any x 2 S.l; ˛; ˇ/
is the bottom right graph of Figure 6 (recall we are assuming that S D SC;C).
Thus we must have that x can be represented by the cyclic word .ab/˛ , and hence
#jS.l; ˛; ˇ/j D 1. As

S.l �˛; ˛; ˇ�˛/D S.˛; ˛; 0/ and S.l �ˇ; ˛�ˇ; ˇ/D S.ˇ; 0; ˇ/;

the proposition holds.
We are left with the case that ˛ > ˇ > 0. Therefore, by Lemma 4.1, each

x 2 S.l; ˛; ˇ/ is represented by a cyclic word of the form

a˛1ba˛2b � � � a˛ˇb;

where ˛1C˛2C � � �C˛ˇ D ˛ and each ˛i > 0. We apply Proposition 3.6 in this
case using Y D fa�1; bg, Z D fa; b�1g and v D a�1. This gives the Whitehead
automorphism � of F2 defined by �.a/D a and �.b/D a�1b. When we apply � to
a word we will reduce its length and number of a’s by ˇ. So for each x 2S.l; ˛; ˇ/,
we have �.x/ 2 S.l �ˇ; ˛�ˇ; ˇ/. Therefore

#jS.l; ˛; ˇ/j � #jS.l �ˇ; ˛�ˇ; ˇ/j:

To see the opposite inequality, we consider the automorphism ��1. This is the map
��1.a/D a and ��1.b/D ab. Then applying ��1 to an element

x 2 S.l �ˇ; ˛�ˇ; ˇ/

will increase the number of a’s and the length of x by ˇ (recall we are assume that
S D SC;C). So for each x 2 S.l�ˇ; ˛�ˇ; ˇ/, we have ��1.x/2 S.l; ˛; ˇ/. Thus

#jS.l �ˇ; ˛�ˇ; ˇ/j � #jS.l; ˛; ˇ/j;

and therefore
#jS.l �ˇ; ˛�ˇ; ˇ/j D #jS.l; ˛; ˇ/j:
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Notice that #jS.l �˛; ˛; ˇ�˛/j D 0 as ˇ�˛ < 0. Thus

#jS.l; ˛; ˇ/j Dmax
˚
#jS.l �˛; ˛; ˇ�˛/j; #jS.l �ˇ; ˛�ˇ; ˇ/j

	
: �

Theorem 4.3. Suppose ˛; ˇ � 0. Then

#jS.l; ˛; ˇ/j D 1:

Proof. As in Proposition 4.2, we assume that S D SC;C.
Recall from the proof of Proposition 4.2 that

S.˛; ˛; 0/D fa˛g and S.˛; 0; ˛/D fb˛g;

for all ˛ > 0. Hence, the Theorem holds for these special cases.
If ˛ � ˇ > 0, then by Proposition 4.2,

#jS.l; ˛; ˇ/j D #jS.l �ˇ; ˛�ˇ; ˇ/j:

Likewise, if ˇ � ˛ > 0, then by Proposition 4.2,

#jS.l; ˛; ˇ/j D #jS.l �˛; ˛; ˇ�˛/j:

Applying these repeatedly and using the Euclidean algorithm, we see

#jS.l; ˛; ˇ/j D #jS.d; d; 0/j D 1;

where d D gcd.˛; ˇ/. �

Theorem 4.3 allows us to give an alternative proof to a classical result of Nielsen
[1917]. First, we offer a corollary from which we will deduce Nielsen’s result. Let
AWF2! Z2 denote the abelianization map. Given a word w in the basis fa; bg, this
is the map

A.w/D

�
expa.w/
expb.w/

�
;

where expa.w/ is the exponent sum of a in w, i.e., the number of a’s that appear
minus the number of a�1’s. The function expb.w/ is defined similarly.

Corollary 4.4. Let g; h 2 F2 be separable. Then A.g/ D A.h/ if and only if g
and h are conjugate. Moreover, every nonzero element in Z2 is the image of some
separable element and a separable element g 2 F2 is primitive if and only if the
greatest common divisor of the components of A.g/ is 1.

Proof. If g and h are separable, then the cyclic words representing their conjugacy
classes belong to S1.l1; ˛1; ˇ1/ and S2.l2; ˛2; ˇ2/, respectively, where S1 and S2
denote one of SC;C, S�;C, SC;� or S�;�. As the abelianization of an element in
S˙;˙.l; ˛; ˇ/ is

�
˙˛
˙ˇ

�
, if A.g/D A.h/, then S1.l1; ˛1; ˇ1/D S2.l2; ˛2; ˇ2/. By

Theorem 4.3, this implies that g and h are conjugate.
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The second part of the corollary can be seen by running the Euclidean algorithm
that arises in Theorem 4.3 in reverse. We will explicitly show this in Theorem 4.6.

�

As the subgroup of commutators ŒF2; F2� is characteristic, an automorphism of
F2 defines an automorphism of Z2. This defines a homomorphism

�WAut.F2/! Aut.Z2/D GL.2;Z/:

This homomorphism satisfies A ı� D �.�/ ıA. In terms of matrices, this map is
defined by

�.�/D

�
expa.�.a// expa.�.b//
expb.�.a// expb.�.b//

�
:

Corollary 4.5 [Nielsen 1917]. Let � 2Aut.F2/. If �.�/D Id, then there is a g 2F2
such that �.x/D gxg�1.

Proof. If �.�/D Id, then as �.a/ is primitive and A�.a/D �.�/A.a/D A.a/, we
have that �.a/ is conjugate to a by Corollary 4.4. Say �.a/D g1ag�11 . Likewise,
we have that �.b/ D g2bg

�1
2 . Define  2 Aut.F2/ by  .x/ D g�11 xg1. Thus

 �.a/D a and  �.b/D g3bg�13 , where g3D g�11 g2. As  � is an automorphism
of F2, the set fa; g3bg�13 g is a basis for F2; in particular, this set generates F2.
Using a method such as Stallings’ foldings [Stallings 1983], it is clear that this is
only possible if g3 D ak for some k. Thus �.x/D g1akxa�kg�11 . �

We will now give an explicit description of the cyclic word in S.l; ˛; ˇ/ when
gcd.˛; ˇ/D 1. When the gcd.˛; ˇ/D d ¤ 1, the cyclic word is obtained by taking
the d -th power of the cyclic word in S.l=d; ˛=d; ˇ=d/. Our description matches
that of Osborne and Zieschang [1981].

For simplicity, we assume S D SC;C. Let
� ˛
ˇ

�
2 Z2 be such that ˛; ˇ � 1 and

gcd.˛; ˇ/D 1. Let L˛;ˇ denote the line segment in R2 from .0; 0/ to .˛; ˇ/. Define
v˛;ˇ as the word in fa; bg where an a appears for each integer vertical line L˛;ˇ
crosses and a b appears for each integer horizontal line L˛;ˇ crosses. The letters
appear in the order of the lines L˛;ˇ crosses. As gcd.˛; ˇ/D 1, the interior of L˛;ˇ
does not simultaneously cross both an integer horizontal line and a integer vertical
line. See Figure 8.

Now define w˛;ˇ D av˛;ˇb. Also define w1;0 D a and w0;1 D b. In the case
that ˛ or ˇ are negative, the words v˛;ˇ and w˛;ˇ are defined analogously.

Theorem 4.6. Suppose ˛; ˇ � 0 and that gcd.˛; ˇ/D 1. The unique cyclic word
in SC;C.l; ˛; ˇ/ is determined by w˛;ˇ .

Proof. For simplicity we denote S D SC;C. If ˛ D 0 or ˇ D 0 then the theorem is
clear. Likewise if ˛ D ˇ D 1. In this case, v1;1 is the empty word and therefore
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Figure 8. The line segment L2;5 and the word v2;5 D bbabb.

w1;1 D ab. The cyclic word determined by w1;1 is the unique separable word in
S.2; 1; 1/.

Assume that ˛ > ˇ > 0. We show that w˛�ˇ;ˇ D �.w˛;ˇ /, where � is the
Whitehead automorphism from the proof of Proposition 4.2, namely �.a/D a and
�.b/ D a�1b. Since ˛ > ˇ, each of the b’s in w˛;ˇ is isolated, as crossing two
adjacent horizontal lines without crossing a vertical line implies the slope of L˛;ˇ
is greater than 1, i.e., ˇ=˛ > 1.

Thus it is clear that both w˛�ˇ;ˇ and �.w˛;ˇ / contain the same number of
a’s and b’s, namely ˛�ˇ and ˇ, respectively. The difference between w˛;ˇ and
�.w˛;ˇ / is one fewer a between adjacent b’s.

Notice that for i D 0; : : : ; ˇ � 1, the number of a’s between the i-th and
.i C 1/-st b of v˛;ˇ is h..i C 1/˛/=ˇi � hi˛=ˇi, where hxi is the largest integer
strictly less1 than x. The 0-th b is interpreted as the beginning of v˛;ˇ and the
ˇ-th b is interpreted as the end of v˛;ˇ . Indeed, x D hi˛=ˇi is the vertical line
crossed by L˛;ˇ immediately preceding crossing the horizontal line y D i . Hence,
we observe that the number of a’s between the i -th and .i C 1/-st b of v˛�ˇ;ˇ isD

.iC1/.˛�ˇ/

ˇ

E
�

D
i.˛�ˇ/

ˇ

E
D

�D
.iC1/˛

ˇ

E
� .i C 1/

�
�

�D
i.˛�ˇ/

ˇ

E
� i
�

D

D
.iC1/˛

ˇ

E
�

D
i˛

ˇ

E
� 1:

This shows that �.w˛;ˇ /D w˛�ˇ;ˇ .
If ˇ > ˛ > 0, we have w˛;ˇ�˛ D  .w˛;ˇ / as above, where  .a/D ab�1 and

 .b/D b.

1We use this variant of the floor function to avoid having to subtract 1 in the case i D ˇ� 1.
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By induction, this shows that w˛;ˇ is separable. By construction, the length of
w˛;:ˇ is l D ˛Cˇ and this word contains ˛ a’s and ˇ b’s. Hence, the cyclic word
determined by w˛;ˇ is the unique word in S.l; ˛; ˇ/. �

We end this section by showing that the above analysis allows for an exact count
of the number of separable cyclic words of a given length. Let SC;C.l/ be the set
of all positive conjugacy classes of length l that are separable. Then SC;C.l/ is the
disjoint union

SC;C.l/D SC;C.l; 0; l/[SC;C.l; 1; l�1/[ � � � [SC;C.l; l�1; 1/[SC;C.l; l; 0/:

So

#jSC;C.l/j D
lX

˛D0

#jSC;C.l; ˛; l �˛/j D l C 1:

Likewise, we can define S�;C.l/, SC;�.l/ and S�;�.l/. The cardinality of each
of these sets is also l C 1. Notice that SC;C.l/\SC;�.l/D falg. There are three
similar equations regarding the other intersections.

Theorem 4.7. The number of cyclic words of length l in F2 that are separable
is 4l .

5. Whitehead graphs in F2

In this final section we will explore to what extent the decay in the likelihood of an
element being separable is a property of Whitehead graphs in rank 2.

Let WhG.l/ denote the set of Whitehead graphs in ranks 2 with l edges. Let
Dis.l/ denote the subset that are disconnected and let Cut.l/ denote the subset that
are connected with a cut vertex.

By counting the number for each l we arrive at:

Theorem 5.1. #jDis.l/jC #jCut.l/j D 2l .

Proof. First, separate the equation into two parts: #jCut.l/j and #jDis.l/j; we
compute each separately.

To compute #jDis.l/j, we refer to Figure 6. When l is even, each of the 4 forms
can appear (˛ D l in the top two and ˛ D l=2 in the bottom two), and when l is
odd, only the top two forms appear (˛ D l). Hence

#jDis.l/j D
�
4 if l is even;
2 if l is odd:

(6)

To compute #jCut.l/j, we again consider two cases depending on if l is even or
odd. Referring to Figure 7, we must have l D ˛C 2ˇ.
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When l is odd, as l D ˛C 2ˇ, l is odd too. The least odd number that ˛ can be
is 1, in this case ˇ D .l � 1/=2. Therefore, the range of ˇ when l is odd is

1� ˇ �
l � 1

2
:

Each value of ˇ results in four distinct graphs in Cut.l/.
When l is even, we have the same equation as above, l D ˛C 2ˇ, but the least

even number that ˛ can be is 2, in this case ˇ D .l � 2/=2. So the range of ˇ when
l is even is

1� ˇ �
l�2

2
:

Again, each value of ˇ corresponds to four distinct graphs in Cut.l/. Combining
these calculations, we have

#jCut.l/j D
�
2l � 4 if l is even;
2l � 2 if l is odd:

(7)

Combining (6) and (7) we get #jDis.l/jC #jCut.l/j D 2l . �

Remark 5.2. Comparing Theorems 4.7 and 5.1, we see that for each Whitehead
graph in Dis.l/[Cut.l/ there are exactly two separable conjugacy classes associated
to that graph. These two conjugacy classes are related by inversion.

Next we count the total number of Whitehead graphs in rank 2 by taking com-
binations of the graphs in Figure 6. Again, we are using the observation that in
a Whitehead graph the valence of the vertex v is the same as the valence of the
vertex v�1.

Theorem 5.3. #jWhG.l/j D

(
1
24
.l3C 9l2C 26l C 24/ if l is even;

1
24
.l3C 9l2C 23l C 15/ if l is odd:

Proof. We begin by constructing a generating function f .x/ for #jWhG.l/j [Brualdi
2010, Section 7.4]. A Whitehead graph with l edges is formed by combining graphs
in Figure 6 with ˛D 1. Each graph from the top row contributes one edge and each
graph from the bottom row contributes two edges. Hence

f .x/D .1CxCx2C� � � /.1CxCx2C� � � /.1Cx2Cx4C� � � /.1Cx2Cx4C� � � /:

Then #jWhG.l/j is the coefficient of xl in f .x/. In order to compute this coefficient,
we will compute the Taylor series for f centered at 0. To compute f .l/, we rewrite
f and take the partial fraction decomposition:

f .x/D
1

.1� x/2.1� x2/2

D
1

8

�
1

1Cx
C

1

1�x

�
C
1

16

�
1

.1Cx/2
C

3

.1�x/2

�
C
1

4

�
1

.1�x/3
C

1

.1�x/4

�
:
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The l-th derivative of f at 0 is

f .l/.0/D
1

8
lŠ
�
.�1/l C 1

�
C
1

16
.l C 1/Š

�
.�1/nC 3

�
C
1

4

�
.lC2/Š

2
C
.lC3/Š

6

�
:

After dividing by lŠ , the equation simplifies to

f .l/.0/

lŠ
D
1

8

�
.�1/l C 1

�
C
1

16
.l C 1/

�
.�1/l C 3

�
C
1

4

�
.lC1/.lC2/

2
C
.lC1/.lC2/.lC3/

6

�
:

We will have two cases, looking at the equation above, for .�1/even D 1 and
.�1/odd D�1. Thus

f .l/.0/

lŠ
D

� 1
24
.l3C 9l2C 26l C 24/ if l is even;

1
24
.l3C 9l2C 23l C 15/ if l is odd:

As #jWhG.l/j D f .l/.0/=lŠ , the proof is complete. �

Notice that although the likelihood of a cyclically reduced word being separable
decays to 0 exponentially in the length of the word [Borovik et al. 2002], the
likelihood of a Whitehead graph containing a cut vertex approaches 0 like 1=l2,
where l is the number of edges of the graph.
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Perimeter-minimizing pentagonal tilings
Ping Ngai Chung, Miguel A. Fernandez,

Niralee Shah, Luis Sordo Vieira and Elena Wikner

(Communicated by Michael Dorff)

We provide examples of perimeter-minimizing tilings of the plane by convex
pentagons and examples of perimeter-minimizing tilings of certain small flat tori.

1. Introduction

Cairo-prismatic tilings. Thomas C. Hales [2001] proved the honeycomb conjecture,
which says that regular hexagons provide a least-perimeter unit-area way to tile
the plane. Squares and equilateral triangles, though less efficient than hexagons,
provide a least-perimeter unit-area tiling by quadrilaterals and triangles.

It is interesting to ask about a least-perimeter unit-area pentagonal tiling, because
regular pentagons do not tile the plane. Chung et al. [2012, Theorem 3.5] proved that
among all convex unit-area pentagonal tilings of the plane and of appropriate flat tori,
there are two that minimize perimeter: the Cairo and prismatic pentagons, defined
as the unit-area pentagons having only 90◦ and 120◦ angles and circumscribed to
a circle. The prismatic pentagon has adjacent right angles, and its sides (starting
from the vertex along the axis of symmetry) are in the ratio 1 : 1

2(
√

3+1) :
√

3,
while the Cairo pentagon has nonadjacent right angles, and its sides are in the ratio
1 : 1 :

√
3−1. See Figure 1.

Figure 1. In green, the prismatic pentagon (left) and the Cairo
pentagon (right). Each is a minimum-perimeter pentagonal tiler.
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Keywords: tilings, pentagon, isoperimetric.
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Building on this, we show in Propositions 2.3 and 2.4 below that each of these
two polygons admits a unique monohedral edge-to-edge tiling. We also discuss
mixed Cairo-prismatic tilings. Such tilings have been known at least since Marjorie
Rice discovered a nonperiodic, D6-symmetry example, first published as Figure 15
in [Schattschneider 1981] and shown also in [Chung et al. 2012], together with a
number of other examples we have found (see Figures 11–23 below for a sampling).

Restrictions on nonconvex tilings. Can one beat the Cairo and prismatic pentagons
by allowing nonconvex pentagonal shapes? In [Chung et al. 2012] (remark after
Theorem 3.5) we conjectured that the answer is negative. Here we make some
progress toward a proof: Proposition 2.10 below states that any tiling by unit-
area nonconvex pentagons must have perimeter greater than a Cairo or prismatic
tiling. Proposition 2.11 states that if a mixture of unit-area convex and nonconvex
pentagons is perimeter-minimizing, then the ratio of the numbers of convex to
nonconvex pentagons must be greater than 2.6. This provides a tool to investigate
the problem further in Section 3.

Minimal tilings on flat tori. Section 3 considers minimal tilings of small flat tori,
which correspond to doubly periodic planar tilings. Proposition 3.3 states that the
unique perimeter-minimizing edge-to-edge pentagonal tiling of a certain flat torus of
area 2 is by prismatic pentagons, as shown in Figure 26. Similarly, Proposition 3.9
states that the unique perimeter-minimizing pentagonal tiling of the square torus of
area 4 is by Cairo pentagons, as shown in Figure 2. Both these results allow for
mixtures of nonconvex and convex pentagons.

The proofs depend on two main lemmas: Lemma 3.5 places a lower bound
on the perimeter of a unit-area convex pentagon with a given small angle α, and
Lemma 3.8 places a lower bound on the perimeter of a nonconvex pentagon given
two edges and the included angle.

We follow Proposition 3.9 by considering minimal tilings on other small flat tori
and flat Klein bottles. Conjecture 3.4 proposes the minimal pentagonal tiling of
the square torus of area 2. Conjecture 3.12 proposes minimal polygonal tilings for
the square tori of areas 2, 3 and 4. Proposition 3.13 provides a lower bound on the
perimeters of tilings of flat Klein bottles, and provides perimeter-minimizing tilings
of many flat Klein bottles, as in Figure 35, right.

2. Cairo-prismatic tilings

Definition 2.1. A tiling is a decomposition of a surface into a union of simply
connected disjoint open sets and their boundaries. The closure of each open set is
called a tile. This paper focuses on tilings by unit-area pentagons. The Cairo and
prismatic pentagons were defined on page 453; both have perimeter

√
2(1+

√
3)≈

3.86. We define the perimeter ratio of a tiling of the plane to be the limit superior as
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Figure 2. Cairo tiling on square torus of area 4.

r approaches infinity of the perimeter of the tiling inside a disc of radius r centered
at the origin divided by πr2. A monohedral tiling is a tiling by a single prototile.

Proposition 2.2 [Chung et al. 2012, Theorem 3.5]. Perimeter-minimizing tilings of
the plane by unit-area convex polygons with at most five sides are given by Cairo
and prismatic tiles, as in Figure 1.

Remark. Chung et al. remark that every doubly periodic perimeter-minimizing
tiling by convex pentagons consists of Cairo and prismatic tiles. Of course, if
allowed to break symmetry, one can alter a compact region arbitrarily without
changing the limiting perimeter ratio.

Next we state and prove Propositions 2.3 and 2.4.

Proposition 2.3. The Cairo pentagonal tiling shown in Figure 1, right, is the unique
tiling by Cairo pentagons.

Proof. Consider a single Cairo prototile C0 with one side of length a and four sides
of length b. The side of length a determines the orientation of the adjacent Cairo
tile C1, as shown in Figure 3. Furthermore, in a Cairo tile there is only one 120◦

angle with adjacent sides both of length b, which determines the orientations of
tiles C2 and C3. Thus, as shown in Figure 3, each Cairo tile must be in a hexagon
with opposite edges of length a and the other four edges of equal length 2b. We call
this unit R1. Using tiles C2 and C3, R1 determines vertical hexagons to its left and
right. Similarly, these vertical hexagons each determine two horizontal hexagons
above and below themselves. Therefore, R1 determines horizontal hexagons to
its upper and lower left and right. Similarly, each of those horizontal hexagons
determine four adjacent horizontal hexagons (among which are the other two
hexagonal neighbors of R1). Continuing in this manner, a complete tiling by these
horizontal hexagons is determined, and therefore the unique tiling, up to isometry,
by Cairo pentagons is the tiling shown in Figure 1, right. �
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b
C0

a
l1

C3

C1

l2
C2 a R1

2b

a

Figure 3. A Cairo tiling must be a tiling by hexagons with opposite
edges of length a and the other four edges of equal length 2b (R1).

a a

b P0 l1 P2

c

P1 P3

l2 l3

Figure 4. A prismatic pentagonal tiling must be a tiling by the
hexagon with opposite edges of length 2b and the other four edges
of equal length a.

Notice that if we do not require edge-to-edge, then the prismatic tiling is not
unique, as shown in Figure 10. On the other hand, if edge-to-edge is required, then
the edge between the right angles has the unique length and determines the tiling:

Proposition 2.4. The prismatic tiling as shown in Figure 1, left, is the unique
edge-to-edge tiling by prismatic pentagons.

Proof. Consider a single prismatic prototile P0. The unique edge of length c
determines the orientation of the adjacent prismatic tile P1. Thus, a prismatic
pentagonal tiling must be a tiling by the hexagon with opposite edges of length 2b
and the other four edges of equal length a, as shown in Figure 4. Furthermore,
the length b of edge l1 and the adjacent 90◦ angle determine the orientation of
the adjacent prismatic tile P2, which in turn determines the orientation of P3.
Continuing in this way, we construct a row of hexagons, each consisting of two
prismatic pentagons, as shown in Figure 4. Note that the edges of length l2 and l3

determine the orientation of P4. By a similar argument to that for P0, the edge
of length c of the tile P4 determines the orientation of the adjacent prismatic
tile, establishing another row of two-prismatic hexagons, as shown in Figure 5.
Continuing in this manner, we find that the unique edge-to-edge tiling by prismatic
pentagons is, up to isometry, the prismatic tiling defined in Figure 1, right. �

For a monohedral tiling, denote the ordered degrees v1, v2, . . . , vn of the vertices
of a tile by [v1, v2, . . . , vn]. Given the characterization of perimeter-minimizing
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P0 P2

P1 P3
l2 l3

P4

Figure 5. The edges of length l2 and l3 determine the orientation
of P4, which determines another row of two-prismatic hexagons.

H
G

A D
F

C BE

3
4

3 4

34
3

3
3 3

3
3

3
4

4

3

4

3
4

Figure 6. Left: the unique monohedral tiling with vertex degrees
[3, 3, 4, 3, 4] (picture is taken from an earlier version of [Li et al.
2011]). Right: illustration of a contradiction in the proof of
Proposition 2.5.

tilings by convex pentagons by Chung et al. [2012, Theorem 3.5], it is natural to
ask whether the Cairo and prismatic tilings are the only monohedral tilings with
the vertex degrees [3, 3, 4, 3, 4] and [3, 3, 3, 4, 4], respectively.

Proposition 2.5 shows that any monohedral tiling with vertex degrees [3, 3, 4, 3, 4]
is combinatorially equivalent to the tiling in Figure 6, left. Indeed, there are only
two such tilings up to linear equivalence. Proposition 2.6 shows uncountably many
distinct edge-to-edge tilings with vertex degrees [3, 3, 3, 4, 4] that are not equivalent
under a linear map.

Proposition 2.5. The tiling in Figure 6, left, is the unique tiling, up to combinatorial
equivalence, by congruent tiles with vertex degrees [3, 3, 4, 3, 4].

Proof. Consider a single prototile A with vertex degrees [3, 3, 4, 3, 4] as shown
in Figure 7. Then the edge connecting the vertices of degree 3 determines the
degrees of the other three vertices of the adjacent tile B. Furthermore, each vertex
of degree 3 shared by tiles A and B, as well as the two vertices of degree 4 adjacent
to them, determine the degrees of the remaining two vertices of tiles C and D. Now,
given the edge of C connecting the vertices of degree 3, the remaining three vertices
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F
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4

3

4

3

4

4

3
3

44 3

3 4

34

3
3

3 3

3
3

3
4

4

3

4

3

4

Figure 7. Unique monohedral tiling with vertex degrees
[3, 3, 4, 3, 4] up to combinatorial equivalence.

of the tile E are determined. The vertex of degree 3 circled in red and the adjacent
vertices of degree 4 determine the degrees of the remaining two vertices of F . Now
consider the tile G, which has three vertices determined by the adjacent tiles A
and F . Suppose the vertex adjacent to the vertex of degree 3 shared with F was
degree 3. Then the tile H adjacent to F and G would have three adjacent vertices
of degree 3, a contradiction (Figure 6, right). Thus, this vertex in G must be of
degree 4 and the remaining vertex is of degree 3. By a parallel argument, the vertex
degrees of tile I are determined. Thus, the degrees of the vertices of all the tiles
adjacent to A are determined. Continuing in this way, we can construct the tiling
show in Figure 6, left. It follows that this is the unique tiling up to combinatorial
equivalence by congruent tiles with vertex degrees [3, 3, 4, 3, 4]. �

Proposition 2.6. Given vertex degrees [3, 3, 3, 4, 4], there are uncountably many
monohedral edge-to-edge tilings that are not equivalent under a linear mapping.

Proof. Take the prismatic tile and deform the line segments a and b of the pentagon
as shown in Figure 8, left. Notice that each point on the line l has a different
corresponding pentagon. There exists a monohedral tiling for each one of these
prototiles with vertex degrees [3, 3, 3, 4, 4] (Figure 8, right). Therefore, there are

l
a b

c

d

Figure 8. Left: different tiles with vertex degrees [3, 3, 3, 4, 4].
Right: a monohedral tiling with vertex degrees [3, 3, 3, 4, 4].
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Figure 9. Another construction of a nonequivalent monohedral
tiling with vertex degrees [3, 3, 3, 4, 4].

Figure 10. Prismatic tilings that are not edge-to-edge.

uncountably many monohedral, edge-to-edge tilings that are not equivalent under a
linear mapping. �

Remark. Another construction of a nonequivalent monohedral tiling with vertex
degrees [3, 3, 3, 4, 4] is as shown in Figure 9. Similarly, for the prismatic tiling,
one can translate a row of prismatic tiles sideways as in Figure 10. There may be
many more.

To further the results of [Chung et al. 2012] we found many examples of tilings by
mixtures of Cairo and prismatic pentagons. These tilings now appear in [Chung et al.
2012]. Meanwhile we discovered a Cairo-prismatic tiling by Marjorie Rice [≥ 2014;
Schattschneider 1981, Figure 15] who constructed this tiling even before Chung et
al. proved that the Cairo and prismatic tilings are perimeter-minimizing for convex
pentagons. We classify these tilings by their wallpaper groups in Figures 11–17.
Daniel Huson [≥ 2014] has found tilings by many other pairs of prototiles.

Definition 2.7 [Schattschneider 1978]. Wallpaper groups are groups of isometries
which leave a tiling invariant under linear combinations of two linearly independent
translation vectors. Note that any such tiling is doubly periodic and therefore tiles a
flat torus.

For a chart of the 17 wallpaper groups and their respective symmetries, refer to
[Schattschneider 1978] or [Wikipedia Commons 2011].

Example 2.8. Tilings of flat tori are sometimes categorized by their symmetries.
Figures 11–17 are examples of Cairo and prismatic tilings for the listed wallpaper
group.
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Figure 11. Tiling (left) and dual tiling (right) with p1.

Figure 12. Tiling (left) and dual tiling (right) with p2.

Figure 13. Tiling (left) and dual tiling (right) with p4g.

Figure 14. Cairo tiling with p4g (left) and its dual (right).
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Figure 15. Spaceship tiling with p4g (left) and its dual (right).

Figure 16. Christmas tree tiling with cmm (left) and its dual (right).

Figure 17. Prismatic tiling with cmm (left) and its dual (right).

Remark. We think Figure 12, left, gives the unique planar tiling with fundamental
region consisting of only two Cairo tiles and two prismatic tiles, but we didn’t need
this fact.

Example 2.9. Figures 18–23 are examples of Cairo-prismatic tilings which are not
doubly periodic and therefore do not belong to a wallpaper group.

While it is still unknown whether the Cairo and prismatic tilings are perimeter-
minimizing on the plane when we allow for mixtures of convex and nonconvex
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Figure 18. Windmill tiling (left) and its dual (right).

Figure 19. Chaos tiling (left) and its dual (right).

Figure 20. Plaza tiling (left) and its dual (right).

pentagons, we place bounds on the ratio of convex to nonconvex pentagons in order
to rule out mixtures on certain flat tori.

Proposition 2.10. A tiling by unit-area nonconvex pentagons has more perimeter
per tile than a Cairo or prismatic pentagon.
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Figure 21. Bunny tiling (left) and its dual (right).

Figure 22. Tiling by Marjorie Rice from [Schattschneider 1981,
Figure 15] (left) and its dual (right).

Figure 23. Waterwheel tiling (left) and its dual (right).

Proof. Indeed, we may show that any unit-area nonconvex pentagon has perimeter
greater than 4. Any nonconvex pentagon has more perimeter than its convex hull,
which is a quadrilateral or triangle and hence has at least the perimeter of a square
or equilateral triangle. �

Proposition 2.11. In a perimeter-minimizing tiling by unit-area pentagons, the
ratio of convex to nonconvex pentagons must be greater than 2.6.

Proof. The perimeters of a regular pentagon, Cairo and prismatic pentagons, and
the unit square are P0 = 2

√
5 4
√

5− 2
√

5 > 3.81, P1 = 2
√

2+
√

3 > 3.86, and 4.
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Since all nonconvex pentagons must have perimeter greater than or equal to that of
the unit square, we consider the limit case in which the perimeter of the nonconvex
pentagons is P2 = 4. The convex pentagons have perimeter greater than or equal to
that of the regular pentagon, P0. Note that

P2− P1

P1− P0
> 2.6,

and thus the ratio of regular pentagons to squares must be greater than 2.6. It follows
that the ratio of convex to nonconvex pentagons must be greater than 2.6. �

Lemma 2.12. For a flat torus of area 2, a tiling by nonconvex and convex unit-area
pentagons has perimeter greater than 3.9.

Proof. The perimeter of any nonconvex unit-area pentagon must be greater than
or equal to the perimeter of the unit square, and the perimeter of any convex
unit-area pentagon must be greater than or equal to that of the regular pentagon,
2
√

5 4
√

5− 2
√

5> 3.8. Thus, the total perimeter of a tiling by both nonconvex and
convex pentagons on the appropriate torus of area 2 must be greater than

3.8+ 4
2
= 3.9. �

3. Minimal tilings on flat tori

This section identifies unique optimal tilings for some small flat tori. Our main result,
Proposition 3.9, states that the unique perimeter-minimizing unit-area pentagonal
tiling of the square torus of area 4 is by Cairo pentagons as shown in Figure 2.
Similarly, Conjecture 3.4 states that the minimal pentagonal tiling of the square
torus of area 2 is by squares as in Figure 27. Proposition 3.3 states that the unique
perimeter-minimizing unit-area pentagonal tiling of a certain flat torus of area 2 is
by prismatic pentagons (Figure 26).

Similarly, we investigate minimal polygonal tilings of other small flat tori and
Klein bottles (Figure 35). Wedd [2009] proposes that a regular hexagonal torus
of area A ∈ N can be tiled by regular hexagons if and only if A = x2

+ xy + y2

where x , y ∈N, A 6= 0 (Proposition 3.10). By [Hales 2001, Theorem 3], it would
follow that these are unique perimeter-minimizing tilings (Proposition 3.11). Many
flat tori cannot be tiled by regular hexagons. We investigate the square tori of areas
2, 3, 4 and conjecture that the minimal tilings are as shown in Figures 33 and 34.

In these proofs, we do not assume that the tiles are convex. Hales [2001, Theo-
rem 1] proved that one cannot improve on the regular hexagonal tiling by mixing
in nonconvex tiles. Similarly, Chung et al. [2012, Section 1] conjectured that one
cannot improve on Cairo-prismatic tilings by mixing in nonconvex pentagons. We
prove such results for some small flat tori.
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v + w

2

w

v

Figure 24. Lattice of prismatic tiling.

Proposition 3.1 characterizes flat tori that can be tiled by prismatic pentagons:

Proposition 3.1. A flat torus can be tiled by prismatic pentagons if and only if its
fundamental polygon is determined by integer linear combinations of

〈(
√

6−
√

2), 0〉 and 〈(
√

6−
√

2)/2, (
√

6+
√

2)/2〉.

Proof. The prismatic tiling is the unique way to tile the plane with prismatic
pentagons [Chung et al. 2012, Proposition 2.2]. The lattice of the tiling is generated
by the two vectors 〈

√
6−
√

2, 0〉 and 〈(
√

6−
√

2)/2, (
√

6+
√

2)/2〉, as shown in
Figure 24. Therefore flat tori that can be tiled only by prismatic pentagons must
have fundamental region determined by integer linear combinations of 〈

√
6−
√

2, 0〉
and 〈(

√
6−
√

2)/2, (
√

6+
√

2)/2〉.
On the other hand, given a flat torus with fundamental polygon determined by in-

teger linear combinations of 〈(
√

6−
√

2), 0〉 and 〈(
√

6−
√

2)/2, (
√

6+
√

2)/2〉, one
can cut it into many congruent parallelograms determined by vectors 〈(

√
6−
√

2), 0〉
and 〈(

√
6−
√

2)/2, (
√

6+
√

2)/2〉, as shown in Figure 25. Each small parallelogram
can be tiled by two prismatic pentagons. Thus the whole fundamental polygon can
be tiled by prismatic pentagons as well. �

Corollary 3.2. Prismatic pentagons do not tile a square torus.

Proof. Suppose there exists a square torus that can be tiled by prismatic pentagons.
Let v = 〈

√
6−
√

2, 0〉 and w = 〈0,
√

6+
√

2〉 (Figure 24). By Proposition 3.1, a
torus tiled by prismatic pentagons has fundamental polygon determined by integer
linear combinations of v and (v +w)/2. Let av + bw and cv + dw be the two
linearly independent vectors determining the fundamental polygon, where a and b
are either both integers or both half-integers, and similarly for c and d .

Therefore

(av+ bw) · (cv+ dw)= 0 and |av+ bw| = |cv+ dw|

which implies
ac|v|2+ bd|w|2 = 0
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3 6 - 2(((( )))), 0(((( ))))

6- 2, 6+ 2(((( ))))

Figure 25. The unique perimeter-minimizing pentagonal tiling of
a certain flat torus (Proposition 3.1).

since v and w are orthogonal to each other. Since |v|2 = 8− 4
√

3 is not a rational
multiple of |w|2 = 8+4

√
3, ac= bd = 0. Since av+bw and cv+dw are nonzero,

either a = d = 0 or b = c = 0. Without loss of generality assume that b = c = 0.
As a result, (

√
6−
√

2)a = |av| = |dw| = (
√

6+
√

2)d. Since (
√

6−
√

2) is
not a rational multiple of (

√
6+
√

2), at least one of a and d is irrational, which
contradicts their definitions. Therefore no square torus can be tiled by prismatic
pentagons. �

Proposition 3.3 provides an example of a special hexagonal torus utilizing only
prismatic pentagons.

Proposition 3.3. For a flat torus of area 2 defined by the two vectors 〈2−
√

3, 1〉
and 〈2, 0〉, the prismatic tiling is the unique perimeter-minimizing edge-to-edge
pentagonal tiling as shown in Figure 26.

Proof. Note that it is possible to tile this torus with only prismatic tiles (Figure 26),
and this tiling has total perimeter 2

√
2+
√

3< 3.87. Since a tiling by nonconvex
and convex unit-area pentagons has perimeter greater than 3.9 on a flat torus of
area 2 by Lemma 2.12, a perimeter-minimizing tiling is by two convex pentagonal
tiles. Since this tiling must be doubly periodic, by [Chung et al. 2012, remark after
Theorem 3.5] perimeter-minimizing tilings by convex pentagons are uniquely given
by Cairo and prismatic tiles.

If there is at least one prismatic tile in the tiling, note that the base of this tile,
which has length

√
6−
√

2, is unique among all the edges of the Cairo and prismatic
pentagons. Since the tiling is edge-to-edge, the prismatic pentagon is consecutive
to another prismatic pentagon rotated 180◦. Thus these two pentagons tile the torus
of area 2.
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(2 - 3,1)

(2,0)O

Figure 26. Prismatic Tiling on a flat torus of area 2 defined by the
two vectors 〈2−

√
3, 1〉 and 〈2, 0〉.

If there is no prismatic tile, then the tiling consists of two Cairo pentagons. Since
the short edge of the Cairo pentagon is unique, each Cairo pentagon is connected
to another Cairo pentagon rotated 180◦. Each of the two 120◦ angles between
these two Cairo pentagons with two long adjacent edges can only fit in a third
Cairo pentagon rotated 90◦. Thus we have at least three pentagons that are not
translational images of each other. Therefore they cannot all tile a flat torus of
area 2. �

Conjecture 3.4. For a square torus of area 2, the unit-area square tiling is the
unique perimeter-minimizing pentagonal tiling (Figure 27).

Figure 27. Conjectured perimeter-minimizing pentagonal tiling
for the square torus of area 2.
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Figure 28. Cairo tiling on square torus of area 4.

We now prove that for the square torus of area 4, the perimeter-minimizing tiling
is given by Cairo tiles as in Figure 28. In the process we prove some bounds on the
perimeters of certain classes of pentagons.

Lemma 3.5. A unit-area convex pentagon with one of the angles α ∈ (0, π) has
perimeter greater than or equal to

P(α)= 2

√
tan

π −α

2
+ 4 tan

π +α

8
.

Proof. By [Chung et al. 2012, Proposition 3.1], the uniquely perimeter-minimizing
pentagon with angles ai , i = 1, 2, . . . , 5, has perimeter

2

√
5∑

i=1
cot

ai

2
.

Since the function cot is strictly convex up to π/2, fixing an angle a1=α and taking
the other angles to be equal will give the minimal perimeter. Thus the minimum
perimeter is

2

√
cot α

2
+ 4 cot 3π−α

8
= 2

√
tan π−α

2
+ 4 tan π+α

8
. �

Lemma 3.6. A unit-area pentagon with one of the edges s has perimeter greater
than or equal to

2
√

2(4 sin(θ/2)+ sin 2θ)
√

4 sin θ − sin 4θ
,

where θ ∈ (0, π/2) is the only root of the equation

2
√

2 sin 2θ
√

4 sin θ − sin 4θ
= s.

In fact, s is a strictly decreasing function of θ .
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s

θ

Figure 29. Perimeter-minimizing unit-area pentagon given an edge length.

Proof. First of all it is well known that, given the edge lengths si , i = 1, 2, . . . , 5,
of a pentagon, the one inscribed in a circle has the maximum area. The area is

1
2

r2
5∑

i=1

sin θi ,

where θi is the angle at center corresponding to the edge si .
Since sin is strictly concave down in the range [0, π], the more nearly equal the

angles, the larger the area given a fixed perimeter. Therefore, fixing one edge, the
unit-area pentagon inscribed in a circle with the four other edges of equal length
has the minimum perimeter.

Let r be the radius of the circumcircle and θ ∈ (0, π/2) be the angle at center
which corresponds to one of the 4 edges of same length (Figure 29).

Then the perimeter is

P = 2r
(

4 sin
θ

2
+ sin

2π − 4θ
2

)
= 2r

(
4 sin

θ

2
+ sin 2θ

)
,

and the area is

A = 1
2r2(4 sin θ + sin(2π − 4θ))= 1

2r2(4 sin θ − sin 4θ)= 1,

since the pentagon has unit area. After substitution of r , we get

P =
2
√

2(4 sin(θ/2)+ sin 2θ)
√

4 sin θ − sin 4θ
.

On the other hand,

s = 2r sin
2π − 4θ

2
= 2r sin 2θ =

2
√

2 sin 2θ
√

4 sin θ − sin 4θ
.

Hence
ds
dθ
=−

16
√

2(7 cos(θ/2)+ 3 cos(3θ/2)) sin3(θ/2)
(4 sin θ − sin 4θ)3/2

< 0,

for 0< θ < π/2. Therefore s strictly decreases as θ increases in the range (0, π/2);
thus there is only one value of θ for a given s. �
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A

B

C
D

E

θ

ϕ

A

B

B ′

C
D

E

θ
ϕ

Figure 30. Left: perimeter-minimizing pentagon in Lemma 3.7.
Right: translation of B to B ′ to reduce perimeter without affecting
the area.

Lemma 3.7. A nonconvex unit-area pentagon ABC DE (Figure 30, left) satisfying

C D = DE = E A, AB = BC, and DE ‖ AC

has perimeter

P(θ, ϕ)=

√
(3+ (1− 2 cos θ)/ sin(ϕ/2))2

(1− cos θ) sin θ − (0.5− cos θ)2 cot(ϕ/2)
,

where ϕ = 6 ABC < π and θ = 6 AE D = 6 C DE , π/3< θ < π . In particular, for
a fixed value of θ , P is a decreasing function of ϕ.

Proof. The formula for P(θ, ϕ) can be determined by direct calculation. Notice
that, if we fix all the vertices except B, and increase the value of ϕ up to π , we will
get less perimeter but more area. Thus we can scale the pentagon to get unit area
with less perimeter. Therefore the perimeter P is a decreasing function of ϕ. �

Lemma 3.8. Given positive real constants p, q , ϕ0 with p < q and π/2< ϕ0 ≤ π ,
a unit-area nonconvex pentagon with an angle φ = 2π − ϕ and two edges a, b
adjacent to this angle that satisfies

p ≤ a ≤ b ≤ q,
π

2
≤ ϕ ≤ ϕ0,

has perimeter not less than

inf
π/3<θ <π

P(θ, ϕ′(p, q, ϕ0)),

where

ϕ′(a, b, ϕ)= 2 tan−1
(

a2
+ b2
− 2ab cosϕ

2ab sinϕ

)
.

Proof. For a nonconvex pentagon ABC DE with 6 ABC = ϕ ≤ π , |
−→
AB| = a,

|
−→
BC | = b, consider a line ` parallel to

−→
AC and a point B ′ on ` that satisfies
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|
−−→
AB ′| = |

−−→
B ′C |. AB ′C DE is also unit-area, but with less perimeter than ABC DE

unless B = B ′ (Figure 30, right).
Let 6 AB ′C = ϕ′ ≤ π , c = |

−→
AC | and h be the distance from B to AC . Then

c2
= a2
+ b2
− 2ab cosϕ, ch = ab sinϕ, c = 2h tan

ϕ′

2
.

After simplification,

tan
ϕ′

2
=

a2
+ b2
− 2ab cosϕ

2ab sinϕ
.

Hence,
∂

∂a
tan

ϕ′

2
=

1
2b sinϕ

(
1−

b2

a2

)
≤ 0,

∂

∂b
tan

ϕ′

2
=

1
2a sinϕ

(
1−

a2

b2

)
≥ 0,

∂

∂ϕ
tan

ϕ′

2
= csc2 ϕ

(
1−

a2
+ b2

2ab
cosϕ

)
> 0,

since a ≤ b and ϕ ≥ π/2. Therefore the maximum of tan(ϕ′/2) is attained at the
point where (a, b, ϕ)= (p, q, ϕ0). Since tan is an increasing function in the range
(0, π/2), the maximum of ϕ′ is attained at the same point; i.e.,

ϕ′(a, b, ϕ)≤ ϕ′(p, q, ϕ0),

for all p ≤ a ≤ b ≤ q and π/2≤ ϕ ≤ ϕ0.
By Lemma 3.7, the perimeter of AB ′C DE is a decreasing function of 6 AB ′C ;

therefore
perim(ABC DE)≥ perim(AB ′C DE)

= P(6 AE D, ϕ′(a, b, ϕ))

≥ P(6 AE D, ϕ′(p, q, ϕ0))

≥ inf
π/3<θ <π

P(θ, ϕ′(p, q, ϕ0)). �

Proposition 3.9. For a square torus of area 4, the Cairo tiling is the unique
perimeter-minimizing edge-to-edge pentagonal tiling.

Proof. Recall that the lower bounds on the perimeters of a convex and nonconvex
unit-area pentagon are

Pconvex ≥ 2
√

5 4√5− 2
√

5> 3.81193, Pnonconvex > 4,

since the perimeter-minimizing convex pentagon is a regular pentagon and the
perimeter-minimizing nonconvex pentagon has more perimeter than a square. The
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perimeter of each Cairo pentagon is 2
√

2+
√

3< 3.86371; thus the total perimeter
of the Cairo tiling on a square torus of area 4 is

PC =
1
2 × 4

(
2
√

2+
√

3
)
< 7.72742.

Therefore the perimeter-minimizing tiling has total perimeter less than 7.72742.
If there are at least two nonconvex pentagons in a pentagonal tiling, the total

perimeter will be greater than (3.81193× 2+ 4× 2)/2= 7.81193> 7.72742; thus
it is not perimeter-minimizing. Therefore a perimeter-minimizing tiling has at most
one nonconvex pentagonal tile.

Case 1: There is no nonconvex pentagonal tile. Note that it is possible to tile this
torus with only Cairo tiles (Figure 28). Since this tiling must be doubly periodic,
by [Chung et al. 2012, remark after Theorem 3.5] perimeter-minimizing tilings by
convex pentagons are uniquely given by Cairo and prismatic tiles.

Case 1.1: The tiling consists of only Cairo pentagons. This corresponds to a doubly
periodic planar tiling by Cairo pentagons. By [Chung et al. 2012, Proposition 2.2]
the Cairo tiling is the unique pentagonal planar tiling by Cairo tiles. Thus Figure 28
shows the unique perimeter-minimizing tiling in this case.

Case 1.2: The tiling consists of only prismatic pentagons. By Corollary 3.2, a
square torus cannot be tiled by prismatic pentagons.

Case 1.3: The tiling consists of both Cairo and prismatic pentagons. Note that
the length of the base of the prismatic pentagon is unique among all the edges of
the Cairo and prismatic pentagons. Since the tiling is edge-to-edge, the prismatic
pentagon is consecutive to another prismatic pentagon rotated 180◦. The rest of the
proof is presented with reference to Figure 31.

The pentagons are labeled with the same number if and only if they are trans-

φφ

ll
l

ll

θ

γ
θ

γ
θ

γ
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1
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910
98

7
2
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2

4
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2
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1

7 2

1

1
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β

3
2

4
β

2
α

Figure 31. Proof of Case 1.3: A square torus of area 4 cannot be
tiled by a mixture of Cairo and prismatic pentagons.
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lational images. Label the two prismatic pentagons as 1 and 2. Consider the edge l
of pentagon 1. There are only two ways to put a Cairo pentagon next to edge l,
namely pentagon 3 or 7, so that the degrees of the two ends of l match up.

If pentagon 3 is used, note that there is only one way to put a Cairo or prismatic
pentagon at angle α, which is to put another prismatic pentagon 2. The only way to
put a Cairo or prismatic pentagon at angle β is to put a Cairo pentagon 4.

Now we have four unit-area tiles that are not translational images of each other;
therefore they are all the tiles of the square torus of area 4. As a result, the vector
(white arrow) that brings one of the pentagons labeled 2 to the other is indeed a
translation vector of the tiling. Thus pentagon 4 is also brought right next to the other
pentagon 2. At angle ϕ, there are two ways to put a Cairo or prismatic pentagon,
namely pentagon 5 or 6. On the other hand, neither of them is a translational image
of pentagon 1, 2, 3 or 4; thus this cannot be a tiling of a square torus of area 4. If
pentagon 7 is used, consider angle γ . There are two ways to put a Cairo or prismatic
pentagon, namely pentagon 4 or 9. If pentagon 4 is used, there is only one way
to put a Cairo or prismatic pentagon at angle θ : pentagon 8. In this case we have
five tiles, no two of which are translational images of each other; thus they cannot
tile the square torus of area 4. Thus pentagon 9 has to be put at angle γ . There
are two ways to put a Cairo or prismatic pentagon at angle θ , namely pentagon 10
or 11. However, neither of them is a translational image of any of the other four
pentagons. Thus, again, this cannot tile the square torus of area 4.

Therefore we can conclude that we cannot tile the square torus of area 4 with
both Cairo and prismatic pentagons.

Case 2: There is one nonconvex pentagonal tile. Since the area of the torus is 4,
there are three convex pentagonal tiles.

If there is a convex tile with perimeter greater than or equal to 3.831, the total
perimeter will be greater than (3.81193× 2+ 3.831+ 4)/2= 7.72743> 7.72742,
thus not perimeter-minimizing. Therefore the perimeter of each convex tile satisfies

3.81193< Pconvex < 3.831.

If the nonconvex tile has perimeter greater than or equal to 4.0191, the total
perimeter will be greater than (3.81193×3+4.0191)/2= 7.727445> 7.72742, thus
not perimeter-minimizing. Therefore the perimeter of the nonconvex tile satisfies

4< Pnonconvex < 4.0191.

Consider the interior angles of the convex tiles. Note that for α ≥ 1.5792 or
α ≤ 2.2341, a convex pentagon with an angle α has perimeter greater than or equal
to P(α) > 3.831 by Lemma 3.5. Thus the convex tiles in a perimeter-minimizing
tiling have interior angles within the range (1.5792, 2.2341).
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Now consider the edge lengths of the convex tiles. By Lemma 3.6 and the fact
that 3.81193< P < 3.831,

2
√

2(4 sin(θ/2)+ sin 2θ)
√

4 sin θ − sin 4θ
< 3.831;

thus
1.1565< θ < 1.3564.

Since s is a decreasing function of θ , we can get a bound on the edge length s of a
convex tile:

0.5444< s < 0.9659.

Consider the nonconvex pentagonal tile ABC DE with a reflex 6 ABC . Since the
interior angles of the convex tiles are greater than 1.5792> π/2, if the point B has
degree at least 3, the total angle at that point will be greater than π+(π/2)×2= 2π ,
a contradiction. Therefore the nonconvex angle has degree 2. In this case 6 ABC is
an interior angle of a convex tile; thus

1.5792< 6 ABC < 2.2341 and 0.5444< AB, BC < 0.9659.

By Lemma 3.8, the perimeter of ABC DE is not less than

inf
π/3<θ <π

P(θ, ϕ′(0.5444, 0, 9659, 2.2341)),

where

ϕ′(a, b, ϕ)= 2 tan−1 a2
+ b2
− 2ab cosϕ

2ab sinϕ
and

P(θ, ϕ)=

√
4(1.5+ (0.5− cos θ)/ sin(ϕ/2))2

(1− cos θ) sin θ − (0.5− cos θ)2 cot(ϕ/2)
.

After direct computation, the minimum is greater than 4.078>4.0191. Therefore,
in this case, the tiling will not be perimeter-minimizing. �

Some regular hexagonal tori can be tiled by regular hexagons. Wedd [2009] states
without proof that for a regular hexagonal torus of area A, where A > 0, a tiling
by regular hexagons exists if and only if A = x2

+ xy+ y2 for some nonnegative
integers x , y. We give a complete proof of Wedd’s statement. By [Hales 2001,
Theorem 3], this would be the unique perimeter-minimizing tiling of such a torus.

Proposition 3.10 [Wedd 2009]. A regular hexagonal torus with area A, where
A 6=0, can be tiled by regular hexagons with unit area if and only if A= x2

+xy+y2,
where x , y are nonnegative integers.
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Proof. First we shall prove that a regular hexagonal torus with A= x2
+xy+ y2 can

be tiled by regular hexagons. Our approach is to start with a unit-area hexagonal
tiling of the plane, then find a regular hexagon with area A so that the tiling also
tiles the torus formed by identifying opposite edges of this hexagon.

On a planar tiling by unit-area regular hexagons, construct the complex plane as
follows: pick the center of one of the hexagons as the origin, and one of the vertices
of the same hexagon as the point p, where p ∈ R (p > 0) is the distance between
the vertex and the center. Let ζ = eπ i/3 be a primitive sixth root of unity. Consider
the triangular lattice L formed by the vertices and centers of all the hexagons. It is
generated by two points p and q , where q = pζ . Let x , y be nonnegative integers
such that A = x2

+ xy+ y2. Note that

|xp+ yq| = |x + yζ |p = p
√

x2
+ y2
+ xy = p

√
A.

Therefore the area of the regular hexagon with vertices

xp+yq, (xp+yq)ζ, (xp+yq)ζ 2, (xp+yq)ζ 3, (xp+yq)ζ 4, (xp+yq)ζ 5

is A times the area of the hexagon with vertices p, pζ , pζ 2, pζ 3, pζ 4, pζ 5, which
is precisely the unit-area hexagon centered at the origin. It is left to verify that the
torus T formed by identifying opposite edges of the big hexagon is tiled by the
unit-area hexagons.

Note that a tiling of a flat torus corresponds to a doubly periodic tiling of the
plane, with translational vectors given by the vectors that define the fundamental
parallelogram. In our case, the fundamental parallelogram of the torus T is spanned
by (xp+ yq)+(xp+ yq) and (xp+ yq)ζ +(xp+ yq)ζ 2, as one may verify. These
two vectors send a lattice point in L to another lattice point in L . Furthermore, in
the lattice L , a point ap+ bq , with a, b ∈ Z, is the center of a hexagonal tile if and
only if 3 | a− b. Since

(xp+ yq)+ (xp+ yq)ζ = (x − y)p+ (2y+ x)q,

(xp+ yq)ζ + (xp+ yq)ζ 2
= (−x − 2y)p+ (2x + y)q,

and 3 divides both (2y+ x)− (x− y) and (2x+ y)− (−x−2y), both vectors send
centers to centers and vertices to vertices. As a result, these two vectors send L
to itself. Therefore we can conclude that the unit-area hexagonal tiling is a tiling
of the torus T . This is the desired tiling of the regular hexagonal torus with area
A = x2

+ xy+ y2.
The converse is true since the vertices of the big hexagon all lie on the lattice L .

Scale the lattice L so that p = 1; then the distance between any two lattice points
is x2
+ y2
+ 2xy cos(4π/3)= x2

+ xy+ y2 for some nonnegative integers x and y.
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xp+yqq

p

Figure 32. Illustration of the proof of Proposition 3.10 in the case
when A = 7.

Thus the area of the original hexagon will be x2
+ xy+ y2 times the area of each

hexagonal tile, which is 1 in our case, as desired. �

Proposition 3.11. A regular hexagonal tiling is the unique perimeter-minimizing
unit-area tiling of any regular hexagonal torus of area A= x2

+xy+ y2, where x , y
are nonnegative integers.

Proof. This is a direct result of [Hales 2001, Theorem 3] and Proposition 3.10. �

Remark. There exists no flat torus whose fundamental polygon is a pentagon with
interior angles less than π .

To investigate polygonal tilings of quadrilateral tori we also present conjectures
on the best way to tile a square torus. While the Cairo tiling is the best pentagonal
tiling of the square torus of area 4, it may not be the perimeter-minimizing tiling of
the square torus in general.

Conjecture 3.12. For the square tori of areas 2, 3, and 4, perimeter-minimizing
unit-area tilings are given by the hexagonal tilings with dimensions as shown in
Figures 33 and 34.

We conclude with some results on Klein bottles.

Proposition 3.13. For a flat Klein bottle of integer area A, any unit-area tiling has
perimeter greater than or equal to A/2 times the perimeter of a unit-area regular
hexagon. Equality is attained if and only if each tile is a regular hexagon.

Proof. Since there exists a flat torus that double covers each flat Klein bottle, as
shown in Figure 35, left, each tiling of a Klein bottle corresponds to a tiling of a
certain flat torus. If there existed a tiling of a Klein bottle that had less perimeter
than A/2 times the perimeter of a unit-area regular hexagon, then there would exist
a tiling of a flat torus that has a smaller perimeter ratio than the regular hexagonal



PERIMETER-MINIMIZING PENTAGONAL TILINGS 477

2

2

2

2

2

6

2

6

2

3

2

3

1/ 3

1/ 3

1/ 3

1/ 31/ 31/ 3

Figure 33. Proposed perimeter-minimizing tilings for the square
torus of area 2 (left) and the square torus of area 3 (right).

1/3

11

2/3

Figure 34. Proposed perimeter-minimizing tiling for the square
torus of area 4.

4√12

60◦

2
3

4√12

Figure 35. Left: every Klein bottle is double-covered by some flat
torus. Right perimeter-minimizing tiling of a certain Klein bottle
of area 2.

tiling. This would contradict the honeycomb conjecture [Hales 2001, Theorem 3].
�

Example 3.14. For the Klein bottle of area 2 of Figure 35, right, the unique
perimeter-minimizing tiling is by regular hexagons.
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Discrete time optimal control applied to pest
control problems

Wandi Ding, Raymond Hendon, Brandon Cathey,
Evan Lancaster and Robert Germick

(Communicated by Suzanne Lenhart)

We apply discrete time optimal control theory to the mathematical modeling of
pest control. Two scenarios: biological control and the combination of pesticide
and biological control are considered. The goal is maximizing the “valuable”
population, minimizing the pest population and the cost to apply the control
strategies. Using the extension of Pontryagin’s maximum principle to discrete
system, the adjoint systems and the characterization of the optimal pest controls
are derived. Numerical simulations of various cases are provided to show the
effectiveness of our methods.

1. Introduction

Pesticides and biological control are two popular ways of pest control. One of
the conventional applications of control uses pesticides. The detrimental effects to
local ecologies of overuse of pesticides has been widely documented, therefore, the
conservation, introduction, and restocking of a pest’s natural enemies has become
increasingly popular. Biological control is the use of living organisms to suppress
the population of a specific pest organism, making it less abundant or less damaging
than it would otherwise be [Eilenberg et al. 2001]. It is an environmentally sound
and effective means of reducing or mitigating pests and pest effects through the
use of natural enemies, and biological control has successfully contributed to the
protection of the flora and fauna of many natural ecosystems [Driesche et al. 2010;
Driesche 1994].

This study will focus on developing and analyzing two mathematical models for
pest control using biocontrol and the combination of the pesticide and the biocontrol,
while finding the optimal pest control strategies.

But biological control is both powerful and risky. Biological control agents
may negatively affect native species directly or indirectly. Historically biological

MSC2010: 39A10, 49K99, 92D25.
Keywords: optimal control, biological pest control, discrete model, pesticide.

479

http://msp.org
http://msp.org/involve/
http://dx.doi.org/10.2140/involve.2014.7-4
http://dx.doi.org/10.2140/involve.2014.7.479


480 DING, HENDON, CATHEY, LANCASTER AND GERMICK

control introductions were not regulated the way they are today, and some horrible
mistakes were made in the name of biological control (e.g., cane toads in Australia).
Hawkins and Cornell [1999] gathered together recent theoretical developments and
provide a guide to the critical issues that need to be considered in applying theory
to biological control, they pointed out by developing theories based on fundamental
population principles and the biological characteristics of the pest and agent, we
can gain a much better understanding of when and how to use biological control.

A lot of studies done in this field have focused on the continuous predator-prey
models, which are based on the assumption that population changes are always
occurring. While this may be true for humans (births and deaths are fairly well
distributed over time), many species have well-defined cycles of reproductions
(births and deaths generally occur over a season or period of a few weeks or
months). This fact causes us to focus on a discrete model over a continuous one for
these biological systems.

The efficacy with which one is able to reduce a pest population is always subject
to the amount of resources available to control that population. Due to cost and
environmental consideration, it may be more appropriate to release a smaller amount
of the predator population into the ecosystem, and then add to that amount incre-
mentally for a given time frame to reduce the pest population more gradually. The
costs involved will be substantially less in this case because the predator population
will grow on its own, thus reducing the need to introduce more predators artificially,
and it will be beneficial to the natural ecosystems.

Optimal control theory for discrete systems is well developed [Clark 1990;
Sethi and Thompson 2006], but there are very few applications in pest control
problems. Tang and Cheke [2008] studied integrated pest control problems using
both continuous and discrete host-parasitoid models. Jang and Yu [2012] proposed
a simple discrete time host-parasitoid model and derived an optimal control model
using a chemical as a control for the hosts. They conclude that applying a chemical
to eliminate the hosts directly may be a more effective control strategy than using the
parasitoids to indirectly suppress the hosts. Whittle et al. [2007] use a discrete-time
optimal control model to provide management for an invasive species consisting of
a large main focus and several smaller outlier populations. Dabbs [2010] presents
discrete time pest control models using three different growth functions: logistic,
Beverton–Holt and Ricker spawner-recruit functions and compares the optimal
control strategies respectively. Berryman [Hawkins and Cornell 1999] provides a
review of the historic development of the ecological theory that relates to biological
control, focusing on discrete time models that best describe systems in which the
insects reproduce seasonally. He presents the control theory and the theory of
predator-prey dynamics which are the key elements of the theory of biological
control.
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The paper is organized as follows: in Section 2 we present the optimal biological
control problem, derive the adjoint equations and the characterization of the control,
and give numerical results. In Section 3, we formulate the optimal dual control prob-
lems, derive the necessary conditions of optimal control and give some numerical
results.

2. Optimal control using biological control

2.1. The biological control problem. Biological control of pests has been practiced
in greenhouse as well as in field crops. For example E. formosa and P. persimilis
have been used as biological control agents to reduce parasites over different crops
such as tomatoes and cucumbers [van Lenteren and Woets 1988]. In our model,
the valuable population, pest population and the predator (biological control agent)
population are represented by

x = (x0, x1, . . . , xT ), y = (y0, y1, . . . , yT ), z = (z0, z1, . . . , zT ),

respectively, where the subscripts represent the time steps. The control satisfies

U1 = {u = (u0, u1, . . . , uT−1) ∈ RT
| 0≤ uk ≤ M, k = 0, 1, . . . , T − 1},

with M the maximum control effort.
The model is, for k = 0, 1, . . . , T − 1 and given x0, y0, z0,

xk+1 = xk + r xk(1− xk)− c1xk yk,

yk+1 = dyk + c2xk yk − c3 ykzk,

zk+1 = zk −mzk + c4 ykzk + ukzk,

(2-1)

where r and d are the intrinsic growth rates for the valuable population and pest
population respectively, m is the death rate of the predator (biological control agent),
the constants ci , i = 1, . . . , 4 are the interaction coefficients between the species.
We apply the control uk to increase the growth rate of the predator at each time
step, for example, we can import the natural enemies of the pest or supplement the
existing predators.

The goal is to maximize

T−1∑
k=0

B1xk − B2 yk − B3zk −
1
2 Au2

k (2-2)

over u ∈ U1, with A > 0, Bi > 0, i = 1, 2, 3 constants; that is, we want to
maximize the valuable population while minimizing the pest population and the
cost of applying the biological control, we also minimize the predator population
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for environmental consideration over the entire time period. We choose a quadratic
cost for simplicity and other forms could be treated.

We will use the extension of Pontryagin’s maximum principle (PMP) [Lenhart and
Workman 2007; Pontryagin et al. 1962; Sethi and Thompson 2006] for the optimal
control of discrete system. The technique involves the use of adjoint functions, which
append the discrete system (2-1) to the maximization of the objective functional
(2-2). PMP gives the optimality system of difference equations consisting of the state
and adjoint difference equations coupled with the control characterization. Note that
the adjoint equations have final time boundary conditions while the state equations
have initial conditions. The key idea is that the adjoint method provides us with
the gradient of the cost function needed for the maximization procedure. We note
that an optimal control exists due to the finite dimensional structure of this system.

Applying the extension of Pontryagin’s maximum principle for discrete systems
[Lenhart and Workman 2007; Pontryagin et al. 1962; Sethi and Thompson 2006],
we form the Hamiltonian:

Hk = B1xk − B2 yk − B3zk −
1
2 Au2

k + λ1,k+1
(
xk + r xk(1− xk)− c1xk yk

)
+ λ2,k+1(dyk + c2xk yk − c3 ykzk)+ λ3,k+1(zk −mzk + c4 ykzk + ukzk), (2-3)

which is used to derive the necessary conditions in the next theorem.

Theorem 2.1. Given an optimal control u∗ ∈ U1 and the corresponding states
x∗, y∗, z∗ from (2-1), there exist adjoint functions λi , i = 1, 2, 3 satisfying:

λ1,k = B1+ λ1,k+1
(
1+ r − 2r x∗k − c1 y∗k

)
+ λ2,k+1c2 y∗k ,

λ2,k =−B2− λ1,k+1c1x∗k + λ2,k+1
(
d + c2x∗k − c3z∗k

)
+ λ3,k+1c4z∗k ,

λ3,k =−B3− λ2,k+1c3 y∗k + λ3,k+1
(
1−m+ c4 y∗k + u∗k

)
,

λ1,T = λ2,T = λ3,T = 0.

(2-4)

Furthermore, the characterization of u∗k is

u∗k =min
{
max{λ3,k+1z∗k/A, 0},M

}
. (2-5)

Proof. Using the extension of Pontryagin’s maximum principle for discrete systems
[Lenhart and Workman 2007; Pontryagin et al. 1962; Sethi and Thompson 2006],
we have

λ1,k =
∂Hk

∂xk
= B1+ λ1,k+1(1+ r − 2r x∗k − c1 y∗k )+ λ2,k+1c2 y∗k ,

λ2,k =
∂Hk

∂yk
=−B2−λ1,k+1c1x∗k +λ2,k+1(d+c2x∗k −c3z∗k)+λ3,k+1c4z∗k ,

λ3,k =
∂Hk

∂zk
=−B3− λ2,k+1c3 y∗k + λ3,k+1(1−m+ c4 y∗k + u∗k). (2-6)
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In addition, the transversality conditions are

λ1,T = λ2,T = λ3,T = 0.

Using
∂Hk

∂uk
=−Auk + λ3,k+1zk,

and ∂Hk/∂uk = 0 at u∗ on the interior of the control set, we have the control
characterization

u∗k =min
{
max{λ3,k+1z∗k/A, 0},M

}
. (2-7)

This concludes the proof. �

The optimality system consists of the state equations (2-1) with initial con-
ditions and adjoint equations (2-4) with the final time conditions and with the
characterization of the optimal control (2-5).

2.2. Numerical results. To solve the optimal biological control problem numeri-
cally, due to the boundary conditions being at the initial time for the states and at the
final time for adjoints, an iterative method is used to solve this optimality system.
Given initial guesses for the control and the state equations, the state system (2-1)
is solved forward in time, and the adjoint system (2-4) is solved backward in time.
The control is updated using the characterization (2-7) with the newly found state
and adjoint values, and the iteration repeats until convergence occurs. See [Lenhart
and Workman 2007] for details of this method.

Figure 1 (left) gives the valuable, pest and predator populations without the
application of the control. Without the control, the pest population increases, killing
off the valuable population, for r = d = 1.1, m = 0.05, c1 = 1, c2 = c3 = 1.2,
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Figure 1. Valuable, pest, predator populations without biological
control (left) and with biological control (right; A = 5).
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Figure 2. Optimal biological control, A = 5.

c4 = 0.2. In contrast, with the biological control, the growth of the pest population
decreases, allowing the valuable population to grow quickly; see Figure 1 (right).
Figure 2 gives the optimal biocontrol result for A = 5, M = 1, Bi = 1, i = 1, 2, 3.
We see the optimal biological control effort is gradually decreasing and we don’t
apply it after time step 5.

3. Optimal control using dual control

3.1. The dual control problem. Now we attempt to control the pest population
using both biological control and pesticide at the same time.

The controls satisfy

U2 =
{
(ui,0, ui,1, . . . , ui,T−1) ∈RT

| 0≤ ui,k ≤ M, i = 1, 2, k = 0, 1, . . . , T −1
}
,

with M the maximum control effort.
The model is, for k = 0, 1, . . . , T − 1 and given x0, y0, z0,

xk+1 = xk + r xk(1− xk)− c1xk yk,

yk+1 = dyk + c2xk yk − c3 ykzk − u1,k yk,

zk+1 = zk −mzk + c4 ykzk + u2,kzk,

(3-1)

where the control u1,k is the pesticide and we also apply the control u2,k to increase
the growth rate of the predator (biological control agent) at each time step.

The goal is to maximize

T−1∑
k=0

B1xk − B2 yk − B3zk −
1
2 A1u2

1,k −
1
2 A2u2

2,k, (3-2)

with Bi > 0, i = 1, 2, 3, A j > 0, i = 1, 2; that is, we want to maximize the
valuable population while minimizing the pest population and the cost of applying
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the pesticide and biological control, we also minimize the predator population for
environmental purpose over the entire time period.

Applying the extension of Pontryagin’s maximum principle for discrete systems
[Lenhart and Workman 2007; Pontryagin et al. 1962; Sethi and Thompson 2006],
we form the Hamiltonian:

Hk = B1xk − B2 yk − B3zk −
1
2 A1u2

1,k −
1
2 A2u2

2,k

+ λ1,k+1
(
xk + r xk(1− xk)− c1xk yk

)
+ λ2,k+1(dyk + c2xk yk − c3 ykzk − u1,k yk)

+ λ3,k+1(zk −mzk + c4 ykzk + u2,kzk), (3-3)

which is used to derive the necessary conditions in the next theorem.

Theorem 3.1. Given optimal controls u∗i ∈ U2, i = 1, 2 and the corresponding
states x∗, y∗, z∗ from (3-1), there exist adjoint functions λi , i = 1, 2, 3 satisfying

λ1,k = B1+ λ1,k+1
(
1+ r − 2r x∗k − c1 y∗k

)
+ λ2,k+1c2 y∗k ,

λ2,k =−B2− λ1,k+1c1x∗k + λ2,k+1
(
d + c2x∗k − c3z∗k − u∗1,k

)
+ λ3,k+1c4z∗k ,

λ3,k =−B3− λ2,k+1c3 y∗k + λ3,k+1
(
1−m+ c4 y∗k + u∗2,k

)
,

λ1,T = λ2,T = λ3,T = 0.

(3-4)

Furthermore, the characterizations of u∗1,k, u∗2,k are

u∗1,k =min
{
max{−λ2,k+1 y∗k /A1, 0},M

}
,

u∗2,k =min
{
max{λ3,k+1z∗k/A2, 0},M

}
.

(3-5)

Proof. Using the extension of Pontryagin’s maximum principle for discrete systems
[Lenhart and Workman 2007; Pontryagin et al. 1962; Sethi and Thompson 2006],
we have

λ1,k =
∂Hk

∂xk
= B1+ λ1,k+1

(
1+ r − 2r x∗k − c1 y∗k

)
+ λ2,k+1c2 y∗k ,

λ2,k =
∂Hk

∂yk
=−B2−λ1,k+1c1x∗k+λ2,k+1(d+c2x∗k−c3z∗k−u∗1,k)+λ3,k+1c4z∗k ,

λ3,k =
∂Hk

∂zk
=−B3− λ2,k+1c3 y∗k + λ3,k+1(1−m+ c4 y∗k + u∗2,k).

In addition, the transversality conditions are

λ1,T = λ2,T = λ3,T = 0. (3-6)
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Using
∂Hk

∂u1,k
=−A1u1,k − λ2,k+1 yk,

and ∂Hk/∂u1,k = 0 at u∗1 on the interior of the control set, we have the control
characterization

u∗1,k =min
{
max{−λ2,k+1 y∗k /A1, 0},M

}
. (3-7)

And using
∂Hk

∂u2,k
=−A2u2,k + λ3,k+1zk,

and ∂Hk/∂u2,k = 0 at u∗2 on the interior of the control set, we have the control
characterization

u∗2,k =min
{
max{λ3,k+1z∗k/A2, 0},M

}
. (3-8)

This concludes the proof. �

3.2. Numerical results and conclusion. In this section, we apply dual control,
combining pesticide and biological control. Figure 3 shows the significant increase
in valuable population and decrease in pest population after applying dual control,
and maintaining the predator at a reasonable level. Figure 3 (left) gives the result
for A1 = A2 = 5 and Figure 3 (right) gives the result for A1 = A2 = 1, with all the
other parameters kept the same with Section 2.2. We vary the cost coefficients A1,
A2 to see the effect on the populations and the optimal control strategy. With the
lower cost coefficients Ai , i = 1, 2, we can apply more pesticide and biological
control, and the pest population can be reduced to a lower level; see Figures 3 and
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Figure 3. Valuable, pest, predator populations with dual control.
Left: A1 = 5, A2 = 5. Right: A1 = 1, A2 = 1.
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Figure 4. Optimal dual control, different A1 and A2. Top: pesti-
cide, A1 = 5, A2 = 5 (left); biological control, A1 = 5, A2 = 5
(right). Bottom: pesticide, A1=1, A2=1 (left); biological control,
A1 = 1, A2 = 1 (right).

4. We note that lowering the cost of both controls provides a substantial increase in
pesticide use and only a modest increase in the use of biological control.

We also compare the result of biological control and dual control. We see from
Figures 1 (right) and 3 that dual control gives better results for maintaining the
valuable population and reducing the pest population, while keeping the predator at
a low level.

In summary, we give a theoretical framework using discrete time optimal control
theory for pest control problems and provide the numerical results. We apply the
biological control and the combination of the pesticide and biological control (dual
control) to find the optimal strategy. The results provide suggestions in the design
of appropriate control strategies and assist management decision-making.

We should note that in our models (2-1) and (3-1), the order of events is that
population growth occurs first, then it is increased/decreased by interactions with
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other species or through human intervention. We can explore other order of events
since Bodine et al. [2012] point out for discrete models different order of events
can lead to qualitatively different optimal control strategies.
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Distribution of genome rearrangement distance
under double cut and join

Jackie Christy, Josh McHugh, Manda Riehl and Noah Williams

(Communicated by Anant Godbole)

Using the double-cut-and-join (DCJ) model for genome rearrangement we use
combinatorial techniques to analyze the distribution of genomes under DCJ
distance. We present an exponential generating function for the number of
genomes that are maximally distant from a given genome and provide a formula
for the number of genomes that are any given distance from an arbitrary starting
genome.

1. Introduction

Many mathematical models have been developed to aid biologists and bioinfor-
maticians in their study of the genome rearrangement problem, whose goal is
to find the optimal sequence of mutations for the transformation of one genome
into another. Using the double-cut-and-join (DCJ) model, Bergeron, Mixtacki,
and Stoye [Bergeron et al. 2006] found that the distance between two genomes is
completely determined by a bipartite graph created from the genomes. We utilize
their data structure to find the distribution of genomes that are distance d from a
given genome under DCJ. In Section 2, we introduce genome rearrangement, DCJ,
and an important result of the same authors. In Section 3, we present a generating
function for the number of maximally distant genomes from a given genome, and
in Section 4, we obtain the distribution of all genomes by distance from a given
genome.

2. Background

A brief history of genome rearrangements. Deoxyribonucleic acid (DNA) con-
tains instructions for the creation of the proteins necessary for the development and
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Figure 1. Preserved segments between mouse and human genomes
showing long stretches of conserved DNA from their common
ancestor. More than ninety percent of the mouse genome consists
of shuffled pieces of the human genome [NHGRI 2002].

survival of living organisms. The entire collection of DNA in an organism is called
the organism’s genome, and this DNA is contained within chromosomes comprised
of genes. When DNA is replicated, occasionally something goes awry and a
mutation occurs, slightly changing an organism’s genetic make-up. A sufficient
number of mutations can result in death, disease, or the development of a new
species.

In the genome rearrangement problem, the object is to find the optimal sequence
of mutations that transforms one genome into another, where both genomes are
defined on the same set of genes. The number of mutations in this most efficient
scenario is defined to be the distance between the two genomes.

In the simplest case, genomes can be modeled by permutations under the assump-
tions that all genomes share the same set of genes, there are no duplicated genes,
and only a single chromosome is considered [Fertin et al. 2009]. Most models now
use objects that are more complicated than permutations by removing some or all
of these assumptions [Yancopoulos et al. 2005]. For example, signed permutations
are utilized to better model that DNA is oriented, and ordered set partitions can be
used for multiple chromosomes.

Double cut and join. In the DCJ model, genes are numbered and oriented, as
shown in the figures on the next page. Consequently, a gene may be represented as
a numbered left or right arrow with labeled ends; for example, 7h and 7t denote the
head and tail of the seventh gene. Chromosomes are collections of arrows that have



GENOME REARRANGEMENT DISTANCE UNDER DOUBLE CUT AND JOIN 493

been joined head to head, tail to tail, or head to tail, and genomes constitute sets
of chromosomes. Alternatively, a genome may be represented as a collection of
vertices that correspond to the locations where genes meet. An internal vertex, or
adjacency, occurs where two genes are joined in one of the three fashions mentioned
above, and an external vertex, or telomere, occurs where the head or tail of a gene
is not connected to other genes. Note that there are always an even number of
telomeres in a genome, and that the number of genes in a genome is equivalent to
the sum of the adjacencies and the number of pairs of telomeres present.

DCJ is a broad model that encompasses linear and circular chromosomes and
incorporates the following mutations:

• Inversions: reverse the order of a chromosome or part of the genome

• Interchanges: switch two segments of the genome

• Translocations: swap the ends of two chromosomes

• Circularizations and linearizations: convert between linear and circular chro-
mosomes.

A DCJ operation involves making two cuts in a genome and rejoining the pieces in
one of the following ways:

i. Two internal vertices {a, b} and {c, d} can be replaced with two new internal
vertices {a, d} and {b, c} or {a, c} and {b, d}. See Figure 2.

1t 1h2t 2h

3t 3h4t 4h

1t 1h3h 3t

2h 2t4t 4h

Figure 2. An illustration of the first type of mutation allowed
under DCJ. The genome at right is obtained by replacing internal
vertices {1h, 2t} and {3h, 4t} in the leftmost genome with internal
vertices {1h, 3h} and {2t, 4t}.

3h4t 4h3t

1t 1h4t 4h

1t 1h2h 2t

3t 3h
2t2h

1t 1h2h 2t 3h4t 4h3t

1t 1h4t 4h 2h2t 3t 3h

Figure 3. The bipartite adjacency graph constructed from two
multi-chromosomal genomes.
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ii. An internal vertex {a, b} and an external vertex {c} can be replaced with new
internal and external vertices {a, c} and {b} or {b, c} and {a}.

iii. Two external vertices {a} and {b} can be replaced by an internal vertex {a, b}.

iv. An internal vertex {a, b} can be replaced by two external vertices {a} and {b}.

Any genome can be represented by a distinct arrangement of adjacencies and
telomeres. Bergeron, Mixtacki, and Stoye found that the DCJ distance between two
genomes is completely determined by a bipartite graph whose vertices correspond
to the sets of adjacencies and telomeres of the two genomes. In this graph, two
vertices are connected with an edge for every head or tail that they share (see
Figure 3). The DCJ distance between the genomes can be determined based on the
number of cycles and odd-length paths in this graph.

Theorem 1 [Bergeron et al. 2006]. The DCJ distance between two genomes, A and
B, defined on the same set of N genes, is given by

dDC J (A, B)= N − (C + I/2),

where C is the number of cycles and I is the number of odd-length paths in the
adjacency graph of A and B.

Consider Figure 3, which depicts two genomes and their adjacency graph. Notice
that the adjacency {3h, 4t} in the first genome is connected to the adjacency {1h, 4t}
and the telomere {3h} in the second genome. Using Theorem 1, we can calculate
that the DCJ distance is 4− (0+ 2/2) = 3 because there are no cycles and two
odd-length paths in the adjacency graph. The following sequence of three DCJ
operations demonstrates one way that the first genome may be transformed into the
second genome using the fewest number of mutations.

Operation 1: Replace internal vertices {1h, 2h} and {3h, 4t} with internal vertices
{1h, 4t} and {2h, 3h}; see DCJ operation i. This is a linearization and an insertion.

Operation 2: Exchange internal vertex {2h, 3h} and external vertex {2t} for internal
vertex {2h, 2t} and external vertex {3h}; see DCJ operation ii. This constitutes a
translocation and a circularization.

Operation 3: Replace internal vertex {4h, 3t} with external vertices {4h} and {3t};
see DCJ operation iv. This models a translocation.

3. Counting maximally distant genomes

Building on the result of Theorem 1, we observed that the maximum distance
between two genomes defined on N genes is N and occurs when C+ I/2= 0. This
means that there are no cycles and no odd-length paths in the adjacency graph of
two maximally distant genomes. We established the following result by considering
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an arbitrary starting genome defined on N genes and counting the number of
distinct adjacency graphs that could be created from it, where each adjacency graph
contained only even-length paths.

Theorem 2. The number of genomes that are the maximum DCJ distance away
from a genome containing 2m telomeres and n adjacencies is given by

Gmax(m, n)= (2m− 1)!!

n∑
k=0

(m+n−1
k

)(n
k

)
k! 2k .

Proof. We count the number of distinct adjacency graphs that contain exclusively
even-length paths, where the upper genome contains m pairs of telomeres and n
adjacencies. In this proof and in subsequent proofs, we refer to upper and lower
vertices as those adjacencies and telomeres located in the upper and lower genomes,
respectively. Consider the following procedure:

1. Sum over the number of even-length paths j . The minimum number is m since
each even-length path may contain no more than one pair of upper telomeres.
The maximum number of even-length paths is m+ n since each pair of upper
telomeres and each upper adjacency may be in a path of length two. Note that
if we let k = m+ n− j , then the sum from j = m to m+ n becomes the sum
from k = 0 to n.

2. Place the 2m upper telomeres into pairs. Each pair will define the endpoints of
an even-length path. There are (2m− 1)(2m− 3) · · · 3 · 1= (2m− 1)!! ways
to accomplish this.

3. Arrange the upper adjacencies into the order that they will appear in the
even-length paths. This can be done in n! ways. The next step will involve
partitioning these adjacencies into paths.

4. The even-length paths are constructed in the following way. We begin by
partitioning the n upper adjacencies into j even-length paths. Since each path
must be nonempty, one adjacency must be placed into each of the j −m paths
without upper telomeres. The number of ways to do this is((n− j+m)+( j−1)

j−1

)
=

(m+n−1
j−1

)
.

In addition, once all of the upper vertices have been arranged and assigned to
paths, there are two choices for how to connect each upper adjacency with its
neighbors on its path. (For instance, if a path contains ordered upper vertices
{1t}, {1h, 2t}, {2h}, there are two possibilities for the lower adjacencies in
between: {1t, 1h}, {2t, 2h} and {1t, 2t}, {1h, 2h}.) To accomplish this, we
multiply by two for every upper adjacency except for those in paths of length
two.
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We have overcounted since the even-length paths we are creating are non-
directed and the upper adjacencies in each non-upper-telomere-containing
path can be in right-to-left or left-to right-order (except of course for paths
of length two). For the upper-telomere-containing paths, this ordering of
the upper adjacencies is significant because it determines which telomere is
adjacent to which adjacency along the path. Hence, we divide by two for every
non-upper-telomere-containing even-length path of length greater than two.
Since the number of non-upper-telomere-containing paths of length two is
equivalent to the number of upper adjacencies in even-length paths of length
two, we multiply by 2m+n− j .

We have overcounted further since the paths that do not contain upper
telomeres are not distinct. To resolve this situation, we divide by ( j −m)!.

Combining these four steps yields

Gmax(m, n)=

m+n∑
j=m

(2m− 1)!! n!
(m+n−1

j−1

) 2m+n− j

( j −m)!
. (1)

By defining k = m+ n− j, and rearranging the summation above, we obtain

Gmax(m, n)= (2m− 1)!!

n∑
k=0

(m+n−1
k

)(n
k

)
k! 2k .

Alternatively, if we define k = j −m in (1), we have

Gmax(m, n)= (2m− 1)!!

n∑
k=0

(m+n−1
n−k

)n!
k!

2n−k, (2)

which is useful in simplifying the formula of Theorem 7 below. �

Next, fix m, and consider the collection of genomes having a 2m telomeres and
a variable number of adjacencies n. For such a collection, we obtain an infinite
sequence {gn

m} over n, where each term represents the number of maximally distant
genomes from a genome having 2m telomeres and n adjacencies. For example, the
sequence associated with a genome containing two pairs of external vertices is

3, 15, 111, 1083, 13083, . . . , gn
2 , . . .

where gn
2 is given by Gmax(2, n) and represents the number of maximally distant

genomes from a starting genome with two pairs of external vertices and n internal
vertices. We now find the exponential generating function for this sequence.

Lemma 3.
(

1
1− 2x

)m+n

=

∞∑
j=0

(m+n+ j−1
j

)
(2x) j .
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Proof. We have 1
1−2x

=

∞∑
i=0

(2x)i and hence

(
1

1− 2x

)m+n

=

( ∞∑
i=0

(2x)i
)m+n

= (1+ 2x + · · ·+ (2x)i
+ · · · ) · · · (1+ 2x + · · ·+ (2x)i

+ · · · )︸ ︷︷ ︸
m+ n terms

.

Next, consider this multiplication in a combinatorial sense where the resulting
product, an infinite series, is formed term by term and where each term is the
product of m+n elements, one coming from each initial series. When adding these
terms, consider the coefficient of x j . Using a bijection to a familiar problem of
placing j balls into m+ n bins, one can count the number of terms having degree
j , and then, 2 j can be factored from each term. Thus, the coefficient of (2x) j is
simply the number of terms having degree j and is expressed by(m+n+ j−1

j

)
.

Furthermore, the sum of all x j and their coefficients is equivalent to the product of
the m+ n series. That is,

(1+ 2x + · · ·+ (2x)i
+ · · · ) · · · (1+ 2x + · · ·+ (2x)i

+ · · · )︸ ︷︷ ︸
m+ n terms

=

∞∑
j=0

(m+n+ j−1
j

)
(2x) j .

Thus, (
1

1− 2x

)m+n

=

∞∑
j=0

(m+n+ j−1
j

)
(2x) j . �

Theorem 4. The exponential generating function for the sequence
{
gn

m
}

is

gm(x)=

(
(2m− 1)!

2m−1(m− 1)!

)
e

x
1−2x

(1− 2x)m ,

where the n-th term of the sequence
{
gn

m
}
, or Gmax(m, n), is given by g(n)

m (0).

Proof. We have

e
x

1−2x

(1− 2x)m =

∞∑
n=0

( x
1−2x

)n

n! (1− 2x)m =

∞∑
n=0

xn

n!

(
1

1− 2x

)m+n

.
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Using Lemma 3, we obtain

e
x

1−2x

(1− 2x)m =

∞∑
n=0

(
xn

n!

∞∑
j=0

(m+n+ j−1
j

)
(2x) j

)
.

Expanding this series yields

e
x

1−2x

(1− 2x)m

=

(m−1
0

)
+

(m
1

)
(2x)+ · · ·+

(m+ j−1
j

)
(2x) j

+ · · ·

+

(m
0

)
x +

(m+1
1

)
(2x)x + · · ·+

(m+ j
j

)
(2x) j x + · · ·

+ · · ·

+

(m+n−1
0

) xn

n!
+

(m+n
1

)
(2x)

xn

n!
+ · · ·+

(m+n+ j−1
j

)
(2x) j xn

n!
+ · · · .

By looking at the coefficient of each power of x , the following infinite series is
created (consider a diagonal argument).

e
x

1−2x

(1− 2x)m =

∞∑
n=0

(
xn

n∑
k=0

(m+n−1
k

) 2k

(n− k)!

)

=

∞∑
n=0

(
xn n!

n!

n∑
k=0

(m+n−1
k

)k!
k!

2k

(n− k)!

)

=

∞∑
n=0

(
xn 1

n!

n∑
k=0

(m+n−1
k

) n! k! 2k

k! (n− k)!

)

=

∞∑
n=0

(
xn

n!

n∑
k=0

(m+n−1
k

)(n
k

)
k!2k

)
.

Thus,(
(2m− 1)!

2m−1(m− 1)!

)
e

x
1−2x

(1− 2x)m

=

∞∑
n=0

(
xn

n!

(
(2m− 1)!

2m−1(m− 1)!

) n∑
k=0

(m+n−1
k

)(n
k

)
k! 2k

)
. �

4. Distribution of DCJ distance

To understand the way in which distance from a given genome is distributed across
all genomes, we count the total number of genomes that are each distance away
from an arbitrary genome. Employing Theorem 1, we recognize that a destination
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genome is distance d away from a starting genome precisely when there are a total
of N − d cycles and pairs of odd-length paths in the adjacency graph between the
two genomes. Consequently, we count the number of distinct adjacency graphs we
can construct from a given starting genome that include exactly N − d cycles and
pairs of odd-length paths.

Lemma 5. The number of ways to arrange 2p upper telomeres and k upper adja-
cencies into distinct adjacency graphs that contain exclusively odd-length paths is

k!
(2p+k−1

k

)
2k .

Proof. Consider the following counting procedure.

1. We begin by arranging the k upper adjacencies according to the order that they
will appear in the odd-length paths. This can be accomplished in k! ways.

2. Next, partition the k upper adjacencies into 2p odd-length paths. Each of these
paths is distinct because it contains a distinct upper telomere. The number of
ways to do this is (2p+k−1

k

)
.

3. Once all of the upper vertices have been assigned to paths and have been
arranged, there are two choices for how to connect each upper adjacency
with its neighbors on its path. (For instance, if an odd-length path contains
ordered upper vertices {1t} and {1h, 2t}, there are two possibilities for the
lower adjacencies in between: {1t, 1h}, {2t} and {1t, 2t}, {1h}). To accomplish
this, we multiply by 2k .

Multiplying these terms yields

k!
(2p+k−1

k

)
2k . �

Lemma 6. The number of ways to arrange i upper internal vertices into distinct
adjacency graphs that contain q cycles and no even-length or odd-length paths is

s(i, q)2i−q ,

where s(a, b) are the unsigned Stirling numbers of the first kind.

Proof. The unsigned Stirling numbers of the first kind s(i, q) count the number
of permutations of i elements (the upper adjacencies) into q disjoint cycles. Note
that for this Stirling sequence, the clockwise or counterclockwise orientation of
each cycle that contains more than two upper adjacencies is distinct. If we impose
a lexicographic ordering of the upper adjacencies in each cycle, the clockwise
or counterclockwise orientation of these adjacencies can represent the two ways
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in which the adjacency with the smallest value in the lexicographic ordering can
connect with its neighbors in the cycle. (Suppose the upper adjacency {1h, 2t} has
the smallest value in its cycle with respect to the lexicographic ordering. {1h, 2t}
can connect to its left neighbor through a lower adjacency that contains the end
1h or through a lower adjacency that contains the end 2t . The end that {1h, 2t}
contributes to the lower adjacency to its right is determined by this choice.)

Once all of the upper adjacencies have been arranged into cycles, there are two
choices for how to connect each upper adjacency with its neighbors on its path.
(If a path contains ordered upper adjacencies {1h, 2t}, {2h, 1t}, {3t, 3h}, there are
eight possibilities for the lower adjacencies in between. These include {2t, 2h},
{1t, 3t}, {3h, 1h} and {2t, 1t}, {2h, 3t}, {3h, 1h} for example.) We have already
connected one upper adjacency to its neighbors in each cycle that has more than
two upper adjacencies. To connect the others in these cycles, we multiply by
two for each additional upper adjacency. For cycles containing exactly one upper
adjacency, there is only one way to create the lower adjacency in the cycle. For
cycles containing exactly two upper adjacencies, there are two ways to form the
two lower adjacencies. (For {1h, 3t} and {2t, 2h} the lower adjacencies could be
{1h, 2t}, {3t, 2h} or {1h, 2h}, {3t, 2t}.)

Hence, we multiply by two for every upper adjacency in a cycle beyond the first
upper adjacency in that cycle. Since there are q cycles, we multiply by 2i−q .

Collecting everything together yields s(i, q)2i−q . �

Combining Lemmas 6 and 5 and Theorem 2, we establish the following result
that classifies all genomes according to their distance from a given genome.

Theorem 7. The number of genomes that are a distance d away from a starting
genome having 2m telomeres and n adjacencies is

G(m, n, d)

=

min{n,m+n−d}∑
c=max{0,n−d}

n∑
i=c

n−i∑
j=0

n−i− j∑
k=0

s(i, c)n! (2(d + c− n)− 1)!!

i ! k! 2c+k−n

( 2m
2(d+c−n)

)
×

(2(m+n−d−c)+ j−1
j

)(d+c−i− j−1
n−i− j−k

)
,

where s(a, b) are the unsigned Stirling numbers of the first kind.

Proof. We count the number of distinct adjacency graphs from a genome with
2m telomeres and n adjacencies, where each graph contains a total of N − d
cycles and pairs of odd-length paths (the remaining paths are of even length). Let
i and j represent the number of upper adjacencies in cycles and in odd-length
paths, respectively, and define c to be the number of cycles in the adjacency graph.
Consider the following counting procedure.
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1. We begin by summing over the number of cycles c in the adjacency graph.
The minimum number is max{0, n− d} because the number of cycles must
be nonnegative, and we are restricted by the maximum number of odd-length
paths that can be formed (recall that the adjacency graph must have N − d
cycles and pairs of odd-length paths). Since each odd-length path must contain
an upper telomere, the number of odd-length paths that can be formed is at
most 2m. Recall that N − d = I/2+ c, where I is the number of odd-length
paths in the adjacency graph (Theorem 1). It follows that 2m is the maximum
value for I , and in this case, N − d = m + c. Substituting m + n for N and
simplifying yields c = n− d.

The maximum number of cycles that can be in the adjacency graph is
min{n, m + n− d}. We are restricted by the number of upper adjacencies n
since each cycle contains exclusively adjacencies. We are also restricted by
N − d since the total number of cycles and pairs of odd-length paths must not
exceed N − d = m+ n− d.

2. Next, we sum over i , the number of upper adjacencies that are in cycles. This
is at least c and at most n.

3. We then sum over j , the number of upper adjacencies that are in odd-length
paths. j can be 0, but it must not exceed n− i since n− i is the number of
upper adjacencies that remain after the first two steps.

4. Now, we choose 2(m+ n− d − c) upper telomeres to be in odd-length paths.
Notice that after we have decided on the number of cycles c, we know from
Theorem 1 that there are N − d− c = m+ n− d− c pairs of odd-length paths
in the adjacency graph. Thus, we multiply by( 2m

2(m+n−d−c)

)
=

( 2m
2(d+c−m)

)
.

5. Next, we pick the upper adjacencies that are in cycles and those that are in
odd-length paths. This can be done in(n

i

)(n−i
j

)
ways.

6. We now arrange into odd-length paths the n+m−d−c pairs of upper telomeres
and j upper adjacencies that we have selected to be in odd-length paths. From
Lemma 5, the number of ways to do this is

j !
(2(n+m−d−c)+ j−1

j

)
2 j .



502 JACKIE CHRISTY, JOSH MCHUGH, MANDA RIEHL AND NOAH WILLIAMS

7. We proceed by arranging into c cycles, the i upper adjacencies that we have
selected for this purpose. Lemma 6 establishes that there are

s(i, c)2i−c

ways to accomplish this, where s(a, b) are the unsigned Stirling numbers of
the first kind.

8. The remaining 2(d + c− n) upper telomeres and n− i − j upper adjacencies
are placed into paths of even length. There are

(2(d + c− n)− 1)!!

n−i− j∑
k=0

((d+c−n)+(n−i− j)−1
n−i− j−k

)(n− i − j)!
k!

2n−i− j−k

ways to do this by (see Equation (2) in the proof of Theorem 2).

We now combine these eight steps and place the sums together, using the abbre-
viation ∑′

=

min{n,m+n−d}∑
c=max{0,n−d}

n∑
i=c

n−i∑
j=0

n−i− j∑
k=0

for simplicity. We obtain

G(m, n, d)

=

∑′
( 2m

2(d+c−m)

)(n
i

)(n−i
j

)
× j !

(2(n+m−d−c)+ j−1
j

)
2 j s(i, c)2i−c

× (2(d + c− n)− 1)!!
(d+c−i− j−1

n−i− j−k

)(n− i − j)!
k!

2n−i− j−k

=

∑′ s(i, c) (2(d + c− n)− 1)!! j ! (n− i − j)!
k! 2c+k−n

(n
i

)(n−i
j

)
×

( 2m
2(d+c−n)

)(2(m+n−d−c)+ j−1
j

)(d+c−i− j−1
n−i− j−k

)
=

∑′ s(i, c) (2(d + c− n)− 1)!! j ! (n− i − j)! n! (n− i)!
k! 2c+k−ni ! (n− i)! (n− i − j)! j !

×

( 2m
2(d+c−n)

)(2(m+n−d−c)+ j−1
j

)(d+c−i− j−1
n−i− j−k

)
=

∑′ s(i, c)n! (2(d + c− n)− 1)!!

i ! k! 2c+k−n

( 2m
2(d+c−n)

)
×

(2(m+n−d−c)+ j−1
j

)(d+c−i− j−1
n−i− j−k

)
. �
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Remark. Let G(m, n, d) be the number of genomes that are a distance d away
from a starting genome having 2m telomeres and n adjacencies, and let Gmax(m, n)

be the number of genomes that are the maximum DCJ distance away from the same
genome. Then Gmax(m, n)= G(m, n, m+ n).

In the case where d = m+ n the inner two sums in G(m, n, m+ n) collapse with
c = i = 0, and we have,

G(m, n, m+ n)=

n∑
j=0

n− j∑
k=0

s(0, 0)n! (2m− 1)!!

0! k! 2k−n

(2m
2m

)( j−1
j

)(m+n− j−1
n− j−k

)
.

Since
( j−1

j
)
= 0 unless j = 0, the outer sum collapses, and we obtain

G(m, n, m+ n)=

n∑
k=0

n! (2m− 1)!!

k!
2n−k

(m+n−1
n−k

)
= (2m− 1)!!

n∑
k=0

(m+n−1
n−k

)n!
k!

2n−k

= Gmax(m, n).

Theorem 8. Let G(m, n, d) be the number of genomes that are a distance d away
from a starting genome having 2m telomeres and n adjacencies. Then, G(m, 0, d)=

G(m− 1, 1, d).

Proof. From Theorem 7 we have

G(m, 0, d)

=

0∑
c=0

0∑
i=0

0∑
j=0

0∑
k=0

s(0, 0)0! (2(d+0)−1)!!

0! 0! 20

( 2m
2(d+0)

)(2(m+0)+0−1
0

)(d+0−1
0

)
= (2d−1)!!

(2m
2d

)
,

G(m−1, 1, d)

=

min{1,m+1−d}∑
c=max{0,1−d}

1∑
i=c

1−i∑
j=0

1−i− j∑
k=0

s(i, c)1! (2(d+c−1)−1)!!

i ! k! 2c+k−1

( 2(m−1)

2(d+c−1)

)
×

(2(m−d−c)+ j−1
j

)(d+c−i− j−1
1−i− j−k

)
.

In this last equation, suppose m− d 6= 0 and d 6= 0. Then, we have
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G(m− 1, 1, d)=

1∑
c=0

1∑
i=c

1−i∑
j=0

1−i− j∑
k=0

s(i, c) (2(d + c− 1)− 1)!!

i ! k! 2c+k−1

( 2(m−1)

2(d+c−1)

)
×

(2(m−d−c)+ j−1
j

)(d+c−i− j−1
1−i− j−k

)
.

This sum becomes

G(m− 1, 1, d)

= (2d − 1)!!
(2m−2

2d

)
+ 0+ 2(2d − 3)!!

(2m−2
2d−d

)
2(m− d)

+ (2d − 3)!!
(2m−2

2d−2

)
+ 2(2d − 3)!!

(2m−2
2d−2

)
(d − 1)

= (2d − 1)!!
(2m

2d

)(2m− 2d)(2m− 2d − 1)

(2m)(2m− 1)

+ (2d − 3)!!
(2m

2d

) (2d)(2d − 1)

(2m)(2m− 1)
(4(m− d)+ 1+ 2(d − 1))

= (2d − 1)!!
(2m

2d

)((2m− 2d)(2m− 2d − 1)

(2m)(2m− 1)
+

2d(4m− 4d + 1+ 2d − 2)

(2m)(2m− 1)

)
.

Obtaining a common denominator and simplifying yields

G(m− 1, 1, d)= (2d − 1)!!
(2m

2d

)(4m2
− 2m

4m2− 2m

)
= (2d − 1)!!

(2m
2d

)
.

Hence, G(m, 0, d)=G(m−1, 1, d) when m−d 6= 0 and d 6= 0. A similar argument
shows that G(m, 0, d) = G(m − 1, 1, d) when m = d. Now, if d = 0, we have
G(m, 0, 0) = G(m − 1, 1, 0), since there is only one genome that is a distance 0
away from a starting genome regardless of the starting genome. Thus, in all cases,
we have established that

G(m, 0, d)= G(m− 1, 1, d)= (2d − 1)!!
(2m

2d

)
. �

Definition 9. Consider all DCJ genomes defined the same set of N genes. Observe
that for each of these genomes, N =m+n, where 2m is the number of telomeres and
n is the number of adjacencies in the genome. We define the distance distribution
on N genes with respect to n to be the distribution of genomes according to their
distance from a given genome containing n adjacencies and 2(N − n) telomeres.

Figure 4 depicts the distance distribution on five and on ten genes for all pos-
siblities of n adjacencies. These results contribute to the understanding of how
DCJ distance is distributed over all genomes. The figure displays one property that
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we have observed for every distance distribution we have considered thusfar. The
following conjecture summarizes this feature.

Conjecture 1. The distance distribution on N genes with respect to n is unimodal
for n = 0, 1, . . . , N − 1.
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0, 1, . . . , n adjacencies, for n= 5 (top), n= 10 (middle) and n= 20
(bottom).
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Although we have yet to prove this claim, it has been verified for all distance
distributions on N genes where 1≤ N ≤ 10, and for the cases where N = 16 and
N = 20.

5. Concluding remarks

We would like to extend our results to an unsigned version of the DCJ model.
Using a computer program that we created to simulate DCJ operations on unsigned
genomes, we collected information about maximally distant genomes. For small
values of N , we counted the total number of genomes that can be defined on a fixed
number of genes.

In addition to examining maximally distant genomes, we investigated properties
of the maximum distance graph M , whose vertices constitute all possible genomes
of length N and whose edges link two vertices a and b whenever genome a is
maximally distant from genome b. In Figure 5, we show such a graph for all
genomes on three genes.
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Figure 5. Maximum distance graph M for all genomes on 3 genes,
with genomes labeled in lex order. It is a tripartite graph with
maximally independent subsets of sizes 4, 7, and 11.

Ultimately, we would like to develop a formula for the distance between unsigned
genomes and one that counts all of the possible unsigned genomes defined on a
fixed set of genes. We could then extend our results from Sections 3 and 4 to the
unsigned DCJ model.
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Mathematical modeling of integrin dynamics in
initial formation of focal adhesions
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Cellular motility is an important function in many cellular processes. Among
the key players in cellular movement are transmembrane receptor proteins called
integrins. Through the development of a mathematical model we investigate
the dynamic relationship between integrins and other molecules known to con-
tribute to initial cellular movement such as extracellular ligands and intracellular
adhesion proteins called talin. Gillespie’s stochastic simulation algorithm was
used for numerical analysis of the model. From our stochastic simulation, we
found that most activity in our system happens within the first five seconds.
Additionally we found that while ligand-integrin-talin complexes form fairly
early in the simulation, they soon disassociate into ligand-integrin or integrin-
talin complexes, suggesting that the former tertiary complex is less stable than
the latter two complexes. We also discuss our theoretical analysis of the model
and share results from our sensitivity analysis, using standardized regression
coefficients as measures of output sensitivity to input parameters.

1. Introduction

The processes of cellular movement and migration are vital to the performance and
maintenance of an individual cell and in turn to the well-being of the larger organism.
Embryonic development, the immune system response, and tissue regeneration all
require cell motility to progress effectively. Cellular processes that are harmful
to the body, such as cancer metastasis, also rely on cell motility [Lauffenburger
and Horwitz 1996; Fletcher and Theriot 2004]. Due to the importance of cell
motility for proper function of an organism, it is necessary to develop a deeper
understanding of the mechanisms involved. One way to do so is through the use
of mathematical models, which can provide insight beyond that garnered from
traditional experimental methods and techniques.
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The process of cell motility can be broken down into four general steps. First,
the cell protrudes a thin lamellipodium, a projection of the cell’s cytoskeleton,
from its leading edge in the desired direction of motion. Next, the lamellipodium
attaches to the extracellular matrix through the use of focal adhesions, which are
macromolecule assemblies containing integrin receptor proteins, actin, and other
linking proteins. Then myosin-II, a motor protein in the cell, causes actin strands
to converge, which pulls on the focal adhesions and generates traction. Finally, the
traction causes weaker focal adhesions in the rear of the cell to detach and, through
the contraction of the actin filaments, moves the cell body forward [Wehrle-Haller
2006; Ananthakrishnan and Ehrlicher 2007].

Our focus is on the development of the focal adhesions in the second step of
the motility process. In particular, we seek to model the dynamics of integrins,
transmembrane receptor proteins that play a major role in the development of these
adhesions [Hynes 1992]. Within each focal adhesion, integrins form mechanical
linkages to extracellular signaling molecules called ligands. The number of integrins
bound to extracellular ligands as well as to intracellular adhesion proteins is a key
factor in determining the strength and duration of the linkages, thus providing a
deeper understanding of the overall motility properties of the cell.

Other approaches to modeling and investigating focal adhesions have varied.
Some models have compared the strength of a given focal adhesion with the
number of ligand-integrin bonds within the adhesion (see, for example, [Gallant
and Garcia 2007; Gov 2006; Flaherty et al. 2007]). These models have investigated
the forces required to detach the cell from its environment, given the number of
ligand-integrin bonds. Other stress-based models, such as [Gallant and Garcia
2007; Cozens-Roberts et al. 1990; Ward and Hammer 1993], show the distribution
and total stress in the focal adhesions in relation to time or strain of the integrins.
Our model differs from these as it takes into account the initial formation of focal
adhesions and the binding interactions between the primary molecules present
within a nascent adhesion. This has allowed us to investigate which molecules
contribute more and in what manner to the formation and fate of focal adhesions.

As our goal is to model the interactions between integrins and other molecules
in a focal adhesion, it is necessary to take into account the likelihood that integrins
bind to other molecules. Heterodimeric integrins exist in low-affinity (“inactive”)
and high-affinity (“active”) states, and a variety of molecules from both inside and
outside the cell are known to take part in the regulation of these integrin states.
Among the most important of these molecules are talin and extracellular ligands
[Small et al. 2002; Soll 1995]. Talin, which is an intracellular signaling molecule,
can bind to and activate integrins from inside the cell. This activation is known
to increase an integrin’s affinity for ligands. A ligand binding to an integrin also
activates the integrin from the outside of the cell, both providing linkage to the
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extracellular matrix and increasing the integrin’s affinity for intracellular molecules
as well as for other ligands [Cluzel et al. 2005].

This paper is organized as follows. In Section 2 (stochastic simulation), we
discuss how we use mass action kinetics and Gillespie’s algorithm to model a system
involving key molecules participating in the early formation of focal contacts. In
Section 4 (numerical results), we discuss our results from the stochastic simulation.
In Section 5 (deterministic model), we conduct theoretical analysis on an ordinary
differential equations model of our system to check the mathematical relevance
of the system. Next, in Section 7 (sensitivity analysis), we discuss parameters
which may cause more uncertainty in our model output and would therefore warrant
further investigation. We conclude with a discussion and future directions.

2. Stochastic simulation

Experiments have indicated that the primary players in early focal adhesion forma-
tion include integrins, ligands, and talin [Cluzel et al. 2005]. At present, our model
focuses on the initial dynamics between these molecules, as depicted in Figure 1.

Integrins bind with ligands to form integrin-ligand complexes, and conversely,
ligand-integrin complexes can dissociate into free ligands and free integrins (see
Equation (1)). Similarly, integrins can bind with talin to form integrin-talin com-
plexes, which can then dissociate into free ligands and free talin (Equation (2)).

Figure 1. Depiction of formation of focal contacts (term commonly used
for early focal adhesions) through lateral diffusion of integrins, binding of
integrins to talin, and binding of integrins to extracellular ligands. Modified
from Figure 12.2 of [O’Day 2012].
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Free talin and free ligands can also each bond with complexes from Equations
(1) and (2), respectively, to form integrin-ligand-talin complexes, which can then
dissociate (Equations (3) and (4)) [Wehrle-Haller 2006]. As integrins are known
to diffuse along the plasma membrane, a reaction was also included to allow for
the diffusion of integrins into and out of our system, where the diffusing integrins
come from an outside source (Equation (5)). Therefore the reactions included in
our system are the following:

L+ I
k+L
−−⇀↽−−

k−L

LI, (1)

I+T
k+T
−−⇀↽−−

k−T

IT, (2)

IT+L
k+LT
−−⇀↽−−

k−LT

LIT, (3)

LI+T
k+LIT
−−⇀↽−−

k−LIT

LIT, (4)

S
k+D
−−⇀↽−−

k−D

I. (5)

In the above reactions the following abbreviations are used: L for ligands, I
for integrins, LI for ligand-integrin complexes, T for talin, IT for integrin-talin
complexes, LIT for ligand-integrin-talin complexes, and S for an outside source of
integrins.

Using these reactions, we seek to model the change in the number of each
molecule over time. We begin by supposing that the initial number of molecules of
each reactant is known. The state vector, denoted by X (t), which changes each time
one of the above reactions takes place, is used to record the amount of each reactant
at any time t . This state vector evolves according to the propensity functions of
our original reactions. The propensity function, denoted by a j , is the likelihood
that the j-th reaction will occur and is proportional to the product of the number
of molecules of the reactants in the j-th reaction. For example, take the forward
reaction of (1), where ligands bind to integrins with forward rate constant k+L . The
propensity function for the forward reaction would be:

a1 = [L] ∗ [I] ∗ k+L ,

where [L] is the number of free ligand molecules and [I] of the number of free
integrin molecules.
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L I IT LI LIT T

v1 −1 −1 0 1 0 0
v2 1 1 0 −1 0 0
v3 0 −1 1 0 0 −1
v4 0 1 −1 0 0 1
v5 −1 0 −1 0 1 0
v6 1 0 1 0 −1 0
v7 0 0 0 −1 1 −1
v8 0 0 0 1 −1 1


Figure 2. Stoichiometry matrix.

Next we create a stoichiometry matrix, which is used to track changes in the
state vector and allows us to follow changes in the entire system rather than in one
reactant. Figure 2 shows the entire stoichiometry matrix. Each row of the matrix
tells us which molecules to add, take away, or keep fixed depending on which
reaction occurred.

To illustrate how the stoichiometry matrix is used, take the forward reaction
of (1), where one ligand and one integrin bind to form a ligand-integrin complex.
As shown in Figure 2, the corresponding row for this reaction, ν1, has a “−1” in
both the ligand and integrin columns to indicate the loss of one of each of these
molecules and a “+1” in the ligand-integrin complex column to indicate the gain
of one complex. Since the other reactants are unaffected by this reaction, all other
entries in this row contain a zero.

In order to predict the future states of the whole system of molecules, we seek
to model P(X, t), the probability of the system being in a certain state, X (t), at
a certain point in time, t . This probability is equal to the probability of moving
to that state from a neighboring one, given by a j (X (t)− ν j ) · P(X (t)− ν j , t),
minus the probability of moving from that state to a neighboring one, given by
a j (X (t)) · P(X (t), t) multiplied by the time step 1t . In general, for a system with
M reactions, we sum all these probabilities for each of the M reactions, divide
by 1t , and take the limit as 1t approaches zero to obtain the Chemical Master
equation:

d P(X (t), t)
dt

=

M∑
j=1

(a j (X (t)− ν j ) · P(X (t)− ν j , t))− a j (X (t)) · P(X (t), t)

which is a set of ordinary differential equations for the probability of the whole
system being in a particular state X (t) at any time t .
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3. Simulation method: Gillespie’s algorithm

The chemical master equation has continuous time, but the state of the system
is updated discretely. This makes it very difficult to obtain an analytic solution.
Therefore, we approximate a solution using Gillespie’s algorithm [1977], which
can be summarized in the following steps:

(1) Initialize the time t = t0 and the state of the system x = x0.

(2) Evaluate the propensities for each reaction, a j , and the sum of the propensities,
asum.

(3) Randomly choose two numbers from a uniform distribution on [0, 1], denoted
ξ1 and ξ2.

(4) In order to obtain the next reaction that will take place, let j be the smallest
integer satisfying

∑M
j=1 a j (X (t)) > ξ1 · asum(X (t)), where asum is the sum of

the propensities.

(5) Let τ = ln(1/ξ2)/asum(X (t)). This determines the next time a reaction will
take place. For more details on the choice of τ , see [Gillespie 2007].

(6) Now that the next time step and reaction have been chosen, update the current
time, t, by changing it to t+τ . Similarly, update the current state of the system
by setting X (t+ τ)= X (t)+ν j , where ν j is the j -th row of the stoichiometry
matrix.

(7) Repeat steps (1)–(5) until the desired time course has been reached.

The interested reader may see [Higham 2008] for a more detailed description
of Gillespie’s method. In the fifth step of the algorithm, the state of the system is
updated with the stoichiometry matrix. To illustrate this step, assume the forward
reaction of step (1) has been randomly chosen to occur at time t∗. This reaction
corresponds to the first row of the stoichiometry matrix. Therefore, if the current
state of our system is X (t), then to get the new state of the system, ν1 is added to
X (t) to obtain X (t∗) as follows:

X (t)=
[ L I IT LI LIT T

15 10 0 0 0 0
]

v1 =
[
−1 −1 0 1 0 0

]
X (t∗)=

[
14 9 0 1 0 0

]
These steps of the algorithm are repeated until the desired time course is achieved.
In the next section, we describe the results obtained from simulations of our model
for durations of both five and twenty seconds. We also provide an interpretation for
the corresponding outputs in the context of our biological system.
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4. Numerical results

Our stochastic simulations were run in COmplex PAthway SImulator (CoPaSi),
using Gillespie’s algorithm as described in Section 3 and the rate constants shown
in Table 1 on the next page. Rate constants were chosen to reflect values of
similar parameters from the literature [Lee et al. 2007; Calderwood et al. 2002]
and represent an initial attempt to compare the stochastic and deterministic results.
For more details on how CoPaSi implements Gillespie’s method, see [Gibson and
Bruck 2000].

Figures 3 and 4 show several examples of CoPaSi output from one simulation. The
two graphs in Figure 3 show reactant activity over twenty seconds: the upper graph
shows activity for all reactants, while the lower combines all integrin complexes into
bound integrins (BI). The two graphs in Figure 4 show the same reactant activity
over the shorter time course of five seconds.
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Figure 3. Representative output for each model variable, simulated stochas-
tically through Gillespie’s algorithm (described in Section 3) in CoPaSi.
Abbreviations are as follows: IT = integrin-talin complex; I = integrin;
LIT = ligand-integrin-talin complex; LI = integrin-ligand complex; L =
ligand; T= talin; BI = bound integrins (IT+LI+LIT).
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Reaction equation Rate value Parameter name

I+L−−→ LI 0.1 k+L
LI −−→ I+L 0.05 k−L
I+T−−→ IT 0.1 k+T
IT −−→ I+T 0.072 k−T
IT+L−−→ LIT 0.5 k+LT
LIT −−→ IT+L 0.05 k−LT
LI+T−−→ LIT 0.3 k+LIT
LIT −−→ LI+T 0.04 k−LIT
S−−→ I 0.05 k+D
I−−→ S 0.01 k−D

Table 1. Rate parameters for model reactions.
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Figure 4. Representative output for each model variable, simulated stochas-
tically through Gillespie’s algorithm (described in Section 3) in CoPaSi.
Abbreviations are as follows: IT = integrin-talin complex; I = integrin;
LIT = ligand-integrin-talin complex; LI = integrin-ligand complex; L =
ligand; T= talin; BI = bound integrins (IT+LI+LIT).
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Figure 5. The average of 100 stochastic simulations over 20 seconds us-
ing Gillespie’s algorithm in CoPaSi. Abbreviations are as follows: IT =
integrin-talin complex; I = integrin; LIT = ligand-integrin-talin complex;
LI = integrin-ligand complex; L= ligand; T= talin.

Of particular interest is the activity of talin and ligand molecules, which are
depleted very early in the simulation (just before 2 seconds have elapsed) and
remain very close to zero throughout the time course, with most activity occurring
within the first five seconds. The corresponding increases in LI and IT complexes
is expected, but the gradual increase in LI and IT and the gradual decrease in
LIT complexes indicate that the former two complexes are more stable than the
latter. This suggests that while LIT complexes form early on in focal adhesion
development, the tertiary complex is less stable and therefore possibly less vital to
continued stability of the overall focal adhesion.

While analyzing individual simulations of our stochastic model can provide
information on the random interactions of individual species, the average of multiple
simulations provides insight into overall trends in the dynamics of our system. As
shown in Figure 5, the responses of the reactants averaged over 100 simulations
are qualitatively similar to that of a sample individual simulation. Figure 5 also
supports the observation from individual simulations that most of the system activity
happens within the first five seconds.

Corresponding standard deviations were computed to examine the variability for
each reactant in our system. Figure 6 shows the average of 100 simulations and the
standard deviation for ligand-integrin-talin complexes and ligands, respectively.

5. Deterministic model

For a more thorough investigation of our model, we also looked at the reactions
using ordinary differential equations. These equations are based on assumptions
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Figure 6. The average (in solid lines) of 100 stochastic simulations with one
standard deviation from the mean (in dotted lines) for ligand-integrin-talin
complexes (top) and free ligands (bottom).

of mass-action kinetics which states that the rate of a chemical reaction is directly
proportional to the molecular concentrations or number of molecules of the reacting
substances. Take, for example, the forward reaction of (1), where ligands bind
with integrins to form ligand-integrin complexes with forward rate constant k+L .
Similarly, ligand-integrin complexes dissociate to form free ligands and integrins,
with backwards rate constant k−L . However, this is only one of the reactions affecting
the amount of free ligands at any time t . Taking into consideration the other reactions
affecting the amount of free ligands, we form the following ordinary differential
equation for the change in ligands:

d[L]
dt
=−k+L [L] · [I] + k−L [LI] − k+LT[L] · [IT] + k−LT[LIT].
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Note that k+L follows a negative sign since that is the rate at which we lose ligands
and integrins, and k−L follows a positive sign because that is the rate at which we
lose ligand-integrin complexes and thus gain ligands. We proceed in a similar
manner for the rest of the reactions and form our system of ordinary differential
equations:

d[L]
dt
=−k+L [L] · [I] + k−L [LI] − k+LT[L] · [IT] + k−LT[LIT], (6)

d[I]
dt
=−k+L [L] · [I] + k−L [LI] + k+D[S] − k−D[I] − k+T [T] · [I] + k−T [IT], (7)

d[LI]
dt
= k+L [L] · [I] − k−L [LI] − k+LIT[T] · [LI] + k−LIT[LIT], (8)

d[IT]
dt
= k+T [T] · [I] − k−T [IT] − k+LT[L] · [IT] + k−LT[LIT], (9)

d[LIT]
dt

= k+LT[L] · [IT] − k−LT[LIT] + k+LIT[T] · [LI] − k−LIT[LIT], (10)

d[S]
dt
= k−D[I] − k+D[S], (11)

d[T]
dt
=−k+T [T] · [I] + k−T [IT] − k+LIT[T] · [LI] + k−LIT[LIT]. (12)

Numerical solutions to this system of equations were obtained using the Matlab
differential equation solver ode15s. The initial conditions were as follows: L= 15,
I= 25, IT= 0, LI= 0, LIT= 0, T= 15, and S= 30. The results of the deterministic
simulation (Figure 7) are very similar to the average of the results of 100 stochastic
simulations (Figure 5). Both graphs show similar behavior for the amounts of all

Figure 7. Results of deterministic simulation over 20 seconds.
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reactants. Additionally, for both the stochastic and the deterministic simulation, the
most dynamic behavior occurs within the first five seconds.

6. Qualitative analysis

While some systems of equations can be solved analytically, there are many systems
for which this cannot be done. Often this is the case for systems of nonlinear
equations representing real-world problems, such as complex biological systems.
Rather than solving for an analytic solution, or approximating a solution numerically,
certain aspects of the solution can be investigated to learn more about the overall
qualitative behavior of the system. Among these qualities are existence, uniqueness,
boundedness of solutions, and stability of steady state solutions. Due to the wide
array of tools available for analysis of deterministic systems, the analysis we have
used here is for a deterministic model, rather than a stochastic one.

The first aspect of our solution that we will check is existence. Existence of a
solution to our system is important because it enables further model analysis. After
verifying existence, we can check our solution for uniqueness. Since we are using
deterministic analysis, we should find that our solution is unique, which means
that there is exactly one solution for a given set of initial conditions. Biologically,
this means that given the same initial amounts of reactants, our system will always
behave in the same manner.

In order to show existence of a solution, we use the well-known theorem (stated
below) that says that if the right-hand side and the partials of a system of the form
ẋ = f (t, x) are continuous in some finite region B, and also bounded in region B,
then the approximations given in (14) that satisfy the given initial condition in (13)
converge uniformly on a given interval of time to a solution of the system.

Theorem 1 [Brauer and Nohel 1969]. Let f and ∂ f/∂x j ( j = 1, . . . , n) be contin-
uous on the box B = {(t, x) : |t − t0| ≤ a, |x − η| ≤ b}, where a and b are positive
numbers, and satisfying the bounds

| f (t, x)| ≤ N ,
∣∣∣∣∂ f (t, x)
∂x j

∣∣∣∣≤ K ( j = 1, . . . , n),

for (t, x) in B. Let α be the smaller of the numbers a and b/N and define the
successive approximations

φ0(t)= η, (13)

φn(t)= η+
∫ t

t0
f (s, φn−1(s)) ds. (14)

Then the sequence φ j of successive approximations converges (uniformly) on the
interval |t− t0| ≤α to a solution φ(t) of the system that satisfies the initial condition
φ(t0)= η.
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We first note that our system is in the form ẋ = f (t, x), where f (t, x) is a
vector-valued function equal to the right-hand side of our system in (6)–(12). To
check that our system satisfies the continuity requirements of the theorem, we check
that the right-hand sides of (6)–(12) and all of their partials are continuous. For
example, in (6) the right-hand side is composed of positive rate constants multiplied
by variables, so it is continuous.

Next we check that the partial derivatives from this equation are continuous. The
partial derivative with respect to L is

∂ f
∂[L]
= −k+L [I] − k+LT[IT].

The partial derivative does not contain any terms that could be discontinuous at
any point. It can be shown that the partial derivatives with respect to the remaining
variables in (6), as well as all partials for the remaining six equations of the system
are continuous everywhere. Additionally, it can be seen that both the right-hand
side and partial derivatives with respect to each variable in equations (6)–(12) are
bounded in finite time. Therefore, the continuity and boundedness requirements
have been met for Theorem 1.

The following well-known theorem can now be used to show uniqueness:

Theorem 2 [Brauer and Nohel 1969]. Suppose f and ∂ f/∂x j ( j = 1, . . . , n) are
continuous on the box B = {(t, x) : |t − t0| ≤ a, |x − η| ≤ b}. Then there exists at
most one solution of the system satisfying the initial condition φ(t0)= η.

We have previously shown that our system meets both of these requirements, so
we now know that our solution exists and is unique on a finite interval of time. In
the final section we will discuss our ongoing qualitative analysis efforts.

7. Sensitivity analysis

Sensitivity analysis allows us to examine the strength of the relationship between
the input parameters and output of our model. This can provide insight into which
parameters of our system more strongly effect the model output and are therefore
more of a priority when researching experimental values.

For our model, we used the sensitivity analysis method of standardized regression
coefficients (SRCs) to determine which parameters have the greatest effect on the
output. In this method, a model is represented as a linear model of the following
form, shown here for ligands:

L i (t)= b0(t)+
∑

j

b j (t)mi j + εi (t),

where L i is the linear fit for the i-th sample for ligands, each mi j is a value of the
sample matrix as described below, each b j is a standardized regression coefficient,
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and εi (t) is the error. Here, i is the index for the number of samples taken, and j is
the index for the number of parameters. The larger the absolute value of the b j , the
more sensitive the model is to the corresponding parameter.

To create our sample matrix, we used the sampling method of Latin Hypercube
Sampling. For each parameter in our model, we create an interval containing the
nominal value of the parameter, where the right endpoint is 10% higher than the
nominal value and the left endpoint is 10% lower. We then divide the interval
into subintervals of equal width and randomly choose a subinterval. From within
this subinterval a value is randomly chosen and entered into the sample matrix.
After this process has been repeated once for each parameter, the first row of the
sample matrix has been created. Note that the sample matrix entry denoted by
mi j represents the value of the j-th parameter for the i-th sample. For the next
sample, we exclude subintervals from which values have previously been chosen.
We continue sampling until only one subinterval remains for each parameter, from
which we pick the value for our final sample. The end result is an i by j matrix
where each row is used to create a linear, time-dependent function for each variable
being modeled. This method of sampling ensures that an accurate sampling of
the entire interval is obtained, while also allowing for all parameters to change
simultaneously through each run.

8. Sensitivity analysis results

Standardized regression coefficient values above zero indicate a positive relationship
between a particular rate parameter and the amount of a given reactant, where an
increase in the rate parameter results in an increase in the amount of the reactant.
SRC values below zero indicate a negative relationship, where an increasing value
of the rate parameter results in a decrease in the amount of the reactant. The R2

value is the correlation coefficient associated with using standardized regression
coefficients to determine which parameters have a stronger effect on the output of
our model. For all seven of our reactants, the R2 values for the SRCs were well
above 0.95 for the time-course of interest and thus the results obtained from our
sensitivity analysis are statistically valid. Table 2 provides an overview of the most
influential parameters for each model reactant, while the discussion that follows
provides an in-depth analysis of the sensitivity results for each reactant in the model.

SRCs for ligands. For ligands, all rate parameters have a greater effect for the first
five seconds of the simulation, after which the value for each rate parameter levels
off. This would seem to indicate that the amount of ligands in our system depends
on the early activity of the simulation. In particular, the rate constant k+L , which
is the rate at which ligands and integrins bind to form ligand-integrin complexes,
has the largest negative effect in the first five seconds on the number of ligands. As
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k+L increases, it becomes more likely that ligands will bind with integrins to form
ligand-integrin complexes, and therefore the number of free ligands will decrease.

SRCs for integrins. Two rate parameters in particular have an increasing effect on
the amount of integrins: k+D , the rate at which integrins diffuse into the system, and
k−D, the rate at which integrins diffuse out of the system. It is interesting to note
that these parameters have more of an effect as the simulation continues, which
suggests that once all the initial integrins are bound, diffusion into and out of the
system will be a greater source for additional free integrins than other complexes
disassociating to give free integrins. In the future, we would like to examine a more
biologically relevant representation of a diffusing integrin source.

SRCs for ligand-integrin complexes. For ligand-integrin complexes, two param-
eters, k+L and k+LIT have a greater effect at the beginning of the simulation before
leveling off, while the rest of the parameters have a growing effect on the system.
In particular, k+L , the rate at which ligands and integrins bind, most likely has a
greater effect on the number of ligand-integrin complexes because such complexes
are formed from the free ligands and integrins available at the beginning of the
simulation. As other reactions occur, however, there are additional ways to form
ligand-integrin complexes (such as a ligand-integrin-talin complex disassociating
to produce one ligand-integrin complex and one free talin molecule). Thus, the
number of ligand-integrin complexes would depend less on k+L as the simulation
progresses.

SRCs for integrin-talin complexes. The rate parameter k+T has a greater positive
effect than any other parameter on integrin-talin complexes at the very beginning
of the simulation (until approximately two seconds) but then decreases and levels

Reactant Positive effect Negative effect

L k−LT, k−L k+L , k+T
I k+D, k−L k−D, k−LIT

LI k−LIT, k−LT k−L , k−T
IT k−LIT, k−LT k−L , k−T
LIT k−L , k−T k−LIT, k−LT

T k−LIT, k−T k+T , k+L
S k−D k+D

Table 2. Summary of sensitivity analysis results. For each reactant, the
two parameters with the strongest positive and negative effects are listed, as
determined by standardized regression coefficient values.



524 A. BLUCHER, M. SALAS, N. WILLIAMS AND H. CALLENDER

off. However, after about five seconds into the simulation, k−L has the greatest
negative effect and k−LIT has the greatest positive effect on the number of integrin-
talin complexes. This suggests that as k−L increases, the number of ligand-integrin
complexes decreases, which in turn results in a decrease in the number of ligand-
integrin-talin complexes. With fewer LIT complexes to disassociate into free ligands
and integrin-talin complexes, there will be a decrease in the number integrin-talin
complexes. This illustrates how the rate parameter k−L actually has an indirectly
negative effect on the number of integrin-talin complexes.

SRCs for ligand-integrin-talin complexes. For ligand-integrin-talin complexes,
the rate parameter that has the greatest effect is k−LIT, which is the rate at which
ligand-integrin-talin complexes disassociate to produce talin molecules and ligand-
integrin complexes (Figure 8). Uniquely, the parameter k+T , or the rate at which
integrin and talin molecules bind to form integrin-talin complexes, has a positive
effect until about two seconds into the simulation, at which point it assumes a
negative effect. This could be explained by the fact that while many free talin
molecules still exist in the beginning of the simulation, k+T will positively contribute
to the number of integrin-talin complexes, which in turn will positively effect the
number of ligand-integrin-talin complexes. After all the initial free talin molecules
are gone, however, an increase in k+T will mean that any later free talin molecules
will be more likely to bind with integrins than other reactants. This will leave
very few free talin to bind with ligand-integrin complexes, resulting in an overall
decrease in the number of ligand-integrin-talin complexes. Thus, after the point
in the simulation where the initial free talin molecules are gone, k+T will indirectly
negatively effect the number of ligand-integrin-talin complexes.

SRCs for talin. Most rate parameters have a stronger effect on the amount of talin
within the first five seconds of the simulation, after which they level off (Figure 8).
The rate parameter k+T , which is the rate at which integrins and talin molecules bind,
has the greatest negative effect during the first five seconds. It is interesting to note
here that we might expect the parameter k+LIT, or the rate at which ligand-integrin
complexes and talin molecules bind to form ligand-integrin-talin complexes, to
have a greater effect on the number of talin molecules. However, while k+LIT does
have a reasonable negative effect, it is overshadowed by the negative effect of k+T .
This reflects the earlier inference that as k+T is increased, there is a decrease in the
amount of ligand-integrin-talin complexes.

SRCs for diffusing integrins. For the amount of diffusing integrins, the only rate
parameters that have an effect are k+D and k−D . This is reasonable given that the only
reaction these integrins are involved in is either diffusion into the system or diffusion
out of the system. Thus, the number of integrins in the pool outside of the system is
entirely dependent on the rate at which integrins both leave and return to the pool.
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Figure 8. Standardized regression coefficients for ligand-integrin-talin com-
plexes (top) and free talin molecules (bottom) in the system over a time
period of 20 seconds.

9. Conclusion and future work

The averaged results of our stochastic simulations are similar to the results from
our deterministic simulation, with both simulation types indicating that initial
focal adhesion formation occurs rapidly. This makes sense biologically because
a motile cell receiving outside signaling would likely be required to react quickly
in response. However, the speed of focal adhesion formation still needs to be
determined experimentally, and our model only offers a possible outcome of such
experiments.

The first step for future qualitative analysis for our system will be to demon-
strate boundedness of our solutions. Boundedness of solutions is an important
aspect to check given the context of our model. For instance, it would not make
sense if we discovered that a solution approached infinity in finite time or attained
negative values, since our system is modeling finite numbers of molecules over
time. Additionally, the steady-state solutions to the system can be solved for, and
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investigation can be conducted as to local and global stability of these steady-state
solutions.

While the sensitivity analysis is a good start in analyzing how sensitive the
model is to different parameters, a more accurate assessment could be accomplished
with additional rate values from the literature. Additional methods of sensitivity
analysis could shed more light on how the rate parameters affect the simulation
output. These methods include factors prioritization, which would pinpoint the
most influential factors in our system, and the Method of Morris, which would
identify factors with negligible effects and allow us to narrow our focus. While the
sensitivity analysis conducted thus far is only for the deterministic model, methods
for sensitivity analysis of stochastic models are currently being investigated and are
an area for future work.

In the future, we would like to find more accurate values from the literature for
the rate parameters in our model, beginning with the parameters to which our model
output is most sensitive, as indicated by our sensitivity analysis. We would also
like to include additional molecules involved in focal adhesion formation, such as
PIP2, which increases the affinity of talin for integrins. We could then see if we
retain a longer period of dynamic behavior in our stochastic results compared to
our deterministic results. Additionally, we would like to allow for the diffusion of
molecules other than integrins in and out of our system. This could result in more
activity within our system as molecules are replenished.
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Investigating root multiplicities in the indefinite
Kac–Moody algebra E10

Vicky Klima, Timothy Shatley, Kyle Thomas and Andrew Wilson

(Communicated by Jim Haglund)

Following a procedure outlined by Kang, we view the generalized eigenspaces,
known as root spaces, of the infinite dimensional Kac–Moody algebra E10 as
generalized eigenspaces for representations of the finite dimensional special linear
algebra A9. Then, using the combinatorial representation theory of the special
linear Lie algebras, we determine the dimensions of certain root spaces in E10.

1. Introduction

For the past forty years, Kac–Moody algebras have been a rich area of study due to
their numerous applications to other areas of mathematics and physics. Kac–Moody
algebras are of one of three types (i) finite, (ii) affine, or (iii) indefinite. While the
root multiplicities of finite and affine Kac–Moody algebras are well known [Kac
1990], we still do not have a general knowledge of root multiplicities in indefinite
type algebras.

Building on the work of Feingold and Frenkel [1983], Kac, Moody, and Waki-
moto [Kac et al. 1988] studied root multiplicities of the indefinite algebra E10

by considering this algebra as an extension of the affine algebra E9. Later, Kang
[1993a] developed a general construction for a class of indefinite algebras in which
he built the larger algebra from a related affine or finite algebra and certain modules
over that algebra. Kang’s construction has been used to study the multiplicities
of the indefinite algebras HA(1)n [Benkart et al. 1995; Kang 1993b; 1994b; 1994a;
Kang and Melville 1994; Hontz and Misra 2002a], HC (1)

n [Klima and Misra 2008],
HG(1)

2 [Hontz and Misra 2002b] and HD(3)
4 [Hontz and Misra 2002b], as well as

EHA(1)1 and EHA(2)2 [Sthanumoorthy and Uma Maheswari 2012]. In this paper, as
in [Kac et al. 1988], we consider the multiplicities of the indefinite algebra E10.
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However, in applying Kang’s construction we choose to build E10 not from the
infinite-dimensional E9 but rather from the finite-dimensional simple algebra A9.
Using a multiplicity formula also due to Kang [1994b] along with the combinatorial
representation theory for A9 we determine multiplicities for roots up to degree
−5. We recover some of the results in [Kac et al. 1988] and develop a recursive
procedure to extend these results.

2. Background

A Lie algebra over C is a vector space g over C, with an antisymmetric, bilinear
operation [ · , · ] : g× g→ g, called the bracket, such that the following property —
the Jacobi identity — holds: [a, [b, c]] = [b, [a, c]]+ [[a, b], c] for all a, b, c ∈ g.

Example 1. The Lie algebra of 2× 2 trace zero complex matrices with the com-
mutator bracket, [A, B] = AB − B A, is know as sl(2,C). This Lie algebra has
basis {

e =
(

0 1
0 0

)
, f =

(
0 0
1 0

)
, h =

(
1 0
0 −1

)}
and relations [e, f ] = h, [h, e] = 2e, [h, f ] = −2 f .

Any subalgebra s of g is a vector space over C and thus a linear functional α
on s is simply a linear function that assigns to each element of s a corresponding
complex number. The set of all linear functionals on s is itself a vector space over
C, denoted s∗. A Lie algebra g is s-diagonalizable if g can be written as a direct
sum of subspaces

gα =
{
g ∈ g | [s, g] = α(s)g for all s ∈ s

}
.

Example 2. The Lie algebra g= sl(2,C) introduced in Example 1 is diagonalizable
over its subalgebra h= {h}. Let α ∈ h∗ be defined by α(h)= 2. Then

gα =
{
g ∈ g | [h, g] = 2g for all h ∈ h

}
= span{e}.

Similarly, g0 = span{h} = h and g−α = span{ f }. Therefore g is h-diagonalizable
with decomposition g= gα ⊕ g0⊕ g−α.

We say a subalgebra s of g is abelian if [a, b] = 0 for all a, b ∈ s. A Cartan
subalgebra, h, of g is a maximal abelian subalgebra of g such that g is diagonalizable
over h. Given a Lie algebra g and a Cartan subalgebra h we define the roots of g as
those nonzero α ∈ h∗ such that

gα = {g ∈ g | [h, g] = α(h)g for all h ∈ h} 6= 0.

In this case we call gα the root-space associated with the root α and dim(gα) the
multiplicity of the root α.
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The decomposition of sl(2,C) given in Example 2 is a root-space decomposition
for this algebra because the subalgebra h = span{h} is a Cartan subalgebra of
sl(2,C). The root spaces in this example are simply the eigenspaces for g relative
to h. In general, when the Cartan subalgebra h is of dimension greater than one the
root spaces of g are generalized eigenspaces for g relative to h.

2.1. Cartan matrices and the Weyl group. The algebra sl(2,C) is a member of
the family of finite dimensional simple Lie algebras An = sl(n + 1,C), where
each algebra An consists of the (n + 1)× (n + 1) trace-zero complex matrices
under the commutator bracket. This family is one of four families of classical finite
dimensional simple Lie algebras, each of which can be modeled as collections of
familiar types of matrices.

In the late nineteenth century, William Killing and Élie Cartan showed that
these four classical families along with five exceptional families were the only
finite-dimensional simple Lie algebras. Given a finite-dimensional simple Lie
algebra g with Cartan subalgebra h= span{hi }

n
i=1 of dimension n, they described

the root-system of g using a linearly independent set of simple roots,

5= {αi }
n
i=1 ⊆ h∗,

and recorded defining information for the simple roots in a Cartan matrix

An×n = (ai j ) with ai j = α j (hi ). (1)

Let g(A) be the Lie algebra with Cartan matrix A, Cartan subalgebra h and
simple roots {αi }

n
i=1. For each i ∈ {1, 2, . . . , n} define the simple reflection ri on h∗

by ri (λ)= λ− λ(hi )αi . The Weyl group associated with A is the group generated
by all simple reflections and for finite Lie algebras this group is also finite. If

ω =

t∏
k=1

rik ,

where t is minimal amongst all such expressions we say ω is a reduced expression
and call t the length of ω, denoted `(ω). We can recover the set of all roots of the
finite-dimensional simple Lie algebra g(A) by letting the Weyl group associated
with A act on the set of simple roots. Each root space in a finite-dimensional
simple Lie algebra, g(A), is one-dimensional and therefore understanding the root
system is equivalent to understanding the algebra itself. Hence, classifying the finite-
dimensional simple Lie algebras amounts to classifying their Cartan matrices. See
[Berman and Parshall 2002] for an excellent source on the historical development of
Kac–Moody algebras beginning with Killing and Cartan’s work on the classification
of the finite-dimensional simple Lie algebras.

Each Cartan matrix as given in (1) has the following properties, where the indices
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range from 1 through n:

ai i = 2 for all i. (2)

ai j ∈ Z≤0 for i 6= j. (3)

ai j = 0 ⇐⇒ a j i = 0 for all i, j. (4)

det A 6= 0. (5)

Each proper principal minor of A is positive. (6)

Every indecomposable matrix — that is, every matrix whose rows or columns
cannot be permuted to block diagonal form — with these properties is the Cartan
matrix (in the sense of (1)) for a unique (up to isomorphism) simple Lie algebra.
Therefore we call any indecomposable square matrix with properties (2)–(6) an
indecomposable Cartan matrix. In 1966, Jean-Pierre Serre developed a presentation
of the unique (up to isomorphism) simple Lie algebra corresponding to a given
indecomposable Cartan matrix An×n = (ai j ) using generators {ei , hi , fi }

n
i=1 and

the following relations:

[hi , h j ] = 0

[hi , e j ] = ai j e j

 for all i, j ,

[hi , f j ] = −ai j f j

[ei , f j ] =

{
hi

0
if i = j,
if i 6= j,

[ei , · · · [ei , [ei︸ ︷︷ ︸
1−ai j times

, e j ]] · · · ] = [ fi , · · · [ fi , [ fi︸ ︷︷ ︸
1−ai j times

, f j ]] · · · ] = 0 if i 6= j .

(7)

In fact, Serre’s presentation applied to decomposable Cartan matrices as well, in
which case the corresponding semisimple Lie algebra is the direct sum of the simple
algebras associated with the indecomposable blocks.

2.2. Kac–Moody algebras. Kac [1968] and Moody [1968] independently extended
Serre’s construction to a larger class of algebras, now known as Kac–Moody algebras.
These algebras are defined in terms of a generalized Cartan matrix (GCM) which
must meet only the conditions (2), (3), and (4) associated with a Cartan matrix. The
Kac–Moody algebra g(A) defined by GCM An×n is the algebra with generators
{ei , fi , hi }

n
i=1 subject to Serre’s relations. We define the Weyl group associated

with a GCM in the same way as that associated with a Cartan matrix; however,
the Weyl group associated with a GCM may be infinite dimensional. Additionally,
while always finite-dimensional, root spaces in a Kac–Moody algebra may be of
dimensional greater than one. Roots of the Kac–Moody algebra g(A) that are
reflections of one another — that is roots α and α′ such that α′ = ω(α) for some ω
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in the Weyl group associated with A — are called conjugate and conjugate roots
have identical multiplicities.

The Kac–Moody algebra associated with indecomposable GCM A is of one of
three types: finite, affine, or indefinite. If A is nonsingular and each proper principal
minor of A is positive, g(A) is of finite type. In this case A is not only a generalized
Cartan Matrix, but also a Cartan matrix and thus g(A) is a finite-dimensional simple
Lie algebra whose root spaces are necessarily one-dimensional. If A is singular
but each proper principal minor of A is positive, A is of affine type. While affine
algebras are infinite dimensional and contain some roots of multiplicity greater
than one, root multiplicities in these algebras are well-understood; see [Kac 1990,
Chapter 6] for details. If g(A) is neither finite nor affine, it is indefinite. In general
root-multiplicities for these infinite dimensional algebras are not well-understood.

Each GCM An×n = (ai j ), of rank ` is associated with a realization (h,5,5∨)
where the Cartan subalgebra h is a 2n− ` dimensional complex vector space and
the simple roots 5= {α1, α2, . . . , αn} ⊆ h∗ and simple coroots

5∨ = {h1, h2, . . . , hn} ⊆ h

are such that 5 and 5∨ are both linearly independent with α j (hi ) = ai j for all
i, j ∈ {1, 2, . . . , n}. All roots of the Kac–Moody algebra g(A) are either positive,
that is the root can be written as a nonnegative integral linear combination of the
simple roots, or negative, that is the root can be written as a nonpositive integral
linear combination of the simple roots. Let 1, 1+, and 1− represent the set of
roots, positive roots, and negative roots respectively. Then, g+ =

⊕
α∈1+

g (resp.
g− =

⊕
α∈1−

g) and we have the triangular decomposition g= g−⊕ h⊕ g+.

2.3. Dynkin diagrams. The generalized Cartan matrix is often presented in an
equivalent, graphical form known as a Dynkin diagram. In this paper we will
only consider Lie algebras with symmetric GCM. The Dynkin diagram for the
Lie algebra g(A) with symmetric GCM, An×n , is a graph with n vertices, each
associated with a simple root αi , in which vertex i is connected to vertex j using
a2

i j = [α j (hi )]
2 edges for i 6= j .

Example 3. The Lie algebra g= A9 = sl(10,C) plays a key role in our work. Let
Ei j be the 10× 10 matrix with (i, j) entry equal to one and all other entries zero.
Then g is the 99-dimensional algebra generated by{

ei = Ei,i+1, fi = Ei+1,i , hi = Ei i − Ei+1,i+1
}9

i=1,

with the nine-dimensional Cartan subalgebra h = span {hi }
9
i=1. Define the linear

functionals εi on h by εi (X) = X i i . Then every root of g is a nonnegative or
nonpositive integral linear combination of the simple roots 5= {αi = εi − εi+1}

9
i=1.

Therefore, A9 has the Cartan matrix A = (ai j ), where, for i, j ∈ {1, 2, . . . , 8},
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ai j = α j (hi )=


−1 if |i − j | = 1,

2 if i = j,
0 otherwise.

Here is the corresponding Dynkin diagram:e e e e e e e e e
3 4 5 6 7 8 921

Example 4. We wish to explore root multiplicities in the Kac–Moody algebra E10.
Using the standard ordering of the simple roots, E10 is associated with the GCM
A = (ai j ), where, for i, j ∈ {−1, 0, 1, . . . , 8},

ai j = α j (hi )=


−1 if |i − j | = 1 and i, j ∈ {−1, 0, 1, . . . , 7},
−1 if i = 5 and j = 8,

2 if i = j,
0 otherwise,

(8)

or equivalently with Dynkin diagram

e e e e e e e e ee
1 2 3 4 5 6 7

8

0−1−1
(9)

Note that the Dynkin diagram formed by removing vertex −1 from (9) corre-
sponds to GCM A′ = (ai j ) for i, j ∈ {0, 1, . . . , 8} with ai j given in (8). Since
det A′ = 0 we see that E10 is of indefinite type.

2.4. Lie algebra modules. A vector space V over C is a module over the Lie
algebra g if there is a bilinear map from g× V into V given by (g, v)→ g · v such
that

[x, y] · v = x · (y · v)− y · (x · v) for all x, y ∈ g and v ∈ V . (10)

Every Lie algebra g is a module over itself via the adjoint action g · v = [g, v]; in
this case (10) is simply the Jacobi identity. In our work we will only deal with
modules over finite algebras and the definitions below pertain to such algebras.
However, each of these ideas can be extended to all Kac–Moody algebras (see [Kac
1990, Chapter 9]).

Let g be a finite Lie algebra with Cartan subalgebra h. Given any λ ∈ h∗ the λ
weight space, Vλ, is defined as Vλ = {v ∈ V |h ·v= λ(h) ·v for all h ∈ h}. If Vλ 6= 0,
we call λ a weight of V and dim(Vλ) the weight multiplicity of λ in V . The g-module
V is a highest weight module if there exists a λ ∈ h∗ and a vλ ∈ V , vλ 6= 0, such that
ei · vλ = 0 for all i ∈ {1, 2, . . . , n}, hi · vλ = λ(hi )vλ for all i ∈ {1, 2, . . . , n}, and
V is generated by the images of vλ under successive applications of the elements
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fi ∈ g where the ei , fi , and hi are the generators of g subject to Serre’s relations (7).
In such a case, we call vλ a highest weight vector and λ the highest weight of V .

3. The construction

If we remove vertex 8 from the Dynkin diagram for E10 given in (9) we have,
up to the labeling of the vertices, the Dynkin diagram for g = A9 (with Cartan
subalgebra h). For convenience, we relabel the simple roots of g̃= E10 (with Cartan
subalgebra h̃) according to the following Dynkin diagram:

e e e e e e e e ee
3 4 5 6 7 8 9

0

211
(11)

With this choice of ordering, restricting the domain of the simple roots αi

(i = 1, . . . , 9) of g̃ to h gives the corresponding simple roots for g. Thus we use
the same notation for the simple roots in both algebras.

Kang [1993a] introduced a construction for certain indefinite Kac–Moody alge-
bras in which he builds the larger algebra, g̃, from a smaller algebra, g̃0, a suitable
g0-module V , and V ∗. In this section we specify Kang’s construction to the algebra
g̃= E10.

As one would expect, g= A9 plays an important role in our version of Kang’s
construction. More specifically, we let g̃0 = A9+ h̃. and choose the highest weight
g̃0-module V = V (−α0) where α0 ∈ h̃

∗ is given by

α0(hi )=


2 if i = 0,
−1 if i = 7,

0 if i = 1, 2, 3, 4, 5, 6, 8, 9.
(12)

The Cartan matrix for g̃ is nonsingular and thus the simple coroots {hi }
9
i=0 form

a basis for h̃. Since {hi }
9
i=1 is a basis for the Cartan subalgebra of A9 we have

g̃0 = A9+ h̃= A9⊕ span{h0} and any g̃0-module, specifically V (−α0), will be an
A9-module as well via the restricted module action.

We can realize g̃ as (⊕
i≥1

g̃−i

)
⊕ g̃0⊕

(⊕
i≥1

g̃i

)
, (13)

where g̃−1 = V (−α0), g̃1 = V (−α0)
∗, and each subspace g̃− j (resp. g̃ j ) with j > 1

is a quotient of the space consisting of all brackets (in the free sense) of j vectors
from V (−α0) (resp. V (−α0)

∗). Furthermore, each subspace g̃± j with j > 1 is
completely reducible as a sum of highest-weight A9-modules. See [Kang 1993a]
for details regarding the construction including the bracket structure for (13).
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4. Combinatorial representation theory of A9

The construction of the previous section allows us to use the combinatorial rep-
resentation theory of A9 to study root multiplicities in E10. We say that an A9-
weight µi =

∑10
i=1 kiεi is dominant if and only if k1 ≥ k2 ≥ · · · ≥ k10 ≥ 0. For

example, restricting the domain of the weight−α0 as defined in (12) to h, the Cartan
subalgebra of A9, we find −α0 |h= ε1+ ε2+ · · ·+ ε7, a dominant A9-weight. We
can express the dominant weights, λ, of A9 using certain ordered sets of positive
integers, known as partitions and study weight multiplicities in V (λ) using related
combinatorial objects, known as Young tableaux.

A partition of the positive integer n is a set λ = {λ1, λ2, . . . , λt } of positive
integers written in weakly decreasing order such that λ1+ λ2+ · · ·+ λt = n. We
call `(λ) = t the length of the partition λ and say that |λ| = n. We identify the
dominant A9-weight λ=

∑10
i=1 λiεi with the partition λ= {λ1, λ2, . . . , λt } where t

is the largest integer such that λt 6= 0. We compare partitions λ and µ using the
dominance order on partitions, in which we fill either λ or µ with trailing zeros so
that each partition is of the same length and say λ≥ µ if and only if

m∑
i=1

λi ≥

m∑
i=1

µi for m from 1 to max{`(λ), `(µ)}.

A Young diagram is a collection of boxes arranged in left-justified rows with a
weakly decreasing number of boxes in each row and a Young tableau is a filling of
the Young diagram with positive integers in such a way that the entries are weakly
increasing across each row and strictly increasing down each column. For a given
Young tableau, Y , let λi give the number of boxes in row i of the tableaux and µi

gives the number of i ′s that appear in the filling of the tableaux. We say Y is of
shape λ and weight µ. The shape of a Young tableau is necessarily a partition while
the weight of the tableau may or may not be.

Example 5. The tableaux in Figure 1 are the only tableaux of shape

{2, 2, 2, 2, 2, 2, 1, 1} = {26, 12
}

and weight

{2, 2, 2, 2, 1, 1, 1, 1, 1, 1} = {24, 16
}.

The basis vectors for the highest weight A9-module with dominant highest-weight
λ can be parameterized by the set of all Young tableaux of shape λ. If v ∈ V (λ)
corresponds to the Young tableau Y then the weight of the vector v in V (λ) is the
same as the weight of the Young tableau Y , leading to the following proposition.
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8

10
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9
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10
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5 9
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7
8

Figure 1. Young diagrams for Example 5.

Proposition 1 [Fulton 1997]. Let λ be a dominant weight of A9. The weight
multiplicity of µ in V (λ), denoted dim V (λ)µ is the number of Young tableaux of
shape λ and weight µ.

Furthermore, every weight µ =
∑10

i=1 µiεi of the highest-weight A9-module
with dominant highest-weight λ is conjugate to the dominant weight formed by
rearranging the coefficients of the εi in weakly decreasing order. If µ is dominant
then µ may be identified with a partition and the number of Young tableaux of
shape λ and weight µ is known as the Kostka number Kλ,µ.

5. Root multiplicity calculations in E10

Each positive root of E10 is conjugate to its negative which will be of the same
multiplicity. Therefore we may restrict our studies to the negative roots of E10; let
α =−

∑9
i=0 kiαi be such a root. We call j = k0 the degree of the root α. In this

section we determine the multiplicities of roots of degree −5≤ j ≤ 0.
Viewing E10 as presented in (13), roots of degree zero appear as roots of g̃0 =

A9+ h̃ and hence as roots of the finite-dimensional simple Lie algebra A9. These
roots are of multiplicity one.

Roots of negative degree appear as weights of certain A9-modules and each
weight is conjugate to a dominant weight of the same multiplicity. Therefore, we
will consider only dominant, negative roots in E10. Let α be any dominant E10 root
of degree − j with j > 0. There exist positive integers ki such that

α =− jα0+

9∑
i=1

kiαi

= j (ε1+ε2+· · ·+ε7)+( j−k1)ε1+

7∑
i=2

( j−ki+ki+1)εi+

9∑
i=8

(ki−1−ki )εi+k9εi

=
{

j−k1, j−k2+k1, j−k3+k2, j−k4+k3, j−k5+k4,

j−k6+k5, j−k7+k6, k7−k8, k8−k9, k9
}
.

The (necessarily positive) sums of the first t terms in α for t = 1, 2, . . . , 10 are
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j−k1, 2 j−k2, 3 j−k3, 4 j−k4, 5 j−k5, 6 j−k6, 7 j−k7, 7 j−k8, 7 j−k9, and 7 j ,
respectively, with each ki a positive integer, leading to the following proposition.

Proposition 2. Every dominant degree − j root of E10 is a partition α of 7 j such
that `(α)≤10 and α≤{ j7

} where≤ is the dominance order introduced on page 536.

5.1. Roots of degree negative one. Using the construction of E10 presented in
(13), roots of degree −1 appear as weights of the A9-module V (−α0)= V ({17

}).
By Proposition 2 any dominant weight of V ({17

}), µ must be a partition of seven
such that µ < {17

}. However any µ < {17
} can be a partition of at most six and

thus {17
} is the only dominant weight of V (−α0). Therefore the roots of degree −1

are of the form α = k1ε1+ k2ε2+ · · · + k10ε10 where {ki }
10
i=1 is a permutation of

{1, 1, 1, 1, 1, 1, 1, 0, 0, 0}. By Proposition 1, each of these roots is of multiplicity

K{17},{17} = 1

5.2. Roots of degree less than negative one — Kang’s formula. Again viewing
E10 as presented in (13), root spaces for roots of degree less than −1 appear as
weights of the A9-module

⊕
i≥1 g̃−i . Kang [1994b] used the specific structure

of
⊕

i≥1 g̃−i (see [Kang 1993a] for details regarding this structure), the Euler–
Poincaré principle, and Kostant’s formula to develop both recursive and closed form
multiplicity formulas for algebras with realizations such as the one given in (13).
Theorem 3 gives Kang’s recursive formula as it is summarized in [Hontz and Misra
2002a] and as it pertains to E10. One can find similar applications of this formula
in [Benkart et al. 1995].

Theorem 3. Let α =
∑9

i=0 kiαi be a dominant root of E10 with deg(α)= k0 =− j .
Then for j ≥ 2,

mult(α)=
j∑

k=2

(−1)k Xk(α)−

j∑
k=2

(−1)kYk(α),

with

Xk(α)=
∑

β1>···>βr
k1+···+kr=k

k1β1+···+krβr=α

(
mult(β1)

k1

)
· · ·

(
mult(βr )

kr

)
, and

Yk(α)=
∑

ω∈W (S)
`(ω)=k

deg(ωρ−ρ)=− j

dim V (ωρ− ρ)α,

where mult(βi ) is the multiplicity of βi as a root of E10, ρ ∈ h̃∗ such that ρ(hi )= 1
for all i ∈ {0, 1, . . . , 9}, V (ωρ− ρ) is the highest-weight A9-module with highest
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weight ωρ− ρ, and the reflections ω ∈ W (S) can be built from simple reflections
using the recursive procedure defined in Lemma 4.

For a more precise definition of the set W (S) along with a proof of Lemma 4
see [Kang 1993a].

Lemma 4 [Kang 1993a]. The only length one element of W (S) is ω′ = r0. Suppose
ω = ω′r j and l(ω) = l(ω′)+ 1. Then ω ∈ W (S) if and only if ω′ ∈ W (S) and
ω′(α j )=

∑9
i=0 kiαi where each ki ≥ 0 and k0 6= 0.

In the following examples we apply Theorem 3 to determine the multiplicities
of specific degree −2 and degree −3 roots. Recall, we are using the ordering of the
simple roots given in (11).

Example 6. In this example, we find the multiplicity in E10 of the degree −2 root
α =−2α0−α5− 2α6− 3α7− 2α8−α9. The root α can be expressed by

α = 2α0−α5− 2α6− 3α7− 2α8−α9

= 2(ε1+ ε2+ ε3+ ε4+ ε5+ ε6+ ε7)− (ε5− ε6)− 2(ε6− ε7)

− 3(ε7− ε8)− 2(ε8− ε9)− (ε9− ε10)

= 2ε1+ 2ε2+ 2ε3+ 2ε4+ ε5+ ε6+ ε7+ ε8+ ε9+ ε10

= {24, 16
}

and mult(α)= X2(α)− Y2(α), where X2 and Y2 are defined in Theorem 3.
Given that all degree −1 roots are of multiplicity one, we have

X2(α)=
∑
β1

2β1=α

(
1
2

)
︸︷︷︸

0

+

∑
β1>β2
β1+β2=α

(
1
1

)(
1
1

)
︸ ︷︷ ︸

1

= the number of pairs (β1, β2) of roots of degree −1
such that β1 > β2 and β1+β2 = α. (14)

Let β1 and β2 be roots of degree −1 such that β1 + β2 = {24, 16
}. Then,

β1 and β2 can each be viewed as ordered sets whose terms are permutations of
{1, 1, 1, 1, 1, 1, 1, 0, 0, 0}. The first term in both β1 and β2 must be one as this is
the only way for their sum to be two. The same statement holds for the second,
third, and fourth terms of β1 and β2. The remaining six terms of β1 could then be
any of the C(6, 3) permutations of {1, 1, 1, 0, 0, 0}. Once we have determined β1,
β2 = {24, 16

} − β1 is fixed. Therefore, we have C(6, 3) pairs (β1, β2) of distinct
degree−2 roots with β1+β2={24, 16

}, exactly half which will be such that β1>β2.
Hence, X2({26, 14

})= C(6, 3)/2= 10.
Next we turn our attention to the calculation of Y2(α). To do this we must first

find all ω ∈ W (S) of length two such that deg(ωρ − ρ) = −2. Lemma 4 implies
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that any ω ∈W (S) of length two will be of the form ω = r0r j for j ∈ {0, 1, . . . , 9}
where r0(α j )=

∑9
i=0 kiαi for some ki with each ki ≥ 0 and k0 6= 0. For any simple

root α j , r0(α j )= α j −α j (h0)α0. Referring to the Dynkin diagram for E10 given
in (11), we see

α j (h0)=


2 if j = 0,
−1 if j = 7,

0 otherwise.

and thus

r0(α j )=


α0− 2α0 =−α0 if j = 0,
α7+α0 if j = 7,
α j otherwise.

Observe that the only ω ∈W (S) of length two is ω = r0r7 and for this choice of ω,
ωρ− ρ is of degree −2. Specifically,

ωρ− ρ = ror7(ρ)− ρ

= r0 [ρ− ρ(h7)α7]− ρ

= r0 (ρ−α7)− ρ (since ρ(hi )= 1 for all i)

=−2α0−α7

= 2ε1+ 2ε2+ 2ε3+ 2ε4+ 2ε5+ 2ε6+ ε7+ ε8.

Therefore,

Y2(α)=
∑

ω∈W (S)
`(ω)=2

deg(ωρ−ρ)=−2

dim V (ωρ− ρ)α

= dim V ({26, 12
})α

= K{26,12},α (by Proposition 1)

= K{26,12},{24,16}

= 9 (by Example 5) (15)

and mult(α)=mult({24, 16
})= X2({24, 16

})− Y2({24, 16
})= 10− 9= 1.

Example 7. In this example we find the multiplicity of the E10 root

α =−3α0−α2− 2α3− 3α4− 4α5− 5α6− 6α7− 4α8− 2α9.

The root α is of degree −3 and thus mult(α) = X2(α)− X3(α)− Y2(α)+ Y3(α)

where X2, X3, Y2, and Y3 are defined in Theorem 3.
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Given that all degree −1 and degree −2 roots are of multiplicity one, we have

X2(α)=
∑
β1>β2
β1+β2=α

(
1
1

)(
1
1

)
︸ ︷︷ ︸

1

= The number of pairs (β1, β2) with deg(β1)=−2,
deg(β2)=−1, and β1+β2 = α. (16)

Let β1 be a root of degree −2 and β2 be a root of degree −1 such that

β1+β2 = α

=−3α0−α2−2α3−3α4−4α5−5α6−6α7−4α8−2α9

= 3(ε1+ε2+ε3+ε4+ε5+ε6+ε7)−(ε2−ε3)−2(ε3−ε4)−3(ε4−ε5)

−4(ε5−ε6)−5(ε6−ε7)−6(ε7−ε8)−4(ε8−ε9)−2(ε9−ε10)

= 3ε1+2ε2+2ε3+2ε4+2ε5+2ε6+2ε7+2ε8+2ε9+2ε10

= {3, 29
}.

Then, β1 and β2 can be viewed as ordered sets whose terms are permutations
of {2, 2, 2, 2, 1, 1, 1, 1, 1, 1} and {1, 1, 1, 1, 1, 1, 1, 0, 0, 0} respectively. The first
term in β1 must be two with the first term of β2 being one, as this is the only way
for their sum to be three. The remaining nine terms of β1 could then be any of
the C(9, 3) permutations of {2, 2, 2, 1, 1, 1, 1, 1, 1}. Once we have determined β1,
β2 = {3, 22

}−β1 is fixed. Therefore X2({3, 29
})= C(9, 3)= 84.

We can also simplify X3(α)= X3({3, 29
}) using the fact that all degree −1 and

degree −2 roots are of multiplicity one.

X3(α)=
∑
β1

3β1=α

(
1
3

)
︸︷︷︸

0

+

∑
β1 6=β2

2β1+β2=α

(
1
2

)(
1
1

)
︸ ︷︷ ︸

0

+

∑
β1>β2>β3
β1+β2+β3=α

=

(
1
1

)(
1
1

)(
1
1

)
︸ ︷︷ ︸

1

= The number of triples (β1, β2, β3)

with β1 > β2 > β3 and β1+β2+β3 = α. (17)

Let β1, β2 and β3 be degree −1 roots such that β1+β2+β3= α= {3, 29
}. Then,

β1, β2, and β3 can each be viewed as ordered sets whose terms are permutations of
{1, 1, 1, 1, 1, 1, 1, 0, 0, 0}. The first term in β1, β2, and β3 must each be one as this
is the only way for their sum to be three. The remaining nine terms of β1 could then
be any of the C(9, 3) permutations of {1, 1, 1, 1, 1, 1, 0, 0, 0}. Three of the nine
remaining terms in β1 will be zero. The corresponding terms in β2 and β3 must
both be one as this is the only way for the terms to sum to two. The remaining six
terms of β2 could then be any of the C(6, 3) permutations of {1, 1, 1, 0, 0, 0}. Once
we have determined β1 and β2, β3 = {3, 29

}−β1−β2 is fixed. Therefore, we have
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C(9, 3)·C(6, 3) pairs (β1, β2) of distinct degree−2 roots with β1+β2+β3={3, 29
},

exactly 1/3! of which will be such that β1 > β2 > β3. Hence,

X3({3, 29
})= (C(9, 3) ·C(6, 2))/3! = 280.

Next we turn our attention to the calculation of Y2(α) and Y3(α). Recall that

Y2(α)=
∑

ω∈W (S)
`(ω)=2

deg(ωρ−ρ)=−3

dim V (ωρ− ρ)α.

However, in Example 6 we found all ω ∈ W (S) of length two and none of these
were of degree −3. Therefore,

Y2(α)= 0. (18)

To evaluate Y3(α) we must first determine all ω ∈W (S) of length three such that
deg(ωρ − ρ) = −3. Since the only ω ∈ W (S) of length two is r0r7, Lemma 4
implies that any ω ∈ W (S) of length three will be of the form ω = r0r7r j for
j ∈ {0, 1, . . . , 9} where r0r7(α j ) =

∑9
i=0 kiαi for some ki with each ki ≥ 0 and

k0 6= 0. But then,

r0r7(α j )=


−α7 if j = 0,
α0+α6+α7 if j = 6,
α0+α7+α8 if j = 8,
α j otherwise.

and so the only ω ∈W (S) of length 3 are ω1 = r0r7r6 and ω2 = r0r7r8. Since

ω1ρ− ρ = 3ε1+ 3ε2+ 3ε3+ 3ε4+ 3ε5+ 2ε6+ 2ε7+ 2ε8

and
ω2ρ− ρ = 3ε1+ 3ε2+ 3ε3+ 3ε4+ 3ε5+ 3ε6+ ε7+ ε8+ ε9,

each of which is of degree −3, we have

Y3(α)=
∑

ω∈W (S)
`(ω)=3

deg(ωρ−ρ)=−3

dim V (ωρ− ρ)α

= dim V (3ε1+ 3ε2+ 3ε3+ 3ε4+ 3ε5+ 2ε6+ 2ε7+ 2ε8)α

+ dim V (3ε1+ 3ε2+ 3ε3+ 3ε4+ 3ε5+ 3ε6+ ε7+ ε8+ ε9)α

= K{35,23},{3,29}+K{36,13},{3,29}

= 120+ 84= 204. (19)

Therefore, mult(α)=mult({3, 29
})= X2−X3−Y2+Y3= 84−280−0+204= 8.
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Theorem 5. The only dominant degree −2 root of E10 is {24, 16
} and this root is of

multiplicity one.

Proof. If α is a dominant degree −2 root of E10 then α meets the conditions
given in Proposition 2 for j = 2 with 0 6= mult(α) = X2(α)− Y2(α). Using the
counting methods demonstrated in Example 6, we have found X2(α) as stated in
(14), Y2(α) as stated in (15), and mult(α) for each potential dominant degree −2
root, as follows:

α X2 Y2 mult(α)

{27
} 0 0 0

{26, 12
} 1 1 0

{25, 14
} 3 3 0

{24, 16
} 10 9 1

The table shows that {24, 16
} is the only dominant E10 root of degree −2. �

Theorem 6. The only dominant degree −3 roots of E10 are {3, 29
} and {32, 27, 1}

which are of multiplicities eight and one respectively.

Proof. If α is a dominant degree −3 root of E10 then α meets the conditions given
in Proposition 2 for j = 3 and 0 6= mult(α) = X2(α)− X3(α)− Y2(α)+ Y3(α).
Using the counting methods demonstrated in Example 7, we have found X2(α) as
stated in (16), X3(α) as stated in (17), Y2(α) as stated in (18), Y3(α) as stated in
(19), and mult(α) for each potential dominant degree −3 root, as follows:

α X2 X3 Y2 Y3 = K{35,23},α +K{36,13},α mult(α)

{37
} 0 *0 0 0 0

{36, 2, 1} 0 *0 0 0 0
{36, 13

} 0 *1 0 0+ 1 0
{35, 23

} 0 *1 0 1+ 0 0
{35, 22, 12

} 0 *2 0 1+ 1 0
{35, 2, 14

} 0 *6 0 2+ 4 0
{34, 24, 1} 0 6 0 4+ 2 0
{34, 23, 13

} 1 15 0 7+ 7 0
{33, 26

} 0 15 0 10+ 5 0
{33, 25, 12

} 5 40 0 20+ 15 0
{32, 27, 1} 21 105 0 50+ 35 1
{3, 29

} 82 280 0 120+ 84 8

The table shows that {3, 29
} and {32, 27, 1} are the only dominant roots of degree

−3. �
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We developed Maple worksheets to automate the multiplicity calculations. (For
examples see mathsci.appstate.edu/∼vlw/E10mult.html.) These worksheets apply
Kang’s multiplicity formula using Maple packages by John Stembridge [2004;
2005] to do the combinatorial calculations. Using the worksheets we have found
all dominant E10 roots of degree up to −5.

Theorem 7. The dominant degree −4 roots of g̃= E10 are {4, 36, 23
}, {39, 1}, and

{38, 22
}, with multiplicities of 1, 1, and 8 respectively.

Theorem 8. The dominant degree −5 roots of g̃= E10 are {46, 33, 2}, {5, 43, 36
},

and {45, 35
} with multiplicities 1, 1, and 8 respectively.

6. Conclusions

As in [Kac et al. 1988] we have studied root multiplicities in E10. We have worked
in the basis Bε = {εi }

10
i=1 whereas the authors of [Kac et al. 1988] use the basis

Bα′ =
{
α′i
}8

i=−1 ordered according to the Dynkin diagram given in (9). Using the
transition matrix from the basis Bε to the basis Bα′ ,

6/7 −1/7 −1/7 −1/7 −1/7 −1/7 −1/7 −1/7 −1/7 −1/7
5/7 5/7 −2/7 −2/7 −2/7 −2/7 −2/7 −2/7 −2/7 −2/7
4/7 4/7 4/7 −3/7 −3/7 −3/7 −3/7 −3/7 −3/7 −3/7
3/7 3/7 3/7 3/7 −4/7 −4/7 −4/7 −4/7 −4/7 −4/7
2/7 2/7 2/7 2/7 2/7 −5/7 −5/7 −5/7 −5/7 −5/7
1/7 1/7 1/7 1/7 1/7 1/7 −6/7 −6/7 −6/7 −6/7
0 0 0 0 0 0 0 −1 −1 −1
0 0 0 0 0 0 0 0 −1 −1
0 0 0 0 0 0 0 0 0 −1
−1/7 −1/7 −1/7 −1/7 −1/7 −1/7 −1/7 −1/7 −1/7 −1/7


and remembering that any permutation of a dominant E10 root is again a root of
the same multiplicity we were able to compare our results with those of [Kac et al.
1988].

We have found the multiplicity of 3527 roots in E10 with negative degree. The
majority (3442) of these roots have coefficients for α′

−1 of either −1 or −2 and
their multiplicities agree with those stated in [Kac et al. 1988]. The root

{1, 39
}Bε
= {−3,−4,−5,−6,−7,−8,−9,−6,−3,−4}Bα′

was not addressed in [Kac et al. 1988]. This root is conjugate to the dominant
root {39, 1}Bε

and thus is of multiplicity one. The remaining 84 new E10 roots are
conjugate to {46, 33, 2}Bε

and are also of multiplicity one.

http//www.mathsci.appstate.edu/~vlw/Eonzemult.html
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On a state model for the
SO(2n) Kauffman polynomial

Carmen Caprau, David Heywood and Dionne Ibarra

(Communicated by Colin Adams)

François Jaeger presented the two-variable Kauffman polynomial of an unori-
ented link L as a weighted sum of HOMFLY-PT polynomials of oriented links
associated with L . Murakami, Ohtsuki and Yamada (MOY) used planar graphs
and a recursive evaluation of these graphs to construct a state model for the sl(n)-
link invariant (a one-variable specialization of the HOMFLY-PT polynomial). We
apply the MOY framework to Jaeger’s work, and construct a state summation
model for the SO(2n) Kauffman polynomial.

1. Introduction

The SO(2n) Kauffman polynomial [[L]] of an unoriented link L is a Laurent poly-
nomial in q , uniquely determined by the following axioms:

(1) [[L1]] = [[L2]], whenever L1 and L2 are regular isotopic links.

(2)
s {

−

s {
= (q − q−1)

(s {
−

s {)
.

(3)
s {

=
q2n−1

− q1−2n

q − q−1 + 1.

(4)
s {

= q2n−1
s {

,

s {
= q1−2n

s {
.

The diagrams in both sides of the second or fourth equations represent parts
of larger link diagrams that are identical except near a point where they look as
indicated. For more details about this polynomial (and its two-variable extension,
namely the Dubrovnik version of the two-variable Kauffman polynomial) we refer
the reader to [Kauffman 1990; 2001].

MSC2010: primary 57M27; secondary 57M27, 57M15.
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Kauffman and Vogel [1992] extended the two-variable Dubrovnik polynomial to
a three-variable rational function for knotted 4-valent graphs (4-valent graphs em-
bedded in R3) with rigid vertices. For the case of the SO(2n) Kauffman polynomial,
this extension is obtained by defining

s {
: =

s {
− q

s {
− q−1

s {

=

s {
− q

s {
− q−1

s {
.

That is, the invariant for knotted 4-valent graphs with rigid vertices is defined in
terms of the SO(2n) Kauffman polynomial. In [Kauffman and Vogel 1992], it was
also shown that the resulting polynomial of a knotted 4-valent graph satisfies certain
graphical relations, which determine values for each unoriented planar 4-valent
graph by recursive formulas defined entirely in the category of planar graphs.

The results in [Kauffman and Vogel 1992] imply that there is a state model
for the Kauffman polynomial of an unoriented link via planar 4-valent graphs.
This model can also be deduced from Carpentier’s work [2000] on the Kauffman–
Vogel polynomial by changing one’s perspective (the focus of Carpentier’s paper
is on invariants for graphs rather than on the Kauffman polynomial for links). A
somewhat similar approach was used in [Caprau and Tipton 2011] to construct
a rational function in three variables which is an invariant of regular isotopy of
unoriented links, and provides a state summation model for the Dubrovnik version
of the two-variable Kauffman polynomial. The corresponding state model makes
use of a special type of planar trivalent graphs.

François Jaeger found a relationship between the two-variable Kauffman polyno-
mial and the regular isotopy version of the HOMFLY-PT polynomial. He showed
that the Kauffman polynomial of an unoriented link L can be obtained as a weighted
sum of HOMFLY-PT polynomials of oriented links associated with L . For a
brief description of Jaeger’s construction we refer the reader to [Kauffman 2001].
Murakami, Ohtsuki and Yamada [1998] (MOY) used planar trivalent graphs to
construct in a beautiful graphical calculus for the sl(n)-link polynomial (a one-
variable specialization of the HOMFLY-PT polynomial).

The motivation for this paper has its source in the following, natural, questions:
Is there a way to apply the MOY model to Jaeger’s formula and derive a state
summation model for the SO(2n) Kauffman polynomial? And if so, how is the
resulting state model for the SO(2n) Kauffman polynomial related to the one
implicitly given in [Kauffman and Vogel 1992]?

We slightly alter the MOY model for the sl(n)-link polynomial by working with
(planar, cross-like oriented) 4-valent graphs instead of trivalent graphs. Implement-
ing the MOY model into Jaeger’s construction, we show that in order to construct a
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state model for the Kauffman polynomial it is not sufficient to allow only cross-like
oriented 4-valent graphs but also alternating oriented vertices. The skein formalism
that we obtain is as follows:

s {
= q

s {
+ q−1

s {
−

s {
,

s {
= [2n− 1] + 1,

s {
= ([2n− 2] + [2])J K,

s {
= ([2n− 3] + 1)

s {
+ [2]

s {
,

s {
+

s {
−

s {
−

s {
− [2n− 4]

s {
=

s {
+

s {
−

s {
−

s {
− [2n− 4]

s {
,

where

[n] =
qn
− q−n

q − q−1 ,

and n ∈ Z with n ≥ 2.
Comparing the graph skein relations above with the graphical relations derived

by Kauffman and Vogel in [1992], it is not hard to see that the state model for
the SO(2n) Kauffman polynomial that we arrive at is essentially the same as that
implied by the work in [Kauffman and Vogel 1992] (up to a negative sign for the
weight received by the “flat resolution” of a crossing), and that given in [Caprau and
Tipton 2011, Subsection 5.1] (up to a change of variables). We would like to point
out that Hao Wu [2012] used a different approach to write the Kauffman–Vogel
graph polynomial as a state sum of the MOY graph polynomial.

The paper is organized as follows: In Section 2 we provide a version of the MOY
state model for the sl(n)-link polynomial, and in Section 3 we review Jaeger’s
formula for the Kauffman polynomial. The heart of the paper is Section 4, in which
we derive the state model for the SO(2n) Kauffman polynomial.

2. The MOY state model for the sl(n) polynomial

In this section, we give the [Murakami et al. 1998] state model for the regular
isotopy version of the sl(n) polynomial of an oriented link L . The sl(n) polynomial
is a one-variable specialization of the well-known HOMFLY-PT polynomial (see
[Freyd et al. 1985; Przytycki and Traczyk 1988]). Let D be a generic diagram of
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= [n] = [n− 1]

= [2]

= + [n− 2]

+ = +

+ [n− 3] = + [n− 3]

Figure 1. Web skein relations.

L containing c crossings. We resolve each crossing of D in the two ways shown
below:

←− , −→ .

This process yields 2c resolutions (states) corresponding to the link diagram D. A
resolution 0 of D is a 4-valent oriented planar graph in R2, possibly with loops
with no vertices, such that each vertex is crossing-type oriented: . There is a
well-defined Laurent polynomial R(0) ∈ Z[q, q−1

] associated to a resolution 0,
such that it satisfies the skein relations depicted in Figure 1, where

[n] =
qn
− q−n

q − q−1 and n ∈ Z, with n ≥ 2

(the symbol R is omitted in the graph skein relations to avoid clutter). We will refer
to R(0) as the MOY graph polynomial (see [Murakami et al. 1998]).

Decompose each crossing in D as explained in Figure 2, and form the following
linear combination of the MOY evaluations of all 2c resolutions 0 of D:

R(D)=
∑
0

a0R(0),

where the coefficients a0 ∈ Z[q, q−1
] are given by the rules depicted in Figure 2.

It is an enjoyable exercise to verify that R(D1)= R(D2), whenever diagrams
D1 and D2 differ by a Reidemeister II or III move. Excluding rightmost terms from
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R
( )

= q R
( )

− R
( )

R
( )

= q−1 R
( )

− R
( )

Figure 2. Decomposition of crossings.

the decomposition rules of crossings, we obtain Conway’s skein relation:

R
( )

− R
( )

= (q − q−1)R
( )

.

We note that R(L) := R(D) is the regular isotopy version of the sl(n) polynomial
of the link L , and that it satisfies the following:

R
( )

= qn R
( )

and R
( )

= q−n R
( )

.

3. Jaeger’s model for the Kauffman polynomial

In the late 80s, François Jaeger found a relationship between the two-variable Kauff-
man polynomial and the regular isotopy version of the HOMFLY-PT polynomial.
He showed that the Kauffman polynomial of an unoriented link L can be obtained
as a weighted sum of HOMFLY-PT polynomials of oriented links associated with
L . Since this construction is only briefly described in [Kauffman 2001], we provide
here a thorough exposition of it, which is necessary in order to understand our
main Section 4. Moreover, we describe Jaeger’s model for the SO(2n) Kauffman
polynomial by considering the sl(n)-link invariant instead of the HOMFLY-PT
polynomial.

Given an unoriented link diagram L , splice some of the crossings of L and orient
the resulting link. This results in a state for the expansion [[L]]. Each state receives
a certain weight, according to the following skein relation:
s {

= (q − q−1)

([ ]
−

[ ])
+

[ ]
+

[ ]
+

[ ]
+

[ ]
. (∗)

It is important to remark that the formula (∗) requires states that are oriented
in a globally compatible way as oriented link diagrams. Moreover, observe that
the orientation and the weight of a state are determined by how the crossings are
spliced. When approaching a crossing by traveling along the understrand, a splicing
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is obtained by either turning right or left at that crossing. In both cases, the strands
of the splicing are oriented according to the direction of the traveling. If the crossing
is spliced by turning right, then it receives the weight q − q−1, and if it is spliced
by turning left, it receives the weight −(q−q−1). If a crossing is left unspliced, its
weight (in the total weight of the state) is equal to 1.

The weight bσ of a state σ is obtained by taking the product of the weights
±(q−q−1) or 1 according to the skein relation (∗). Define the evaluation of a state
σ by the formula

[σ ] = (q1−n)rot(σ )R(σ ),

where rot(σ ) is the rotation number of the oriented link diagram σ , and R(σ ) is
the regular isotopy version of the sl(n) polynomial of σ .

The rotation number (also called the Whitney degree) of an oriented link diagram
is obtained by splicing every crossing according to its orientation, and then adding
the rotation numbers of all of the resulting Seifert circles, where a counterclockwise
oriented circle contributes a +1, and a clockwise oriented circle contributes a −1.
It is well-known that the rotation number is a regular isotopy invariant for oriented
links.

Equipped with the above definitions and conventions, we are ready to state
Jaeger’s theorem.

Theorem 1 (Jaeger). The Kauffman polynomial [[L]] of an unoriented link diagram
L can be obtained as follows:

[[L]] =
∑
σ

bσ [σ ],

where the sum is over all states σ associated with L that have globally compatible
orientations.

Proof. First note that the Conway identity holds for [·]:[ ]
−

[ ]
= q(1−n) rot

( )
R
( )

− q(1−n) rot
( )

R
( )

= q(1−n) rot
( )(

R
( )

− R
( ))

= (q − q−1)q(1−n) rot
( )

R
( )

= (q − q−1)

[ ]
.
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Then,
s {

−

s {

= (q − q−1)

([ ]
−

[ ])
+

[ ]
+

[ ]
+

[ ]
+

[ ]
−(q − q−1)

([ ]
−

[ ])
−

[ ]
−

[ ]
−

[ ]
−

[ ]
,

and by the Conway identity, we obtain
s {

−

s {
= (q − q−1)

([ ]
+

[ ]
+

[ ]
+

[ ])
− (q − q−1)

([ ]
+

[ ]
+

[ ]
+

[ ])
= (q − q−1)

(s {
−

s {)
.

Observe that [ ]
= q(1−n) rot

( )
R
( )

= q1−n
[n],[ ]

= q(1−n) rot
( )

R
( )

= qn−1
[n],

and, therefore we have

s {
=

[ ]
+

[ ]
= (q1−n

+ qn−1)[n] =
q2n−1

− q1−2n

q − q−1 + 1.

Moreover,[ ]
= q(1−n) rot

( )
R

( )
= q

(1−n)

(
1+rot

( ))
qn R

( )
= q

[ ]
,

[ ]
= q(1−n)rot

( )
R

( )
= q

(1−n)

(
−1+rot

( ))
qn R

( )
= q2n−1[ ]

.
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Therefore,

t |

= (q − q−1)

([ ]
−

[ ])
+

[ ]
+

[ ]
= (q − q−1)

(
qn−1
[n]
[ ]

−
[ ])

+ q
[ ]

+ q2n−1[ ]
= q2n−1[ ]

+ q2n−1[ ]
= q2n−1J K.

Similarly, one can show that

t |

= q1−2nJ K.

It remains to show that J·K is a regular isotopy invariant for unoriented links.

t |

= (q − q−1)

([ ]
−

[ ]
+

[ ]
−

[ ])

+

[ ]
+

[ ]
+

[ ]
+

[ ]

= (q − q−1)

([ ]
− q

[ ]
+ q−1

[ ]
−

[ ])
+

[ ]
+

[ ]
+

[ ]
+

[ ]

= (q − q−1)

([ ]
−

[ ]
− q

[ ]
+ q−1

[ ])
+

s {

=

s {
,

by the Conway identity for [·].
The invariance of J·K under the Reidemeister III move is verified in a similar

fashion, and we leave the details to the reader. �
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4. The SO(2n) Kauffman polynomial via planar 4-valent graphs

We seek to construct a state summation model for the SO(2n) Kauffman polyno-
mial, that works in much the same way as the MOY model works for the sl(n)
polynomial. Moreover, we want to derive such a state model by implementing the
MOY construction into Jaeger’s theorem. Therefore, the states corresponding to an
unoriented link diagram L will be unoriented 4-valent graphs obtained by resolving
a crossing of L in one of the following ways:

, ,

and we want to find some A, B,C ∈ Z[q, q−1
], such that

s {
= A

s {
+ B

s {
+C

s {
. (4-1)

The state model that we wish to construct requires a consistent method to evaluate
closed, unoriented 4-valent graphs (the states associated with L).

To this end, we note that implementing the MOY state summation into Jaeger’s
model requires the bracket evaluation [0], where 0 is an oriented 4-valent planar
graph whose vertices are crossing-type oriented. We define

[0] :=
(
q1−n)rot(0)R(0), (4-2)

where rot(0), the rotation number of such a graph 0, is the sum of the rotation
numbers of the disjoint oriented circles obtained by splicing each vertex of 0
according to the orientation of its edges:

−→ .

We will regard the Equation (4-2) as a skein relation, as explained below:[ ]
= (q1−n)

rot
( )

R
( )

= (q1−n)
rot
( )

R
( )

. (4-3)

Jaeger’s theorem implies that
s {

=

[ ]
+

[ ]
+

[ ]
+

[ ]
,

and to have a consistent construction, the evaluation
s {
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will contain the bracket evaluations [ ]
,

for all such orientations of the vertex.
To determine what the coefficients A, B, and C must be, we compute

s {

via Jaeger’s model, and throughout the process, we evaluate the resulting oriented
link diagrams using the MOY construction for the sl(n) polynomial, R.
s {

= (q − q−1)

([ ]
−

[ ])
+

[ ]
+

[ ]
+

[ ]
+

[ ]
= (q − q−1)

([ ]
−

[ ])
+(q1−n)

rot
( )

R
( )

+ (q1−n)
rot
( )

R
( )

+ (q1−n)
rot
( )

R
( )

+ (q1−n)
rot
( )

R
( )

.

Employing the skein relations in Figure 2, we have
s {

= (q − q−1)

([ ]
−

[ ])
+(q1−n)

rot
( )(

q R
( )

− R
( ))

+(q1−n)
rot
( )(

q−1 R
( )

− R
( ))

+(q1−n)
rot
( )(

q R
( )

− R
( ))

+ (q1−n)
rot
( )(

q−1 R
( )

− R
( ))

.

Making use of the skein relation (4-3), we obtain
s {

= (q−q−1)

([ ]
−

[ ])
+q

[ ]
−

[ ]
+q−1

[ ]
−

[ ]
+ q

[ ]
−

[ ]
+ q−1

[ ]
−

[ ]
= q

([ ]
+

[ ]
+

[ ]
+

[ ])
+q−1

([ ]
+

[ ]
+

[ ]
+

[ ])
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−q
[ ]

− q
[ ]

− q−1
[ ]

− q−1
[ ]

−

([ ]
+

[ ]
+

[ ]
+

[ ])
.

Therefore, we have
s {

= q
s {

+ q−1
s {

− q
[ ]

− q
[ ]

− q−1
[ ]

− q−1
[ ]

−

([ ]
+

[ ]
+

[ ]
+

[ ])
.

Comparing the last equality with (4-1), we see that in order to work with a certain
evaluation s {

for an unoriented vertex, we must also take in consideration alternating orientations
for edges meeting at a vertex, and define the bracket of an alternating oriented
vertex as follows: [ ]

:= q
[ ]

+ q−1
[ ]

. (4-4)

The above computations also imply the need of the following definition:
s {

:=

[ ]
+

[ ]
+

[ ]
+

[ ]
+

[ ]
+

[ ]
.

Implementing the above definitions into our previous computations, we obtain
s {

= q
s {

+ q−1
s {

−

s {
. (4-5)

Therefore, A = q, B = q−1, and C =−1.
We have seen that the implementation of the MOY state model into Jaeger’s

state summation requires balanced oriented 4-valent graphs (in the sense that the
total degree of a vertex is zero), with vertices being either crossing-type oriented or
alternating oriented.

Proposition 1. The following identity holds:
s {

= [2n− 1] + 1.

Proof. This identity holds by Jaeger’s theorem. �
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Proposition 2. The following graph skein relation holds:
s {

= ([2n− 2] + [2])J K.

Proof. s {
=

[ ]
+

[ ]
+

[ ]
+

[ ]
.

Now, for the first oriented diagram, we have[ ]
= q(1−n) rot

( )
R
( )

= q(1−n) rot
( )
[n− 1]R

( )
= q1−n

[n− 1]q(1−n) rot( )R
( )

= q1−n
[n− 1]

[ ]
,

and for the third oriented diagram, we have[ ]
= q

[ ]
+ q−1[ ]

= q · q(1−n) rot
( )

R
( )

+ q−1[ ]
= q · q1−n

· q(1−n) rot( )
[n]R

( )
+ q−1[ ]

= q2−n
[n]
[ ]

+ q−1[ ]
= (q2−n

[n] + q−1)
[ ]

.

Similarly, we obtain[ ]
= qn−1

[n− 1]
[ ]

and
[ ]

= (qn−2
[n] + q)

[ ]
.

Using these evaluations for each of the oriented states, we arrive at
s {

=
(
[2n− 2] + [2]

)([ ]
+
[ ])

=
(
[2n− 2] + [2]

)
J K. �

Proposition 3. The following skein relation holds:
s {

=
(
[2n− 3] + 1

)s {
+ [2]

s {
.

Proof. We know that
s {

=

[ ]
+

[ ]
+

[ ]
+

[ ]
+

[ ]
+

[ ]
+

[ ]
+

[ ]
+

[ ]
+

[ ]
.
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Now,[ ]
= (q1−n)

rot
( )

R
( )

= (q1−n)
rot
( )

[2]R
( )

= [2]
[ ]

,

and[ ]
= (q1−n)

rot
( )

R
( )

= (q1−n)
rot
( )(

R
( )

+ [n−2]R
( ))

=

[ ]
+ qn−1

[n− 2]
[ ]

,

where we used the fact that

rot
( )

= rot
( )
− 1.

We also have that[ ]
= q

[ ]
+ q−1

[ ]
= q

[ ]
+ q−1(̇q1−n)

rot
(
−1
)

R
( )

= q
[ ]

+ q−1q̇n−1(q1−n)
rot
( )
[n− 1]R

( )
= q

[ ]
+ qn−2

[n− 1]
[ ]

.

Similarly, for the bigon with alternating oriented vertices, we have[ ]
= q−1

[ ]
+ q

[ ]
= q−1

(
q
[ ]

+ q−1
[ ])

+ q
(

q
[ ]

+ q−1
[ ])

=

[ ]
+ q−2

· qn−1
[n]
[ ]

+ q2
[ ]

+

[ ]
= q2

[ ]
+ (qn−3

[n] + 2)
[ ]

.

The remaining diagrams can be evaluated similarly. Thus, we have
s {

=

[ ]
+

[ ]
+

[ ]
+

[ ]
+

[ ]
+

[ ]
+

[ ]
+

[ ]
+

[ ]
+

[ ]
,
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and using the above computations yields
s {

= [2]
[ ]

+

([ ]
+ qn−1

[n− 2]
[ ])

+ [2]
[ ]

+

([ ]
+ q1−n

[n− 2]
[ ])

+

(
q
[ ]

+ qn−2
[n− 1]

[ ])
+

(
q
[ ]

+ qn−2
[n− 1]

[ ])
+

(
q−1

[ ]
+ q2−n

[n− 1]
[ ])

+

(
q−1

[ ]
+ q2−n

[n− 1]
[ ])

+

(
q−2

[ ]
+(q3−n

[n]+2)
[ ])

+

(
q2
[ ]

+(qn−3
[n]+2)

[ ])
.

Combining like terms, we have
s {

= (q+q−1)

[ ]
+ (q+q−1)

[ ]
+ (q+q−1)

[ ]
+ (q+q−1)

[ ]
+ [2]

[ ]
+ [2]

[ ]
+ ([2n−3] + 1)

[ ]
+ ([2n−3] + 1)

[ ]
+([2n−3] + 1)

[ ]
+ ([2n−3] + 1)

[ ]
= [2]

s {
+ ([2n−3] + 1)

s {
,

which completes the proof. �

Proposition 4. The following graph skein relation holds:
s {

+

s {
−

s {
−

s {
− [2n− 4]

s {
=

s {
+

s {
−

s {
−

s {
− [2n− 4]

s {
.

Proof. To prove the statement, one can use the same approach as in the previous
propositions, namely evaluating

s {
and

s {

by summing over all bracket evaluations for all the associated oriented diagrams.
To avoid cumbersome computations, we use instead the fact that [[·]] is invariant
under the Reidemeister III move. That is,

s {
=

s {
.
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Using the skein relation (4-5), we have

s {
= q

s {
+ q−1

s {
−

s {
,

s {
= q

s {
+ q−1

s {
−

s {
.

Since [[·]] is invariant under the Reidemeister II move, we have
s {

=

s {
,

and we obtain that
s {

=

s {
.

Using again the skein relation (4-5), we have

0=
s {

−

s {

= q
s {

+ q−1
s {

−

s {
−

(
q
s {

+ q−1
s {

−

s {)
= q

(
q
s {

+q−1
s {

−

s {)
+q−1

(
q
s {

+q−1
s {

−

s {)
−

(
q
s {

+q−1
s {

−

s {)
−q

(
q
s {

+q−1
s {

−

s {)
−q−1

(
q
s {

+q−1
s {

−

s {)
+q

s {
+q−1

s {
−

s {
.

Applying Proposition 2 and canceling terms, we arrive at

0=
s {

−

s {

= q2
s {

+ ([2n− 2] + [2])
s {

− ([2n− 2] + [2])
s {

−q
s {

+

s {
+q−2

s {
−q−1

s {
+

s {
−q2

s {

−

s {
− q−2

s {
+ q−1

s {
+ q

s {
−

s {
.

Now, from Proposition 3, we have
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s {
= [2]

s {
+ ([2n− 3] + 1)

s {
,

s {
= [2]

s {
+ ([2n− 3] + 1)

s {
,

s {
= [2]

s {
+ ([2n− 3] + 1)

s {
,

s {
= [2]

s {
+ ([2n− 3] + 1)

s {
.

Making the above replacements and combining like terms gives us

0= (q2
−q[2])

s {
+([2n−2]+[2]−q[2n−3]−q−q−1

[2n−3]−q−1)

s {

+

s {
+ (q−2

− q−1
[2])

s {
+

s {
+ (q[2] − q2)

s {

−

s {
+ (q−1

[2n− 3] + q−1
+ q[2n− 3] + q − [2n− 2] − [2])

s {

+ (q−1
[2] − q−2)

s {
−

s {

=

s {
+

s {
−

s {
−

s {
− [2n− 4]

s {

−

(s {
+

s {
−

s {
−

s {
− [2n− 4]

s {)
,

and the statement follows. �

Propositions 1–4 provide consistent and sufficient skein relations to evaluate
any planar unoriented 4-valent graph. In addition, the skein relation (4-5) together
with these propositions yield a state summation model for the SO(2n) Kauffman
polynomial.
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Invariant measures for hybrid stochastic systems
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(Communicated by David Royal Larson)

In this paper, we seek to understand the behavior of dynamical systems that are
perturbed by a parameter that changes discretely in time. If we impose certain
conditions, we can study certain embedded systems within a hybrid system as
time-homogeneous Markov processes. In particular, we prove the existence of
invariant measures for each embedded system and relate the invariant measures
for the various systems through the flow. We calculate these invariant measures
explicitly in several illustrative examples.

1. Introduction

An understanding of dynamical systems allows one to analyze the way processes
evolve through time. Usually, such systems are given by differential equations that
model real world phenomena. Unfortunately, these models are limited in that they
cannot account for random events that may occur in application. These stochastic
developments, however, may sometimes be modeled with Markov processes, and
in particular with Markov chains. We can unite the two models in order to see
how these dynamical systems behave with the perturbation induced by the Markov
processes, creating a hybrid system consisting of the two components. Complicating
matters, these hybrid systems can be described in either continuous or discrete time.

The focus of this paper is studying the way these hybrid systems behave as they
evolve. We begin by defining limit sets for a dynamical system and stochastic
processes. We next examine the limit sets of these hybrid systems and what happens
as they approach the limit sets. Concurrently, we define invariant measures and
prove their existence for hybrid systems while relating these measures to the flow.
In addition, we supply examples with visuals that provide insight to the behavior of
hybrid systems.
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2. The stochastic hybrid system

In this section, we define a hybrid system.

Definition 1. A Markov process X t is called time-homogeneous on T if, for all
t1, t2, k ∈ T and for any sets A1, A2 ∈ S,

P(X t1+k ∈ A1 | X t1 ∈ A2)= P(X t2+k ∈ A1 | X t2 ∈ A2).

Otherwise, it is called time-inhomogeneous.

Definition 2. A Markov chain Xn is a Markov process for which perturbations
occur on a discrete time set T and finite state space S.

For a Markov chain on the finite state space S with cardinality |S|, it is useful to
describe the probabilities of transitioning from one state to another with a transition
matrix

Q ≡


P1→1 . . . P1→|S|

. .

. .

. .

P|S|→1 . . . P|S|→|S|

 ,
where Pi→ j is the probability of transitioning from state si ∈ S to state s j ∈ S.

Also, for the purposes of this paper, we suppose that our Markov chain transitions
occur regularly at times t = nh for some length of time h ∈ R+ and for all n ∈ N.

Definition 3. Let {Xn}, for Xn ∈ S and n ∈N, be a sequence of states determined
by a Markov chain.

For t ∈ R+, define the Markov chain perturbation Z t = Xbt/hc, where bt/hc is
the greatest integer less than or equal to t/h.

Note that Z t , instead of being defined only on discrete time values like a Markov
chain, is instead a stepwise function defined on continuous time.

Definition 4. Given a metric space M and state space S as above, define a dynamical
system ϕ with random perturbation function Z t , as given in Definition 3, by

ϕ : R+×M × S→ M,

with

ϕ(t, x0, Z0)= ϕZ t

(
t − nh, ϕZnh (h, . . . ϕZ2h (h, ϕZh (h, ϕZ0(h, x0))))

)
,

where ϕZk represents the deterministic dynamical system ϕ evaluated in state Zk

and nh is the largest multiple of h less than t .
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For ease of notation, let

xt = ϕ(t, x0, Z0) ∈ M

represent the position of the system at time t .

Definition 5. Let

Yt =

(
xt

Z t

)
define the hybrid system at time t . In other words, the hybrid system consists of
both a position xt = ϕ(t, x0, Z0) ∈ M and a state Z t ∈ S.

The ω-limit set has the following generalization in a hybrid system.

Definition 6. The stochastic limit set C(x) for an element of our state space x ∈ M
and the hybrid system given above is the subset of M with the following three
properties:

(1) Given y ∈ M and tk→∞ such that xtk → y, P(y ∈ C(x))= 1.

(2) C(x) is closed.

(3) C(x) is minimal: if some set C ′(x) has properties 1 and 2, then C ⊆ C ′.

3. The hybrid system as a Markov process

Lemma 7. Each of the following is a Markov process:

(i) Any deterministic dynamical system ϕ(t, x0).

(ii) Any Markov chain perturbation Z t , as in Definition 2.

(iii) The corresponding hybrid system Yt , as in Definition 5.

Proof. (i) Any deterministic system is trivially a Markov process, since ϕ(t, x0) is
uniquely determined by ϕ(τ, x0) at any single past time τ ∈ R+.

(ii) By definition, a Markov chain is a Markov process. However, the Markov chain
perturbation Z t is not exactly a Markov chain. A Markov chain exists on a discrete
time set, in our case given by T = {t ∈ R+ | t = nh for some n ∈ N}; conversely,
the time set of Z t is R+, with transitions between states occurring on the previous
time set (that is, at t ≡ 0 mod h). Despite this difference, Z t maintains the Markov
property: we can compute P(Z t ∈ A) for any set A based solely on Zτ1 and the
values of the times t and τ1. Explicitly, the probability that Z t will be in state si at
time t is given by

P(Z t = si )= ((QT )n)i j ,

where n is the number of integer multiples of h (i.e., the number of transitions that
occur) between t and τ1. Clearly, this is independent of the states Zτi for i > 1, so
that the random perturbation is indeed a Markov process.
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(iii) Now, keeping in mind that the hybrid system Yt consists of both a location
xt ∈ M in the state space and a value Z t ∈ S of the random component, we can
combine (i) and (ii) to see that the entire system is also a Markov process. We
see from (ii) that Z t follows a Markov process. Furthermore, P(xt ∈ Ax) at time t
depends solely on the location xτ1 at any time τ1 < t and the states of the random
perturbation sequence Z between t and τ1, regardless of any past behavior of the
system. Hence, for any collection of sets Aα, α ∈ N,

P(Z t ∈ Az | Zτ1 ∈ Az1, Zτ2 ∈ Az2, . . . , Zτn ∈ Azn )= P(Z t ∈ Az | Zτ1 ∈ Az1),

P(xt ∈ Ax | xτ1 ∈ Ax1, xτ2 ∈ Ax2, . . . , xτn ∈ Axn )= P(xt ∈ Ax | xτ1 ∈ Ax1).

So,

P(Yt ∈ Ay | Yτ1 ∈ Ay1, Yτ2 ∈ Ay2, . . . , Yτn ∈ Ayn )= P(Yt ∈ Ay | Yτ1 ∈ Ay1).

Thus, the hybrid system is a Markov process. �

Unfortunately, the hybrid system is not time-homogeneous. Recall that state
transitions of Z t occur at times t = nh for n ∈ N. So, the state of the system at
time h/4 uniquely determines the system at 3h/4, since there is no transition in
this interval. However, the system at time 5h/4 is not determined uniquely by the
system at 3h/4, since a stochastic transition occurs at t = h ∈

[ 3
4 ,

5
4

]
. Therefore,

with t1 = h/4, t2 = 3h/4, and k = 1
2 ,

P
(
Y h

4+
1
2
∈ A | Y h

4
∈ A0

)
6= P

(
Y 3h

4 +
1
2
∈ A | Y 3h

4
∈ A0

)
,

violating Definition 1. However, in order to satisfy the hypotheses of the Krylov–
Bogolyubov theorem [Hairer 2010; 2006] found in Theorem 14, the hybrid system
must be time-homogeneous.

To create a time-homogeneous system, we restrict the time set on which our
Markov process is defined. Instead of allowing our time set

{t, τ1, τ2, τ3, . . . , τn} ⊂ R+

to be any decreasing sequence of real numbers, we create time sets t0+nh for each
t0 ∈ [0, h) and n ∈ N. In other words, we define a different time set for each value
t0 < h as

{t ∈ R+ | t = t0+ nh for some n ∈ N}.

We call the hybrid system on these multiple, restricted time sets the discrete system.

Proposition 8. The discrete hybrid system above is a time-homogeneous Markov
process.
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Proof. First, we must show that the discrete hybrid system is a Markov process at
all. This follows immediately from the proof that our original hybrid system is a
Markov process. Since the Markov property holds for all t, τ1, τ2, . . . , τn ∈ R+, it
must necessarily hold for the specific time set

{t ∈ R+ | there exists n ∈ N such that t = t0+ nh}

for each t0 < h.
Now, it remains to show that this system is time-homogeneous. Recall that

the time-continuous hybrid system failed to be time-homogeneous because its Z t

component was not time-homogeneous. Although transitions occurred only at
regular, discrete time values, a test interval could be of any length; an interval of
size h/2, for example, might contain either 0 or 1 transitions. However, because our
discrete system creates separate time sets, any time interval — starting and ending
within the same time set — must be of length nh for some n ∈ N, and thus will
contain precisely n potential transitions. So, taking t1, t2 ∈ R+, we know that

P(Yt1+nh ∈ A | Yt1 ∈ A0)= P(Yt2+nh ∈ A | Yt2 ∈ A0).

Note that the first component of the hybrid system, xt , is also time-homogeneous
under the discrete time system. Given Z t , it can be treated as a deterministic
system, and therefore time-homogeneous. Thus, the discrete hybrid system is
time-homogeneous. �

4. Invariant measures for the hybrid system

We now introduce several definitions that will lead to the main results of this paper.

Definition 9. Consider a hybrid system Yt and a σ -algebra 6 on the space M . A
measure µ on M is invariant if, for all sets A ∈6 and all times t ∈ R+,

µ(A)=
∫

x0∈M
P(xt ∈ A)µ(dx).

Definition 10. Let (M,T) be a topological space, and let 6 be a σ -algebra on M
that contains the topology T. Let M be a collection of probability measures defined
on 6. The collection M is called tight if, for any ε > 0, there is a compact subset
Kε of M such that, for any measure µ in M,

µ(M\Kε) < ε.

Note that since µ is a probability measure, it is equivalent to, say, µ(Kε) > 1−ε.
The following definitions are from [Hairer 2010].

Definition 11. Let (M, ρ) be a separable metric space. Let {P(M)} denote the
collection of all probability measures defined on M (with its Borel σ -algebra).
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A collection K ⊂ {P(M)} of probability measures is tight if and only if K is
sequentially compact in the space equipped with the topology of weak convergence.

Definition 12. Consider M with σ -algebra 6. Let C0(M,R) denote the set of
continuous functions from M to R. The probability measure P(t, x, ·) on6 induces
a map

Pt(x) : C0(M,R)→ R, with Pt(x)( f )=
∫

y∈M
f (y)P(t, x, dy).

Pt is called a Markov operator.

Definition 13. A Markov operator P is Feller if Pϕ is continuous for every contin-
uous bounded function ϕ : X → R. In other words, it is Feller if and only if the
map x 7→ P(x, ·) is continuous in the topology of weak convergence.

We state the Krylov–Bogolyubov theorem without proof.

Theorem 14 (Krylov–Bogolyubov). Let P be a Feller Markov operator over a
complete and separable space X. Assume that there exists x0 ∈ X such that the
sequence Pn(x0, ·) is tight. Then, there exists at least one invariant probability
measure for P.

We now show that the conditions of the theorem are satisfied by the discrete
hybrid system, yielding the existence of invariant measures as a corollary.

Lemma 15. Given t0 ∈ [0, h), the discrete hybrid system Markov operators Pn for
n ∈ N given by

Pn f (Y )≡
∫

M×S
f (Y1)P(nh, Y, dY1)

are Feller.

Proof. We begin by showing that P1 is Feller. By induction, it follows that Pn is
Feller for all n ∈ N. It is clear that there are only finitely many possible outcomes
of running the hybrid system for time h. Namely, there are at most |S| possible
outcomes, where |S| denotes the cardinality of S. Given

Y0 =

(
x0

Z0 = si

)
∈ M × S,

the only possible outcomes at time t = 1 are

Y j
1 =

(
ϕ j (t0, ϕi (h− t0, x))

s j

)
for j ∈ {1, . . . , |S|}, where ϕi , ϕ j are the flows of the dynamical systems corre-
sponding to states si and s j , respectively. The probability of the j-th outcome is
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given by Pi→ j , the probability of transitioning from state si to state s j . Therefore,

P1 f (Y )=
∫

M×S
f (Y1)P(h, Y, dY1)=

|S|∑
j=1

Pi→ j f (Y j
1 ).

Each ϕi is continuous under the assumption that each flow is continuous with
respect to its initial conditions. The map from si to s j is continuous since S is
finite, so every set is open and hence the inverse image of any open set is open. The
function f is continuous by hypothesis, and any finite sum of continuous functions
is also continuous. Therefore P1 f is also continuous, and hence P1 is Feller. �

We see now that the conditions of Theorem 14 (Krylov–Bogolyubov) hold.
Namely, because M and S are compact (the former by assumption, the latter since
it is finite), M × S is compact. Thus, any collection of measures is automatically
tight, since we can take Kε = X . It is well known that any compact metric space
is also complete and separable. Applying Theorem 14, then, gives the following
corollary, which is one of the primary results of the paper.

Corollary 16. The discrete hybrid system has an invariant measure for each t0 ∈
[0, h).

So, rather than speaking of an invariant measure for the time-continuous hybrid
system, we can instead imagine a periodic invariant measure cycling continuously
through h. That is, for each time t0 ∈ [0, h), there exists a measure µt0 such that
for t ≡ 0 (mod h),

µt0(A)=
∫

Y∈M×S
P(t, Y, A) dµt0 .

The measure µt0 above is a measure on the product space M× S, since this is where
the hybrid system lives. However, what we are really after is an invariant measure
on just M , the space where the dynamical system part of the hybrid system lives.
Fortunately, we can define a measure on M by the following construction.

Proposition 17. Given µt , an invariant probability measure on M× S, the function

µ̃t(A)≡ µt(A, S),

where A ⊆ M is an invariant probability measure on M.

Proof. The fact that µ̃t is a probability measure follows almost immediately from the
fact that µt is a probability measure. The probability that xt ∈∅ is 0, so µ̃t(∅)= 0.
The probability that xt ∈ M is 1, so µ̃t(M)= 1. Countable additivity of µ̃t follows
from countable additivity of µt . Therefore, µ̃t is a probability measure on M . �
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Thus far, we have proven the existence of a measure µt0 for t0 ∈ [0, h) such that
for t ≡ 0 (mod h),

µt0(A)=
∫

x0∈M,s∈S
P(ϕ(t, x0, s) ∈ A) dµt0 .

The following theorem relates the collection of invariant measures {µ̃t0} using the
flow ϕ. This is the main result of the paper.

Theorem 18. Given invariant measure µ0, the measure µt defined by

µt(A)=
∑
s∈S

∫
x0∈M

P(ϕ(t, x0, s) ∈ A) dµ0

is also invariant in the sense that µt = µt+nh for n ∈ N.

Proof. We will show that µt = µt+h . By induction, this implies that µt = µt+nh

for all n ∈ N. We have

µt+h(A)=
∑
s∈S

∫
x0∈M

P(ϕ(t + h, x0, s) ∈ A) dµ0.

Applying the definition of conditional probability,∑
s∈S

∫
x0∈M

P(ϕ(t + h, x0, s) ∈ A) dµ0

=

∑
r∈S

∫
y∈M

[
P(ϕ(t, y, r) ∈ A)

∑
s∈S

∫
x0∈M

P(ϕ(h, x0, s) ∈ dy×{r}) dµ0

]
.

Loosely speaking, the probability that a trajectory beginning at (x, s) will end in a
set A after a time t + h is the product of the probability that a trajectory beginning
at (y, r) will end in A after a time t multiplied by the probability that a trajectory
beginning at (x, s) will end at (y, r) after a time h, integrating over all possible
pairs (y, r). Here, we have implicitly used the fact that the hybrid system is a
Markov process to ensure that the state of the system at time t + h given the state
at time h is independent of the initial state, and we have avoided the problem of
time-inhomogeneity by considering trajectories that only begin at times congruent
to 0 (mod h).

Furthermore, we have

µh(dy×{r})=
∑
s∈S

∫
x0∈M

P(ϕ(h, x0, s) ∈ dy×{r}) dµ0

and
µh(dy×{r})= dµh(y, r);
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so,

µt+h(A)=
∑
r∈S

∫
y∈M

P(ϕ(t, y, r) ∈ A) dµh .

Since µ0 is invariant by assumption, µ0 = µh . Therefore,

µt+h(A)=
∑
r∈S

∫
y∈M

P(ϕ(t, y, r) ∈ A) dµ0 = µt(A). �

5. Examples

Some examples of hybrid systems can be found in [Ayers 2010; Baldwin 2007].
Here, we will examine two simple cases to illustrate the theory developed above.

5.1. A one-dimensional hybrid system. We begin with a one-dimensional linear
dynamical system with a stochastic perturbation:

ẋ =−x + Z t ,

where Z t ∈ {−1, 1}. Both components of this system have a single, attractive
equilibrium point: for Z t = 1, this is x = 1, and for Z t =−1, x =−1. At timesteps
of length h = 1, Z t is perturbed by a Markov chain given by the transition matrix
Q. Q is therefore a 2× 2 matrix of nonnegative entries,

Q =
(

P1→1 P1→−1

P−1→1 P−1→−1

)
,

where Pi→ j gives the probability of the equilibrium point transitioning from i to j
at each integer timestep. Since the total probability measure must equal 1,∑

j∈{1,−1}

Pi→ j = 1, i ∈ {1,−1}.

Furthermore, to avoid the deterministic case, we take Pi→ j 6= 0 for all i, j .

Proposition 19. The stochastic limit set C(x0)= [−1, 1] for all x0 ∈ R.

Proof. We begin by showing that C(x) ⊂ [−1, 1]: that is, that every possible
trajectory in our system will eventually enter and never leave [−1, 1], meaning
that no it is only possible to have t∗→∞ such that x∗ = y for y ∈ [−1, 1]. First,
consider x0 ∈ [−1, 1]. If we are in state Z t = 1, then the trajectory is attracted
upwards and bounded above by x = 1; in state Z t =−1, the trajectory is attracted
downwards and bounded below by x = −1. In both cases, the trajectory cannot
move above 1 or below −1, and so will remain in [−1, 1] for all time.

Now, consider x0 /∈ [−1, 1]. If the trajectory ever enters [−1, 1], by similar
argument as above, it will remain in that region for all time. So, it remains to
show that ϕ(t, x0, Z0) ∈ [−1, 1] for some t ∈ R. First, take x0 > 1. In either state,
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the trajectory will be attracted downward, and will eventually enter [1, 2] at time
t2. Once there, at the first timestep in which Z t = −1 it will cross x = 1 and
enter [−1, 1]. And since we have taken all entries of the transition probability
matrix Q to be nonzero, there almost surely exists a time t3 > t2 for which the
state is Z t =−1; then, the trajectory will enter [−1, 1] and never leave. By similar
argument, any trajectory starting at x0 < −1 will enter and never leave [−1, 1].
Thus, C(x)⊂ [−1, 1].

Now, we must show that [−1, 1] ∈ C(x): that is, that for every trajectory
ϕ(t, x0, Z0) and every point y∈[−1, 1] there is t∗→∞ such that ϕ(t∗, x0, Z0)→ y.
To do this, we really only need to show that given any point x0 ∈ [−1, 1] and any
transition matrix Q, there almost surely exists some time t∗ with ϕ(t∗, x0, Z0)= x∗.
If one such time t∗ is guaranteed to exist, then we can iterate the process for a
solution beginning at (t∗, x∗) to produce an infinite sequence of times. To show
that t∗ exists, we calculate a lower bound on the probability that ϕ(tn, x0, Z0)= x∗.

Without loss of generality, suppose that x0 > x∗. We have already shown that
any solution will enter [−1, 1], so take sup(x0)= 1. From here, we can calculate
the minimum number of necessary consecutive periods, k, for which Zn =−1 in
order for a solution with x0 = 1 to decay to x∗. The probability of this sequence of
k consecutive periods occurring is given by

P1(k)= (P1→−1)(P−1→−1)
k−1

if Z0 = 1 and

P−1(k)= (P−1→−1)
k

if Z0 =−1. Thus, for some t∗ ∈ [0, k],

P(ϕ(t∗, x0, Z0)= x∗)≥min(P1(k), P−1(k)) > 0,

since Pi→ j > 0. So,

P(t∗ /∈ [0, k])≤ 1− P(x∗) < 1 and P(t∗ /∈ [0,mk])≤ (1− P(x∗))m .

As m → ∞, (1 − P(x∗))m → 0. So, with probability 1, there exists t∗ with
ϕ(t∗, x0, Z0)= x∗.

By similar argument, for x0 < x∗ and all x∗ ∈ (−1, 1), we can find a time
sequence {tn} such that ϕ(tn, x0, Z0)= x∗. So, we know that for all x∗ ∈ (−1, 1),
x∗ ∈ C(x).

So, we have proven that [−1, 1] ⊆ C(x) and (−1, 1)⊆ C(x). Since C(x) must
by definition be closed, C(x)= [−1, 1]. �
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We can study the behavior of this system numerically. Figure 1 (left) depicts a
solution calculated for the transition matrix

Q1 =

(
0.4 0.6
0.5 0.5

)
,

with initial values x0 = 2, Z0 = 1.
As expected, the trajectory enters the interval (−1, 1) and stays there for all time,

oscillating between x =−1 and x = 1. Intuitively, it seems that the trajectory will
cross any x∗ in this interval repeatedly, so that indeed C(x)= [−1, 1]. This is not
quite so clear for the transition matrix

Q2 =

(
0.1 0.9
0.1 0.9

)
,

which yields the trajectory shown in Figure 1 (right) for x0 = 2, Z0 = 1.
It may appear that some set of points near x = 1 might be crossed by our path

only a finite number of times. But, as proven above, any point in (−1, 1) will
almost surely be reached infinitely many times as t→∞, so C(x)= [−1, 1].

Now, we consider the eigenvalues and eigenvectors of the transition matrices.
The eigenvector of QT

1 with eigenvalue 1 is

Ev =

(
5

11
6

11

)
,

and the eigenvector of QT
2 with eigenvalue 1 is

Ev ′ =

(
9
10
1
10

)
.
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Figure 1. A sample trajectory for a hybrid system with transition
matrix Q1 (left) and Q2 (right).
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These eigenvectors give the invariant measures on the state space S. We know
from Proposition 17 that there also exists an invariant measure on M . Here, since
any trajectory in M will almost surely enter C(x) = [−1, 1], the support of the
invariant measure must be contained in C(x). It is not difficult to see that this
invariant measure cannot be constant for all t ∈ R+. Given any point x0 ∈ [−1, 1],
we know that at t = 1, one of two things will have happened to the trajectory:

(i) it will have decayed exponentially toward x = 1, if Z1 = 1, or

(ii) it will have decayed exponentially toward x =−1, if Z1 =−1.

In case (i), if a solution begins at x0 =−1 for t = 0, the solution will have decayed
to a value of 1− 2e−1

≈ 0.264 by t = 1. In case (ii) a solution beginning at x0 = 1
for t = 0 will decay to a value of −1+ 2e−1

≈−0.264. Thus, if we are in case (i),
all trajectories in [−1, 1] at t = n will be located in [0.264, 1] at t = n+ 1. If we
are in case (ii), all will be in [−1,−0.264]. It is not possible for any trajectory to be
located in [−0.264, 0.264] at an integer time value. But, clearly, some solutions will
cross into this region, as depicted in Figure 2. Therefore, no probability distribution
will remain constant for all t in the time set R+.

However, as Figure 2 suggests, there is some distribution that is invariant under
t → t + n for n ∈ N. Approximations of the invariant measures at t ∈ [0, 1] for
transition matrix Q1 are shown in Figure 3.

5.2. A two-dimensional hybrid system. Our second example is a two-dimensional
system used to model the kinetics of chemical reactors. The general system
f (x1, x2) is given by

ẋ1 =−λx1−β(x1− xc)+ B Da f (x1, x2),

ẋ2 =−λx2+ Da f (x1, x2),
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Figure 2. A spider plot showing all possible trajectories starting
at x0 = 0.
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Figure 3. The invariant measure µ̃0 for a hybrid system with
transition matrix Q1.

where λ, β, xc, Da, and B are physical parameters (see [Poore 1973]). Here, we
use a simplified application of the system:

ẋ1 =−x1− 0.15(x1− 1)+ 0.35(1− x2)ex1 + Z t(1− x1),

ẋ2 =−x2+ 0.05(1− x2)ex1 .

This system is used to describe a continuous stirred tank reactor (CSTR). This type
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Figure 4. Phase plane of the deterministic system, Zn = 0.

of reactor is used to control chemical reactions that require a continuous flow of
reactants and products and are easy to control the temperature with. They are also
useful for reactions that require working with two phases of chemicals.

To understand the behavior of this system mathematically, we set our stochastic
variable Z t = 0 and treat it as a deterministic system. This system has three fixed
points, approximately at (0.67, 0.09), (2.64, 0.41), and (5.90, 0.95); the former and
latter are attractor points, while the middle is a saddle point, as shown in Figure 4.
The saddle point (2.64, 0.41) creates a separatrix, a repelling equilibrium line
between the two attracting fixed points. These points, (0.67, 0.09) and (5.90, 0.95),
comprise the ω-limit set of our state space.

With this information, we proceed to analyze the stochastic system. As discussed
above, the random variable here is Z t , which in applications can take values between
−0.15 and 0.15. To understand the full variability of this system, we take

Z t ∈ {−0.15, 0, 0.15}

with the transition matrix 0.3 0.3 0.4
0.3 0.3 0.4
0.3 0.3 0.4

 ,
yielding the phase plane in Figure 5.

We see that, for x0 away from the separatrices, ϕ(t, x0, Z0) behaves similarly to
ϕ(t, x0). Although state changes create some variability in a given trajectory, these
paths move toward the groups of associated attracting fixed points, which define the
stochastic limit sets for this system. However, ϕ(t, x0, Z0) for x0 between the red
and green separatrices is unpredictable; depending on the sequence of state changes
for a given trajectory, it might move either to the right or the left of the region
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Figure 5. Phase plane with randomness, showing fixed points,
separatrices, and portions of trajectories. Red, blue and green
indicate states 1 (Z t =−0.15), 2 (Z t = 0) and 3 (Z t = 0.15).

defined by the separatrices. This area is the bistable region, because a trajectory
beginning within it has two separate stochastic limit sets.

For example, we have in Figure 6 a spider plot beginning in the bistable region
at (3.5, 0.75). A spider plot shows all possible trajectories starting from a single
point in a hybrid system by, at each timestep, taking every possible state.

Thus, we see that the introduction of a stochastic element to a deterministic
system can grossly affect the outcome of the system, as a trajectory can now cross
any of the separatrices by being in a different state.

The stochastic element also affects the behavior of the hybrid system around the
invariant region. In Figure 7, we show the path of a single trajectory in the invariant
region defined by the fixed points near (0.67, 0.9). Plotting this trajectory for a
long period of time approximates the invariant region that would appear if we ran a
spider plot from the same point, but much more clearly.
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Figure 6. Spider plot. Color scheme as in Figure 5.
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Figure 7. Random trajectory.

As we saw in the one-dimensional system, considering the counts taken at specific
times in the interval between two state changes, h = 1 (since our state transitions
occur on N), yields a periodic set of invariant measures. Similarly to Figure 3,
Figure 8 shows the positions of our random trajectory in the invariant region at
time t , mod h.
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Figure 8. Count of trajectory paths within one timestep.
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Figure 8. Count of trajectory paths within one timestep (continued).
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A denser series of count images would show more clearly that the invariant
measure at t mod h cycles continuously.

6. Conclusion

We have studied hybrid systems consisting of a finite set S of dynamical systems
over a compact space M with a Markov chain on S acting at discrete time intervals.
Such a hybrid system is a Markov process, which can be made time-homogeneous
by discretizing the system. Then, there exists a family of invariant measures on the
product space M × S, which can be projected onto a family of measures on M . We
have demonstrated a relation between the members of this family.

We have studied both a one-dimensional and a two-dimensional example of a
hybrid system. These examples provide insight into the stochastic equivalent of
ω-limit sets and yield graphical representations of the invariant measures on these
sets.
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