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Following a procedure outlined by Kang, we view the generalized eigenspaces, known as root spaces, of the infinite dimensional Kac-Moody algebra $E_{10}$ as generalized eigenspaces for representations of the finite dimensional special linear algebra $A_{9}$. Then, using the combinatorial representation theory of the special linear Lie algebras, we determine the dimensions of certain root spaces in $E_{10}$.

## 1. Introduction

For the past forty years, Kac-Moody algebras have been a rich area of study due to their numerous applications to other areas of mathematics and physics. Kac-Moody algebras are of one of three types (i) finite, (ii) affine, or (iii) indefinite. While the root multiplicities of finite and affine Kac-Moody algebras are well known [Kac 1990], we still do not have a general knowledge of root multiplicities in indefinite type algebras.

Building on the work of Feingold and Frenkel [1983], Kac, Moody, and Wakimoto [Kac et al. 1988] studied root multiplicities of the indefinite algebra $E_{10}$ by considering this algebra as an extension of the affine algebra $E_{9}$. Later, Kang [1993a] developed a general construction for a class of indefinite algebras in which he built the larger algebra from a related affine or finite algebra and certain modules over that algebra. Kang's construction has been used to study the multiplicities of the indefinite algebras $H A_{n}^{(1)}$ [Benkart et al. 1995; Kang 1993b; 1994b; 1994a; Kang and Melville 1994; Hontz and Misra 2002a], $H C_{n}^{(1)}$ [Klima and Misra 2008], $H G_{2}^{(1)}$ [Hontz and Misra 2002b] and $H D_{4}^{(3)}$ [Hontz and Misra 2002b], as well as $E H A_{1}^{(1)}$ and $E H A_{2}^{(2)}$ [Sthanumoorthy and Uma Maheswari 2012]. In this paper, as in [Kac et al. 1988], we consider the multiplicities of the indefinite algebra $E_{10}$.

[^0]However, in applying Kang's construction we choose to build $E_{10}$ not from the infinite-dimensional $E_{9}$ but rather from the finite-dimensional simple algebra $A_{9}$. Using a multiplicity formula also due to Kang [1994b] along with the combinatorial representation theory for $A_{9}$ we determine multiplicities for roots up to degree -5 . We recover some of the results in [Kac et al. 1988] and develop a recursive procedure to extend these results.

## 2. Background

A Lie algebra over $\mathbb{C}$ is a vector space $\mathfrak{g}$ over $\mathbb{C}$, with an antisymmetric, bilinear operation $[\cdot, \cdot]: \mathfrak{g} \times \mathfrak{g} \rightarrow \mathfrak{g}$, called the bracket, such that the following property the Jacobi identity - holds: $[a,[b, c]]=[b,[a, c]]+[[a, b], c]$ for all $a, b, c \in \mathfrak{g}$.

Example 1. The Lie algebra of $2 \times 2$ trace zero complex matrices with the commutator bracket, $[A, B]=A B-B A$, is know as $s l(2, \mathbb{C})$. This Lie algebra has basis

$$
\left\{e=\left(\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right), f=\left(\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right), h=\left(\begin{array}{rr}
1 & 0 \\
0 & -1
\end{array}\right)\right\}
$$

and relations $[e, f]=h,[h, e]=2 e,[h, f]=-2 f$.
Any subalgebra $\mathfrak{s}$ of $\mathfrak{g}$ is a vector space over $\mathbb{C}$ and thus a linear functional $\alpha$ on $\mathfrak{s}$ is simply a linear function that assigns to each element of $\mathfrak{s}$ a corresponding complex number. The set of all linear functionals on $\mathfrak{s}$ is itself a vector space over $\mathbb{C}$, denoted $\mathfrak{s}^{*}$. A Lie algebra $\mathfrak{g}$ is $\mathfrak{s}$-diagonalizable if $\mathfrak{g}$ can be written as a direct sum of subspaces

$$
\mathfrak{g}_{\alpha}=\{g \in \mathfrak{g} \mid[s, g]=\alpha(s) g \text { for all } s \in \mathfrak{s}\} .
$$

Example 2. The Lie algebra $\mathfrak{g}=\operatorname{sl}(2, \mathbb{C})$ introduced in Example 1 is diagonalizable over its subalgebra $\mathfrak{h}=\{h\}$. Let $\alpha \in \mathfrak{h}^{*}$ be defined by $\alpha(h)=2$. Then

$$
\mathfrak{g}_{\alpha}=\{g \in \mathfrak{g} \mid[h, g]=2 g \text { for all } h \in \mathfrak{h}\}=\operatorname{span}\{e\} .
$$

Similarly, $\mathfrak{g}_{0}=\operatorname{span}\{h\}=\mathfrak{h}$ and $\mathfrak{g}_{-\alpha}=\operatorname{span}\{f\}$. Therefore $\mathfrak{g}$ is $\mathfrak{h}$-diagonalizable with decomposition $\mathfrak{g}=\mathfrak{g}_{\alpha} \oplus \mathfrak{g}_{0} \oplus \mathfrak{g}_{-\alpha}$.

We say a subalgebra $\mathfrak{s}$ of $\mathfrak{g}$ is abelian if $[a, b]=0$ for all $a, b \in \mathfrak{s}$. A Cartan subalgebra, $\mathfrak{h}$, of $\mathfrak{g}$ is a maximal abelian subalgebra of $\mathfrak{g}$ such that $\mathfrak{g}$ is diagonalizable over $\mathfrak{h}$. Given a Lie algebra $\mathfrak{g}$ and a Cartan subalgebra $\mathfrak{h}$ we define the roots of $\mathfrak{g}$ as those nonzero $\alpha \in \mathfrak{h}^{*}$ such that

$$
\mathfrak{g}_{\alpha}=\{g \in \mathfrak{g} \mid[h, g]=\alpha(h) g \text { for all } h \in \mathfrak{h}\} \neq 0 .
$$

In this case we call $\mathfrak{g}_{\alpha}$ the root-space associated with the root $\alpha$ and $\operatorname{dim}\left(\mathfrak{g}_{\alpha}\right)$ the multiplicity of the root $\alpha$.

The decomposition of $\operatorname{sl}(2, \mathbb{C})$ given in Example 2 is a root-space decomposition for this algebra because the subalgebra $\mathfrak{h}=\operatorname{span}\{h\}$ is a Cartan subalgebra of $\operatorname{sl}(2, \mathbb{C})$. The root spaces in this example are simply the eigenspaces for $\mathfrak{g}$ relative to $\mathfrak{h}$. In general, when the Cartan subalgebra $\mathfrak{h}$ is of dimension greater than one the root spaces of $\mathfrak{g}$ are generalized eigenspaces for $\mathfrak{g}$ relative to $\mathfrak{h}$.
2.1. Cartan matrices and the Weyl group. The algebra $\operatorname{sl}(2, \mathbb{C})$ is a member of the family of finite dimensional simple Lie algebras $A_{n}=\operatorname{sl}(n+1, \mathbb{C})$, where each algebra $A_{n}$ consists of the $(n+1) \times(n+1)$ trace-zero complex matrices under the commutator bracket. This family is one of four families of classical finite dimensional simple Lie algebras, each of which can be modeled as collections of familiar types of matrices.

In the late nineteenth century, William Killing and Élie Cartan showed that these four classical families along with five exceptional families were the only finite-dimensional simple Lie algebras. Given a finite-dimensional simple Lie algebra $\mathfrak{g}$ with Cartan subalgebra $\mathfrak{h}=\operatorname{span}\left\{h_{i}\right\}_{i=1}^{n}$ of dimension $n$, they described the root-system of $\mathfrak{g}$ using a linearly independent set of simple roots,

$$
\Pi=\left\{\alpha_{i}\right\}_{i=1}^{n} \subseteq \mathfrak{h}^{*}
$$

and recorded defining information for the simple roots in a Cartan matrix

$$
\begin{equation*}
A_{n \times n}=\left(a_{i j}\right) \text { with } a_{i j}=\alpha_{j}\left(h_{i}\right) \tag{1}
\end{equation*}
$$

Let $\mathfrak{g}(A)$ be the Lie algebra with Cartan matrix $A$, Cartan subalgebra $\mathfrak{h}$ and simple roots $\left\{\alpha_{i}\right\}_{i=1}^{n}$. For each $i \in\{1,2, \ldots, n\}$ define the simple reflection $r_{i}$ on $\mathfrak{h}^{*}$ by $r_{i}(\lambda)=\lambda-\lambda\left(h_{i}\right) \alpha_{i}$. The Weyl group associated with $A$ is the group generated by all simple reflections and for finite Lie algebras this group is also finite. If

$$
\omega=\prod_{k=1}^{t} r_{i_{k}}
$$

where $t$ is minimal amongst all such expressions we say $\omega$ is a reduced expression and call $t$ the length of $\omega$, denoted $\ell(\omega)$. We can recover the set of all roots of the finite-dimensional simple Lie algebra $\mathfrak{g}(A)$ by letting the Weyl group associated with $A$ act on the set of simple roots. Each root space in a finite-dimensional simple Lie algebra, $\mathfrak{g}(A)$, is one-dimensional and therefore understanding the root system is equivalent to understanding the algebra itself. Hence, classifying the finitedimensional simple Lie algebras amounts to classifying their Cartan matrices. See [Berman and Parshall 2002] for an excellent source on the historical development of Kac-Moody algebras beginning with Killing and Cartan's work on the classification of the finite-dimensional simple Lie algebras.

Each Cartan matrix as given in (1) has the following properties, where the indices
range from 1 through $n$ :

$$
\begin{array}{ll}
a_{i i}=2 & \text { for all } i . \\
a_{i j} \in \mathbb{Z}_{\leq 0} & \text { for } i \neq j . \\
a_{i j}=0 \Longleftrightarrow a_{j i}=0 & \text { for all } i, j . \\
\operatorname{det} A \neq 0 . & \\
\text { Each proper principal } &  \tag{6}\\
\text { minor of } A \text { is positive. }
\end{array}
$$

Every indecomposable matrix - that is, every matrix whose rows or columns cannot be permuted to block diagonal form - with these properties is the Cartan matrix (in the sense of (1)) for a unique (up to isomorphism) simple Lie algebra. Therefore we call any indecomposable square matrix with properties (2)-(6) an indecomposable Cartan matrix. In 1966, Jean-Pierre Serre developed a presentation of the unique (up to isomorphism) simple Lie algebra corresponding to a given indecomposable Cartan matrix $A_{n \times n}=\left(a_{i j}\right)$ using generators $\left\{e_{i}, h_{i}, f_{i}\right\}_{i=1}^{n}$ and the following relations:

$$
\left.\begin{array}{rlrl}
{\left[h_{i}, h_{j}\right]} & =0 \\
{\left[h_{i}, e_{j}\right]} & =a_{i j} e_{j}  \tag{7}\\
{\left[h_{i}, f_{j}\right]} & =-a_{i j} f_{j}
\end{array}\right\} \quad \begin{array}{ll}
\text { for all } i, j, \\
{\left[e_{i}, f_{j}\right]} & = \begin{cases}h_{i} & \text { if } i=j, \\
0 & \text { if } i \neq j,\end{cases} \\
\underbrace{\left[e_{i}, \cdots\left[e_{i},\left[e_{i}, e_{j}\right]\right] \cdots\right]}_{1-a_{i j} \text { times }}=\underbrace{\left[f_{i}, \cdots\left[f_{i},\left[f_{i}\right.\right.\right.}_{1-a_{i j} \text { times }}, f_{j}]] \cdots]=0 & \text { if } i \neq j .
\end{array}
$$

In fact, Serre's presentation applied to decomposable Cartan matrices as well, in which case the corresponding semisimple Lie algebra is the direct sum of the simple algebras associated with the indecomposable blocks.
2.2. Kac-Moody algebras. Kac [1968] and Moody [1968] independently extended Serre's construction to a larger class of algebras, now known as Kac-Moody algebras. These algebras are defined in terms of a generalized Cartan matrix (GCM) which must meet only the conditions (2), (3), and (4) associated with a Cartan matrix. The Kac-Moody algebra $\mathfrak{g}(A)$ defined by GCM $A_{n \times n}$ is the algebra with generators $\left\{e_{i}, f_{i}, h_{i}\right\}_{i=1}^{n}$ subject to Serre's relations. We define the Weyl group associated with a GCM in the same way as that associated with a Cartan matrix; however, the Weyl group associated with a GCM may be infinite dimensional. Additionally, while always finite-dimensional, root spaces in a Kac-Moody algebra may be of dimensional greater than one. Roots of the Kac-Moody algebra $\mathfrak{g}(A)$ that are reflections of one another - that is roots $\alpha$ and $\alpha^{\prime}$ such that $\alpha^{\prime}=\omega(\alpha)$ for some $\omega$
in the Weyl group associated with $A$ - are called conjugate and conjugate roots have identical multiplicities.

The Kac-Moody algebra associated with indecomposable GCM $A$ is of one of three types: finite, affine, or indefinite. If $A$ is nonsingular and each proper principal minor of $A$ is positive, $\mathfrak{g}(A)$ is of finite type. In this case $A$ is not only a generalized Cartan Matrix, but also a Cartan matrix and thus $\mathfrak{g}(A)$ is a finite-dimensional simple Lie algebra whose root spaces are necessarily one-dimensional. If $A$ is singular but each proper principal minor of $A$ is positive, $A$ is of affine type. While affine algebras are infinite dimensional and contain some roots of multiplicity greater than one, root multiplicities in these algebras are well-understood; see [Kac 1990, Chapter 6] for details. If $\mathfrak{g}(A)$ is neither finite nor affine, it is indefinite. In general root-multiplicities for these infinite dimensional algebras are not well-understood.

Each GCM $A_{n \times n}=\left(a_{i j}\right)$, of rank $\ell$ is associated with a realization $\left(\mathfrak{h}, \Pi, \Pi^{\vee}\right)$ where the Cartan subalgebra $\mathfrak{h}$ is a $2 n-\ell$ dimensional complex vector space and the simple roots $\Pi=\left\{\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right\} \subseteq \mathfrak{h}^{*}$ and simple coroots

$$
\Pi^{\vee}=\left\{h_{1}, h_{2}, \ldots, h_{n}\right\} \subseteq \mathfrak{h}
$$

are such that $\Pi$ and $\Pi^{\vee}$ are both linearly independent with $\alpha_{j}\left(h_{i}\right)=a_{i j}$ for all $i, j \in\{1,2, \ldots, n\}$. All roots of the Kac-Moody algebra $\mathfrak{g}(A)$ are either positive, that is the root can be written as a nonnegative integral linear combination of the simple roots, or negative, that is the root can be written as a nonpositive integral linear combination of the simple roots. Let $\Delta, \Delta_{+}$, and $\Delta_{-}$represent the set of roots, positive roots, and negative roots respectively. Then, $\mathfrak{g}_{+}=\bigoplus_{\alpha \in \Delta_{+}} \mathfrak{g}$ (resp. $\left.\mathfrak{g}_{-}=\bigoplus_{\alpha \in \Delta_{-}} \mathfrak{g}\right)$ and we have the triangular decomposition $\mathfrak{g}=\mathfrak{g}_{-} \oplus \mathfrak{h} \oplus \mathfrak{g}_{+}$.
2.3. Dynkin diagrams. The generalized Cartan matrix is often presented in an equivalent, graphical form known as a Dynkin diagram. In this paper we will only consider Lie algebras with symmetric GCM. The Dynkin diagram for the Lie algebra $\mathfrak{g}(A)$ with symmetric GCM, $A_{n \times n}$, is a graph with $n$ vertices, each associated with a simple root $\alpha_{i}$, in which vertex $i$ is connected to vertex $j$ using $a_{i j}^{2}=\left[\alpha_{j}\left(h_{i}\right)\right]^{2}$ edges for $i \neq j$.
Example 3. The Lie algebra $\mathfrak{g}=A_{9}=\operatorname{sl}(10, \mathbb{C})$ plays a key role in our work. Let $E_{i j}$ be the $10 \times 10$ matrix with $(i, j)$ entry equal to one and all other entries zero. Then $\mathfrak{g}$ is the 99 -dimensional algebra generated by

$$
\left\{e_{i}=E_{i, i+1}, f_{i}=E_{i+1, i}, h_{i}=E_{i i}-E_{i+1, i+1}\right\}_{i=1}^{9},
$$

with the nine-dimensional Cartan subalgebra $\mathfrak{h}=\operatorname{span}\left\{h_{i}\right\}_{i=1}^{9}$. Define the linear functionals $\epsilon_{i}$ on $\mathfrak{h}$ by $\epsilon_{i}(X)=X_{i i}$. Then every root of $\mathfrak{g}$ is a nonnegative or nonpositive integral linear combination of the simple roots $\Pi=\left\{\alpha_{i}=\epsilon_{i}-\epsilon_{i+1}\right\}_{i=1}^{9}$. Therefore, $A_{9}$ has the Cartan matrix $A=\left(a_{i j}\right)$, where, for $i, j \in\{1,2, \ldots, 8\}$,

$$
a_{i j}=\alpha_{j}\left(h_{i}\right)=\left\{\begin{aligned}
-1 & \text { if }|i-j|=1 \\
2 & \text { if } i=j \\
0 & \text { otherwise }
\end{aligned}\right.
$$

Here is the corresponding Dynkin diagram:


Example 4. We wish to explore root multiplicities in the Kac-Moody algebra $E_{10}$. Using the standard ordering of the simple roots, $E_{10}$ is associated with the GCM $A=\left(a_{i j}\right)$, where, for $i, j \in\{-1,0,1, \ldots, 8\}$,

$$
a_{i j}=\alpha_{j}\left(h_{i}\right)=\left\{\begin{align*}
-1 & \text { if }|i-j|=1 \text { and } i, j \in\{-1,0,1, \ldots, 7\}  \tag{8}\\
-1 & \text { if } i=5 \text { and } j=8 \\
2 & \text { if } i=j \\
0 & \text { otherwise }
\end{align*}\right.
$$

or equivalently with Dynkin diagram


Note that the Dynkin diagram formed by removing vertex -1 from (9) corresponds to GCM $A^{\prime}=\left(a_{i j}\right)$ for $i, j \in\{0,1, \ldots, 8\}$ with $a_{i j}$ given in (8). Since $\operatorname{det} A^{\prime}=0$ we see that $E_{10}$ is of indefinite type.
2.4. Lie algebra modules. A vector space $V$ over $\mathbb{C}$ is a module over the Lie algebra $\mathfrak{g}$ if there is a bilinear map from $\mathfrak{g} \times V$ into $V$ given by $(g, v) \rightarrow g \cdot v$ such that

$$
\begin{equation*}
[x, y] \cdot v=x \cdot(y \cdot v)-y \cdot(x \cdot v) \quad \text { for all } x, y \in \mathfrak{g} \text { and } v \in V \tag{10}
\end{equation*}
$$

Every Lie algebra $\mathfrak{g}$ is a module over itself via the adjoint action $g \cdot v=[g, v]$; in this case (10) is simply the Jacobi identity. In our work we will only deal with modules over finite algebras and the definitions below pertain to such algebras. However, each of these ideas can be extended to all Kac-Moody algebras (see [Kac 1990, Chapter 9]).

Let $\mathfrak{g}$ be a finite Lie algebra with Cartan subalgebra $\mathfrak{h}$. Given any $\lambda \in \mathfrak{h}^{*}$ the $\lambda$ weight space, $V_{\lambda}$, is defined as $V_{\lambda}=\{v \in V \mid h \cdot v=\lambda(h) \cdot v$ for all $h \in \mathfrak{h}\}$. If $V_{\lambda} \neq 0$, we call $\lambda$ a weight of $V$ and $\operatorname{dim}\left(V_{\lambda}\right)$ the weight multiplicity of $\lambda$ in $V$. The $\mathfrak{g}$-module $V$ is a highest weight module if there exists a $\lambda \in \mathfrak{h}^{*}$ and a $v_{\lambda} \in V, v_{\lambda} \neq 0$, such that $e_{i} \cdot v_{\lambda}=0$ for all $i \in\{1,2, \ldots, n\}, h_{i} \cdot v_{\lambda}=\lambda\left(h_{i}\right) v_{\lambda}$ for all $i \in\{1,2, \ldots, n\}$, and $V$ is generated by the images of $v_{\lambda}$ under successive applications of the elements
$f_{i} \in \mathfrak{g}$ where the $e_{i}, f_{i}$, and $h_{i}$ are the generators of $\mathfrak{g}$ subject to Serre's relations (7). In such a case, we call $v_{\lambda}$ a highest weight vector and $\lambda$ the highest weight of $V$.

## 3. The construction

If we remove vertex 8 from the Dynkin diagram for $E_{10}$ given in (9) we have, up to the labeling of the vertices, the Dynkin diagram for $\mathfrak{g}=A_{9}$ (with Cartan subalgebra $\mathfrak{h}$ ). For convenience, we relabel the simple roots of $\mathfrak{g}=E_{10}$ (with Cartan subalgebra $\tilde{\mathfrak{h}}$ ) according to the following Dynkin diagram:


With this choice of ordering, restricting the domain of the simple roots $\alpha_{i}$ $(i=1, \ldots, 9)$ of $\mathfrak{g}$ to $\mathfrak{h}$ gives the corresponding simple roots for $\mathfrak{g}$. Thus we use the same notation for the simple roots in both algebras.

Kang [1993a] introduced a construction for certain indefinite Kac-Moody algebras in which he builds the larger algebra, $\tilde{\mathfrak{g}}$, from a smaller algebra, $\tilde{\mathfrak{g}}_{0}$, a suitable $\mathfrak{g}_{0}$-module $V$, and $V^{*}$. In this section we specify Kang's construction to the algebra $\tilde{\mathfrak{g}}=E_{10}$.

As one would expect, $\mathfrak{g}=A_{9}$ plays an important role in our version of Kang's construction. More specifically, we let $\tilde{\mathfrak{g}}_{0}=A_{9}+\tilde{\mathfrak{h}}$. and choose the highest weight $\tilde{\mathfrak{g}}_{0}$-module $V=V\left(-\alpha_{0}\right)$ where $\alpha_{0} \in \tilde{\mathfrak{h}}^{*}$ is given by

$$
\alpha_{0}\left(h_{i}\right)=\left\{\begin{align*}
2 & \text { if } i=0  \tag{12}\\
-1 & \text { if } i=7, \\
0 & \text { if } i=1,2,3,4,5,6,8,9 .
\end{align*}\right.
$$

The Cartan matrix for $\tilde{\mathfrak{g}}$ is nonsingular and thus the simple coroots $\left\{h_{i}\right\}_{i=0}^{9}$ form a basis for $\tilde{\mathfrak{h}}$. Since $\left\{h_{i}\right\}_{i=1}^{9}$ is a basis for the Cartan subalgebra of $A_{9}$ we have $\tilde{\mathfrak{g}}_{0}=A_{9}+\tilde{\mathfrak{h}}=A_{9} \oplus \operatorname{span}\left\{h_{0}\right\}$ and any $\tilde{\mathfrak{g}}_{0}$-module, specifically $V\left(-\alpha_{0}\right)$, will be an $A_{9}$-module as well via the restricted module action.

We can realize $\tilde{\mathfrak{g}}$ as

$$
\begin{equation*}
\left(\bigoplus_{i \geq 1} \tilde{\mathfrak{g}}_{-i}\right) \oplus \tilde{\mathfrak{g}}_{0} \oplus\left(\underset{i \geq 1}{\oplus} \tilde{\mathfrak{g}}_{i}\right), \tag{13}
\end{equation*}
$$

where $\tilde{\mathfrak{g}}_{-1}=V\left(-\alpha_{0}\right), \tilde{\mathfrak{g}}_{1}=V\left(-\alpha_{0}\right)^{*}$, and each subspace $\tilde{g}_{-j}\left(\right.$ resp. $\left.\tilde{g}_{j}\right)$ with $j>1$ is a quotient of the space consisting of all brackets (in the free sense) of $j$ vectors from $V\left(-\alpha_{0}\right)$ (resp. $\left.V\left(-\alpha_{0}\right)^{*}\right)$. Furthermore, each subspace $\tilde{g}_{ \pm j}$ with $j>1$ is completely reducible as a sum of highest-weight $A_{9}$-modules. See [Kang 1993a] for details regarding the construction including the bracket structure for (13).

## 4. Combinatorial representation theory of $\boldsymbol{A}_{9}$

The construction of the previous section allows us to use the combinatorial representation theory of $A_{9}$ to study root multiplicities in $E_{10}$. We say that an $A_{9}-$ weight $\mu_{i}=\sum_{i=1}^{10} k_{i} \epsilon_{i}$ is dominant if and only if $k_{1} \geq k_{2} \geq \cdots \geq k_{10} \geq 0$. For example, restricting the domain of the weight $-\alpha_{0}$ as defined in (12) to $\mathfrak{h}$, the Cartan subalgebra of $A_{9}$, we find $-\left.\alpha_{0}\right|_{\mathfrak{h}}=\epsilon_{1}+\epsilon_{2}+\cdots+\epsilon_{7}$, a dominant $A_{9}$-weight. We can express the dominant weights, $\lambda$, of $A_{9}$ using certain ordered sets of positive integers, known as partitions and study weight multiplicities in $V(\lambda)$ using related combinatorial objects, known as Young tableaux.

A partition of the positive integer $n$ is a set $\lambda=\left\{\lambda_{1}, \lambda_{2}, \ldots, \lambda_{t}\right\}$ of positive integers written in weakly decreasing order such that $\lambda_{1}+\lambda_{2}+\cdots+\lambda_{t}=n$. We call $\ell(\lambda)=t$ the length of the partition $\lambda$ and say that $|\lambda|=n$. We identify the dominant $A_{9}$-weight $\lambda=\sum_{i=1}^{10} \lambda_{i} \epsilon_{i}$ with the partition $\lambda=\left\{\lambda_{1}, \lambda_{2}, \ldots, \lambda_{t}\right\}$ where $t$ is the largest integer such that $\lambda_{t} \neq 0$. We compare partitions $\lambda$ and $\mu$ using the dominance order on partitions, in which we fill either $\lambda$ or $\mu$ with trailing zeros so that each partition is of the same length and say $\lambda \geq \mu$ if and only if

$$
\sum_{i=1}^{m} \lambda_{i} \geq \sum_{i=1}^{m} \mu_{i} \quad \text { for } m \text { from } 1 \text { to } \max \{\ell(\lambda), \ell(\mu)\} .
$$

A Young diagram is a collection of boxes arranged in left-justified rows with a weakly decreasing number of boxes in each row and a Young tableau is a filling of the Young diagram with positive integers in such a way that the entries are weakly increasing across each row and strictly increasing down each column. For a given Young tableau, $Y$, let $\lambda_{i}$ give the number of boxes in row $i$ of the tableaux and $\mu_{i}$ gives the number of $i^{\prime} s$ that appear in the filling of the tableaux. We say $Y$ is of shape $\lambda$ and weight $\mu$. The shape of a Young tableau is necessarily a partition while the weight of the tableau may or may not be.

Example 5. The tableaux in Figure 1 are the only tableaux of shape

$$
\{2,2,2,2,2,2,1,1\}=\left\{2^{6}, 1^{2}\right\}
$$

and weight

$$
\{2,2,2,2,1,1,1,1,1,1\}=\left\{2^{4}, 1^{6}\right\} .
$$

The basis vectors for the highest weight $A_{9}$-module with dominant highest-weight $\lambda$ can be parameterized by the set of all Young tableaux of shape $\lambda$. If $v \in V(\lambda)$ corresponds to the Young tableau $Y$ then the weight of the vector $v$ in $V(\lambda)$ is the same as the weight of the Young tableau $Y$, leading to the following proposition.


Figure 1. Young diagrams for Example 5.
Proposition 1 [Fulton 1997]. Let $\lambda$ be a dominant weight of $A_{9}$. The weight multiplicity of $\mu$ in $V(\lambda)$, denoted $\operatorname{dim} V(\lambda)_{\mu}$ is the number of Young tableaux of shape $\lambda$ and weight $\mu$.

Furthermore, every weight $\mu=\sum_{i=1}^{10} \mu_{i} \epsilon_{i}$ of the highest-weight $A_{9}$-module with dominant highest-weight $\lambda$ is conjugate to the dominant weight formed by rearranging the coefficients of the $\epsilon_{i}$ in weakly decreasing order. If $\mu$ is dominant then $\mu$ may be identified with a partition and the number of Young tableaux of shape $\lambda$ and weight $\mu$ is known as the Kostka number $\mathscr{K}_{\lambda, \mu}$.

## 5. Root multiplicity calculations in $\boldsymbol{E}_{\mathbf{1 0}}$

Each positive root of $E_{10}$ is conjugate to its negative which will be of the same multiplicity. Therefore we may restrict our studies to the negative roots of $E_{10}$; let $\alpha=-\sum_{i=0}^{9} k_{i} \alpha_{i}$ be such a root. We call $j=k_{0}$ the degree of the root $\alpha$. In this section we determine the multiplicities of roots of degree $-5 \leq j \leq 0$.

Viewing $E_{10}$ as presented in (13), roots of degree zero appear as roots of $\tilde{\mathfrak{g}}_{0}=$ $A_{9}+\tilde{\mathfrak{h}}$ and hence as roots of the finite-dimensional simple Lie algebra $A_{9}$. These roots are of multiplicity one.

Roots of negative degree appear as weights of certain $A_{9}$-modules and each weight is conjugate to a dominant weight of the same multiplicity. Therefore, we will consider only dominant, negative roots in $E_{10}$. Let $\alpha$ be any dominant $E_{10}$ root of degree $-j$ with $j>0$. There exist positive integers $k_{i}$ such that

$$
\begin{aligned}
\alpha= & -j \alpha_{0}+\sum_{i=1}^{9} k_{i} \alpha_{i} \\
= & j\left(\epsilon_{1}+\epsilon_{2}+\cdots+\epsilon_{7}\right)+\left(j-k_{1}\right) \epsilon_{1}+\sum_{i=2}^{7}\left(j-k_{i}+k_{i+1}\right) \epsilon_{i}+\sum_{i=8}^{9}\left(k_{i-1}-k_{i}\right) \epsilon_{i}+k_{9} \epsilon_{i} \\
= & \left\{j-k_{1}, j-k_{2}+k_{1}, j-k_{3}+k_{2}, j-k_{4}+k_{3}, j-k_{5}+k_{4},\right. \\
& \left.j-k_{6}+k_{5}, j-k_{7}+k_{6}, k_{7}-k_{8}, k_{8}-k_{9}, k_{9}\right\} .
\end{aligned}
$$

The (necessarily positive) sums of the first $t$ terms in $\alpha$ for $t=1,2, \ldots, 10$ are
$j-k_{1}, 2 j-k_{2}, 3 j-k_{3}, 4 j-k_{4}, 5 j-k_{5}, 6 j-k_{6}, 7 j-k_{7}, 7 j-k_{8}, 7 j-k_{9}$, and $7 j$, respectively, with each $k_{i}$ a positive integer, leading to the following proposition.
Proposition 2. Every dominant degree $-j$ root of $E_{10}$ is a partition $\alpha$ of $7 j$ such that $\ell(\alpha) \leq 10$ and $\alpha \leq\left\{j^{7}\right\}$ where $\leq$ is the dominance order introduced on page 536.
5.1. Roots of degree negative one. Using the construction of $E_{10}$ presented in (13), roots of degree -1 appear as weights of the $A_{9}$-module $V\left(-\alpha_{0}\right)=V\left(\left\{1^{7}\right\}\right)$. By Proposition 2 any dominant weight of $V\left(\left\{1^{7}\right\}\right), \mu$ must be a partition of seven such that $\mu<\left\{1^{7}\right\}$. However any $\mu<\left\{1^{7}\right\}$ can be a partition of at most six and thus $\left\{1^{7}\right\}$ is the only dominant weight of $V\left(-\alpha_{0}\right)$. Therefore the roots of degree -1 are of the form $\alpha=k_{1} \epsilon_{1}+k_{2} \epsilon_{2}+\cdots+k_{10} \epsilon_{10}$ where $\left\{k_{i}\right\}_{i=1}^{10}$ is a permutation of $\{1,1,1,1,1,1,1,0,0,0\}$. By Proposition 1 , each of these roots is of multiplicity

$$
\mathscr{K}_{\left\{1^{7}\right\},\left\{1^{1}\right\}}=1
$$

5.2. Roots of degree less than negative one - Kang's formula. Again viewing $E_{10}$ as presented in (13), root spaces for roots of degree less than -1 appear as weights of the $A_{9}$-module $\bigoplus_{i \geq 1} \tilde{\mathfrak{g}}_{-i}$. Kang [1994b] used the specific structure of $\bigoplus_{i \geq 1} \tilde{\mathfrak{g}}_{-i}$ (see [Kang 1993a] for details regarding this structure), the EulerPoincaré principle, and Kostant's formula to develop both recursive and closed form multiplicity formulas for algebras with realizations such as the one given in (13). Theorem 3 gives Kang's recursive formula as it is summarized in [Hontz and Misra 2002a] and as it pertains to $E_{10}$. One can find similar applications of this formula in [Benkart et al. 1995].
Theorem 3. Let $\alpha=\sum_{i=0}^{9} k_{i} \alpha_{i}$ be a dominant root of $E_{10}$ with $\operatorname{deg}(\alpha)=k_{0}=-j$. Then for $j \geq 2$,

$$
\operatorname{mult}(\alpha)=\sum_{k=2}^{j}(-1)^{k} X_{k}(\alpha)-\sum_{k=2}^{j}(-1)^{k} Y_{k}(\alpha),
$$

with

$$
\begin{aligned}
& X_{k}(\alpha)= \sum_{\substack{\beta_{1}>\cdots>\beta_{r} \\
k_{1}+\cdots+k_{r}=k \\
k_{1} \beta_{1}+\cdots+k_{r} \beta_{r}=\alpha}}\binom{\operatorname{mult}\left(\beta_{1}\right)}{k_{1}} \cdots\binom{\operatorname{mult}\left(\beta_{r}\right)}{k_{r}}, \text { and } \\
& Y_{k}(\alpha)=\sum_{\substack{\omega \in W(S) \\
\ell(\omega)=k \\
\operatorname{deg}(\omega \rho-\rho)=-j}} \operatorname{dim} V(\omega \rho-\rho)_{\alpha}
\end{aligned}
$$

where mult $\left(\beta_{i}\right)$ is the multiplicity of $\beta_{i}$ as a root of $E_{10}, \rho \in \tilde{\mathfrak{h}}^{*}$ such that $\rho\left(h_{i}\right)=1$ for all $i \in\{0,1, \ldots, 9\}, V(\omega \rho-\rho)$ is the highest-weight $A_{9}$-module with highest
weight $\omega \rho-\rho$, and the reflections $\omega \in W(S)$ can be built from simple reflections using the recursive procedure defined in Lemma 4.

For a more precise definition of the set $W(S)$ along with a proof of Lemma 4 see [Kang 1993a].

Lemma 4 [Kang 1993a]. The only length one element of $W(S)$ is $\omega^{\prime}=r_{0}$. Suppose $\omega=\omega^{\prime} r_{j}$ and $l(\omega)=l\left(\omega^{\prime}\right)+1$. Then $\omega \in W(S)$ if and only if $\omega^{\prime} \in W(S)$ and $\omega^{\prime}\left(\alpha_{j}\right)=\sum_{i=0}^{9} k_{i} \alpha_{i}$ where each $k_{i} \geq 0$ and $k_{0} \neq 0$.

In the following examples we apply Theorem 3 to determine the multiplicities of specific degree -2 and degree -3 roots. Recall, we are using the ordering of the simple roots given in (11).

Example 6. In this example, we find the multiplicity in $E_{10}$ of the degree -2 root $\alpha=-2 \alpha_{0}-\alpha_{5}-2 \alpha_{6}-3 \alpha_{7}-2 \alpha_{8}-\alpha_{9}$. The root $\alpha$ can be expressed by

$$
\begin{aligned}
\alpha= & 2 \alpha_{0}-\alpha_{5}-2 \alpha_{6}-3 \alpha_{7}-2 \alpha_{8}-\alpha_{9} \\
= & 2\left(\epsilon_{1}+\epsilon_{2}+\epsilon_{3}+\epsilon_{4}+\epsilon_{5}+\epsilon_{6}+\epsilon_{7}\right)-\left(\epsilon_{5}-\epsilon_{6}\right)-2\left(\epsilon_{6}-\epsilon_{7}\right) \\
& \quad-3\left(\epsilon_{7}-\epsilon_{8}\right)-2\left(\epsilon_{8}-\epsilon_{9}\right)-\left(\epsilon_{9}-\epsilon_{10}\right) \\
= & 2 \epsilon_{1}+2 \epsilon_{2}+2 \epsilon_{3}+2 \epsilon_{4}+\epsilon_{5}+\epsilon_{6}+\epsilon_{7}+\epsilon_{8}+\epsilon_{9}+\epsilon_{10} \\
= & \left\{2^{4}, 1^{6}\right\}
\end{aligned}
$$

and mult $(\alpha)=X_{2}(\alpha)-Y_{2}(\alpha)$, where $X_{2}$ and $Y_{2}$ are defined in Theorem 3.
Given that all degree -1 roots are of multiplicity one, we have

$$
\begin{align*}
& X_{2}(\alpha)=\sum_{\substack{\beta_{1} \\
2 \beta_{1}=\alpha}} \underbrace{\binom{1}{2}}_{0}+\sum_{\substack{\beta_{1}>\beta_{2} \\
\beta_{1}+\beta_{2}=\alpha}} \underbrace{\binom{1}{1}\binom{1}{1}}_{1} \\
&=\text { the number of pairs }\left(\beta_{1}, \beta_{2}\right) \text { of roots of degree }-1 \\
& \text { such that } \beta_{1}>\beta_{2} \text { and } \beta_{1}+\beta_{2}=\alpha . \tag{14}
\end{align*}
$$

Let $\beta_{1}$ and $\beta_{2}$ be roots of degree -1 such that $\beta_{1}+\beta_{2}=\left\{2^{4}, 1^{6}\right\}$. Then, $\beta_{1}$ and $\beta_{2}$ can each be viewed as ordered sets whose terms are permutations of $\{1,1,1,1,1,1,1,0,0,0\}$. The first term in both $\beta_{1}$ and $\beta_{2}$ must be one as this is the only way for their sum to be two. The same statement holds for the second, third, and fourth terms of $\beta_{1}$ and $\beta_{2}$. The remaining six terms of $\beta_{1}$ could then be any of the $C(6,3)$ permutations of $\{1,1,1,0,0,0\}$. Once we have determined $\beta_{1}$, $\beta_{2}=\left\{2^{4}, 1^{6}\right\}-\beta_{1}$ is fixed. Therefore, we have $C(6,3)$ pairs $\left(\beta_{1}, \beta_{2}\right)$ of distinct degree -2 roots with $\beta_{1}+\beta_{2}=\left\{2^{4}, 1^{6}\right\}$, exactly half which will be such that $\beta_{1}>\beta_{2}$. Hence, $X_{2}\left(\left\{2^{6}, 1^{4}\right\}\right)=C(6,3) / 2=10$.

Next we turn our attention to the calculation of $Y_{2}(\alpha)$. To do this we must first find all $\omega \in W(S)$ of length two such that $\operatorname{deg}(\omega \rho-\rho)=-2$. Lemma 4 implies
that any $\omega \in W(S)$ of length two will be of the form $\omega=r_{0} r_{j}$ for $j \in\{0,1, \ldots, 9\}$ where $r_{0}\left(\alpha_{j}\right)=\sum_{i=0}^{9} k_{i} \alpha_{i}$ for some $k_{i}$ with each $k_{i} \geq 0$ and $k_{0} \neq 0$. For any simple root $\alpha_{j}, r_{0}\left(\alpha_{j}\right)=\alpha_{j}-\alpha_{j}\left(h_{0}\right) \alpha_{0}$. Referring to the Dynkin diagram for $E_{10}$ given in (11), we see

$$
\alpha_{j}\left(h_{0}\right)=\left\{\begin{aligned}
2 & \text { if } j=0 \\
-1 & \text { if } j=7 \\
0 & \text { otherwise }
\end{aligned}\right.
$$

and thus

$$
r_{0}\left(\alpha_{j}\right)= \begin{cases}\alpha_{0}-2 \alpha_{0}=-\alpha_{0} & \text { if } j=0 \\ \alpha_{7}+\alpha_{0} & \text { if } j=7 \\ \alpha_{j} & \text { otherwise }\end{cases}
$$

Observe that the only $\omega \in W(S)$ of length two is $\omega=r_{0} r_{7}$ and for this choice of $\omega$, $\omega \rho-\rho$ is of degree -2 . Specifically,

$$
\begin{aligned}
\omega \rho-\rho & =r_{o} r_{7}(\rho)-\rho \\
& =r_{0}\left[\rho-\rho\left(h_{7}\right) \alpha_{7}\right]-\rho \\
& =r_{0}\left(\rho-\alpha_{7}\right)-\rho \quad\left(\text { since } \rho\left(h_{i}\right)=1 \text { for all } i\right) \\
& =-2 \alpha_{0}-\alpha_{7} \\
& =2 \epsilon_{1}+2 \epsilon_{2}+2 \epsilon_{3}+2 \epsilon_{4}+2 \epsilon_{5}+2 \epsilon_{6}+\epsilon_{7}+\epsilon_{8} .
\end{aligned}
$$

Therefore,

$$
\begin{array}{rlr}
Y_{2}(\alpha) & =\sum_{\substack{\omega \in W(S) \\
\ell(\omega)=2 \\
\operatorname{deg}((\rho) \rho)=-2}} \operatorname{dim} V(\omega \rho-\rho)_{\alpha} \\
& =\operatorname{dim} V\left(\left\{2^{6}, 1^{2}\right\}\right)_{\alpha} & \\
& =\mathscr{K}_{\left\{2^{6}, 1^{2}\right\}, \alpha} \quad \text { (by Proposition 1) } \\
& =\mathscr{K}_{\left\{2^{6}, 1^{2}\right\},\left\{2^{4}, 1^{6}\right\}} \quad \text { (by Example 5) } \\
& =9 & \tag{15}
\end{array}
$$

and $\operatorname{mult}(\alpha)=\operatorname{mult}\left(\left\{2^{4}, 1^{6}\right\}\right)=X_{2}\left(\left\{2^{4}, 1^{6}\right\}\right)-Y_{2}\left(\left\{2^{4}, 1^{6}\right\}\right)=10-9=1$.
Example 7. In this example we find the multiplicity of the $E_{10}$ root

$$
\alpha=-3 \alpha_{0}-\alpha_{2}-2 \alpha_{3}-3 \alpha_{4}-4 \alpha_{5}-5 \alpha_{6}-6 \alpha_{7}-4 \alpha_{8}-2 \alpha_{9} .
$$

The root $\alpha$ is of degree -3 and thus mult $(\alpha)=X_{2}(\alpha)-X_{3}(\alpha)-Y_{2}(\alpha)+Y_{3}(\alpha)$ where $X_{2}, X_{3}, Y_{2}$, and $Y_{3}$ are defined in Theorem 3.

Given that all degree -1 and degree -2 roots are of multiplicity one, we have

$$
\begin{align*}
& X_{2}(\alpha)=\sum_{\substack{\beta_{1}>\beta_{2} \\
\beta_{1}+\beta_{2}=\alpha}} \underbrace{\binom{1}{1}}_{1}\binom{1}{1} \\
&=\text { The number of pairs }\left(\beta_{1}, \beta_{2}\right) \text { with } \operatorname{deg}\left(\beta_{1}\right)=-2, \\
& \operatorname{deg}\left(\beta_{2}\right)=-1, \text { and } \beta_{1}+\beta_{2}=\alpha \tag{16}
\end{align*}
$$

Let $\beta_{1}$ be a root of degree -2 and $\beta_{2}$ be a root of degree -1 such that

$$
\begin{aligned}
\beta_{1}+\beta_{2}= & \alpha \\
= & -3 \alpha_{0}-\alpha_{2}-2 \alpha_{3}-3 \alpha_{4}-4 \alpha_{5}-5 \alpha_{6}-6 \alpha_{7}-4 \alpha_{8}-2 \alpha_{9} \\
= & 3\left(\epsilon_{1}+\epsilon_{2}+\epsilon_{3}+\epsilon_{4}+\epsilon_{5}+\epsilon_{6}+\epsilon_{7}\right)-\left(\epsilon_{2}-\epsilon_{3}\right)-2\left(\epsilon_{3}-\epsilon_{4}\right)-3\left(\epsilon_{4}-\epsilon_{5}\right) \\
& \quad-4\left(\epsilon_{5}-\epsilon_{6}\right)-5\left(\epsilon_{6}-\epsilon_{7}\right)-6\left(\epsilon_{7}-\epsilon_{8}\right)-4\left(\epsilon_{8}-\epsilon_{9}\right)-2\left(\epsilon_{9}-\epsilon_{10}\right) \\
= & 3 \epsilon_{1}+2 \epsilon_{2}+2 \epsilon_{3}+2 \epsilon_{4}+2 \epsilon_{5}+2 \epsilon_{6}+2 \epsilon_{7}+2 \epsilon_{8}+2 \epsilon_{9}+2 \epsilon_{10} \\
= & \left\{3,2^{9}\right\} .
\end{aligned}
$$

Then, $\beta_{1}$ and $\beta_{2}$ can be viewed as ordered sets whose terms are permutations of $\{2,2,2,2,1,1,1,1,1,1\}$ and $\{1,1,1,1,1,1,1,0,0,0\}$ respectively. The first term in $\beta_{1}$ must be two with the first term of $\beta_{2}$ being one, as this is the only way for their sum to be three. The remaining nine terms of $\beta_{1}$ could then be any of the $C(9,3)$ permutations of $\{2,2,2,1,1,1,1,1,1\}$. Once we have determined $\beta_{1}$, $\beta_{2}=\left\{3,2^{2}\right\}-\beta_{1}$ is fixed. Therefore $X_{2}\left(\left\{3,2^{9}\right\}\right)=C(9,3)=84$.

We can also simplify $X_{3}(\alpha)=X_{3}\left(\left\{3,2^{9}\right\}\right)$ using the fact that all degree -1 and degree -2 roots are of multiplicity one.

$$
\begin{align*}
X_{3}(\alpha)= & \sum_{\substack{\beta_{1} \\
3 \beta_{1}=\alpha}} \underbrace{\binom{1}{3}}_{0}+\sum_{\substack{\beta_{1} \neq \beta_{2} \\
2 \beta_{1}+\beta_{2}=\alpha}} \underbrace{\binom{1}{2}}_{0}\binom{1}{1}
\end{align*} \sum_{\substack{\beta_{1}>\beta_{2}>\beta_{3} \\
\beta_{1}+\beta_{2}+\beta_{3}=\alpha}}=\underbrace{\binom{1}{1}\binom{1}{1}\binom{1}{1}}_{1} .
$$

Let $\beta_{1}, \beta_{2}$ and $\beta_{3}$ be degree -1 roots such that $\beta_{1}+\beta_{2}+\beta_{3}=\alpha=\left\{3,2^{9}\right\}$. Then, $\beta_{1}, \beta_{2}$, and $\beta_{3}$ can each be viewed as ordered sets whose terms are permutations of $\{1,1,1,1,1,1,1,0,0,0\}$. The first term in $\beta_{1}, \beta_{2}$, and $\beta_{3}$ must each be one as this is the only way for their sum to be three. The remaining nine terms of $\beta_{1}$ could then be any of the $C(9,3)$ permutations of $\{1,1,1,1,1,1,0,0,0\}$. Three of the nine remaining terms in $\beta_{1}$ will be zero. The corresponding terms in $\beta_{2}$ and $\beta_{3}$ must both be one as this is the only way for the terms to sum to two. The remaining six terms of $\beta_{2}$ could then be any of the $C(6,3)$ permutations of $\{1,1,1,0,0,0\}$. Once we have determined $\beta_{1}$ and $\beta_{2}, \beta_{3}=\left\{3,2^{9}\right\}-\beta_{1}-\beta_{2}$ is fixed. Therefore, we have
$C(9,3) \cdot C(6,3)$ pairs $\left(\beta_{1}, \beta_{2}\right)$ of distinct degree -2 roots with $\beta_{1}+\beta_{2}+\beta_{3}=\left\{3,2^{9}\right\}$, exactly $1 / 3$ ! of which will be such that $\beta_{1}>\beta_{2}>\beta_{3}$. Hence,

$$
X_{3}\left(\left\{3,2^{9}\right\}\right)=(C(9,3) \cdot C(6,2)) / 3!=280 .
$$

Next we turn our attention to the calculation of $Y_{2}(\alpha)$ and $Y_{3}(\alpha)$. Recall that

$$
Y_{2}(\alpha)=\sum_{\substack{\omega \in W(S) \\ \ell(\omega)=2 \\ \operatorname{deg}(\omega \rho-\rho)=-3}} \operatorname{dim} V(\omega \rho-\rho)_{\alpha} .
$$

However, in Example 6 we found all $\omega \in W(S)$ of length two and none of these were of degree -3 . Therefore,

$$
\begin{equation*}
Y_{2}(\alpha)=0 . \tag{18}
\end{equation*}
$$

To evaluate $Y_{3}(\alpha)$ we must first determine all $\omega \in W(S)$ of length three such that $\operatorname{deg}(\omega \rho-\rho)=-3$. Since the only $\omega \in W(S)$ of length two is $r_{0} r_{7}$, Lemma 4 implies that any $\omega \in W(S)$ of length three will be of the form $\omega=r_{0} r_{7} r_{j}$ for $j \in\{0,1, \ldots, 9\}$ where $r_{0} r_{7}\left(\alpha_{j}\right)=\sum_{i=0}^{9} k_{i} \alpha_{i}$ for some $k_{i}$ with each $k_{i} \geq 0$ and $k_{0} \neq 0$. But then,

$$
r_{0} r_{7}\left(\alpha_{j}\right)= \begin{cases}-\alpha_{7} & \text { if } j=0 \\ \alpha_{0}+\alpha_{6}+\alpha_{7} & \text { if } j=6 \\ \alpha_{0}+\alpha_{7}+\alpha_{8} & \text { if } j=8 \\ \alpha_{j} & \text { otherwise }\end{cases}
$$

and so the only $\omega \in W(S)$ of length 3 are $\omega_{1}=r_{0} r_{7} r_{6}$ and $\omega_{2}=r_{0} r_{7} r_{8}$. Since

$$
\omega_{1} \rho-\rho=3 \epsilon_{1}+3 \epsilon_{2}+3 \epsilon_{3}+3 \epsilon_{4}+3 \epsilon_{5}+2 \epsilon_{6}+2 \epsilon_{7}+2 \epsilon_{8}
$$

and

$$
\omega_{2} \rho-\rho=3 \epsilon_{1}+3 \epsilon_{2}+3 \epsilon_{3}+3 \epsilon_{4}+3 \epsilon_{5}+3 \epsilon_{6}+\epsilon_{7}+\epsilon_{8}+\epsilon_{9},
$$

each of which is of degree -3 , we have

$$
\begin{align*}
& Y_{3}(\alpha)= \sum_{\substack{\omega \in W(S) \\
\ell(\omega)=3 \\
\operatorname{deg}(\omega \rho-\rho)=-3}} \operatorname{dim} V(\omega \rho-\rho)_{\alpha} \\
&= \operatorname{dim} V\left(3 \epsilon_{1}+3 \epsilon_{2}+3 \epsilon_{3}+3 \epsilon_{4}+3 \epsilon_{5}+2 \epsilon_{6}+2 \epsilon_{7}+2 \epsilon_{8}\right)_{\alpha} \\
& \quad \quad+\operatorname{dim} V\left(3 \epsilon_{1}+3 \epsilon_{2}+3 \epsilon_{3}+3 \epsilon_{4}+3 \epsilon_{5}+3 \epsilon_{6}+\epsilon_{7}+\epsilon_{8}+\epsilon_{9}\right)_{\alpha} \\
&= \mathscr{K}_{\left\{3^{5}, 2^{3}\right\},\left\{3,2^{9}\right\}}+\mathscr{K}_{\left\{3^{6}, 1^{3}\right\},\left\{3,2^{9}\right\}} \\
&= 120+84=204 . \tag{19}
\end{align*}
$$

Therefore, $\operatorname{mult}(\alpha)=\operatorname{mult}\left(\left\{3,2^{9}\right\}\right)=X_{2}-X_{3}-Y_{2}+Y_{3}=84-280-0+204=8$.

Theorem 5. The only dominant degree -2 root of $E_{10}$ is $\left\{2^{4}, 1^{6}\right\}$ and this root is of multiplicity one.

Proof. If $\alpha$ is a dominant degree -2 root of $E_{10}$ then $\alpha$ meets the conditions given in Proposition 2 for $j=2$ with $0 \neq \operatorname{mult}(\alpha)=X_{2}(\alpha)-Y_{2}(\alpha)$. Using the counting methods demonstrated in Example 6, we have found $X_{2}(\alpha)$ as stated in (14), $Y_{2}(\alpha)$ as stated in (15), and mult $(\alpha)$ for each potential dominant degree -2 root, as follows:

| $\alpha$ | $X_{2}$ | $Y_{2}$ | $\operatorname{mult}(\alpha)$ |
| :--- | ---: | ---: | :---: |
| $\left\{2^{7}\right\}$ | 0 | 0 | 0 |
| $\left\{2^{6}, 1^{2}\right\}$ | 1 | 1 | 0 |
| $\left\{2^{5}, 1^{4}\right\}$ | 3 | 3 | 0 |
| $\left\{2^{4}, 1^{6}\right\}$ | 10 | 9 | 1 |

The table shows that $\left\{2^{4}, 1^{6}\right\}$ is the only dominant $E_{10}$ root of degree -2 .
Theorem 6. The only dominant degree -3 roots of $E_{10}$ are $\left\{3,2^{9}\right\}$ and $\left\{3^{2}, 2^{7}, 1\right\}$ which are of multiplicities eight and one respectively.

Proof. If $\alpha$ is a dominant degree -3 root of $E_{10}$ then $\alpha$ meets the conditions given in Proposition 2 for $j=3$ and $0 \neq \operatorname{mult}(\alpha)=X_{2}(\alpha)-X_{3}(\alpha)-Y_{2}(\alpha)+Y_{3}(\alpha)$. Using the counting methods demonstrated in Example 7, we have found $X_{2}(\alpha)$ as stated in (16), $X_{3}(\alpha)$ as stated in (17), $Y_{2}(\alpha)$ as stated in (18), $Y_{3}(\alpha)$ as stated in (19), and mult $(\alpha)$ for each potential dominant degree -3 root, as follows:

| $\alpha$ | $X_{2}$ | $X_{3}$ | $Y_{2}$ | $Y_{3}=\mathscr{Y}_{\left\{3^{5}, 2^{3}\right\}, \alpha}+\mathscr{K}_{\left\{3^{6}, 1^{3}\right\}, \alpha}$ | $\operatorname{mult}(\alpha)$ |
| :--- | ---: | ---: | ---: | :---: | :---: |
| $\left\{3^{7}\right\}$ | 0 | $* 0$ | 0 | 0 | 0 |
| $\left\{3^{6}, 2,1\right\}$ | 0 | $* 0$ | 0 | 0 | 0 |
| $\left\{3^{6}, 1^{3}\right\}$ | 0 | $* 1$ | 0 | $0+1$ | 0 |
| $\left\{3^{5}, 2^{3}\right\}$ | 0 | $* 1$ | 0 | $1+0$ | 0 |
| $\left\{3^{5}, 2^{2}, 1^{2}\right\}$ | 0 | $* 2$ | 0 | $1+1$ | 0 |
| $\left\{3^{5}, 2,1^{4}\right\}$ | 0 | $* 6$ | 0 | $2+4$ | 0 |
| $\left\{3^{4}, 2^{4}, 1\right\}$ | 0 | 6 | 0 | $4+2$ | 0 |
| $\left\{3^{4}, 2^{3}, 1^{3}\right\}$ | 1 | 15 | 0 | $7+7$ | 0 |
| $\left\{3^{3}, 2^{6}\right\}$ | 0 | 15 | 0 | $10+5$ | 0 |
| $\left\{3^{3}, 2^{5}, 1^{2}\right\}$ | 5 | 40 | 0 | $20+15$ | 0 |
| $\left\{3^{2}, 2^{7}, 1\right\}$ | 21 | 105 | 0 | $50+35$ | 1 |
| $\left\{3,2^{9}\right\}$ | 82 | 280 | 0 | $120+84$ | 8 |

The table shows that $\left\{3,2^{9}\right\}$ and $\left\{3^{2}, 2^{7}, 1\right\}$ are the only dominant roots of degree -3 .

We developed Maple worksheets to automate the multiplicity calculations. (For examples see mathsci.appstate.edu/~vlw/E10mult.html.) These worksheets apply Kang's multiplicity formula using Maple packages by John Stembridge [2004; 2005] to do the combinatorial calculations. Using the worksheets we have found all dominant $E_{10}$ roots of degree up to -5 .

Theorem 7. The dominant degree -4 roots of $\tilde{\mathfrak{g}}=E_{10}$ are $\left\{4,3^{6}, 2^{3}\right\},\left\{3^{9}, 1\right\}$, and $\left\{3^{8}, 2^{2}\right\}$, with multiplicities of 1,1 , and 8 respectively.

Theorem 8. The dominant degree -5 roots of $\tilde{\mathfrak{g}}=E_{10}$ are $\left\{4^{6}, 3^{3}, 2\right\},\left\{5,4^{3}, 3^{6}\right\}$, and $\left\{4^{5}, 3^{5}\right\}$ with multiplicities 1,1 , and 8 respectively.

## 6. Conclusions

As in [Kac et al. 1988] we have studied root multiplicities in $E_{10}$. We have worked in the basis $\mathscr{B}_{\epsilon}=\left\{\epsilon_{i}\right\}_{i=1}^{10}$ whereas the authors of [Kac et al. 1988] use the basis $\mathscr{B}_{\alpha^{\prime}}=\left\{\alpha_{i}^{\prime}\right\}_{i=-1}^{8}$ ordered according to the Dynkin diagram given in (9). Using the transition matrix from the basis $B_{\epsilon}$ to the basis $\mathscr{B}_{\alpha^{\prime}}$,

$$
\left[\begin{array}{cccccccccc}
6 / 7 & -1 / 7 & -1 / 7 & -1 / 7 & -1 / 7 & -1 / 7 & -1 / 7 & -1 / 7 & -1 / 7 & -1 / 7 \\
5 / 7 & 5 / 7 & -2 / 7 & -2 / 7 & -2 / 7 & -2 / 7 & -2 / 7 & -2 / 7 & -2 / 7 & -2 / 7 \\
4 / 7 & 4 / 7 & 4 / 7 & -3 / 7 & -3 / 7 & -3 / 7 & -3 / 7 & -3 / 7 & -3 / 7 & -3 / 7 \\
3 / 7 & 3 / 7 & 3 / 7 & 3 / 7 & -4 / 7 & -4 / 7 & -4 / 7 & -4 / 7 & -4 / 7 & -4 / 7 \\
2 / 7 & 2 / 7 & 2 / 7 & 2 / 7 & 2 / 7 & -5 / 7 & -5 / 7 & -5 / 7 & -5 / 7 & -5 / 7 \\
1 / 7 & 1 / 7 & 1 / 7 & 1 / 7 & 1 / 7 & 1 / 7 & -6 / 7 & -6 / 7 & -6 / 7 & -6 / 7 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & -1 & -1 & -1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -1 & -1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -1 \\
-1 / 7 & -1 / 7 & -1 / 7 & -1 / 7 & -1 / 7 & -1 / 7 & -1 / 7 & -1 / 7 & -1 / 7 & -1 / 7
\end{array}\right]
$$

and remembering that any permutation of a dominant $E_{10}$ root is again a root of the same multiplicity we were able to compare our results with those of [Kac et al. 1988].

We have found the multiplicity of 3527 roots in $E_{10}$ with negative degree. The majority (3442) of these roots have coefficients for $\alpha_{-1}^{\prime}$ of either -1 or -2 and their multiplicities agree with those stated in [Kac et al. 1988]. The root

$$
\left\{1,3^{9}\right\}_{\mathscr{B}_{\epsilon}}=\{-3,-4,-5,-6,-7,-8,-9,-6,-3,-4\}_{\mathscr{B}_{\alpha^{\prime}}}
$$

was not addressed in [Kac et al. 1988]. This root is conjugate to the dominant root $\left\{3^{9}, 1\right\}_{\mathscr{B}_{\epsilon}}$ and thus is of multiplicity one. The remaining 84 new $E_{10}$ roots are conjugate to $\left\{4^{6}, 3^{3}, 2\right\}_{\mathscr{B}_{\epsilon}}$ and are also of multiplicity one.
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