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A median estimator for three-dimensional
rotation data

Melissa Bingham and Zachary Fischer

(Communicated by Michael Dorff)

The median is a way of measuring the center of a set of data that is robust to
outlying values. However, the concept of a median for three-dimensional rotation
data has been largely nonexistent. Although there are already ways to measure
the center of three-dimensional rotation data using the idea of a “mean rotation”,
the median estimator developed here is shown to be less influenced by outlying
data points. A simulation study that investigates scenarios under which the
median is an improvement over the mean will be discussed. An application to a
three-dimensional data set in the area of human motion will be considered.

1. Introduction

Data in the form of three-dimensional rotations are common in the areas of hu-
man motion and biomechanics, since they can be used to characterize the relative
orientation of one body segment with respect to another during movement. We
use data collected in a study by Rancourt, Rivest, and Asselin [Rancourt et al.
2000] to motivate the need for a median for this type of data. During the study,
individuals drilled into six locations on a vertical panel, with each subject repeating
the drilling five times. Infrared emitting diodes placed on the subject’s hand,
forearm, arm, and torso allowed for collection of orientations of the wrist, elbow,
and shoulder during the drillings. Figure 1 shows five repeated wrist orientations
for the drillings performed by one of the subjects studied. Since each observation
is a three-dimensional rotation, it can be represented mathematically as a 3× 3
orthogonal rotation matrix with determinant 1 (i.e., is a member of the rotation
group SO(3)) and can be displayed graphically as a set of three points on the sphere,
corresponding to the locations of three orthogonal axes. Notice that one of the five
orientations seems to be an outlying value, as it is not clustered near the other four
observations.

MSC2010: 62H11, 62P99.
Keywords: directional statistics, rotations, median.
This research was supported by NSF grant DMS-1104409.
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714 MELISSA BINGHAM AND ZACHARY FISCHER

Figure 1. Five repeated wrist orientations from the drilling study
(represented as a set of three points).

A common first step in data analysis is to characterize data according to some
measure of center, and we attempt to do so here for the repeated drilling data. First
consider using the “mean rotation” that is commonly used as a measure of center
for three-dimensional rotation data [León et al. 2006; Bingham et al. 2009; Khatri
and Mardia 1977]. If O1, . . . , On ∈ SO(3) is a random sample of three-dimensional
rotations and O =

∑n
i=1 Oi , the mean rotation is defined as T = V W ∈ SO(3),

where O = V6W is the singular value decomposition of O. The singular value
decomposition is necessary since O itself is not necessarily an element of SO(3)
and therefore cannot serve as a mean rotation. The mean rotation of the five wrist
orientations shown in Figure 1 was found and is displayed as the set of three axes
in Figure 2.

Figure 2. Five repeated wrist orientations from the drilling study
(represented as a set of three points) and the mean rotation (repre-
sented as a set of three perpendicular axes).
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Figure 3. Stereographic projections of the five repeated wrist ori-
entations displayed in Figure 2, with the center point representing
the mean.

Figure 3 shows the same data as a stereographic projection, with the open circle
at the center corresponding to the position of the mean rotation. It can be seen that
the mean is not robust to outliers, as it is pulled towards the one observation that
might be considered an outlier. In cases like this, a median would be preferred as
a measure of center due to its robustness. While the median is typically thought
of as the value that divides an ordered distribution in half, this definition is only
easily applied to data that exhibit some type of natural ordering, and this property is
nonexistent for three-dimensional rotation data. Therefore, we propose a possible
median estimator for three-dimensional rotations in Section 2. In Section 3 we
examine the effectiveness of this median through a simulation study, and in Section 4
we revisit the wrist orientations to show that the median provides a better measure
of center for this data.

2. Development of a median estimator

Because three-dimensional rotation data do not have a natural ordering, we cannot
simply define the median as the value that divides the ordered distribution in half.
Instead we will consider the optimality property of the median when developing a
possible median estimator for such data. The optimality property tells us that the
mean absolute deviation attains a minimum when the deviation is measured from
the median [Lee 1995], so that for a random variable X , E |X −m| is minimized
where m =median.

To use the optimality property for three-dimensional rotations, we need a concept
of “distance” (or deviation) between two orientations. For O1, O2 ∈ SO(3), there
exists a vector U ∈ R3 and an angle r ∈ [0, π] such that a rotation of O1 about U
by r results in O2. The angle r is sometimes referred to as a misorientation angle
[Morawiec 2004] and we consider this angle as a measure of distance between
rotations O1 and O2. Suppose P1, . . . , Pn is a set of n rotations in SO(3), and
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let r(Pi , M) denote the misorientation angle between Pi and M. We define the
median rotation as the element of SO(3) that minimizes f (M)=

∑n
i=1 r(Pi , M),

so that the average deviation from all data points would be minimized by the median
rotation. In the next section we compare this median rotation to the mean rotation
introduced in Section 1 through a simulation study.

3. Simulation study

To examine the effectiveness of the median estimator defined in Section 2, we
simulate random rotations from the uniform axis-random spin (UARS) distributions
of [Bingham et al. 2009] under various conditions. The UARS distributions are a
symmetric class of distributions for three-dimensional rotations, and Bingham et
al. [2009] begin their development of this class by discussing a technique for data
simulation. Simulation begins by starting with the 3× 3 identity matrix, denoted
by I3×3. Then a unit vector U that is uniformly distributed on the R3-sphere is
generated. Next, the angle θ ∈ (−π, π] is independently generated from a circular
distribution that is symmetric about 0 and depends on a concentration parameter
κ (with density C(θ | κ)). Rotating I3×3 around U by the angle θ results in an
orientation P . If this process is repeated n times, we arrive at a set of orientations
P1, . . . , Pn that is scattered about the center I3×3. Since κ controls the angle θ
that is generated from the circular distribution, it also controls the spread of the
resulting orientations from their center. Now, by letting Mi = SP i for i = 1, . . . , n,
the rotations M1, . . . , Mn have center at S. The rotation Mi is said to have UARS
distribution with parameters S (indicating center) and κ (indicating spread), which
is denoted by Mi ∼ UARS(S, κ).

For the simulation study considered here, we will use the UARS class with θ
coming from the von Mises circular distribution with mean 0. The von Mises
distribution is the most commonly used circular distribution because it is symmetric
and unimodal, and as κ→∞, the distribution approaches the normal distribution
with standard deviation 1/κ . The density for θ is

C(θ | κ)= [2π I0(k)]−1 exp[κ cos(θ)], θ ∈ (−π, π],

where I0(κ) is the modified Bessel function of order zero. (For more on the von
Mises distribution see [Mardia and Jupp 2000].) See Figure 4 for a plot of the
von Mises density for κ = 5 and κ = 10, which shows how the concentration
parameter κ affects the spread of the distribution. We refer to the von Mises version
of the UARS class as vM-UARS.

For the simulation study considered here, we generated S1 and S2 uniformly
in SO(3). A total of n rotations, Q1, . . . , Qn , were simulated from the vM-UARS
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Figure 4. Von Mises circular density for concentration parameter
κ = 5, 10.

distribution, with a proportion p being vM-UARS(S1, κ) and 1− p being vM-
UARS(S2, κ). We think of this data set as being composed of 100p% “outliers”, so
that the data is centered at S2 with outliers near S1. We then found the misorientation
angle between S1 and S2, called V (i.e., V = r(S1, S2)). We think of V as measuring
the distance between the center of the data and where the outliers are located. The
values of κ considered in the simulation study were 5, 10, 50, 100, and 500. The
values of n considered were 10, 50, 100, and 500. The values of p used for each
choice of n are given in Table 1. Figure 5 shows a plot of Q1, . . . , Q100 on the
sphere for two different cases of κ , p, and V . In both instances, the proportion of
bolder, cross-shaped points is p (representing the “outliers”).

Once Q1, . . . , Qn were generated, the mean and median rotations, referred to
as N and M, respectively, were found. To measure the “distance” from the mean
to the simulated rotations, we considered the sum of the misorientation angles∑n

i=1 r(Qi , N). A similar measure,
∑n

i=1 r(Qi , M), was found for the median.
We compared the mean and median by considering the difference of these distances,

Choices for p

n = 10 0.1, 0.3, 0.5
n = 50 0.04, 0.1, 0.3, 0.5
n = 100 0.01, 0.05, 0.1, 0.5
n = 500 0.002, 0.01, 0.1, 0.5

Table 1. Choices of p (proportion of “outliers”) used in the simu-
lation study for each value of n considered.
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Figure 5. 100 simulated orientations with (left) κ = 50, p = 0.10,
and V = 0.488 and (right) κ = 500, p = 0.50, and V = 1.092.

R(M, N)=
∑n

i=1 r(Qi , N)−
∑n

i=1 r(Qi , M). Note that larger values of R(M, N)
indicate that the median rotation is outperforming the mean rotation.

For each combination of κ and n, 1000 rotation data sets were generated. For
each data set, p was chosen randomly from the possible values listed in Table 1. A
plot was then created with V, the “distance” between the uniformly selected S1 and
S2, on the horizontal axis and R= R(M, N) on the vertical axis, with different plot
characters and shades of gray used to represent the various values for p. Although
a total of 20 plots were made (one for each combination of κ and n), only a few,
which show the general relationships seen in all plots, are provided here.

Figure 6 contains the plots for (κ, n) combinations of (5, 10), (10, 50), (50, 100),
and (500, 100). As expected, when κ increases (meaning the simulated data is less
spread) or n increases, the relationship between V and R becomes more defined. An
interesting and unexpected feature seen in the plots is the quadratic-type relationship
between V and R. We see that the maximum values of R, which coincide with the
median most outperforming the mean, happen in the middle of the range of V values.
One might expect that R would increase as V increases and the outliers move farther
from the rest of the data. Instead, when the outliers are at a misorientation angle
of π away, the mean and median are almost identical. This phenomenon is due
to the fact that the three axes are orthogonal, making it impossible for them to
be simultaneously pulled toward the outliers. Figure 7 contains 100 orientations
plotted as a set of three points on the sphere, of which 10 would be considered
outliers (p = 0.10). The points around the x-, y-, and z-axes have been plotted
using three different colors so that it is clear which outliers belong to which cluster
of points. The angle between the cluster of points of seven points and the three
outliers is V = π . The mean and median are indistinguishable from one another on
this plot, and both are represented by the set of three axes. If one axis were to be
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Figure 6. Plot of R (vertical axis) against V (horizontal axis) for
1000 simulated data sets using (top left) κ = 5, n = 10, (top right)
κ = 10, n = 50, (bottom left) κ = 50, n = 100, and (bottom right)
κ = 500, n = 100.

pulled toward the outliers, the other axes would not be able to be pulled toward the
outliers and still remain orthogonal. As a result, the mean is not influenced by the
outliers in this case. Therefore, the quadratic-type relationship between V and R,
while unexpected, is understandable after considering the orthogonality of the axes
within a three-dimensional rotation data point.

We can also discuss the plots in regards to the proportion of outliers, p. In all
plots we see that with p = 0.50 the mean and median are generally equivalent (R
near 0). This is due to the fact that with an equal number of data points coming
from the two centers S1 and S2, both the mean and median will tend to be half-way
between these centers (with neither measure experiencing more pull toward one
center). From the plots presented in Figure 6 it appears that, with the exception
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Figure 7. Plot of 100 orientations, represented as a set of three
points on the sphere. Here p = 0.10, V = π , and the set of three
axes represents the mean/median.

of p = 0.50, the value of R increases as the percentage of outliers increases. So
the median is preferred. However, there are many other values of p that could be
chosen. With p = 0.50 producing low values of R, it was expected that at some p
we would achieve maximum values of R before again seeing a decrease. Therefore,
for one of the κ and n combinations, a simulation was done with more possible
values of p. Figure 8 shows the relationship between V and R for p = 0.06, 0.12,
0.18, 0.24, 0.30, 0.36, 0.43, and 0.50, where κ = 50 and n = 100. From the plot,
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Figure 9. Five repeated wrist orientations for the drilling study
(represented as a set of three points) and the median rotation (rep-
resented as a set of three perpendicular axes).

we see that the median most outperforms the mean near p = 0.30. As p increases
from 0.30 to 0.50 the value of R begins to decrease. Even though the median is
robust to outlying values, as we let p approach 0.50, it is ambiguous as to which
observations would comprise the “outliers” (with p = 0.50 being a situation that
might be best labeled as “bimodal” rather than having outliers at all).

4. Application to drilling data

Now that we have investigated the effectiveness of the median under various param-
eter choices, we return to the drilling data of [Rancourt et al. 2000]. In Section 1
it was seen that the mean orientation for the five repeated wrist orientations was
pulled toward the outlying value. Thus, for this data set, it is desirable to use the
median rotation as a measure of center. Figure 9 shows the five repeated wrist
orientations on the sphere with the set of perpendicular axes now representing the
median rotation. Figure 10 shows the data as a stereographic projection, with the
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Figure 10. Stereographic projections of the five repeated wrist
orientations, in black, with the center point at (0,0) representing
the median and the open circle representing the mean.
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point in the center at (0, 0) corresponding to the median rotation and the open circle
representing the mean rotation. Both figures show the median near the center of
four of the orientations, illustrating the fact that the median is not affected by the
outlying value like the mean is.

This small data set with repeated drilling rotations is just one example of a
situation in which a median estimator would be preferred over the mean estimator
that is typically used to measure the center for three-dimensional rotation data. In
subject areas where three-dimensional rotations are common, like the study of human
motion, data sets with outliers are bound to show up, making the median estimator
developed in Section 2 an important addition to statistics for three-dimensional
rotation data.
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Numerical results on existence and stability
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In this paper, we study numerically the existence and stability of the steady
state solutions of the reaction-diffusion equation, ut − auxx − u + u3

= 0, and
the Klein–Gordon equation, ut t + cut − auxx − u + u3

= 0, with the boundary
conditions: u(−1)= u(1)= 0. We show that as a varies, the number of steady
state solutions and their stability change.

1. Introduction

Reaction-diffusion systems are mathematical models which describe the den-
sity/concentration of a substance, a population, etc. The typical form is

ut = a1u+ f (u), (1)

where u(x, t) is the state variable at position x and at time t . 1u is the diffusion
term with the diffusion constant a, and f (u) is the reaction term.

To motivate Equation (1), consider letting a = 0, and f (u)= ku, and we get per-
haps the simplest population growth ordinary differential equation ut = ku. Here u
represents the size of a population at time t which is growing with instantaneous
growth rate k. Now imagine taking a one-dimensional spatially distributed popula-
tion (such as fish in a long, narrow river) and sectioning it into N subpopulations
lined up along the length of the river, each obeying ut = ku. In this case, the fish
from one subpopulation cannot move to an adjacent subpopulation. When we add
the assumption that the fish can move between adjacent subpopulations and in fact
will tend to move from more dense to less dense neighboring subpopulations (as is
the case with diffusion), and taking the limit as N →∞, a one-dimensional linear
reaction-diffusion equation ut = ku + auxx is obtained. The auxx term has the
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effect of limiting growth at point x if u(x, t) is concave down as a function of x
(for fixed t) at that point (a assumed positive). Thus for example, if the neighbors
of a subpopulation have smaller population densities, that subpopulation will tend
to grow smaller due to emigration.

Thus we take the point of view that we can start with a standard dynamical system
represented by a first-order differential equation and convert it into a distributed
system represented by a partial differential equation by adding a diffusion term auxx .
The situation is similar with dynamical systems represented by second-order dif-
ferential equations. For example, the equation for a damped mass-spring equation
(with no driving force) is well known to be mut t+cut+ku = 0, where u represents
the displacement from rest of a mass attached to a fixed point by a spring and damper
as a function of time t , and m, c, and k are parameters representing the mass, the
damping constant and the spring constant, respectively. By adding a diffusion
term, we get the standard linear Klein–Gordon equation mut t + cut + ku = auxx ,
which one can imagine to be a series of (vertical) harmonic oscillators tied together
(horizontally) by more springs.

In this paper we are concerned with nonlinear systems, so in the case of the
reaction-diffusion equation, instead of starting with the linear differential equation
ut = ku we start with the nonlinear one: ut = u−u3 (which has stable fixed points at
u =±1 and an unstable fixed point at u = 0). This could be a model of a population
with two stable values (after rescaling). This is similar to the example based on the
classic spruce-budworm model studied in [Khain et al. 2010]. Converting this ODE
to a PDE with the recipe of adding a diffusion term, we get the reaction-diffusion
equation known as the Allen–Cahn equation:

ut = auxx + u− u3. (2)

For the case of the mass-spring system, we replace the linear restoring force by a
nonlinear force of the form f (u)= αu+βu3 and end up with the Duffing equation:

ut t + cut +αu+βu3
= 0, (3)

where c is damping, and α and β are chosen so as to model various physical systems.
For example, if α is negative and β is positive, the force tends to move the mass
away from u= 0 and towards u=±1 (one system with this property would be when
magnets are added above and below the mass, which is assumed to be, say, made
of iron, so that the mass is pulled from its equilibrium position either up or down,
see Figure 1). Again, adding a diffusion term we get a nonlinear Klein–Gordon
equation:

ut t + cut +αu+βu3
= auxx , u(−1)= u(1)= 0. (4)
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u

Figure 1. Damped, thin metal wire, fixed at x = ±1, placed be-
tween two magnets at u =±1.

In both equations above when the parameter a is very small, we are back to a
bunch of unconnected one-dimensional systems behaving independently. For the
fish population in a river model, this would represent the idea that the fish could
not migrate up or down the river, but can only reproduce and/or die in one location.
For the mass-spring system this would represent totally unconnected, side-by-side
oscillators with magnets. Thus we refer to a as the strength of connection parameter.

In this paper, by using spectral methods, we study the numerical existence and
the stability of the steady state solutions of reaction-diffusion equation:

ut = auxx + u− u3 (5)

and Klein–Gordon equation:

ut t + cut = auxx + u− u3. (6)

For both cases we take the boundary conditions as u(−1) = u(1) = 0. We show
that as a varies, the number of those special solutions and their stability change.

2. Spectral methods

Introduction. Because of the nonlinear terms added to our second order partial
differential equations, we chose to use a numerical method of analysis instead
of finding exact solutions. We used spectral methods of analysis (see [Trefethen
2000]) instead of more traditional methods, such as finite differences, due to the
exponential order of error convergence that the spectral methods demonstrate.

Spectral methods break the second order partial differential equation into a series
of first order differential equations. Each first order differential equation lies at
a point called a Chebyshev point, which is similar to the equally spaced points
used in finite differences. However Chebyshev points are selected by taking the
x-coordinates of equally spaced points on a half-circle Figure 2, top.

Chebyshev points are closer together towards the endpoints of the equation,
which provides a much better polynomial fit and therefore much greater accuracy
compared to equally spaced points as seen in Figure 2, bottom (reproduced from
[Trefethen 2000]).
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Figure 2. Top: Chebyshev points. Bottom: Chebyshev versus
equispaced points.

Spectral methods have an exponential order of error convergence, so the error
decreases much more rapidly than in other numerical methods. By increasing N ,
defined as the number of Chebyshev points, linearly, the error converges expo-
nentially as in Figure 3 (reproduced from [Trefethen 2000]). However with finite
differences method, the number of points are normally increased by a factor of ten
to gain just one more decimal point of accuracy.
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Figure 3. Convergence of spectral differentiation.
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Choosing N. In order to find the most accurate solution, picking the correct number
of Chebyshev points is imperative. As discussed earlier, as N is increased linearly
the error decreases exponentially but only to a certain point. Eventually the error
reaches a minimum and then begins to increase slowly due to machine error.

Claim 2.1. For the reaction diffusion equation (5), the minimum error occurs at
approximately N = 14.

Proof. In order to select the optimal number of Chebyshev points, we calculate
the error by comparing the exact solution of the linear form of (5) to the solution
calculated with spectral methods. The linear form of (5) is

ut = auxx + u, u(−1)= u(1)= 0. (7)

By using the separation of variables method, we get the general solution of (7) as

u(x, t)=
∞∑

n=1

cne(1−a/4(nπ)2)t sin(nπ(x + 1)/2). (8)

If we pick our initial data as the eigenfunction u(x, 0)= sin(π(x + 1)/2), we get
c1 = 1 and cn = 0 for n ≥ 2. So the exact solution of (7) with that initial data is

u(x, t)= e(1−a/4π2)t sin(π(x + 1)/2). (9)

The approximate solution of (7) derived from the spectral methods:

u(x, t)= u0eAt ,

where A = aD2
+ 1, u0 = sinπ(x + 1)/2 and D2 is the Chebyshev matrix derived

by spectral methods.
Now we define the error as

Error= ‖Exact solution−Approximate solution‖

=
∥∥(e(1−a/4π2)t

− e(aD2
+1)t) sin(π(x + 1)/2)

∥∥.
where ‖ · ‖ represents the Euclidean norm. In Figure 4, for various a values, we
observe that the error reaches its minimum at approximately N = 14. �

Claim 2.2. For the Klein–Gordon equation (6), the minimum error occurs at ap-
proximately N = 12.

Proof. Similar to what we did for the reaction-diffusion equation, we calculate
the error by comparing the exact solution of the linear form of (6) to the solution
calculated with spectral methods. The linear form of (6) is

ut t + cut = auxx + u, u(−1)= u(1)= 0. (10)
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Figure 4. Error plots for a-values from 0.02 to 0.4.

By using the separation of variables method and picking the initial data as

u(x, 0)= sin
π(x + 1)

2
(11)

and

ut(x, 0)=
(
−

c
2
+

√
c2

4
+ 1− a

4
π2

)
sin

π(x + 1)
2

(12)

and assuming c2
+ 4− aπ2 > 0, we get the exact solution of (10) as

u(x, t)= sin
(π(x + 1)

2

)
exp

((
−

c
2
+

√
c2

4
+ 1− a

4
π2

)
t
)
. (13)

The approximate solution of (10) derived from the spectral methods is found by
using ODE45 by changing the second order differential equation

ut t + cut = auxx + u = (aD2
+ 1)u

into a first order system y, defining z := ut ,[
u
z

]
t
=

[
0 I

aD2
+ I −c

] [
u
z

]
and using the same initial conditions (11) and (12). We define the error same as we
defined for the reaction-diffusion equation and use the Euclidean norm. Figure 5
shows the error for various a values and fixed c = 1 (top), an for various c values
and fixed a = 0.1 (bottom); we observe that the error reaches its minimum at
approximately N = 12. �
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Figure 5. Log error. Top: c = 1, values of a from 0.02 to 0.2.
Bottom: a = 0.1, values of c from 0.1 to 2.

3. Numerical existence of steady state solutions

Steady state solutions. For both equations, the reaction-diffusion (5) and the Klein–
Gordon equation (6), the steady state solutions u(x, t) = φ(x) satisfy the same
equation

−aφ′′−φ+φ3
= 0, φ(−1)= φ(1)= 0 (14)

since φt = 0 and φt t = 0. Figure 6 shows the steady state solutions for three different
a-values, a= 0.2, a= 0.1 and a= 0.03. Consecutively (14) has 3, 5 and 7 solutions.
The numerical computations show that as a is decreased, two new steady states of
opposite sign and increasing number of oscillations occur for each bifurcation. The
relation between a and number of steady state solutions will be analytically studied
on page 731.



730 ARON, BOWERS, BYER, DECKER, DEMIRKAYA AND RYU

−1 −0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8 1
−1

−0.8

−0.6

−0.4

−0.2

0

0.2

0.4

0.6

0.8

1

(i)

−1 −0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8 1
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

(ii)

−1 −0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8 1
−0.7

−0.6

−0.5

−0.4

−0.3

−0.2

−0.1

0

(iii) a = 0.2

−1 −0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8 1
−1

−0.5

0

0.5

1

(i)

−1 −0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8 1
0

0.2

0.4

0.6

0.8

1

(ii)

−1 −0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8 1
−1

−0.8

−0.6

−0.4

−0.2

0

(iii)

−1 −0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8 1
−1

−0.5

0

0.5

1

(iv)

−1 −0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8 1
−1

−0.5

0

0.5

1

(v)

a = 0.1

−1 −0.5 0 0.5 1
−1

−0.5

0

0.5

1

(i)

−1 −0.5 0 0.5 1
0

0.2

0.4

0.6

0.8

1

(ii)

−1 −0.5 0 0.5 1
−1

−0.8

−0.6

−0.4

−0.2

0

(iii)

−1 −0.5 0 0.5 1
−1

−0.5

0

0.5

1

(iv)

−1 −0.5 0 0.5 1
−1

−0.5

0

0.5

1

(v)

−1 −0.5 0 0.5 1
−1

−0.5

0

0.5

1

(vii)

−1 −0.5 0 0.5 1
−1

−0.5

0

0.5

1

(vi)

a = 0.03

Figure 6. Steady state solutions for various values of a.

Note that zero is the trivial steady state solution for any a. For nonzero solutions,
throughout this paper, we will name the steady state solutions. For example, we will
name each convex steady state solution in Figure 6 an “n” solution — see graphs
labeled (ii); each concave solution a “u” solution — graphs labeled (iii); graphs
labeled (iv) for a = 0.1 and a = 0.03 are the “nu” solutions, and so on.

Bifurcations. The number of steady states for a given a value was verified with the
shooting method. In Figure 7 we see shooting method plots for three a values. The
number of solutions at an a value is the number of times the plot of φ(1) versus
φ′(−1) touches the φ′(−1) axis where φ(1) = 0. The bifurcation values to five
decimal places were determined by changing a until a new number of solutions
was observed. These bifurcation values are confirmed in the next subsection.
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Figure 7. Existence of steady states φ(1) vs φ′(−1), for various
values of a.

Determination of bifurcation values. In Section 3 and in the preceding subsection,
the steady state solutions to both the nonlinear reaction diffusion equation (5) and
the nonlinear Klein–Gordon equation (6) were calculated numerically, and the
number of solutions were found for three a values. In particular it was found that
for a = 0.2 there are three steady state solutions, for a = 0.1 there are five steady
state solutions and for a = 0.03 there are seven steady state solutions.

In this section we find all bifurcation values for the parameter a; at each value
two new solutions are added. We will show that these bifurcations values are at
a = (2/nπ)2 for n a positive integer. Thus the first few values are 0.4053, 0.1013,
0.0450, 0.0253; for a > 0.4503 there is only the zero solution, for 0.1013< a <
0.4503 there are three solutions, for 0.0450< 0.1013 there are five solutions, for
0.0253< a < 0.0450 there are seven solutions, and so on. This is consistent with
the numerical results.

Consider the initial value problem

x ′ = y, y′ =−λ2(x − x3), x(−1)= 0, y(−1)= y0, (15)

which is equivalent to equations (14) with 1/λ2 substituted for a.
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Figure 8. Phase portrait for x ′ = y, y′ =−λ2(x − x3) with λ= 0.5.

Clearly this system has saddle points at (±1, 0). Due to the symmetry of the
vector field for this system, the fixed point at (0, 0) is a center. Solution curves
closer to the origin than the stable manifolds of (±1, 0) form closed loops. Thus the
solution curves to (15) circle the origin in the clockwise direction for y0 sufficiently
small. See Figure 8.

Let (x(y0, t), y(y0, t)) represent the solution to (15) and let θ(y0, t) represent the
angle that the line segment connecting (x(y0, t), y(y0, t)) with (0, 0) makes with
the positive x-axis. Thus θ(y0, t) is the angle in the polar coordinate representation
of (x(y0, t), y(y0, t)), and hence tan θ(y0, t) = y(y0, t)/x(y0, t). Assume that θ
starts at π/2, corresponding to the initial condition given in (15), and continues
to decrease as the solution curve moves clockwise around the origin. Thus after
one loop of the solution curve around the origin θ is −3π/2, after two loops θ is
−7π/2, and so on.

Theorem 3.1. θ(y0, t) is an increasing function of y0 > 0 for fixed t.

Proof. For convenience we suppress the y0 argument and write θ(y0, t) as θ(t).
Differentiating tan θ(t)= y(t)/x(t) with respect to t we get(

1+ tan2 θ(t)
)
θ ′(t)=

y′(t)x(t)− y(t)x ′(t)
x2(t)

.

Solving for θ ′(t) and using tan2 θ(t)= y(t)2/x(t)2 results in

θ ′(t)=
y′(t)x(t)− y(t)x ′(t)

x2(t)+ y2(t)
.
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Then using the DE system x ′ = y, y′ =−λ2(x − x3) we get

θ ′(t)=
−λ2x2(t)+ λ2x4(t)− y2(t)

x2(t)+ y2(t)
.

Switching to polar coordinates (x = r cos θ , y = r sin θ , r2
= x2
+ y2) on the

right side yields

θ ′(t)=
−λ2r2(t) cos2 θ(t)+ λ2r4(t) cos4 θ(t)− r2(t) sin2 θ

r2(t)

=−λ2 cos2 θ(t)+ λ2r2(t) cos4 θ(t)− sin2 θ(t).

Rearranging a bit we get

θ ′(t)= λ2 cos2 θ(t)
(
−1+ r2(t) cos2 θ(t)

)
− sin2 θ(t). (16)

Using x = r cos θ we could also write (16) as

θ ′(t)= λ2 cos2 θ(t)(−1+ x2(t))− sin2 θ(t), (17)

which shows that θ ′ < 0 for −1< x < 1. This is to be expected as we know that
solution curves inside the unstable manifold of the fixed points circle the origin
clockwise.

It is clear from (16) that θ ′ increases as a function of r for fixed θ . Since θ ′ is
negative this means that for a given θ , the solution curves farther from the origin
are circling the origin at a slower angular rate (smaller absolute value) than those
that are closer. See Figure 9.

This implies that for y0 chosen so that the solution curve forms a closed loop,
smaller y0 means that the solution curve has wrapped further around the origin
in the clockwise direction, and hence θ(y0, t) is smaller (for fixed t). This means
θ(y0, t) is an increasing function of y0 as claimed.

Let λ > 0 be fixed. Let x1(y0, t) represent the solution to

x ′ = y, y′ =−λ2x, x(−1)= 0, y(−1)= y0. (18)

x

y

Figure 9. Solution curves closer to the origin move faster.
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This is just (15) without the x3 term. It is easy to show that

x1(y0, t)= y0 sin(λ(t + 1))/λ and y1(y0, t)= y0 cos(λ(t + 1)).

As before, let (r1, θ1) be the polar representation of (x1, y1), so that θ1(y0, t) is the
polar angle for the point (x1(y0, t), y1(y0, t)). Since

tan θ1(y0, t)=
y1(y0, t)
x1(y0, t)

=
y0 cos(λ(t + 1))

y0 sin(λ(t + 1))/λ
= λ cot(λ(t + 1)),

we know that θ1(y0, t) is in fact independent of y0. Thus instead of θ1(y0, t) we
will write θ1(t). �

Theorem 3.2. Fix t and λ. As y0→ 0, θ(y0, t)→ θ1(t) monotonically.

Proof. The monotonic part follows from the previous theorem. To prove the limit
part, the basic idea is that x3 is negligible compared to x for small x , and so the
linear and nonlinear vector fields, given in Equations (15) and (18), respectively,
are indistinguishable for small x . We now flesh out the details of this argument.

For the IVP, x ′′+ λ2(x − x3) = 0, x(−1) = 0, x ′(−1) = y0, which is just (15)
written in second-order form, we can multiply the DE by x ′ to get

x ′x ′′+ λ2(x − x3)x ′ = 0.

We can integrate both sides now to get

1
2(x
′)2+ λ2( 1

2 x2
−

1
4 x4)
= C.

Then using x(−1)= 0 and x ′(−1)= y0 we get C = y2
0/2. We now have

(x ′)2+ λ2(x2
−

1
2 x4)
= y2

0 (19)

after substituting and multiplying by 2. Plotting (19) in the phase plane (x on the
horizontal axis and x ′ on the vertical) for various y0 we are back to the closed
curves in Figure 8, which shows clearly that x(t) can be “trapped” in an arbitrarily
small region −ε < x(t) < ε if y0 is taken to be sufficiently small. �

In order to finish the proof of the theorem we need to invoke a version of the
Gronwall inequality:

Lemma 3.3 (Gronwall’s inequality: see for example [Howard 1998, Theorem 2.1]).
Let X be a Banach space and U ⊂ X an open set in X. Let f, g : [a, b]×U → X
be continuous functions and let y, z : [a, b] →U satisfy the initial value problems

y′(t)= f (t, y(t)), y(a)= y0

z′(t)= g(t, z(t)), z(a)= z0. (20)
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Also assume there is a constant C ≥ 0 so that

‖g(t, x2)− g(t, x1)‖ ≤ C ‖x2− x1‖ (21)

and a continuous function φ : [a, b] → [0,∞) so that

‖ f (t, y(t))− g(t, y(t))‖ ≤ φ(t). (22)

Then for t ∈ [a, b]

‖y(t)− z(t)‖ ≤ eC |t−a|
‖y0− z0‖+ eC |t−a|

∫ t

a
e−C |s−a|φ(s) ds.

For our purposes the Banach space X is just the real numbers, so that the norm
is the absolute value.

For convenience we suppress the y0 and write θ(t) instead of θ(y0, t). We can
rewrite (17) as

θ ′(t)= f (t, θ(t)),

where

f (t, θ)=−λ2 cos2 θ − sin2 θ + λ2x2(t) cos2 θ

and where x(t) comes from the solution to the full system in (15). Similarly, θ1

satisfies

θ ′1(t)= g(t, θ1(t)),

where

g(t, θ)=−λ2 cos2 θ − sin2 θ.

We now apply the Gronwall inequality using the above choices for f and g,
where the interval [a, b] is [−1, 1] and where we choose the same initial condition
π/2 for the DEs, that is, θ(−1) = π/2 and θ1(−1) = π/2 (which corresponds
to x(0) = 0 and y(0) = y0 in rectangular coordinates). Equation (21) is called a
Lipschitz condition and is satisfied by g(t, θ) for some C because it is continuously
differentiable as a function of θ . Finally since∣∣ f (t, θ(t))− g(t, θ(t))

∣∣= ∣∣λ2x2(t) cos2 θ(t)
∣∣≤ λ2x2(t),

we see that (22) is satisfied with φ(t)= λ2x2(t). The conclusion of the Gronwall
inequality follows, which means that for fixed t ∈ [−1, 1] and λ

|θ(t)− θ1(t)| ≤ eC |t+1|
∫ t

−1
e−C |s+1|λ2x2(s) ds
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since the initial conditions are the same. If we assume that |x(t)|< ε then

eC |t+1|
∫ t

−1
e−C |s+1|λ2x2(s) ds < eC |t+1|

∫ t

−1
e−C |s+1|λ2ε2 ds

=
1
C
λ2ε2 (eC |t+1|

− 1
)
.

Following the above inequalities we have shown that

|θ(y0, t)− θ1(t)|<
1
C
λ2ε2 (eC |t+1|

− 1
)
.

The theorem follows by recalling that |x(t)| can be made arbitrarily small for y0

sufficiently small.

Theorem 3.4. The eigenvalues of the linear BVP

x ′′+ λ2x = 0, x(−1)= 0, x(1)= 0 (23)

are the bifurcation points for the nonlinear BVP

x ′′+ λ2(x − x3)= 0, x(−1)= 0, x(1)= 0. (24)

Specifically the eigenvalues of the linear problem are λn = nπ/2, and there is one
solution to the nonlinear problem (the zero solution) for 0≤ λ≤ λ1, three solutions
to the nonlinear problem for λ1 < λ≤ λ2, five solutions to the nonlinear problem
for λ2 < λ≤ λ3, and so on.

Proof. If λn is an eigenvalue for the BVP in (23) it is easy to show that λn = nπ/2
for n = 1, 2, . . . and that the corresponding eigenfunctions are any multiple of
sin(λn(t + 1)). Note that the system of differential equations in (18) is equivalent
to the differential equation in (23). Thus if λ= λn for some n ≥ 1, then a solution
to (18) automatically satisfies x(1)= 0 and so is a solution to (23) for any y0. This
explains the relationship between the IVP in (18) and the BVP in (23).

The relationship between the nonlinear IVP in (15) and the nonlinear BVP in
(24) is similar in that the differential equations are equivalent. However, because
of the nonlinearity, (24) can be solved for any λ by solving the IVP in (15) and
varying y0 until x(1)= 0 is obtained (sometimes called the “shooting method” for
solving a BVP). Note that x(1)= 0 in the phase plane means that the angle θ(y0, 1)
is any of −π/2,−3π/2,−5π/2, . . . .

Now fix λ and start with y0 chosen so that the solution to the IVP in (15) is
the stable manifold of (1, 0). As y0 decreases towards zero, θ(y0, 1) will wrap
clockwise around the origin until it reaches θ1(1) in the limit, as shown in the
previous theorem. Every time θ(y0, 1) passes −nπ/2 for n odd we get a solution to
the nonlinear BVP in (24). If λ<λ1 this never happens (because θ1(1) >−π/2), so
the only solution is the zero solution. If λ1<λ<λ2 then−3π/2<θ1(y0, 1)<−π/2
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and so θ(y0, 1) will pass just −π/2, in which case we have the zero solution as
well as one more solution. By symmetry, a third solution occurs for y0 negative. If
λ2 < λ< λ3, then θ(y0, 1) will pass −π/2 and −3π/2 yielding two solutions, plus
the zero solution, plus the symmetric solutions for y0 negative, for a total of five.
Proceeding in this manner, the theorem is proved. �

As stated earlier in this section, we have substituted 1/λ2 for the parameter
a in the nonlinear reaction-diffusion and Klein–Gordon equations, and thus the
bifurcation values in terms of a are a = (2/nπ)2.

4. Stability analysis

In order to determine the stability of a steady state solution, we look at the solution
in the vicinity of the steady state and observe its behavior over time.

We assume that u(x, t) is the solution such that u0 = u(x, 0) is in the vicinity
of the steady state solution. The difference between the solution and steady state
solution is known as the perturbation and is denoted as v(x, t) and, satisfies

v(x, t)= u(x, t)−φ(x). (25)

Stability analysis will require us to study the long time behavior of the perturbation.
If the solution diverges from the steady state (limt→∞ ‖v‖→∞), then the steady
state is unstable. If the solution does not diverge and the perturbation remains small,
the steady state is stable.

Stability of reaction-diffusion equation. By substituting (25) into (5), we get

(φ+ v)t − a(φ+ v)xx − (φ+ v)+ (φ+ v)
3
= 0.

Since −aφ′′−φ+φ3
= 0 and φt = 0, we get

vt − avxx − v+ 3φ2v+ 3φv2
+ v3
= 0.

By stability manifold theorem, we can say that the stability of the above equation
will be similar to its linearized equation which is as follows:

vt − avxx − v+ 3φ2v = 0,

which can be rewritten as

vt = (aD2
+ 1− 3φ2)v = 0.

So the eigenvalues of the linearized RD operatoraD2
+ 1− 3φ2 will tell us if v

blows up in time, decreases to 0, or stays bounded.
Our numerical results show that the largest eigenvalues of the linearized RD

operator about the “u” and “n” solutions are negative. This implies that these
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Figure 10. Largest eigenvalue of the linearized RD operator for
the unstable steady states.

solutions are stable. All other solutions are unstable because the linearized RD
operator has at least one positive eigenvalue. Figure 10 shows the largest eigenvalue
of the linearized RD operator about each unstable steady state as the number of
solutions from a given a-value increases (as the a-value decreases).

Stability of Klein–Gordon equation. By substituting (25) into (6), we get

(φ+ v)t t + c(φ+ v)t − a(φ+ v)xx − (φ+ v)+ (φ+ v)
3
= 0.

Since −aφ′′−φ+φ3
= 0, and φt = 0 and φt t = 0, we get

vt t − avxx − v+ 3φ2v+ 3φv2
+ v3
= 0.

By the stable manifold theorem, we can say that the stability of the above equation
will be similar to its linearized equation, which is as follows:

vt t + cvt − avxx − v+ 3φ2v = 0.

Let’s write it as a first order system by defining vt = w. We get[
v

w

]
t
=

[
0 I

aD2
+I−3φ2

−c

] [
v

w

]
.

So we need to find the eigenvalues of the operator matrix in this equation in order
to find the long time behavior of

[
v
w

]
.

Because all of the new steady states that occur after three solutions are unstable,
we then look at how unstable they are. One metric for instability is the magnitude
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Figure 11. Largest eigenvalue of the linearized KG operator for
the unstable steady states.

of the largest positive eigenvalue. The larger this eigenvalue is, the more unstable
the steady state. Figure 11 shows the magnitude of the largest positive eigenvalue
for various solutions as the number of solutions from a given a-value increases (as
the a-value decreases). Note how the solution becomes more stable at first, and
then becomes less stable as a decreases. Also note that the zero solution becomes
more unstable quickly but then approaches a level of instability asymptotically.

In Figure 12, steady states are indicated stable or unstable and are organized by
the bifurcation range that they occur in (number of solutions for a range of values

unstable unstable unstable unstable unstable unstable unstable

unstable unstable unstable unstable unstable unstable

unstable unstable unstable unstable unstable unstable

unstable unstable unstable unstable unstable

unstable unstable unstable unstable unstable

unstable unstable unstable unstable

unstable unstable unstable unstable

unstable unstable unstable

unstable unstable unstable

unstable unstable
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Number of Solutions
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0

Figure 12. The stability of different types of solutions as the value
of a decreases.
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Figure 13. Side-view plots. Top: a = 0.03, c = 0.5. Bottom:
a = 0.02, c = 0.5.

of a) and the look of the solution. For a values with only one steady state, the only
steady state is the zero solution and it is stable. For all other bifurcation ranges, the
zero solution is unstable. The solutions depicted in the second and third row of
Figure 12 are stable. All other steady states are unstable.

In Figure 13 we compare two side-view plots to verify that the increase in stability
of unstable steady states as observed in Figure 11 actually happens. As expected,
the side plot with a = 0.02 (9-solution range) took longer to move to a stable
solution than the plot with a = 0.03 (7-solution range) because it was less unstable
(the positive eigenvalues were closer to being negative).
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5. Simulations

Figure 14 depicts simulations of the Klein–Gordon equation for the comparison
made in the previous section between a = 0.03 and a = 0.02 with c = 0.5. The
simulation with a = 0.02 takes longer than the simulation with a = 0.03 to reach a
stable steady state solution. These images agree with the side-view plots in Figure 13
and the plot in Figure 11. The simulations can be seen at youtu.be/dlNbTOUUMX8
(a = 0.02) and youtu.be/ccdF6tU2Vcw (a = 0.03).
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Figure 14. Results of the simulations for a = 0.03 and a = 0.02.

http://youtu.be/dlNbTOUUMX8
http://youtu.be/ccdF6tU2Vcw
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The h-vectors of PS ear-decomposable graphs
Nima Imani, Lee Johnson, Mckenzie Keeling-Garcia,

Steven Klee and Casey Pinckney

(Communicated by Kenneth S. Berenhaut)

We consider a family of simple graphs known as PS ear-decomposable graphs.
These graphs are one-dimensional specializations of the more general class of
PS ear-decomposable simplicial complexes, which were by Chari as a means of
understanding matroid simplicial complexes. We outline a shifting algorithm for
PS ear-decomposable graphs that allows us to explicitly show that the h-vector of
a PS ear-decomposable graph is a pure O-sequence.

1. Introduction

This paper concerns the combinatorial structure of a certain family of simple graphs
known as PS ear-decomposable graphs. PS ear-decomposable graphs and, more
generally, PS ear-decomposable simplicial complexes, were introduced by Chari
[1997] and provide a unified framework for proving a number of combinatorial
results about the combinatorial structure of matroid simplicial complexes.

Stanley [1977] conjectured that the h-vector of a matroid simplicial complex is
a pure O-sequence. Broadly speaking, the h-vector of a graph (or more generally a
simplicial complex) encodes combinatorial information about its number of vertices
and edges (respectively, the number of vertices, edges, and higher-dimensional faces
in a simplicial complex), and a (pure) O-sequence is the degree sequence of a (pure)
family of monomials that is closed under divisibility. Thus Stanley’s conjecture
would impose extra structure on the number of vertices and edges that a graph in
this family can have (or the number of vertices, edges, and higher-dimensional
faces for the family of simplicial complexes).

Chari proved that all matroid simplicial complexes are PS ear-decomposable
and used this extra structure to prove a number of results on h-vectors of matroid
complexes. Thus it seems natural to conjecture that the h-vector of a PS ear-
decomposable simplicial complex is a pure O-sequence [Chari 1997, Conjecture 3],

MSC2010: primary 05E40, 05E45; secondary 05C75.
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meaning that Stanley’s conjecture would hold for this larger class of simplicial
complexes.

In this paper, we focus our attention on the family of PS ear-decomposable
graphs, which contains the family of all rank-2 matroids. The family of rank-2
matroids corresponds exactly to the family of complete multipartite graphs; but, as
we will see, the family of PS ear-decomposable graphs is considerably larger. For
any PS ear-decomposable graph 0, we will define a canonical PS ear-decomposable
graph S(0) with the same number of vertices and edges as 0, called a shifted PS
ear-decomposable graph. Having defined this shifted PS ear-decomposable graph,
it will be easy to find a corresponding pure multicomplex whose F-vector is the
h-vector of S(0). This approach of defining a shifting algorithm as a means of
preserving combinatorial data while simplifying the algebraic or geometric structure
of a simplicial complex is not new, and we refer to [Kalai 2002] and the references
therein for further information. It is our hope that the shifting approach presented
in this paper could be generalized to higher-dimensional PS ear-decomposable
simplicial complexes as an alternative approach to solving Stanley’s conjecture.

2. Background and definitions

We will be interested in studying two families of combinatorial objects in this paper.
The first is the family of PS ear-decomposable graphs, and the second is the family
of pure multicomplexes.

2.1. Graphs and PS ear-decompositions. In this paper we only consider finite,
simple graphs, which we typically denote by 0. The most natural combinatorial
data that can be counted for a graph 0 are its number of vertices and edges, which
we denote by f0(0) and f1(0) respectively. Here the subscripts indicate that a
vertex is zero-dimensional and an edge is one-dimensional when we draw a graph.
We are interested in studying certain integer linear transformations of these numbers,
which are called the h-numbers of 0. The h-numbers are defined by

h0(0)= 1, h1(0)= f0(0)− 2, h2(0)= f1(0)− f0(0)+ 1.

Notice that f1(0) = h0(0)+ h1(0)+ h2(0) and f0(0) = h1(0)+ 2, so knowing
the h-numbers of 0 is equivalent to knowing the number of vertices and edges in 0.
We encode the h-numbers of 0 in a vector called the h-vector, which is defined as
h(0)= (h0(0), h1(0), h2(0)).

Following [Chari 1997], we will study a certain family of simple graphs known
as PS1 ear-decomposable graphs, which are defined inductively as follows.

1Chari chose the name “PS ear-decomposable simplicial complexes” because products of simplices
and their boundaries are fundamental to the construction.
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PS cycle h-vector PS ear h-vector contribution

Type 1

(1, 1, 1) (0, 1, 1)

Type 2

(1, 2, 1) (0, 0, 1)

Table 1. PS cycles and ears.

A PS cycle is a graph that is either a 3-cycle or a 4-cycle. A PS ear is a graph
that is either a path of length two or a path of length one (a single edge). We call
these PS ears of Type 1 and PS ears of Type 2 respectively. The boundary of a PS
ear is defined as the set of vertices that are only incident to a single edge. It may
seem counterintuitive to define an ear of Type 1 as a path of length two and an ear
of Type 2 as a path of length one, but it will be more natural to consider ears of
Type 1 first in our constructions later in the paper. Table 1 illustrates all possible
PS cycles and PS ears. When illustrating PS ear-decompositions of graphs, we will
adopt the practice of drawing the boundary vertices of a PS ear as unfilled circles
and drawing all other vertices as filled circles.

Definition 2.1 [Chari 1997, Section 3.3]. A graph 0 is PS ear-decomposable if it
can be decomposed as a union of the form 0 =60 ∪61 ∪ · · · ∪6m , such that

(1) 60 is a PS cycle,

(2) 6 j is a PS ear for all 0< j ≤ m, and

(3) the intersection 6 j ∩
⋃
i< j
6i consists precisely of the boundary vertices of 6 j

for all 0< j ≤ m.

One advantage to studying PS ear-decomposable graphs is that their h-vectors can
also be computed inductively in terms of the ears of the decomposition. Specifically,
adding an ear of Type 1 adds one vertex and two new edges to the graph, so it
contributes (0, 1, 1) to the h-vector. Similarly, adding an ear of Type 2 adds one
edge and zero vertices to the graph, so it contributes (0, 0, 1) to the h-vector.

Example 2.2. Consider the graph 0 on the top of page 746.
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v1

v2

v3

v4

v5

v6

We exhibit the PS ear-decomposition of 0.

v1

v2

v3

∪

v2

v3

v4 ∪

v4

v2 v5

∪

v4

v6v3

∪

v5

v6

∪ v1 v4

Since 0 has 6 vertices and 11 edges, we can directly compute h(0)= (1, 4, 6).
We can also compute h(0) in terms of the given PS ear-decomposition:

h(0)= (1, 1, 1)+ (0, 1, 1)+ (0, 1, 1)+ (0, 1, 1)+ (0, 0, 1)+ (0, 0, 1)= (1, 4, 6).

We note that not all graphs are PS ear-decomposable (e.g., a tree or a graph
containing an induced cycle of length at least five), and some graphs may admit
several combinatorially distinct PS ear-decompositions. The family of graphs that
are matroid simplicial complexes is precisely the family of complete multipartite
graphs, while the family of PS ear-decomposable graphs is larger, as is exhibited in
Example 2.2. Furthermore, any PS ear-decomposable graph is 2-connected, and a
classical theorem of Whitney [1932, Theorem 19] states that any 2-connected graph
admits an ear-decomposition. This definition extends that of a PS ear-decomposition
by allowing one to begin with a cycle of arbitrary length (not just a 3-cycle or
4-cycle) and inductively attach paths of arbitrary length (not just paths of length
one or two) along their boundary vertices. Thus the family of PS ear-decomposable
graphs properly contains the family of all rank-2 matroids, and is properly contained
within the family of all 2-connected graphs.

2.2. Multicomplexes. A collection of monomials M in the variables x0, x1, . . . , xm

is called a multicomplex if, whenever µ ∈M and ν divides µ, then ν ∈M as well.
The name multicomplex comes from the fact that a simplicial complex is a family
of sets that is closed under inclusion, so a multicomplex is a multiset analog of a
simplicial complex. We refer to [Stanley 1996, Section II.2] for more information.

We say that a multicomplex M has rank d if d is the maximal degree of any
monomial in M. A multicomplex M is pure of rank d if each monomial in M divides
into some monomial of degree d in M.

For a given multicomplex M of rank d, we gather combinatorial data on M

in the form of the F-vector, written F(M)= (F0(M), F1(M), . . . , Fd(M)), where
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degree monomials

2 x2
0 x2

1 x2
2 x2

3 x0x1 x0x2

1 x0 x1 x2 x3

0 1

Table 2. A pure multicomplex with F-vector (1, 4, 6).

F j (M) counts the number of monomials of degree j in M. An integer vector
F = (F0, F1, . . . , Fd) is a (pure) O-sequence if there is a (pure) multicomplex M

such that F= F(M).

Example 2.3. The vector F= (1, 3, 1) is an O-sequence, but not a pure O-sequence.
The multicomplex M= {1, x0, x1, x2, x0x1} has F-vector F(M)= (1, 3, 1), but F
is not a pure O-sequence since a pure multicomplex with one monomial of degree
two supports at most two monomials of degree one.

Example 2.4. The vector (1, 4, 6) is a pure O-sequence. Table 2 exhibits a pure
multicomplex whose F-vector is (1, 4, 6).

3. h-vectors of PS ear-decomposable graphs

Stanley [1977] conjectured that the h-vector of any matroid simplicial complex is a
pure O-sequence. We will not define matroid simplicial complexes or their h-vectors
here, but we refer to [Stanley 1996] for further details. Chari [1997] proved that any
matroid simplicial complex is PS ear-decomposable, a definition that specializes to
the given Definition 2.1 for graphs. Our main contribution in this paper is to show
that Stanley’s conjecture continues to hold for PS ear-decomposable graphs.

Theorem 3.1. Let 0 be a PS ear-decomposable graph on n+3 vertices. Then there
is a pure multicomplex M such that h(0)= F(M). Moreover, there is a canonical
PS ear-decomposable graph S(0) such that

(1) h(0)= h(S(0)),

(2) the vertices of S(0) are labeled as {u, v, x0, x1, . . . , xn}, and

(3) the multicomplex M arises naturally from the PS ear-decomposition of S(0)

as a pure multicomplex on {x0, x1, . . . , xn}.

Proof. We will prove Theorem 3.1 in two main steps. The first step is motivated
by the observation that the h-vector of a PS ear-decomposable graph 0 depends
only on the types of ears that are used in the PS ear-decomposition of 0 and is
independent of the how these ears are attached. We begin by defining the graph
S(0), which we call a shifted PS ear-decomposable graph.
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Let 0 be a PS ear-decomposable graph on n+3 vertices with PS ear-decomposi-
tion 0 =60∪61∪· · ·∪6m . For any 0< j <m, let 0j :=60∪61∪· · ·∪6 j . We
define a new PS ear-decomposable graph S(0) satisfying conditions (1) and (2) of
Theorem 3.1 by induction on the number of ears in the PS ear-decomposition of 0.

If 60 is a 3-cycle, we define S(0)0 to be a 3-cycle whose vertices are labeled
u, v, and x0. On the other hand, if 60 is a 4-cycle, we define S(0)0 to be 4-cycle
whose vertices are cyclically labeled u, v, x0, and x1 as follows.

x1

x0

u

v

For 0< j ≤m, suppose we have inductively constructed a PS ear-decomposable
graph S(0) j−1 that satisfies conditions (1) and (2) of Theorem 3.1. Suppose the
vertices of S(0) j−1 are labeled as {u, v, x0, x1, . . . , xi }. If 6 j is a PS ear of Type 1,
we obtain S(0) j from S(0) j−1 by adding a new vertex labeled xi+1 that is adjacent
to vertices u and v. Otherwise, if 6 j is a PS ear of Type 2, observe that there is a
missing edge in S(0) j−1 because (i) S(0) j−1 has the same number of vertices and
edges as 0j−1 and (ii) 0j is obtained from 0j−1 by adding a single edge. To form
S(0) j , we add the lexicographically smallest missing edge to S(0) j−1 according
to the alphabet order u < v < x0 < x1 < · · ·< xn . Recall that an edge {a, b} with
a < b precedes an edge {c, d} with c< d lexicographically if either a < c, or a = c
and b < d . By our construction it is clear that h(0j )= h(S(0) j ).

In order to complete the proof of Theorem 3.1, we need to show that h(S(0))
is a pure O-sequence. Again, this will follow by induction on the number of ears
in the PS ear-decomposition of 0. For each 0 ≤ j ≤ m, we will construct a pure
multicomplex M j such that F(M j )= h(S(0) j ).

We begin with the PS cycle 60. If 60 is a 3-cycle, then h(60)= (1, 1, 1), which
is the F-vector of the pure multicomplex M0= {1, x0, x2

0}. On the other hand, if 60

is a 4-cycle, then h(60)= (1, 2, 1), which is the F-vector of the pure multicomplex
M0 = {1, x0, x1, x0x1}.

Inductively, for 0< j ≤ m, suppose we have constructed a pure multicomplex
M j−1 on variables {x0, . . . , xi } such that F(M j−1)= h(S(0) j−1). We define a pure
multicomplex M j such that F(M j )= h(S(0) j ) as follows:

(1) If 6 j is a PS ear of Type 1, define M j :=M j−1∪{xi+1, x2
i+1}. Clearly F(M j )=

F(M j−1)+ (0, 1, 1), and hence h(S(0) j )= F(M j ). Moreover, it is clear that M j

is a pure multicomplex since M j−1 was a pure multicomplex, and we have added a
new monomial of degree one and its square.
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(2) If6 j is a PS ear of Type 2, define M j :=M j−1∪X, where we define X according
to the following rule.

(a) If the missing edge added to S(0) j−1 has the form {xk, x`}, then X := {xk x`}.
In this case, M j is a multicomplex because the monomials of degree one that
divide xk x`, which are xk and x`, belong to M j−1 by construction; and M j is
pure because we have simply added another monomial of maximal degree.

(b) If the missing edge added to S(0) j−1 is {u, x0}, then X := {x2
0}; if the missing

edge is {v, x1}, then X := {x2
1}. This only arises in the case that 60 is a 4-cycle.

The monomials x2
0 and x2

1 do not belong to M0 in this case, but their divisors,
x0 and x1 respectively, do. Thus M j is a multicomplex, and it is pure because
we have only added a monomial of maximal degree to M j−1.

In either case, it is again clear that F(M j )= F(M j−1)+ (0, 0, 1) so h(S(0) j )=

F(M j ).

This construction of the resulting pure multicomplex M is well-defined because
we do not allow multiple edges in our graphs. In the case that 60 is a 3-cycle, a
monomial x2

k is introduced when the corresponding vertex labeled xk is introduced,
and this only happens when an ear of Type 1 is attached. Otherwise, all other
monomials that are introduced have the form xk x` with k 6= `, and correspond to
an edge {xk, x`} being introduced to the graph. The same argument applies when
60 is a 4-cycle except that x2

0 and x2
1 are introduced to the multicomplex when the

edges {v, x0} and {u, x1} are introduced. �

Here, we say that the graph S(0) is shifted for the following reason. At each
step in the PS ear-decomposition, an ear is attached in such a way that its boundary
vertices are the lexicographically smallest pair of vertices that support the required
type of ear when we order the vertices u < v < x0 < · · ·< xn .

Example 3.2. Let 0 be the PS ear-decomposable graph presented in Example 2.2.
The shifted PS ear-decomposable graph S(0) is shown in Figure 2. We exhibit the
PS ear-decomposition outlined in Theorem 3.1, as well as the corresponding pure
multicomplex encoded by S(0) in Figure 3.

x0

u

v

x1 x2 x3

Figure 2. The shifted graph S(0).
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Ears x0

v

u

⋃
v

u

x1
⋃

v

x2

u

⋃
v

x3

u

⋃
x0

x1

⋃
x0

x2

Monomials {1, x0, x2
0} ∪ {x1, x2

1} ∪ {x2, x2
2} ∪ {x3, x2

3} ∪ {x0x1} ∪ {x0x2}

Figure 3. Decomposing the shifted graph S(0).
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Zero-inflated Poisson (ZIP) distribution:
parameter estimation and applications to

model data from natural calamities
Sadie Beckett, Joshua Jee, Thapelo Ncube, Sophia Pompilus,

Quintel Washington, Anshuman Singh and Nabendu Pal

(Communicated by Sat N. Gupta)

This work deals with estimation of parameters of a zero-inflated Poisson (ZIP)
distribution as well as using it to model some natural calamities’ data. First, we
compare the maximum likelihood estimators (MLEs) and the method of moments
estimators (MMEs) in terms of standardized bias (SBias) and standardized mean
squared error (SMSE). We then proceed to show how datasets from some recent
natural disasters can be modeled by the ZIP distribution.

1. Introduction

A random variable X following the usual Poisson distribution with parameter λ,
Poi(λ), with the probability mass function

P(X = k)= exp(−λ)
λk

k!
, k = 0, 1, 2, 3, . . . (1-1)

is widely used to model many naturally occurring events where X represents the
“number of events per unit of time or space”. Note that X takes only nonnegative
integer values. However, the Poi(λ) distribution may not be useful (or it gives a
bad fit) when X takes the value 0 with a high probability. In such a case a modified
version of a regular Poi(λ) distribution known as the zero-inflated Poisson (ZIP)
distribution becomes useful. The ZIP distribution with parameters π and λ, denoted
by ZIP(π, λ), has the following probability mass function:

P(X = k)=

{
π + (1−π) exp(−λ) if k = 0

(1−π) exp(−λ)λk/k! if k ∈ {1, 2, . . .},
(1-2)

where 0≤ π ≤ 1 and λ≥ 0.

MSC2010: primary 62F10; secondary 62F86, 62P12.
Keywords: method of moments estimation, maximum likelihood estimation, bias, mean squared error.
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Figure 1. Probability distributions of ZIP and regular Poisson.

The parameter π gives the extra probability thrust at the value 0; when it vanishes,
ZIP(π, λ) reduces to Poi(λ). Figure 1 shows visually the difference between these
two distributions for selected values of π and λ.

The mean and variance of ZIP(π, λ) are

E(X)= λ(1−π),

V (X)= λ(1−π)(1+ λπ).
(1-3)

For example, for ZIP(0.3, 3), these characteristics are E(X)= 3(1−0.3)= 2.1 and
V (X)= 3(1− 0.3)(1+ 3(0.3))= 3.99.

In the following, we provide a brief but comprehensive literature review to show
how other researchers have used the ZIP distribution to model real-life data. Other
important references can be found in these papers as well.

Lambert [1992] shows how a ZIP regression is better than a Poisson regression
in fitting a data set with many zeros. The dataset she uses to compare these models
is the number of manufacturing defects on wiring boards. Lambert concludes that
ZIP regression is a straightforward model to interpret, and is convenient to use.

The decayed, missing and filled teeth (DMFT) index is used in dental epidemi-
ology research to measure the dental health of individuals. The study [Böhning
et al. 1999] used data from Brazilian school children to determine which processes
were the most beneficial in preventing dental cavities. Böhning et. al state that
the Poisson model often underestimates the dispersion of the data, which is why
the ZIP is used instead. The ZIP model was used in this study to account for the
number of children who had a DMFT of 0 (which represents good dental health).
Researchers graphed the distribution of the DMFT values of the children before
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and after the preventive measures were implemented in their respective schools,
in order to compare the results. Besides preventive measures, intervention effects
based on the ZIP model were also discussed.

Böhning [1998] asserts that the simple Poisson distribution is oftentimes inappro-
priate for datasets due to the numerous zeros in the data. As an example, Böhning
refers to a study done with 98 HIV-positive men that provides the number of urinary
tract infections experienced by these men. When the data is seen graphically, we
see a huge spike at zero. We also see that there is a lack of a good fit with the
Poisson model, but a good one with the ZIP model. Thus, Böhning maintains that
the ZIP is a better application when there is an inflation of zeros in the count data.

Ridout, Demetrio and Hinde [1998] argue that the Poisson model does not
account for high occurrences of zeros in the dataset, and therefore a better model
is needed, namely the ZIP. The ZIP distribution is a slight generalization of the
Poisson model, but it gives a better fit for the extra zeros.

The research described in [Davidson 2012] relates to the recurrent colorectal
adenomas and the usage of the ZIP distribution. Davidson mentions that though
the Poisson distribution may be used for estimated recurrences of polyp prevention
trials, the ZIP is the adequate model for dealing with an inflation of zeros. This
inflation was due to the fact that a large number of patients did not have recurring
adenomas after being observed and treated.

The rest of the paper is organized as follows. In Section 2 we discuss the two
estimation techniques and the challenges we face in using them. Section 3 covers
our comprehensive simulation study to compare the two estimation techniques in
terms of standardized bias (SBias) and standardized mean squared error (SMSE). In
Section 4 we present some data from natural calamities where the ZIP distribution
appears to provide a better fit than the usual Poisson model.

2. Estimation of ZIP parameters

Assume that we have independent and identically distributed (i id) observations
X1, X2, . . . , Xn from ZIP(π, λ). Our first objective is to estimate the model parame-
ters π and λ. We are going to follow two estimation techniques, namely the Method
of Moments Estimation (MME) and the Maximum Likelihood Estimation (MLE).

2.1. The MME estimators. Here we obtain the estimators by equating the first two
sample moments with their corresponding theoretical expressions:

E(X)= (1−π)λ≈ X , (2-1)

V (X)= (1−π)λ(1+πλ)≈ s2, (2-2)

X =
n∑

i=1

X i
n

being the sample average and s2
=

n∑
i=1

(X i−X)2

n−1
the sample variance.
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By solving (2-1) and (2-2), the MMEs are found as

λ̂M M = X +
s2

X
− 1 (2-3)

and

π̂M M =
s2

X
−

1

λ̂M M
=

s2
− X

X2+ (s2− X)
. (2-4)

However, it must be noted that the above estimators may have the undesirable
property of being negative though the parameters are nonnegative. When X > s2,
then π̂M M can become negative, whereas the actual parameter π is always between
0 and 1. Therefore we are going to modify the MME by truncating π̂M M at zero
and λ̂M M at X when X ≥ s2. The resultant estimators are called corrected MMEs
(CMMEs) and denoted by

π̂ c
M M =

{
0 if X ≥ s2,

π̂M M otherwise,
and

λ̂
c
M M =

{
X if X ≥ s2,

λ̂M M otherwise.
(2-5)

The above CMMEs make sense because under the ZIP model V (X)> E(X) always
(see (1-3)). Therefore, it is expected to have s2 to be greater than X . Hence, a
corrective measure is taken when X ≥ s2.

2.2. The MLE estimators. For iid observations X̃ = (X1, . . . , Xn) from ZIP(π, λ),
the likelihood function L(π, λ|X̃) is defined as

L(π, λ|X̃)=
n∏

i=1

P(X = X i ). (2-6)

Define Y to be the number of X i ’s taking the value 0. Then

L(π, λ|X̃)= (π + (1−π)e−λ)Y
n∏

i=1
X i 6=0

(1−π)e−λ
λX i

X i !
, (2-7)

so our log likelihood function, denoted by L∗, is

L∗ = Y ln(π + (1−π)e−λ)+ (n− Y ) ln(1−π)− (n− Y )λ

+ nX ln λ− ln
n∏

i=1

X i ! (2-8)

By taking the derivatives of L∗ with respect to π and λ, and setting them equal to
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Figure 2. 3D diagram of L∗ plotted against π and λ.

zero, we get the following system of equations:

nX
λ
=

Y (1−π)e−λ

π + (1−π)e−λ
+ n− Y, (2-9)

Y (1−π)(1− e−λ)
π + (1−π)e−λ

= n− Y. (2-10)

The MLEs of π and λ, henceforth denoted by π̂M L and λ̂M L respectively, are the
solutions of (2-9) and (2-10). Unlike the MMEs (or the CMMEs) we do not have
explicit expressions for π̂M L and λ̂M L .

As a demonstration, we draw a random sample of size n = 15 from ZIP(0.3, 3),
giving us the following dataset: 0, 3, 3, 4, 0, 2, 0, 5, 0, 0, 0, 1, 3, 4, 3. The resultant
log-likelihood function L∗ is plotted against π and λ in Figure 2. The plot appears
to have only one maximum and this has been our experience with all the replications
of our simulation.

All of our computations are done using R. Widely used by statisticians, R is a
free programming software for statistical computations and graphing purposes. It
provides a plethora of both graphing and computational techniques, and is especially
helpful for data analysis.
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3. Comparison of two estimation techniques

In this section, we compare π̂ c
M M against π̂M L and λ̂

c
M M against λ̂M L in terms of

standardized bias (SBias) and standardized MSE (SMSE), which are defined as

SBias(θ̂)= 1
θ

Bias(θ̂)= 1
θ

E(θ̂ − θ),

SMSE(θ̂)= 1
θ2 MSE(θ̂)= 1

θ2 E(θ̂ − θ)2,

where θ̂ is a generic estimator for the parameter θ . (Note that θ can be either π
or λ, and θ̂ can be the corresponding CMME or MLE.)

The usual Bias and MSE of an estimator θ̂ of θ are defined as Bias(θ̂)= E(θ̂−θ)
and MSE(θ̂)= E(θ̂ − θ)2. However, a true picture of the performance of θ̂ can be
judged only through SBias and/or SMSE.

In the following, we provide the SBias and SMSE of each estimator for various
values of n as well as (π, λ). For a fixed n and (π, λ), we generate X1, . . . , Xn

from the specified ZIP(π, λ) 105 times and for each replication we compute the
parameter estimates. Then an expectation is approximated by taking the average of
N replicated expectants. In other words, if in the j -th replication (1≤ j ≤ N = 105)
we estimate a parameter θ by θ̂ ( j), based on X̃ ( j)

=
(
X ( j)

1 , X ( j)
2 , . . . , X ( j)

n
)
, then

the SBias and SMSE are obtained by the approximations

SBias(θ̂)=
1
N

N∑
j=1

θ̂ ( j)
− θ

θ
, SMSE(θ̂)=

1
N

N∑
j=1

(θ̂ ( j)
− θ)2

θ2 .

Figures 3–10 provide the plots of SBias and SMSE of estimators of π and λ.
These are some of the results of our comprehensive simulation study. Every third
plot across the row in each figure shows the difference between the SBias (SMSE)
of CMME and SBias (SMSE) of MLE. The simulated results have been presented
for small (n= 15), moderate (n= 30) and large (n= 50) sample sizes. The findings
of our simulation study have been summarized in the following remark.

Remark 3.1. For λ estimation, it has been observed that:

(i) λ̂M L has mostly smaller |SBias| than that of λ̂
c
M M when plotted against λ.

(ii) When plotted against π , |SBias| of λ̂M L is smaller than that of λ̂
c
M M for

moderate to large sample sizes. For small n, λ̂M L has worse |SBias| than that
of λ̂

c
M M over a small region of π .

(iii) In terms of SMSE, λ̂M L is much superior to λ̂
c
M M for all values of λ, except

for small n when it is the other way around for small λ.

(iv) The MSE of λ estimators, when plotted against π , shows superiority of λ̂M L

over λ̂
c
M M .
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Figure 3. SBias study of λ estimators plotted against λ, for π = 0.25
(top row), π = 0.5 (middle), π = 0.75 (bottom)and for n = 15 (solid
black line), 30 (dashed blue), 50 (dotted red).
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Figure 4. SMSE study of λ estimators plotted against λ, for π = 0.25
(top row), π = 0.5 (middle), π = 0.75 (bottom)and for n = 15 (solid
black line), 30 (dashed blue), 50 (dotted red).



758 BECKETT, JEE, NCUBE, POMPILUS, WASHINGTON, SINGH AND PAL

SBias of CMME of λ SBias of MLE of λ Difference of |SBias|

0.2 0.4 0.6 0.8 1.0

−
1

.0
−

0
.6

−
0

.2

0.2 0.4 0.6 0.8 1.0

−
1

.0
−

0
.6

−
0

.2

0.2 0.4 0.6 0.8 1.0

0
.0

0
0

.0
4

0
.0

8

0.2 0.4 0.6 0.8 1.0

−
1

.0
−

0
.6

−
0

.2

0.2 0.4 0.6 0.8 1.0

−
1

.0
−

0
.6

−
0

.2

0.2 0.4 0.6 0.8 1.0

−
0

.0
1

0
.0

1
0

.0
3

0.2 0.4 0.6 0.8 1.0

−
1

.0
−

0
.6

−
0

.2

0.2 0.4 0.6 0.8 1.0

−
1

.0
−

0
.6

−
0

.2

0.2 0.4 0.6 0.8 1.0
−

0
.0

4
0

.0
0

Figure 5. SBias study of λ estimators plotted against π , for λ = 3
(top row), λ = 10 (middle), λ = 50 (bottom)and for n = 15 (solid
black line), 30 (dashed blue), 50 (dotted red).
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Figure 6. SMSE study of λ estimators plotted against π , for λ= 3
(top row), λ = 10 (middle), λ = 50 (bottom)and for n = 15 (solid
black line), 30 (dashed blue), 50 (dotted red).
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Figure 7. SBias study of π estimators plotted against π , for λ = 3
(top row), λ = 10 (middle), λ = 50 (bottom)and for n = 15 (solid
black line), 30 (dashed blue), 50 (dotted red).
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Figure 8. SMSE study of π estimators plotted against π , for λ= 3
(top row), λ = 10 (middle), λ = 50 (bottom)and for n = 15 (solid
black line), 30 (dashed blue), 50 (dotted red).
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Figure 9. SBias study of π estimators plotted against λ, for π = 0.25
(top row), π = 0.5 (middle), π = 0.75 (bottom)and for n = 15 (solid
black line), 30 (dashed blue), 50 (dotted red).
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Figure 10. SMSE study of π estimators plotted against λ, for π =
0.25 (top row), π = 0.5 (middle), π = 0.75 (bottom)and for n = 15
(solid black line), 30 (dashed blue), 50 (dotted red).
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Similar trends hold for π estimators as well:

(i) In terms of |SBias|, both π̂ c
M M and π̂M L are very close for small λ (λ = 3)

when plotted against π but, as λ increases, π̂M L tends to perform better than
π̂ c

M M for most of π values.

(ii) When |SBias| is plotted against λ, again π̂M L tends to perform better than
π̂ c

M M for most values of λ, especially for moderate to large sample sizes.

(iii) In terms of SMSE, except for small n, π̂M L performs better than π̂ c
M M for

most of the λ values.

(iv) When SMSE is plotted against π , π̂M L appears to be superior to π̂ c
M M uni-

formly.

Based on our simulation study, the MLEs of π and λ appear to be superior estima-
tors over their CMME counterparts, and therefore they are recommended for usage
as done in Section 4 where ZIP is used to model data from natural calamities. The
superiority of the MLEs has also been partially corroborated by Schwartz and Giles
[2013], who observed that the MLEs exhibit very little bias even for small samples.

4. Applications with real-life data

In this section we are going to present a few datasets from natural calamities. In
each case we show the empirical probability distribution, the fitted ZIP probability
distribution as well as the fitted regular Poisson probability distribution. In each of
the following figures the estimated λ parameter under ZIP and Poisson models are
denoted by λ̂

z
and λ̂

p
, respectively.

Earthquake dataset. Table 1 shows the number of major US earthquakes (those
of magnitude at least 7.0) per year from 1950 through 2012. Figure 11 shows the
plots using π̂M L = 0.17 and λ̂

z
M L = 0.69 for ZIP and using λ̂

p
= 0.57 for Poisson.

Decade Count of yearly events

1950–1959 0 0 1 1 1 0 0 5 2 1
1960–1969 0 0 0 0 1 2 1 0 0 0
1970–1979 0 0 1 0 0 2 0 0 0 1
1980–1989 1 0 0 0 0 0 1 1 1 0
1990–1999 0 1 2 1 1 0 1 0 0 1
2000–2009 0 0 2 2 0 1 0 1 0 0
2010–2019 0 0 0 - - - - - - -

Table 1. Number of major US earthquakes per year from
1950 through 2012 [USGS 2012].
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Figure 11. Empirical, fitted ZIP, and fitted Poisson models of the
number of major earthquakes per year.

Wildfire dataset. Table 2 shows the number of major US wildfires (covering 400,000
acres or more) per year from 1997 through 2012. Figure 12 shows the plots using
π̂M L = 0.29 and λ̂

z
M L = 1.6 for ZIP and using λ̂

p
= 1.25 for Poisson.

Decade Count of yearly events

1990–1999 - - - - - - - 1 0 0
2000–2009 0 0 3 0 5 1 1 1 0 3
2010–2019 0 1 2 - - - - - - -

Table 2. Number of major US wildfires per year from 1997 through
2012 [NIFC 2012].
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Figure 12. Empirical, fitted ZIP, and fitted Poisson models of the
number of major US wildfires per year.
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Decade Count of yearly events

1980–1989 - - - - - - - 0 0 1
1990–1999 0 0 1 0 0 1 0 0 2 2
2000–2009 0 0 1 1 3 4 0 0 2 0
2010–2019 0 0 0 - - - - - - -

Table 3. Number of major Atlantic hurricanes per year having landfall
in the US from 1987 through 2012 [UNISYS 2012].
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Figure 13. Empirical, fitted ZIP, and fitted Poisson models of the
number of major Atlantic hurricanes per year to have landfall in
the US.

Hurricane dataset. Table 3 shows the number of major Atlantic hurricanes (cat-
egory 4 or 5) per year to have made landfall in the US from 1987 through 2012.
Figure 13 shows the plots using π̂M L = 0.47 and λ̂

z
M L = 1.32 for ZIP and using

λ̂
p
= 0.69 for Poisson.

Tornado dataset. Table 4 shows the number of tornado occurrences in Lafayette
Parish, Louisiana, US per year from 1950 through 2012. Figure 14 shows the plots
using π̂M L = 0.27 and λ̂

z
M L = 0.93 for ZIP and using λ̂

p
= 0.63 for Poisson.

Lightning dataset. Table 5 shows the number of lightning fatalities in Louisiana
caused by a tree, out in the open, on golf courses, and on boats, per year from 1995
through 2012. Figure 15 shows the plots as well as estimated parameters.

Remark 4.1. Table 6 provides the goodness of fit (GOF) test results. For each
dataset, k represents the number of categories (i.e., the values of X ) which is
determined so that each category has at least one frequency, and the last category
has been taken as X ≥ k. The GOF test statistic is 1GOF =

∑k
i=0(Oi − Ei )

2/Ei ,
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Decade Count of yearly events

1950–1959 0 0 0 1 0 0 0 1 0 0
1960–1969 1 0 0 0 1 1 0 0 0 2
1970–1979 0 0 0 0 1 3 0 2 1 0
1980–1989 1 0 0 1 0 1 0 0 2 1
1990–1999 0 1 2 0 0 1 0 1 2 0
2000–2009 0 0 3 0 2 0 1 1 3 0
2010–2019 1 1 1 - - - - - - -

Table 4. Number of tornado occurrences in Lafayette Parish,
Louisiana per year from 1950 through 2012 [NOAA 2012b].

Decade Fatalities by a tree

1990–1999 - - - - - 0 1 0 0 0
2000–2009 0 0 1 0 0 0 0 0 0 0
2010–2019 0 0 2 - - - - - - -

Fatalities in the open

1990–1999 - - - - - 1 0 0 2 1
2000–2009 0 1 1 0 0 1 0 0 0 0
2010–2019 1 0 0 - - - - - - -

Fatalities on golf courses

1990–1999 - - - - - 0 0 0 0 2
2000–2009 0 0 0 0 0 0 0 0 0 0
2010–2019 0 1 0 - - - - - - -

Fatalities on boats

1990–1999 - - - - - 0 0 0 2 1
2000–2009 2 0 0 0 1 0 0 0 0 1
2010–2019 0 0 0 - - - - - - -

Table 5. Number of lightning fatalities by category per year 1995
through 2012 [NOAA 2012a].

where Oi is the observed frequency of the event X = i for i ≤ k− 1, and the event
X ≥ k when i = k, and Ei is the expected frequency obtained by multiplying the
corresponding fitted probability by the sample size n. Note that the p-values are all
more than 75%, and mostly 90% or higher. This clearly shows that the ZIP model
gives a very good fit to model the severe natural calamities which occur rarely.

Remark 4.2. In some of these plots it is seen that the fitted Poisson model comes
very close to the fitted ZIP model, namely when the estimated π is very close to
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Figure 14. Empirical, fitted ZIP, and fitted Poisson models of the
number of tornado occurrences per year in Lafayette, Louisiana.
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Figure 15. Empirical, fitted ZIP, and fitted Poisson models of dhe
number of lightning fatalities in Louisiana for specified situations.

zero. It is reasonable to expect that π̂M L being close to 0 implies that π = 0, i.e., that
the ZIP model reduces to the regular Poisson model. Currently, hypothesis testing
on the ZIP parameters is under consideration, and will be reported in near future.

Concluding remark

Using the fitted ZIP model, one can estimate that in any year, the probability of
having at least one major earthquake in the US is 0.4136 or approximately 41%.



766 BECKETT, JEE, NCUBE, POMPILUS, WASHINGTON, SINGH AND PAL

Observed 1GOF value δ
p-value=

ConclusionP(χ2
k−2 > δ)

Earthquake data δ = .3575, k = 4 .9489 good fit
Wildfire data δ = 1.892, k = 5 .7556 good fit
Hurricane data δ = .3680, k = 5 .9850 good fit
Tornado data δ = .3637, k = 5 .9853 good fit
Lightning data

outside δ = .2628, k = 3 .8769 good fit
near tree δ = .0606, k = 3 .9702 good fit
on a golf course δ = .1218, k = 3 .9409 good fit
on a boat δ = .4158, k = 3 .8123 good fit

Table 6. Goodness of fit results.

Similarly, the probability of Lafayette Parish getting hit by a tornado in any year is
0.4420 or approximately 44%. Hopefully these probabilities may find applications
in the insurance industry, and this study will stimulate further research in this
direction.
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On commutators of matrices over unital rings
Michael Kaufman and Lillian Pasley

(Communicated by Chi-Kwong Li)

Let R be a unital ring and let X ∈ Mn(R) be any upper triangular matrix of trace
zero. Then there exist matrices A and B in Mn(R) such that X = [A, B].

1. Introduction

Shoda [1936] proved that every matrix with trace zero over the complex numbers
could be expressed as a commutator AB− B A. Albert and Muckenhoupt [1957]
extended this result to matrices over any field. For matrices over commutative
rings it is known that matrices of trace zero in general cannot be presented as
commutators [Lissner 1961; Rosset and Rosset 2000]. Recently, Khurana and Lam
[2012] showed every matrix with trace zero over any field can be expressed as
a generalized commutator ABC −C B A. But the same result does not hold for
matrices over commutative rings. Our work is motivated by the following question
posed by Khurana and Lam: if n ≥ 3, is every upper triangular matrix a generalized
commutator over any ring S [Khurana and Lam 2012, Question 8.17]. In the case
when n = 2 this question has a negative answer as has been shown in [Khurana
and Lam 2012, Theorem 8.11]. Using ideas due to Khurana and Lam we will give
a simple proof of this case. We will also show that every n× n upper triangular
matrix of trace zero over any unital ring can be presented as a commutator.

2. Results

In this section, the trace of an n×n matrix M = (xi, j ) is denoted tr(M)=
∑n

k=1 xk,k .
Let R be any ring and S any commutative ring. We need some auxiliary results.

Proposition 1 [Khurana and Lam 2012, Proposition 6.6]. Let

X = [A, B,C] = ABC −CB A,

where X , A, B, C ∈ Mn(S). Then tr(B X)= 0.

MSC2010: primary 15A54; secondary 16S50.
Keywords: trace, matrix algebra, unital ring.
Supported in part by National Science Foundation, grant no. 1156798.
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Proposition 2 [Khurana and Lam 2012, Proposition 8.3]. Let D ∈ R such that
DC = C D ∈ Z(R) (the center of R). If X = [A, B,C] ∈ R, then

DX = [D, ABC] + [A, BC D] and X D = [D,C B A] + [A, BC D].

If X , D ∈ Mn(S), then tr(X D)= tr(DX)= 0.

Khurana and Lam showed for n ≥ 2 there exist n× n matrices that can not be
expressed as generalized commutators. Now we use the preceding propositions to
provide a different proof for the n = 2 case.

Theorem 3 [Khurana and Lam 2012, Theorem 8.11]. There exists a 2× 2 upper
triangular matrix that can not be expressed as a generalized commutator (i.e.,
X 6= ABC −C B A).

Proof. Let A= (ai j ), B = (bi j ), C = (ci j ), A, B, C ∈M2(S), where S=C[x, y, z]
and x , y, and z are indeterminates. Now suppose X ∈ M2(S) is the upper triangular
matrix

( x y
0 z
)

such that X = ABC −C B A.
We begin by observing that

B X =
(

b11x b11 y+ b12z
b21x b21 y+ b22z

)
.

By Proposition 1, tr(B X)= b11x + b21 y+ b22z = 0. This implies that polynomials
b11, b21, and b22 cannot contain constant terms.

We consider the characteristic equation of A. From A2
+ λA+µI = 0 where

λ=− tr(A)=−a11− a22 and µ= det(A)= a11a22− a12a21,

we see that A(A+ λI )=−µI , and so A(A+ λI ) ∈ Z(S). Now we examine

(A+ λI )X =
(
−a22x −a22 y+ a12z

a21x a21 y− a11z

)
.

By Proposition 2, tr((A+ λI )X) = −a22x + a21 y − a11z = 0. This implies that
polynomials a11, a21, and a22 cannot contain constant terms. Similarly, polynomials
c11, c21, and c22 cannot contain constant terms. From X = ABC−C B A we obtain

x = a12(b21c11+ b22c21)+ b12(a11c21− a21c11)+ c12(−a11b21− a21b22). (1)

Polynomials a11, a21, a22, b11, b21, b22, c11, c21, and c22 contain no constant terms,
so the right-hand side of (1) cannot contain a linear term. Since the left-hand side
of (1) is a polynomial of degree 1, namely x , we arrive at a contradiction. �

Since there exist upper triangular matrices in Mn(S) that cannot be expressed
as generalized commutators, we consider what can be said about upper triangular
matrices with respect to commutators.
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Theorem 4. Let R be a unital ring and let X ∈ Mn(R) be any upper triangular
matrix of trace zero. Then there exist matrices A and B in Mn(R) such that
X = [A, B].

This theorem is not true without the assumption that R is a unital ring. Let R be
the ring of polynomials over C with zero constant terms in variable x . Then

X =


x 0 · · · 0 0
0 x · · · 0 0
...
...
. . .

...
...

0 0 · · · x 0
0 0 · · · 0 −(n− 1)x


is of trace zero. However, the entries of a nonzero commutator [A, B] in Mn(R)
do not contain any linear terms.

Proof of Theorem 4. Let X ∈ Mn(R) be an upper triangular matrix of the form
x11 x12 · · · x1,n

0
. . .

. . .
...

...
. . . xn−1,n−1 xn−1,n

0 · · · 0 −
∑n−1

k=1 xk,k

 .
Let

A =


0 1 0 · · · 0
0 0 1 · · · 0
...

. . .
...

0 0 0 · · · 1
0 0 0 · · · 0

 .

We define the matrix B as follows: for 1≤ i − 1≤ j ≤ n, let

bi j =

i−1∑
k=1

xk, j−i+k+1.

All other terms of B are zero. Our goal is to show that X = [A, B]. Let [A, B] =
(ti, j ). We want to prove ti, j = xi, j for i ≥ j ,

tn,n =−
n−1∑
k=1

xk,k,

and ti, j = 0 for i < j . We will split the proof into four cases.

Case 1. If i > j , then ti, j = bi+1, j − bi, j−1 = 0.
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Case 2. If i = j = 1, then ti, j = b21 = x11.

Case 3. If i = j = n, then

ti, j = 0− bn,n−1 = 0−
n−1∑
k=1

xk,k =−

n−1∑
k=1

xk,k .

Case 4. If i < j or i = j ∈ {2, 3, · · · , n− 1}, then

ti, j = bi+1, j − bi, j−1 =

i∑
k=1

xk, j−i+k −

i−1∑
k=1

xk, j−i+k = xi, j .

This completes the proof. �

This result may be used to give a proof of the well-known theorem due to Shoda
[1936].

Corollary 5. Let C be the field of complex numbers and Mn(C) be the ring of n×n
matrices. Then every matrix of trace zero is a commutator.

Proof. Let P be any matrix of trace zero and Q be Jordan normal form for P . So
we have P = C−1 QC for some invertible C . Since P is upper triangular and of
trace zero by Theorem 4 there exist A, B ∈Mn(C) such that Q= [A, B]. Therefore,
P = C−1 QC = C−1

[A, B]C = [C−1 AC,C−1 BC]. �
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The nonexistence of cubic Legendre
multiplier sequences

Tamás Forgács, James Haley, Rebecca Menke and Carlee Simon

(Communicated by Michael Dorff)

Our main result is the proof of the recently conjectured nonexistence of cubic Le-
gendre multiplier sequences. We also give an alternative proof of the nonexistence
of linear Legendre multiplier sequences using a method that will allow for a more
methodical treatment of sequences interpolated by higher degree polynomials.

1. Introduction

Given a simple set of polynomials Q = {qk(x)}∞k=0 and a sequence of numbers
{γk}

∞

k=0, one can define the operator associated with {γk}
∞

k=0 as T [qk(x)] = γkqk(x)
for k = 0, 1, 2, . . . , and extend its action to R[x] linearly. Our work in this paper
concerns such operators when Q consists of the Legendre polynomials.

Definition 1. The Legendre polynomials Lek(x) are defined by the generating
relation

1
√

1− 2xt + t2
=

∞∑
k=0

Lek(x)tk,

where the square root denotes the branch which goes to 1 as t→ 0.

Definition 2. A sequence of real numbers {γk}
∞

k=0 is a Legendre multiplier sequence
if
∑n

k=0 akγkLek(x) has only real zeros whenever
∑n

k=0 akLek(x) has only real
zeros. We define Q-multiplier sequences for any basis Q of R[x] analogously. If
Q is the standard basis, the associated multiplier sequences are called classical
multiplier sequences (of the first kind).

MSC2010: 26C10, 30C15.
Keywords: Legendre multiplier sequences, reality preserving linear operators, symbol of a linear

operator, coefficients of Legendre-diagonal differential operators.
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Every sequence of the form 0, 0, 0, . . . , a, b, . . . , 0, 0, 0, . . . , where a, b ∈ R,
is a Legendre multiplier sequence. The literature calls such sequences trivial. In
addition to these, there is an abundance of nontrivial Legendre multiplier sequences
(see [Blakeman et al. 2012] for examples). Thus, the problem of characterizing
polynomials which interpolate Legendre multiplier sequences is a meaningful one,
and it fits well into the landscape of current research in the theory of multiplier
sequences (see, for example, [Blakeman et al. 2012; Brändén and Ottergren 2014;
Forgács and Piotrowski 2013b; Yoshida 2013]). The present paper contributes to
this line of inquiry by settling a conjecture on the nonexistence of cubic Legendre
multiplier sequences [Blakeman et al. 2012, Open problem (1)]. In addition, we
give a new proof of the nonexistence of linear Legendre multiplier sequences, which
is more methodical than the educated hunt for test polynomials whose zeros fail to
remain real after having been acted on by a linear sequence.

The rest of the paper is organized as follows. In Section 2 we present a number
of known results which are relevant to our investigations. Section 3 exhibits a new
proof of the nonexistence of linear Legendre multiplier sequences [Blakeman et al.
2012, Proposition 2] using a theorem of Borcea and Brändén. Our method exploits
the fact that one does not need to have full knowledge of all coefficient polynomials
Tk(x) of a linear operator T =

∑
∞

k=0 Tk(x)Dk in order to decide whether or not
T is reality preserving. Section 4 contains the main result, Theorem 17, which
establishes the nonexistence of cubic Legendre multiplier sequences. We conclude
with a section on open problems.

2. Background

Central to the theory of (classical) multiplier sequences is the Laguerre–Pólya class
of real entire functions, which we denote by L-P. We recall the definition here,
along with a recent theorem characterizing this class as precisely those real entire
functions which satisfy the generalized Laguerre inequalities.

Definition 3. A real entire function ϕ(x)=
∑
∞

k=0(γk/k!)xk is said to belong to the
Laguerre–Pólya class, written ϕ ∈ L-P, if it can be written in the form

ϕ(x)= cxme−ax2
+bx

ω∏
k=1

(
1+ x

xk

)
e−x/xk ,

where b, c ∈ R, xk ∈ R \ {0}, m is a nonnegative integer, a ≥ 0, 0 ≤ ω ≤∞ and∑ω
k=1 1/x2

k <∞. If γk ≥ 0 for all k = 0, 1, 2, . . . , we say that ϕ ∈ L-P+.

Csordas and Vishnyakova recently completed the following characterization of
the class L-P.
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Theorem 4 [Csordas and Varga 1990, Theorem 2.9; Csordas and Vishnyakova
2013, Theorem 2.3]. Let ϕ(x) denote a real entire function, with ϕ(x) 6≡ 0. Then
ϕ ∈ L-P if and only if for all n ∈ N0 and for all x ∈ R,

Ln(x, ϕ) :=
2n∑
j=0

(−1) j+n

(2n)!

(2n
j

)
ϕ( j)(x)ϕ(2n− j)(x)≥ 0.

We shall make use of this theorem in Section 3 when we reprove the nonexistence
of linear Legendre multiplier sequences. Since L-P is exactly the class of real
entire functions which are locally uniform limits on C of real polynomials with
only real zeros (see [Levin 1956, Chapter VIII] or [Obreschkoff 1963, Satz 3.2]), it
is closed under differentiation. Thus if ϕ ∈ L-P, then

L1(x, ϕ(k)(x))≥ 0 for all k ∈ N0.

Pólya and Schur [1914] completely characterized classical multiplier sequences.
Their seminal theorem maintains relevance in the setting of Legendre multiplier
sequences, since every Legendre multiplier sequence must also be a classical multi-
plier sequence (see [Blakeman et al. 2012, Theorem 8] together with [Piotrowski
2007, Proposition 118]). We note that if {γk}

∞

k=0 is a classical multiplier sequence,
then one of

{γk}
∞

k=0, {−γk}
∞

k=0, {(−1)kγk}
∞

k=0, {(−1)k+1γk}
∞

k=0

is a sequence of nonnegative terms [Pólya and Schur 1914, p. 90]. Since

{−1}∞k=0 and {(−1)k}∞k=0

are both classical multiplier sequences, it suffices to consider only sequences of
nonnegative terms when characterizing classical multiplier sequences.

Theorem 5 [Pólya and Schur 1914]. Let {γk}
∞

k=0 be a sequence of nonnegative real
numbers. The following are equivalent:

(1) {γk}
∞

k=0 is a classical multiplier sequence.

(2) For each n, the polynomial T [(1+ x)n] :=
n∑

k=0

(n
k

)
γk xk is in L-P+.

(3) T [ex
] :=

n∑
k=0
(γk/k!)xk is in L-P+.

Similar to the classical setting, we may consider only sequences of nonnegative
terms when investigating (linear and cubic) Legendre multiplier sequences, by
virtue of {(−1)k}∞k=0 also being a Legendre multiplier sequence [Blakeman et al.
2012, Theorem 12].

We conclude this section by a theorem of Borcea and Brändén, which character-
izes reality preserving linear operators T : R[x] → R[x] in terms of their symbol
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GT (x, y). In order to be able to state their result (see Theorem 8), we need to make
the following definitions.

Definition 6. The symbol of a linear operator T :R[x]→R[x] is the formal power
series defined by

GT (x, y) :=
∞∑

n=0

(−1)nT (xn)

n!
yn.

Definition 7. A real polynomial p∈R[x, y] is called stable if p(x, y) 6=0 whenever
Im(x) > 0 and Im(y) > 0. The Laguerre–Pólya class of real entire functions in two
variables, denoted by L-P2(R), is the set of real entire functions in two variables,
which are locally uniform limits in C2 of real stable polynomials.

Theorem 8 [Borcea and Brändén 2009]. A linear operator T : R[x] → R[x]
preserves the reality of zeros if and only if

(1) the rank of T is at most 2 and T is of the form T(P)=α(P)Q+β(P)R, where
α, β : R[x] → R are linear functionals and Q+ i R is a stable polynomial, or

(2) GT (x, y) ∈ L-P2(R), or

(3) GT (−x, y) ∈ L-P2(R).

In the remainder of this paper we follow the literature by using the notation
T = {γk}

∞

k=0 to indicate the dual interpretation of a sequence as a linear operator
and vice versa.

3. Linear Legendre sequences

We now reprove the nonexistence of linear Legendre multiplier sequences (see
[Blakeman et al. 2012, Proposition 2]). Although the result is known, our proof is
novel, and has the promise of being suitable for use when investigating Q-multiplier
sequences in larger generality. The following definition and three lemmas serve as
setup for Theorem 13.

Definition 9. We define a generalized hypergeometric function by

p Fq

[
a1, a2, . . . , ap

b1, b2, . . . , bq
; x

]
:= 1+

∞∑
n=1

∏p
i=1(ai )n∏q
j=1(b j )n

xn

n!
, (3-1)

where (α)n = α(α+ 1) · · · (α+ n− 1) denotes the rising factorial.

The convergence properties of the series on the right hand side of Equation (3-1)
are discussed in detail in [Rainville 1960, Chapter 5]. Here we mention that if p= 3
and q = 2, then the series is absolutely convergent on |x | = 1 if

<

( q∑
j=1

b j −

p∑
i=1

ai

)
> 0.
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Lemma 10. For all n ∈ N≥1, the generalized hypergeometric function

3 F2

[
−

1
2 ,−n, 1

2 + n
1
4 ,

3
4

;−x

]
converges at x =−1 and satisfies the equation

3 F2

[
−

1
2 ,−n, 1

2 + n
1
4 ,

3
4

; 1

]
= 4n+ 1.

Proof. Convergence at x =−1 follows from the fact that

<
( 1

4 +
3
4 −

(
−

1
2 − n+ 1

2 + n
))
= 1> 0,

together with the remark after Definition 9. The rest of the claim follows directly
from an application of Theorem 30 in [Rainville 1960], which states that for
nonnegative integers n, and a, b independent of n, we have

3 F2

[
1
2 +

1
2a− b, −n, a+ n

1+ a− b, 1
2a+ 1

2

; 1

]
=

(b)n
(1+ a− b)n

.

Setting a = 1
2 and b = 5

4 gives the required result. �

Lemma 11. Let n ∈ N≥1, and define

9n(x) :=
n∑

j=1

(n
j

)(2 j − 2)!
( j − 1)!

( 1
2 + 2 j

)
n− j( 1

2

)
n

x j .

Then

3 F2

[
−

1
2 ,−n, 1

2 + n
1
4 ,

3
4

;−x

]
= 1− 29n(x).

Proof. The following identities are readily verified for 0≤ k ≤ n.

(−1)k
(−n)k

k!
=

(n
k

)
; (3-2)(1

4

)
k

(3
4

)
k
=

(1
2

)
2k

2−2k
; (3-3)

2k
(
−

1
2

)
k
=−

(2k− 2)!
2k−1(k− 1)!

; (3-4)( 1
2 + n

)
k( 1

2

)
2k

=

( 1
2 + 2k

)
n−k( 1

2

)
n

. (3-5)
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With these in hand, we may now compute directly:

3 F2

[
−

1
2 ,−n, 1

2 + n
1
4 ,

3
4

;−x

]
=

∞∑
k=0

(
−

1
2

)
k(−n)k

(
n+ 1

2

)
k( 1

4

)
k

( 3
4

)
kk!

(−x)k

= 1+
n∑

k=1

(
−1
)k
(n

k

)(n+ 1
2

)
k

(
−

1
2

)
k( 1

2

)
2k2−2k

(−x)k

= 1−
n∑

k=1

(−1)k
(n

k

)( 1
2 + 2k

)
n−k2k(2k− 2)!( 1

2

)
n2k−1(k− 1)!

(−x)k

= 1− 2
n∑

k=1

(n
k

)( 1
2 + 2k

)
n−k(2k− 2)!( 1

2

)
n(k− 1)!

xk

= 1− 29n(x),

where the second equality uses equations (3-2) and (3-3), while the third equality
employs equations (3-4) and (3-5). �

Lemma 12. Let Cn :=
(2n

n

)
/(n+ 1) denote the n-th Catalan number. For n ∈N≥1

the following equality holds:

−
Cn−1

3 · 22n−2
( 5

2

)
2n−2

=
1

22n
( 1

2

)
2n

(
2n
(−1)n

(1
2

)
n

n!
+

n−1∑
j=1

C j−1

3 · 22 j−2
( 5

2

)
2 j−2

(−1)n− j
( 1

2

)
n+ j 2

2 j

(n− j)!

)
.

Proof. Note that the statement of the lemma is equivalent to

0= 2n
(−1)n

( 1
2

)
n

n!
+

n∑
j=1

C j−1(−1)n− j
( 1

2

)
n+ j( 1

2

)
2 j (n− j)!

for all n ∈ N≥1, (3-6)

or
0= 2n+9n(−1) for all n ∈ N≥1, (3-7)

where 9n(x) is as in Lemma 11. Combining the results of Lemmas 10 and 11 gives

1− 29n(−1)= 4n+ 1 for all n ∈ N≥1,

or equivalently, 9n(−1)=−2n for n ≥ 1. The proof is complete. �

We now prove the main theorem of the section.

Theorem 13. Consider the operator T : R[x] → R[x] given by

T [Lek(x)] = (k+ c)Lek(x) for k = 0, 1, 2, 3, . . . and c ∈ R.
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If we write T =
∞∑

k=0
Tk(x)Dk , then

Tk(0)=


0 if k is odd,

c if k = 0,

−
Cn−1

3 · 22n−2
(5

2

)
2n−2

if k = 2n for n ≥ 1,
(3-8)

where Cn denotes the n-th Catalan number.

Proof. The following facts about Legendre polynomials are known explicitly, or
follow easily from basic properties (see [Rainville 1960, pp. 157–158]):

(i) Len(x)=
2n
( 1

2

)
nxn

n!
+πn−2 (n ≥ 0),

where πn−2 is a polynomial of degree n− 2 in x .

(ii) Le2n+1(0)= 0, for n ≥ 0.

(iii) Le2n(0)=
(−1)n

( 1
2

)
n

n!
(n ≥ 0).

(iv) For 0≤ j ≤ n,

D2 jLe2n(x)
∣∣
x=0 =

(−1)n− j
( 1

2

)
n+ j 2

2 j

(n− j)!
,

while

D2 jLe2n+1(x)
∣∣
x=0 = 0 for all j, n ≥ 0,

because Legendre polynomials with odd index are odd.

Mutatis mutandis, the proof of Proposition 29 in [Piotrowski 2007] demonstrates
that the coefficient polynomials Tk(x) of the linear operator given in Theorem 13
can be computed recursively as

T0(x)= T [1],

Tk(x)=
1

2k
( 1

2

)
k

(
T [Lek(x)] −

k−1∑
j=0

T j (x)D j
[Lek(x)]

)
for k = 1, 2, 3, . . . .

It is now easy to verify that T0(x)= c, T1(x)= x and T2(x)=−1
3 , and the proposed

values of Tk(0) follow readily for k = 0, 1, 2. Proceeding by induction we assume
that T j (0) is given by Equation (3-8) for 0≤ j ≤ k− 1 for some k ≥ 1. If k is odd,
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the second part of fact (iv) above yields

Tk(0)=
1

2k
( 1

2

)
k

[
(k+ c)Lek(0)−

k−1∑
j=0

T j (x)D j
[Lek(x)]

∣∣∣
x=0

]

=
1

2k
( 1

2

)
k

[
−

(k−1)/2∑
j=0

T2 j (x)D2 j
[Lek(x)]

∣∣∣
x=0

]
= 0.

On the other hand, if k is even, writing k = 2n and using the first part of fact (iv)
gives

Tk(0)=
1

22n
( 1

2

)
2n

[
(2n+ c)

(−1)n
( 1

2

)
n

n!
−

k−1∑
j=0

T j (x)D j
[Lek(x)]

∣∣∣
x=0

]

=
1

22n
( 1

2

)
2n

[
2n
(−1)n

( 1
2

)
n

n!
−

k−1∑
j=1

T j (x)D j
[Lek(x)]

∣∣∣
x=0

]

=
1

22n
( 1

2

)
2n

[
2n
(−1)n

( 1
2

)
n

n!
−

(k−2)/2∑
j=1

T2 j (x)D2 j
[Lek(x)]

∣∣∣
x=0

]

=
1

22n
( 1

2

)
2n

[
2n
(−1)n

( 1
2

)
n

n!
+

n−1∑
j=1

C j−1

3 · 22 j−2
( 5

2

)
2 j−2

(−1)n− j
( 1

2

)
n+ j 2

2 j

(n− j)!

]

=−
Cn−1

3 · 22n−2
( 5

2

)
2n−2

,

where the last equality is the result of Lemma 12. �

Let T be the operator corresponding to the Legendre sequence {k+c}∞k=0. Recall
that the symbol of T is given by

GT (−x, y)=
∞∑

k=0

(−1)k T [xk
]yk

k!
,

and that T is reality preserving (that is, {k+c}∞k=0 is a Legendre multiplier sequence)
if and only if either GT (−x, y) or GT (x, y) belongs to L-P2(R), since the sequence
under consideration is nontrivial. Following [Brändén and Ottergren 2014], we
expand GT (−x, y) and GT (x, y) as a series in powers of x . By Theorem 13 the
constant term in both of these expansions is

f (y) := c−
∞∑

k=1

Ck−1 y2k

3 · 22k−2
( 5

2

)
2k−2

.
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Thus f (y) ∈ L-P if either GT (−x, y) or GT (x, y) were in L-P2(R), since we
obtain f (y) from either GT (−x, y) or GT (x, y) by applying the nonnegative mul-
tiplier sequence 1, 0, 0, 0, . . . acting on x , which preserves the class L-P2(R) (see
[Borcea and Brändén 2010; Brändén 2014]). We shall now demonstrate that f (y)
is an entire function which does not belong to the Laguerre–Pólya class, and hence
{k+ c}∞k=0 is not a Legendre multiplier sequence for any c ∈ R.

Proposition 14. Let c ∈ R. Then

f (y)= c−
∞∑

k=1

Ck−1 y2k

3 · 22k−2
( 5

2

)
2k−2

is an entire function which does not belong to L-P.

Proof. Consider the change of variables x = y2 and the function

f̃ (x)= c− 4
3

∞∑
k=1

Ck−1xk

22k
( 5

2

)
2k−2

= c− 4
3

∞∑
k=1

ak xk .

Since

(?) lim
k→∞

ak+1

ak
= lim

k→∞

2(2k− 1)
k+ 1

1
(5+ 2(2k− 2))(5+ 2(2k− 1))

= 0,

f̃ (x) is entire. The existence of the limit in (?) implies that limk→∞ k
√

ak = 0 as
well, and hence f (y) is also entire.

It remains to show that f (y) /∈ L-P. To this end, we first demonstrate that
f̃ (x) /∈ L-P. Writing dk = k! ak we can express f̃ (x) as

f̃ (x)= c− 4
3

∞∑
k=1

dk

k!
xk .

By Theorem 4 and the comments thereafter, if f̃ (x) were to belong to L-P, we
would have L1(x, f̃ (k)) ≥ 0 for all k = 0, 1, 2, . . . and x ∈ R. In particular,
L1(0, f̃ ′)= 16

9 (d
2
2 − d3d1)≥ 0 would hold. A quick calculation reveals that

d2
2 − d3d1 =−

1
80850 < 0,

establishing that f̃ (x) /∈ L-P. Suppose now that f (y) ∈ L-P. By virtue of being
an even function, f (y) has the factorization

f (y)= ce−ay2
ω∏

k=1

(
1−

y2

x2
k

)
,
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where a ≥ 0, xk ∈R\ {0}, 0≤ ω≤∞, and
∑

1/x2
k <∞. Replacing y2 by x would

yield f̃ (x) ∈L-P, a contradiction. We conclude that f (y) /∈L-P, and our proof is
complete. �

4. Cubic Legendre multiplier sequences

In this section we establish the nonexistence of cubic Legendre multiplier sequences.
Without loss of generality we may consider sequences interpolated by monic poly-
nomials. Since every such cubic polynomial can be written as (k2

+αk+β)(k+ c)
for some real triple (α, β, c), one may wish to proceed based on whether or not the
quadratic factor in the product is itself a Legendre multiplier sequence. It turns out
that such case analysis is more than one needs: we can handle all cubic sequences
at once. We begin with two preparatory results.

Lemma 15. Suppose T = {k3
+ ak2

+ bk + c}∞k=0 is a sequence of nonnegative
terms. If T is a classical multiplier sequence, then a ≥−3, a+ b ≥−1 and c ≥ 0.

Proof. By Theorem 5, T is a classical multiplier sequence if and only if T [ex
] ∈

L-P+. We have

T [ex
] =

∞∑
k=0

(k3
+ ak2

+ bk+ c)
xk

k!

= ex(x3
+ (a+ 3)x2

+ (a+ b+ 1)x + c
)
.

Thus the coefficients of the polynomial

x3
+ (a+ 3)x2

+ (a+ b+ 1)x + c

must all be nonnegative. The claim follows. �

Lemma 16 [Levin 1956, Lemma 3, p. 337]. If all zeros of the real polynomial

h(x)= c0+ c1x + · · ·+ cnxn (cn 6= 0)

are real, c0 6= 0 and cp = 0 for some 0< p < n, then cp−1cp+1 < 0.

We are now ready to state and prove the main theorem of the section.

Theorem 17. The sequence {k3
+ ak2

+ bk + c}∞k=0 is not a Legendre multiplier
sequence for any real triple (a, b, c).

Proof. Denote by Ta,b,c the operator associated to the Legendre sequence

{k3
+ ak2

+ bk+ c}∞k=0.

By Lemma 15, in order for {k3
+ ak2

+ bk + c}∞k=0 to be a classical multiplier
sequence we must have a ≥−3, a+ b ≥−1 and c ≥ 0. Consider now the action
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of Tα,β,c on the two polynomials

p1(x)= x5Le3(x)

=
64

1287Le8(x)+ 152
693Le6(x)+ 372

1001Le4(x)+ 205
693Le2(x)+ 4

63 ,

p2(x)= x5Le5(x)

=
2016
46189Le10(x)+ 4816

24453Le8(x)+ 4078
11781Le6(x)

+
291
1001Le4(x)+ 1000

9009Le2(x)+ 8
693 .

Computing 18018Ta,b,c[p1(x)] =
∑4

k=0 q2k(a, b, c)x2k, we find that

q0(a, b, c)= 16(−121+ 46a− 46b),

q4(a, b, c)= 630(15724+ 1226a+ 61b),

with the restrictions on a, b and c implying directly that q4(a, b, c) > 0 for all real
triples (a, b, c) under consideration. If q2(a, b, c)= 0, then reversing coefficients,
and taking four derivatives of Ta,b,c[p1(x)] (both of which operations preserve the
reality of zeros) results in a polynomial with nonreal zeros. If q2(a, b, c) 6= 0, then
in light of Lemma 16, a necessary condition for Ta,b,c[p1(x)] to have only real
zeros is that

(†) q0(a, b, c)= 16(−121+ 46a− 46b)≥ 0.

We now turn our attention to Ta,b,c[p2(x)]. If we write 23279256Ta,b,c[p2(x)] =∑5
k=0w2k(a, b, c)x2k, then

w0(a, b, c)= 16(−641+ 806a− 806b),

w4(a, b, c)=−630(38840980+ 2015774a+ 62731b),

with Lemma 15 implying that w4(a, b, c) < 0 for all admissible triples (a, b, c).
Considerations identical to those above imply that either Ta,b,c[p2(x)] has nonreal
zeros, or the inequality

(‡) w0(a, b, c)= 16(−641+ 806a− 806b)≤ 0

must hold. Combining inequalities (†) and (‡) we obtain

−
121
46 + a ≥ b ≥− 641

806 + a,

a clear impossibility. We conclude that Ta,b,c cannot simultaneously preserve the
reality of the zeros of x5Le3(x) and x5Le5(x). Whence {k3

+ ak2
+ bk+ c}∞k=0 is

not a Legendre multiplier sequence for any real triple (a, b, c). �

Remark 18. Theorem 17 yields yet another proof of the nonexistence of linear Le-
gendre multiplier sequences by the following considerations. If T1, T2 are Legendre
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multiplier sequences, then so is T1T2. Since {k2
+ k+β} is a Legendre multiplier

sequence whenever β ∈ [0, 1], the existence of linear Legendre multiplier sequences
would immediately imply the existence of cubic Legendre multiplier sequences,
contradicting Theorem 17.

5. Open problems

The following is a list of open problems motivated by the preceding results.
These questions are not only related to the classification of Legendre multiplier
sequences but also to some general properties of reality preserving linear opera-
tors T =

∑
∞

k=0 Tk(x)Dk on R[x], properties which are captured in the coefficient
polynomials Tk(x).

5.1. Higher order Legendre sequences. The characterization of polynomials with
degree four or higher which interpolate Legendre multiplier sequences remains
open. Using computational techniques as in Section 4 quickly turns intractable with
the increasing number of parameters. In addition, one has to judiciously select “test
polynomials” in order for this method to succeed succinctly. The polynomials

p(n, k)= xkLen(x)

mimic properties of the test polynomials (1+x)n for classical multiplier sequences in
that they have zeros of high multiplicity away from the zeros of the basis polynomials.
As such, we were able to use just a couple test polynomials to demonstrate the
nonexistence of cubic Legendre multiplier sequences. On the downside, the degrees
of these polynomials are high and we believe that the degrees of the test polynomials
would have to increase if one would want to eliminate sequences interpolated by
higher order polynomials.

5.2. Monotone operators. We call an operator T =
∑
∞

k=0 Tk(x)Dk monotone if
deg Tk(x)≥ deg Tk−1(x) for all k = 1, 2, . . . . The operator corresponding to the
linear Legendre sequence {k+ c}∞k=0 is given by

T = c+ x D− 1
3

D2
+

2
15

x D3
+

∞∑
k=4

Tk(x)Dk,

whereas the operator corresponding to the Legendre sequence {k2
+ αk + β}∞k=0,

α 6= 1, is given by

T = β + (1+α)x D−
2+α− 3x2

3
D2
+

2
15
(α− 1)x D3

−
(α− 1)(1+ 4x2)

105
D4
+ (α− 1)

∞∑
k=5

Tk(x)Dk .
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Neither sequence is a Legendre multiplier sequence, and neither operator is mono-
tone. We believe these facts to be related, and give the following

Conjecture 19. Suppose T =
∑
∞

k=0 Tk(x)Dk is an infinite order differential oper-
ator. If T is not monotone, then T is not reality preserving.

Should this conjecture be true, one could then try to prove that if

{γk}
∞

k=0 = {p(k)}
∞

k=0,

where deg p is odd and {γk}
∞

k=0 is a Legendre sequence, the operator correspond-
ing to the sequence {γk}

∞

k=0 is an infinite order differential operator which is not
monotone.

5.3. Using the symbol of the operator. Our approach used in Section 3 could be
extended to treat sequences interpolated by higher order polynomials. Piotrowski
[2007] and Forgács and Piotrowski [2013a] give explicit representations of the
coefficient polynomials Tk(x) of classical, and Hermite diagonal operators respec-
tively. In both cases the Tk(x)s are given in terms of the reverses of the Jensen
polynomials associated to the sequence {γk}

∞

k=0. If a sequence {γk}
∞

k=0 is interpolated
by a polynomial, then only finitely many of these reverse Jensen polynomials are
nonzero. This means that an analog of Theorem 13 would need the identification of
only finitely many sequences, one for each reverse Jensen polynomial involved in the
Tk(x)s, in order to explicitly determine the sequence {Tk(0)}∞k=0. With this sequence
in hand, one could carry out steps analogous to those in Section 3 to establish the
nonexistence of Legendre multiplier sequences interpolated by polynomials of
degree greater than three.
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Seating rearrangements on arbitrary graphs
Daryl DeFord

(Communicated by Kenneth S. Berenhaut)

We exhibit a combinatorial model based on seating rearrangements, motivated
by some problems proposed in the 1990s by Kennedy, Cooper, and Honsberger.
We provide a simpler interpretation of their results on rectangular grids, and then
generalize the model to arbitrary graphs. This generalization allows us to pose a
variety of well-motivated counting problems on other frequently studied families
of graphs.

1. Introduction

1.1. Background. In this section we describe the original motivation for our prob-
lems and the original interpretations that are present in the literature.

1.1.1. Original problem. Our interest in this combinatorial model begins with a
problem presented by Honsberger [1997]:

A classroom has 5 rows of 5 desks per row. The teacher requests
each pupil to change his seat by going either to the seat in front, the
one behind, the one to his left, or the one on his right (of course not
all these options are possible for all students). Determine whether
or not this directive can be carried out.

It can easily be shown that this directive is impossible [Honsberger 1997; Kennedy
and Cooper 1993]. Consider coloring the classroom like a checkerboard. Then
every student initially placed on a “white desk” must move to a “black desk” and
vice versa. However, our chessboard coloring has 13 white squares and 12 black
squares. Thus, were such a rearrangement to exist, by the pigeonhole principle
there must be at least one black desk that receives two students from white squares
and this violates the terms of the directive. More generally, this proof obviously
generalizes to any rectangular classroom that has both an odd number of rows and
columns [Otake et al. 1996].

MSC2010: 05C30.
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Figure 1. A 2× 9 seating rearrangement.

1.1.2. Early work. Curtis Cooper and Robert Kennedy [1993] explored some basic
extensions to this rearrangement problem by applying some traditional combinatorial
and linear algebraic techniques (see also [Otake et al. 1996]). Their goal was to
solve the following more general problem:

A classroom has m rows of n desks per row. The teacher requests
each pupil to change his seat by going either to the seat in front,
the one behind, the one to his left, or the one on his right (of course
not all these options are possible for all students). In how many
ways can this directive be carried out?

They began by solving the 2× n and 3× n cases by classifying all possible
endings and constructing matrix systems that represented the interactions among
these endings. For example, Figure 1 shows a 2× 9 seating rearrangement. Then,
the principle of mathematical induction can be used to show that the constructed
matrix systems faithfully represent the counting problem. Of particular interest is
the fact that the number of rearrangements on a 2× n grid is equal to the square
of the (n+ 1)-st Fibonacci number. In Section 2.1 we will give a combinatorial
proof of this fact. However, this method quickly becomes unwieldy, and they were
forced to seek more powerful tools to solve the general case.

In order to count the 2m×n seating rearrangements, Cooper and Kennedy turned
to the theory of matrix permanents [Marcus and Minc 1965; Otake et al. 1996]. By
modifying the adjacency matrix of the underlying grid graph and taking a symbolic
determinant of the resulting block matrix they obtained the following representation
of the number of seating rearrangements of a 2m× n classroom:

22mn
2m∏
t=1

n∏
s=1

(
cos2

(
sπ

n+ 1

)
+ cos2

(
tπ

2m+ 1

))
. (1-1)

This formula is very similar to the expression derived in 1961 by Kasteleyn
[Harary 1967; Kasteleyn 1961], and Temperley and Fisher [1961], that counts
the number of domino tilings of a m× n grid. In Section 2.1 we will justify this
correspondence while in Section 4 we will prove a general theorem that gives this
relationship as an immediate corollary.
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Figure 2. Two cycle covers of a digraph. Left: digraph; middle:
even cover; right: odd cover.

1.2. Mathematical preliminaries. The proofs and results in this paper rely on
techniques from combinatorics, linear algebra, and graph theory. Basic definitions
and notation not presented here can be found in [Chartrand et al. 2011; van Lint
and Wilson 2001; Shilov 1977].

1.2.1. Cycle covers. Given a digraph D = {V, E}, a cycle cover is defined as a
subset of the edges, C ⊆ E , such that the induced digraph on C contains each vertex
of V and each of those vertices lies on exactly one cycle [Harary 1969]. It is easy
to see that each cycle cover of a digraph can be considered a permutation of the set
of vertex labels, and more specifically a derangement, if no self-loops occur in the
digraph. Thus, it is reasonable to consider the parity of a given cycle cover, defined
as the parity of the permutation it represents.

Hence, a cycle cover that contains an even number of even cycles is considered
even, while a cycle cover with an odd number of even cycles is considered odd.
Figure 2 shows a digraph and two of its cycle covers, one of each parity.

1.2.2. Matrix permanents. The permanent of a matrix, M , with elements, Mu,v,
is defined as the unsigned sum over all of the permutations of the matrix [Harary
1969; Marcus and Minc 1965]. Thus,

per M =
∑
π∈Sn

n∏
i=1

Mi,π(i), (1-2)

is a symbolic representation of the matrix permanent. It is computationally difficult
to calculate the permanent of a general 0–1 matrix (technically the problem of
computing the permanent is #P complete) [Aaronson 2011; Lundow 1996; Valiant
1979]. Although the definition of the permanent looks very similar to that of the
determinant, the permanent shares very few of the determinant’s useful algebraic
properties or relations to eigenvalues. Also, the determinant of a matrix can be
calculated in polynomial time by Gaussian elimination, while the permanent cannot.
However, interchanging rows or columns of the matrix does not affect the value of
the permanent of that matrix [Marcus and Minc 1965].
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We are interested in the concept of matrix permanents because the permanent
of the adjacency matrix of a digraph is equal to the number of cycle covers of
that digraph [Harary 1969]. A survey of results in combinatorics based on this
method can be found in [Kuperberg 1998]. However, since the permanent is often
infeasible to compute, a natural question is to ask whether we can change the signs
of some elements of a given adjacency matrix, A, to form a new matrix, A′, with
the property that:

per A = det A′. (1-3)

This question of “convertible” matrices was originally posed by Pólya [1913].
Beineke and Harary [1966] showed that digraphs whose adjacency matrix admits
an orientation satisfying (1-3) are exactly those that contain no odd cycle covers.
Later, Vazarani and Yannakakis [1988] proved that this problem is equivalent to
finding pfaffian orientations of bipartite graphs. The pfaffian of a skew-symmetric
matrix is a sum over signed products of entries in the matrix that can be used to
count the number of perfect matchings in some graphs. For a complete discussion
of pfaffians and their relation to perfect matchings see [Loehr 2011, Chapter 12.12].

This problem of pfaffians was characterized by Little [1975], who showed that a
given bipartite graph, B, admits a pfaffian orientation if and only if B contains no
subgraph homeomorphic to K3,3 (the complete bipartite graph with three vertices
in each partite set). An obvious extension of this question is to ask how difficult it
is to construct such a matrix A′ given A. Finally Roberston, Seymour, and Thomas
[Robertson et al. 1999] settled the issue by giving a polynomial time algorithm
that takes a given graph and either constructs an orientation of its adjacency matrix
that satisfies (1-3), or demonstrates a subgraph of G proving that (1-3) cannot be
satisfied.

2. Seating rearrangements

In this section we motivate and present our basic model through some simple
counting problems.

2.1. Domino tilings. The original problem studied by Cooper and Kennedy can
easily be expressed in terms of perfect matchings or domino tilings, both of which
are very familiar combinatorial objects. We showed previously that if m and n are
both odd there can be no legitimate rearrangements in an m× n classroom, so we
will only consider the cases where at least one of m and n are even. However, note
that the case where there are no legitimate rearrangements trivially satisfies the
following lemma as there are no perfect matchings on Pm × Pn when m and n are
both odd, where Pk is the path graph on k vertices.
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Lemma 1. The number of legitimate seating rearrangements in a 2m×n classroom
is equal to the square of the number of domino tilings of a 2m× n grid.

Proof. Begin by coloring the classroom like a chessboard. Note that we may
consider the rearrangements of the students initially sitting in white desks separately
from the rearrangements of those sitting in black desks since the two groups cannot
interfere with each other. Since there are exactly as many black desks as white
desks, arranged in the same fashion, the total number of rearrangements is equal
to the square of the number of either the black or white rearrangements computed
separately.

To complete the proof, consider tiling a 2m× n board with mn dominoes. We
can construct a bijection between the rearrangements of students initially placed in
black (white) desks with domino tilings by placing a domino in the tiling for each
student that covers that student’s initial desk and their destination desk. Thus, any
seating rearrangement can be deconstructed into two independent domino tilings,
one for each initial color. Figure 3 gives an example of this process.

In order to construct a seating rearrangement from an independently selected
pair of domino tilings we may perform the operation in reverse. Without loss of
generality, associate one of the tilings with movements from white desks to black
desks, and associate the other tiling with movements from black desks to white
desks. Hence, we can combine any two domino tilings to create a unique seating
rearrangement and the proof is complete. �

It is well known (and can be easily seen by comparison to 1× n tilings with
squares and dominoes), that the number of domino tilings of a 2× n rectangle is
equal to the (n + 1)-st Fibonacci number. This observation, combined with the
preceding lemma, provides a combinatorial explanation for the inductive-matrix
result of Cooper and Kennedy mentioned in the introduction:

Corollary 2. The number of seating rearrangements on a 2× n classroom is equal
to the square of the (n+ 1)-st Fibonacci number.

Another natural corollary to this lemma is a special case of Theorem 8, which
will be proved in Section 4.

Corollary 3. The number of legitimate seating rearrangements in an m× 2n class-
room is equal to the square of the number of perfect matchings on P2m × Pn .

2.2. Arbitrary graphs. In order to extend this notion of seating rearrangements to
arbitrary graphs we constructed the following modified problem statement:

Problem. Given a graph, place a marker on each vertex. We want to count the
number of legitimate “rearrangements” of these markers subject to the following
rules:
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Figure 3. A rearrangement/tiling correspondence.

• Each marker must move to an adjacent vertex.

• After all of the markers have moved, each vertex must contain exactly one
marker.

Thus, we define the number of rearrangements on an arbitrary graph to be the
number of ways to satisfy the requirements given above. A related, interesting
problem is to consider rearrangements where the markers are allowed to either
remain in place or move along an edge to an adjacent vertex. To formulate this
problem extension in graph-theoretic terms, we can add a self-loop to each vertex
in the graph and proceed with the problem statement given above, where a vertex
with a self-loop is considered adjacent to itself.

2.3. Digraphs. Given any graph G, we can construct a digraph
↔

G, by replacing
each simple edge of G by a pair of directed edges, one in each orientation. Then,
the following lemma shows that there is a one-to-one correspondence between
rearrangements on G and cycle covers on

↔

G.

Lemma 4. The number of rearrangements on any simple graph G is equal to the
number of cycle covers on

↔

G.

Proof. Consider a legitimate rearrangement on a graph G, under the rules presented
above. To construct a unique cycle cover on

↔

G, place a directed edge in the cycle
cover beginning at each markers initial vertex and ending at that markers terminal
vertex. By the first rule, each vertex must have out-degree equal to 1. Similarly, by
the second rule, each vertex must have in-degree equal to 1. Hence, the constructed
cycle cover spans all vertices of G and has d+(v)= d−(v)= 1 for all v ∈ V (G),
and so is a legitimate cycle cover.
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A unique rearrangement on G can be constructed from a given cycle cover on
↔

G
in a similar fashion. Thus, there exists a bijection between these rearrangements
and cycle covers, which implies that their magnitudes are equal. �

This gives us the following method for counting rearrangements on arbitrary
graphs as well as a combinatorial interpretation of a matrix permanent of the
adjacency matrix of a simple graph.

Lemma 5. Given a graph G, with adjacency matrix A(G), the number of rear-
rangements on G is equal to per(A(G)).

Proof. By construction, the adjacency matrices of G and
↔

G are equal, and the
permanent of the adjacency matrix of

↔

G is equal to the number of cycle covers on
↔

G. Since, by Lemma 4, there is a one-to-one correspondence between cycle covers
on
↔

G and legitimate rearrangements on G, this proof is complete. �

Hence, we have a numerical method to compute the number of rearrangements
on any graph. This method is computationally inefficient in general, but can
provide numerical values of initial conditions for recurrence relations and generating
functions, as well as providing empirical evidence of growth rates and divisibility
properties.

2.4. Notation. For the rest of this paper we will use the notation R(G) to represent
the number of legitimate rearrangements on a given graph G. Similarly, Rs(G)
will represent the number of rearrangements where each marker is allowed to
remain in place. Thus, the statement in the previous lemma could be rewritten as
R(G)= per(A(G)).

Several times throughout this paper, we will use the Fibonacci numbers in our
counting. In these instances we will use the combinatorial Fibonacci numbers
fn = Fn+1, indexed as f0 = 1, f1 = 1 and fn = fn−1 + fn−2 for n ≥ 2. This
indexing is motivated by the traditional counting interpretation of the Fibonacci
numbers as the number of ways to tile a 1× n board with squares and dominoes.
Similarly, we will also employ the Lucas numbers, ln , with ln = fn + fn−2 defined
as the number of ways to tile a 1×n bracelet with “rounded” squares and dominoes
[Benjamin and Quinn 2003].

From graph theory, Kn will represent the complete graph on n vertices, while
Km,n will be the complete bipartite graph with bipartite sets of order m and n. In
addition, Pn and Cn will respectively represent the traditional path and cycle graphs
on n vertices.

3. Basic graphs

We begin by demonstrating our model on some of the simplest possible graphs.
Many more complex and interesting structures in graph theory can be constructed
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from these basic graphs. For many of these problems the number of rearrangements
“with stays”, Rs(G) is the more interesting problem.

The simplest graph we consider is the path graph on n vertices. By comparison
with the Fibonacci tilings of a 1 × n board it is easy to see that Rs(Pn) = fn .
Similarly, we can construct a natural correspondence between Lucas tilings and
rearrangements on Cn that accounts for all rearrangements except the two oriented
cycles where each marker moves in the same direction. Thus, Rs(Cn)= ln + 2.

Counting the rearrangements on the complete graph of order n is also a simple
counting problem. Considering each rearrangement as a permutation, we see that
if each marker must move to a new vertex we have that R(Kn) is equal to the
n-th derangement number, while if the markers are permitted to stay we have
Rs(Kn)= n!.

Rearrangements on complete bipartite graphs are slightly more complex, yet still
yield nice closed form representations.

Proposition 6. The number of rearrangements on Kn,n is equal to (n!)2.

Proof. We begin by coloring the vertices of Kn,n black or white according to
the bipartition. To construct a rearrangement on Kn,n we note that much like the
rectangular classroom problem, we can consider the movements of all of the vertices
in each bipartition independently. Without loss of generality, we may order the
white vertices. Then, the first white marker may move to any of n black vertices,
while the k-th white marker can select any of the n−k+1 remaining black vertices.
A similar method can be independently applied to the markers initially placed on
black vertices.

Thus, the number of rearrangements of the markers that begin on a particular
color is equal to

∏n
i=1 (n− i + 1)= n!. Hence, R(Kn,n)= (n!)2. �

In order to simplify the statement of the following result, we define some addi-
tional notation. Specifically, let (n)i = n(n− 1)(n− 2) · · · (n− i + 1) represent the
standard falling factorial.

Proposition 7. The number of rearrangements with stays on Km,n is equal to∑m
i=0 (m)i (n)i .

Proof. Without loss of generality we can assume that m ≤ n and color the vertices
in the m partition white and the vertices in the n partition black. We can count the
rearrangements by conditioning on the number of markers that move from a white
vertex to a black vertex. Let i represent the number of markers that move from
white to black. Then there are

(m
i

)
ways to choose which white markers to move.

For any 1≤ k ≤ i the k-th moving white marker may select to move to any of
n− k+ 1 black vertices. This gives us (n)i ways to move the

(m
i

)
selected white

markers.
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Graph Rearrangements With stays

Pn 0, 1, 0, 1, 0, . . . fn

Cn 0, 1, 2, 4, 2, 4, . . . ln + 2= fn + fn−2+ 2
Kn D(n) n!
Kn,n (n!)2

∑n
i=0((n)i )

2

Km,n with m < n 0
∑m

i=0(m)i (n)i

Table 1. Rearrangements on basic graphs.

At this point there are i empty white vertices and i black vertices that con-
tain a marker that must be moved. There are i ! ways to construct a legitimate
rearrangement from this scenario. Summing over all possible i ≤ m gives

m∑
i=0

(
m
i

)
(n)i i ! =

m∑
i=0

m!
i !(m− i)!

(n)i i !,

=

m∑
i=0

(m)i (n)i . �

Table 1 summarizes the results of this section, some of which will be referenced
later in this paper.

4. Theorems

In this section we present some theoretical results related to our seating rearrange-
ment model. The first theorem generalizes our earlier results on the original
rectangular seating rearrangement problem and R(Kn,n).

Theorem 8. Let G = ({U, V }, E) be a bipartite graph. The number of rearrange-
ments on G is equal to the square of the number of perfect matchings on G.

Proof. We may construct a bijection between pairs of perfect matchings on G and
cycle covers on

↔

G. Without loss of generality, select two perfect matchings of G,
m1 and m2. For each edge (u1, v1) in m1, place a directed edge in the cycle cover
from u1 to v1. Similarly, for each edge (u2, v2) in m2, place a directed edge in the
cycle cover from v2 to u2. Since m1 and m2 are perfect matchings, by construction,
each vertex in the cycle cover has in-degree and out-degree equal to 1.

Given a cycle cover C on
↔

G construct two perfect matchings on G by taking
the directed edges from vertices in U to vertices in V separately from the directed
edges from V to U . Each of these sets of (undirected) edges corresponds to a
perfect matching by the definition of cycle cover and the bijection is complete.
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Since there is a one-to-one correspondence between cycle covers on
↔

G and
rearrangements on G, the theorem is proved. �

Our next result considers the case where we are counting the number of rear-
rangements with stays on a bipartite graph.

Theorem 9. The number of rearrangements on a bipartite graph G, when the
markers on G are permitted to remain on their vertices, is equal to the number of
perfect matchings on P2×G.

Proof. Observe that P2×G can be considered as two identical copies of G where
each vertex is connected to its copy by a single edge. To construct a bijection
between cycle covers on G and perfect matchings on P2×G, associate each self-
loop in a cycle cover with an edge between a vertex and its copy in the perfect
matching.

Since the graph is bipartite, the remaining cycles in the cycle cover can be
decomposed into matching edges from U to V and from V to U as in the previous
theorem. �

Applying Theorem 9 to the original problem of seating rearrangements gives
that the number of rearrangements in a m× n classroom, where the students are
allowed to remain in place or move, is equal to the number of perfect matchings in
P2× Pm × Pn . The 2× n case is included in the OEIS as A006253 [OEIS 2012].
These matchings are equivalent to tiling a 2×m×n rectangular prism with 1×1×2
tiles. This is a well-known problem that is contained in books on combinatorics,
for example [Graham et al. 1994].

A more direct proof of this equivalence between rectangular seating rearrange-
ments with stays and three-dimensional tilings can be given by associating each
possible student move type — up/down, left/right, or remain in place — with a
particular tile orientation in space. Then, a tiling can be directly constructed from a
given seating rearrangement in a one-to-one fashion.

5. Counting examples

We conclude by presenting some examples of the types of counting problems
that may be generated with this model. Especially noteworthy are the number of
different techniques that may be used to solve these problems.

5.1. Prism graphs. The prism graph of order n, denoted prism n, is isomorphic to
Cn × P2. Rearrangements on prism n can be considered as 2× n classroom seating
rearrangements on a cylinder.

Example 10. The number of rearrangements on prism n is equal to (ln + 2)2 when
n is even.
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Figure 4. The prism graph of order 12.

Proof. Let n be an even natural number. Then it is easy to see that prism n is a
bipartite graph, since each Cn is bipartite, and any cycle that includes edges in both
Cn must also be of even length. Since the graph is bipartite, by Theorem 8, the
number of rearrangements is equal to the square of the number of perfect matchings.
Furthermore, by Theorem 9, the number of perfect matchings on Cn × P2 is equal
to the number of rearrangements with stays on Cn , which we showed in Section 3
was equal to ln + 2. Squaring this quantity gives the result. �

Example 11. The number of rearrangements on prism n is equal to l2n + 2 when n
is odd.

Proof. Let n be an odd natural number. In this case prism n is not bipartite, so we
must make a different argument. First note that we can divide the rearrangements
into two classes by whether a marker moves between the two Cn in the rearrangement.
There are exactly four rearrangements for each n where no markers move between
the two Cn , as these correspond to simple cycles where each marker on a Cn moves
exactly one square in one direction.

The remaining rearrangements can be placed into a bijection with two indepen-
dently selected Lucas tilings of order n where a square in a Lucas tiling represents
a move between the Cn . Note that since n is odd, any Lucas tiling of order n must
contain at least one square so we are not counting the rearrangements in the first
class twice.

Combining these two cases, we have R(prism n)= l2
n + 4. Using a well-known

Lucas identity we can simplify this expression as:

l2
n + 4= (l2

n + 2)+ 2= l2n + 2. �

Computing the number of rearrangements with stays on a prism graph is a
much more difficult problem. Considering all of the possible ways to rearrange
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n 3 4 5 6 7 8

No stays 20 81 125 400 845 2401
With stays 82 272 890 3108 11042 39952

n 9 10 11 12 13 14

No stays 5780 15625 39605 104976 271445 714025
With stays 146026 537636 1988722 7379216 27436250 102144036

Table 2. Rearrangements on prism graphs.

an arbitrary pair of adjacent markers each in a separate Cn gives a system of
11 homogeneous, linear recurrence relations. This system is fully derived and
demonstrated in Appendix A. This system can then be solved, using the successor
operator method due to DeTemple and Webb [2014], to give the following solution:

an =10an−1− 36an−2+ 50an−3+ 11an−4− 108an−5+ 96an−6

+ 20an−7− 75an−8+ 34an−9+ 4an−10− 6an−11+ an−12,

with initial conditions given in Table 2.
Using these initial conditions we were further able to construct a generalized

power sum by solving a linear equation in the eigenvalues of the recurrence to
determine the coefficients:

Rs(prism n)= 6+4
(
−1
)n
+
(
2+
√

3
)n
+
(
2−
√

3
)n
+2

(
1+
√

2
)n
+2

(
1−
√

2
)n
.

Since the repeated eigenvalues have coefficients of 0 in the generalized power
sum, our sequence must also satisfy a recurrence of order 6. By computing the
implied characteristic polynomial, we get the following minimal recurrence for this
sequence:

an = 6an−1− 7an−2− 8an−3+ 9an−4+ 2an−5− an−6.

5.2. Dutch windmills. A Dutch windmill, Dwm
n , consists of m copies of an n cycle

all joined at a single vertex. For example, the friendship graphs are Fk = Dwk
3 .

Counting the rearrangements on Dutch windmills highlights some of the Fibonacci
relations of these counting problems.

Example 12. The number of rearrangements on Dwm
n is 0 when n is even and 2m

when n is odd.

Proof. We may condition on the movement of the marker initially positioned on
the center vertex. The center vertex is adjacent to 2m other vertices, and every
rearrangement on Dwm

n must consist of a single n-cycle containing the center vertex
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Figure 5. A Dutch windmill Dw4
5 .

and (m− 1)(n− 1)/2 two-cycles pairing up the remaining vertices as there are no
other cycles remaining in the graph.

When n is even, removing the center vertex from all but one of the n-cycles
leaves an odd number of vertices, which cannot be satisfactorily paired together.
Thus, there can be no legitimate rearrangements when n is even.

In the case where n is odd, the movement of the center marker onto one of its
2m neighbors completely determines the rearrangement. �

Example 13. The number of rearrangements with stays permitted on Dwm
n is

( fn−1)
m
+ 2m( fn−2+ 1)( fn−1)

m−1.

Proof. We may again condition on the behavior of the center marker. There are two
cases: either the center marker moves to an adjacent vertex or it remains in place.

When the center marker does not move, the remaining markers form m copies
of Pn−1, which may each be rearranged independently in fn−1 ways.

When the center marker moves onto one of the 2m adjacent vertices, it either lies
on a two-cycle, in which case there are fn−2 ways for the other vertices on that cycle
to rearrange themselves, or it lies on the entire n-cycle. The m−1 remaining n-cycles
that were not selected are again each reduced to Pn−1, contributing ( fn−1)

m−1 to
the rearrangement total.

Combining these two cases gives the desired result:

Rs(Dwm
n )= ( fn−1)

m
+ 2m( fn−2+ 1)( fn−1)

m−1. �

5.3. Hypercubes. Hypercubes are a commonly studied mathematical object, and
enumerating the perfect matchings on an arbitrarily large hypercube is an open
problem in combinatorics [Lundow 1996]. Rearrangements, both with and without
stays, have interesting connections to this problem.

The hypercube of order n can be constructed as a graph whose vertices are
labeled with the 2n binary strings of length n, with an edge between two vertices
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Figure 6. The hypercube of order 4.

1 2 3 4 5

R(Hn) 1 4 81 73984 347138964225
Rs(Hn) 2 9 272 589185 16332454526976

Table 3. Hypercube rearrangements.

when the respective labels differ in only one location. More importantly for our
purposes, if Hn represents the hypercube of order n, then Hn ∼= Hn−1× P2.

Thus, the relations below follow directly from Theorem 8 and Theorem 9.

Corollary 14. The number of rearrangements on Hn is equal to the square of the
number of perfect matchings on Hn .

Corollary 15. The number of rearrangements with stays on Hn is equal to the
number of perfect matchings on Hn+1.

Appendix A. Computing Rs(prism n)

In this appendix, we give the full derivation of the generalized power sum for
Rs(prism n). Recall that prism n is isomorphic to Cn × P2 and may be considered
a discrete 2× n cylinder. Thus, this problem is equivalent to the original seating
rearrangement problem in a cylindrical classroom. Our goal is to construct a system
of linear recurrences representing the ways that the (arbitrarily chosen) first column
of desks can be filled.

We begin by letting an represent the number of rearrangements on prism n.
Figure 7 shows all of the possible endings that we need to account for in our system.
The dots in the figure represent students that have not moved, while the crosses
represent students that have already moved. Note that the endings are representations
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of classes of endings, up to symmetry. Thus, for example, an ending counts as
a cn regardless of whether the completed desk is in the top or bottom row, since
the number of rearrangements is the same. To see how the system is constructed
consider the possible movements of the students in the first column of a bn:

• The two students may elect to either remain in their seats or swaps seats with
each other; either of these choices leaves a bn−1.

• Both students may swap seats with the next student in their row, leaving a bn−2.

• One of the students may remain in his seat, while the other swaps with his
horizontal neighbor. This can happen in two ways, so we have 2cn−1.

• One of the students may move vertically, while the other moves horizontally.
Again this can happen in two ways, and our sum gains a term of 2dn−1.

Similarly, consider the possibilities for a classroom ending set-up as gn . As shown
in Figure 7, we will assume that the desk with two students is in the upper left
while the empty desk is in the lower right. However, this analysis extends to any
rotation or reflection of gn .

• The student yet to move in the upper left may move vertically forcing the
student in the bottom left to move horizontally. This leaves a fn−1.

• The student yet to move in the upper left may move horizontally while the
student below remains in place. The remaining situation is a gn−1.

• The student yet to move in the upper left may move horizontally while the
student below swaps places horizontally, which forces a gn−2.

Extending this reasoning to all of the endings under consideration leads to the
following system of recurrences:

an = 2bn−1+ 2bn−2+ 4cn−1+ 2en−1

+ 4 fn−1+ 4gn−1+ 4hn−1+ 2in−1+ 2 jn−1+ 2kn−1,

bn = 2bn−1+ bn−2+ 2cn−1+ 2dn−1, cn = bn−1+ cn−1,

dn = bn−1+ dn−1, en = cn−1+ en−1,

fn = fn−1+ fn−2+ gn−1, gn = fn−1+ gn−1+ gn−2,

hn = bn−1+ hn−1, in = in−1,

jn = fn−1, kn = kn−1+ hn−1.

Applying the successor operator, E , to this system gives us the following symbolic
matrix whose determinant is the characteristic polynomial of the recurrence relation
we are seeking.
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an+1

nb

nc

nd

ne

nf

ng

nh

ni

nj

nk

Figure 7. Prism endings.
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M =

E2
−2E−2 −4E 0 −2E −4E −4E −4E −2E −2E −2E

0 E2
−2E−1 −2E −2E 0 0 0 0 0 0 0

0 −1 E−1 0 0 0 0 0 0 0 0
0 −1 0 E−1 0 0 0 0 0 0 0
0 0 −1 0 E−1 0 0 0 0 0 0
0 0 0 0 0 E2

−E−1 −E 0 0 0 0
0 0 0 0 0 −E E2

−E−1 0 0 0 0
0 −1 0 0 0 0 0 E−1 0 0 0
0 0 0 0 0 0 0 0 E−1 0 0
0 0 0 0 0 −1 0 0 0 E 0
0 0 0 0 0 0 0 −1 0 0 E−1


Note that M is defined to satisfy the following equation as the successor operator
acts on each sequence in turn:

M
[
an bn cn dn en fn gn hn in jn kn

]>
=
[
0 0 0 0 0 0 0 0 0 0 0

]>
We can now calculate the determinant of M and construct our recurrence relation,

det M = E15
− 10E14

+ 36E13
− 50E12

− 11E11
+ 108E10

−96E9
− 20E8

+ 75E7
− 34E6

− 4E5
+ 6E4

− E3.

The coefficients of this characteristic polynomial give us our first recurrence re-
lation (Section 5), while the roots of the polynomial are the eigenvalues of our
recurrence. After removing the zeros, these eigenvalues and their multiplicities are
{16,−12, 1+

√
2, 1−

√
2, 2+

√
3, 2−

√
3}. Thus, our characteristic polynomial

factors to:
E3(E − 1)6(E + 1)2(E2

− 4E + 1)(E2
− 2E − 1).

To find the generalized power sum, we solve the linear system Ax = b, where A
represents the eigenvalues matrix (with elements multiplied by powers of n where
necessary to preserve linear independence), x represents the coefficients vector, and
b the initial conditions as shown in Table 2. The coefficients obtained as a solution
to this system give the generalized power sum described previously in Section 5.

Taking a product of only the factors corresponding to the eigenvalues in the
generalized power sum gives us the following characteristic polynomial of degree 6:

(E2
−4E+1)(E2

−2E−1)(E−1)(E+1)= E6
−6E5

+7E4
+8E3

−9E2
−2E+1.

Since this polynomial also annihilates our sequence, its corresponding recurrence
relation must also be satisfied by our sequence. This gives the second recurrence
relation in Section 5. By exhaustively examining the factors of this polynomial we
find that it is the polynomial of minimal degree that represents our sequence.
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Fibonacci Nim and a full characterization
of winning moves

Cody Allen and Vadim Ponomarenko

(Communicated by Scott T. Chapman)

In this paper we will fully characterize all types of winning moves in the “take-
away” game of Fibonacci Nim. We prove the known winning algorithm as a
corollary of the general winning algorithm and then show that no other winning
algorithms exist. As a by-product of our investigation of the game, we will
develop useful properties of Fibonacci numbers. We conclude with an exploration
of the probability that unskilled player may beat a skilled player and show that as
the number of tokens increase, this probability goes to zero exponentially.

1. Introduction

We begin with a brief introduction to the idea of “take-away” games. Schwenk
[1970] defined take-away games to be a two-person game in which the players
alternately diminish an original stock of tokens subject to various restrictions, with
the player who removes the last token being the winner.

In the generalized take-away game, τ(k) = η(k − 1)− η(k) where η(k) is the
number of tokens remaining after the k-th turn so that τ(k) is the number of tokens
removed on the k-th turn. Additionally, for all k ∈ N, k 6= 1, we have τ(k) ≤ mk ,
where mk is some function of τ(k − 1). Specifically in Fibonacci Nim, we have
mk = 2τ(k) for k > 1. We will immediately move away from this notation and
develop additional notation as it is required. We provide a simple example to
familiarize the reader with the game.

Example 1. Let n = 10. Player one may remove 1 to 9 tokens. Suppose player one
removes 3 tokens. Then, player two may now remove 1 through 2(3)= 6 tokens.
Play continues until one of the players removes the last token.

We will rely heavily on results from [Lekkerkerker 1952], specifically the Zeck-
endorff representation of natural numbers as a sum of Fibonacci numbers.
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The Fibonacci numbers are the positive integers generated by the recursion
Fk = Fk−1+ Fk−2, where F1= 1= F2 and k ∈N. Let F = {F2, F3, . . . , Fk, . . . } =

{1, 2, 3, 5, . . . }. This is the subset of Fibonacci numbers we will reference through-
out this paper. We now present the Zeckendorf representation theorem (ZRT)
without proof. A proof of this theorem may be found in [Hoggatt et al. 1973].

Theorem 2 (Zeckendorff representation theorem). Let n ∈N. For i, r ∈N we have
n= Fir +Fir−1+· · ·+Fi1 , where ir−(r−1)> ir−1−(r−2)> · · ·> i2−1> i1≥ 2.
Further, this representation is unique.

In other words, every positive integer can be written uniquely as a sum of non-
consecutive Fibonacci numbers. Clearly, in the notation of the theorem, Fir > Fir−1 >

· · ·> Fi1 . We will refer to the Zeckendorff Representation theorem frequently, so
we abbreviate it by ZRT.

Example 3. 12= (1)F6+ (0)F5+ (1)F4+ (0)F3+ (1)F2 = 8+ 3+ 1.

Corollary 4. If Fk+1 > n ≥ Fk , then Fk is the largest number in the Zeckendorff
representation of n.

Proof. If Fk+1 > n ≥ Fk then by Zeckendorff’s theorem we can write (n− Fk)=

Fd + · · ·+ Fi1 . We claim k− 1> d . Suppose not; then d ≥ (k− 1), thus

n = Fk + Fd + · · ·+ Fi1 ≥ Fk + Fd ≥ Fk + Fk−1 = Fk+1.

However, Fk+1 > n ≥ Fk+1 is a contradiction. Thus, k− 1> d so that

n = Fk + Fd + · · ·+ Fi1

is a valid, and thus the only, representation of n by the ZRT. �

The corollary above shows that for any n ∈ N where Fk+1 > n ≥ Fk , the
Zeckendorff representation of n must contain Fk . Therefore, we iteratively may
take the maximal Fibonacci number less than n, say Fk , subtract it from n which
yields n− Fk = n′ = Fir ′

+ Fir−1′
+ · · · + Fi1′

and repeat this process to find each
Fibonacci number in the representation of the original number, n.

Definition 5. Let n= Fir+Fir−1+· · ·+Fi1 where r, i, n ∈N. We define T (n)= Fi1 .
That is, T (n) is the smallest number in the Zeckendorff representation.

Definition 6. Let n = Fir + Fir−1 + · · · + Fi1 where r, i, n, j ∈ N. We now define
the length j tail to be the specific sum of j consecutive* Fibonacci numbers in the
Zeckendorff representation of n beginning with the smallest number, Fi1 . We set
T1(n)= T (n) for consistency. Then, T j (n)= T (n)+ Ti−1(n− T (n)).

The “consecutive*” in Definition 6 refers to the subscripts i j , i j+1 for some
j ∈ N. By the above definitions, we see that the length j tail of n is T j (n) =
Fi j + Fi j−1 + · · ·+ Fi1 where r ≥ j ≥ 1.
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Example 7. Consider

33= F8+F6+ F4+ F2 = 21+8+ 3+ 1,

12= F6+ F4+ F2 = 8+ 3+ 1.

Then, the length 3 tails are

T3(33)= F6+ F4+ F2 = 8+ 3+ 1,

T3(12)= F6+ F4+ F2 = 8+ 3+ 1.

Hence, 33 and 12 have the same length 3 tail.

Remark 8. By the definition of a length j tail, if T j (n) = T j (m), then for any
j ≥ s ≥ 1, we have Ts(n)= Ts(m).

Let n = Fir + Fir−1 + · · ·+ Fi1 be the Zeckendorff representation where

Fir > Fir−1 > · · ·> Fi1 .

Suppose there are n tokens in the pile during the current turn. The known winning
algorithm for Fibonacci Nim has the current player take the length 1 tail of n. That
is, the player removes T (n) = Fi1 tokens. We will prove that this is a winning
algorithm in the next section.

In what follows, we will extend the known winning algorithm to include tails
that satisfy certain criteria for some given n. We then will prove that this is a
complete collection of winning moves and that no others exist. We end this paper
by introducing a losing position strategy and then derive an upperbound on the
probability that an unskilled player may beat a skilled player.

2. Fibonacci Nim strategy

We begin this section by discussing how to win Fibonacci Nim. In the remainder
of this paper, we use n = Fir + Fir−1 +· · ·+ Fi1 with n, r, i ∈N as the Zeckendorff
representation for some n.

Assume there are n tokens in a given turn which the player whose turn it is
may remove from. Let 2p denote the maximum number of tokens this player may
remove from the n tokens. We can denote this position by (n, 2p). Note, this
implies that the previous player removed precisely p tokens.

Definition 9. A losing position is such that given the position (n, 2p), T (n) > 2p.
A winning position is any nonlosing position. A winning move is such that it results
in the next position being a losing position. A losing move is any nonwinning move.

We see by Definition 9 that we always want to leave our opponent in a losing
position where T (n)>2p. That is, a position where our opponent cannot remove any
length j tail, T j (n). As an immediate consequence, if our opponent cannot remove
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a tail of n, certainly he cannot remove all of n to win since n ≥ T j (n)≥ T (n) > 2p.
Therefore, if we can successively give our opponent a losing position, we can ensure
we win.

Lemma 10. For every i ∈ N where i ≥ 3, 2Fi−1 ≥ Fi and Fi+1 > 2Fi−1.

Proof. We have 2(F2)= 2(1)= 2= F3 and F4= 3> 2= 2(1)= 2(F2). Assume that
2Fi−1 ≥ Fi and Fi+1 > 2Fi−1. We have 2(Fi )= 2(Fi−1+ Fi−2)≥ 2Fi−1+ Fi−2 =

Fi + Fi−1 = Fi+1 since for each for j ∈ N, F j ≥ 1. Similarly,

Fi+2 = Fi+1+ Fi = (Fi + Fi−1)+ (Fi−1+ Fi−2)

> Fi + (Fi−1+ Fi−2)= 2Fi . �

Lemma 11 below implies that if on a given turn our opponent has a losing
position to play from, regardless of how he plays, our next play will be from a
winning position.

Lemma 11. Let n ∈N. For any p with T (n) > p, (n− p, 2p) is a winning position.

Proof. Let n ∈N. Assume T (n) > p. We have, n− p= Fir +· · ·+ Fi1− p. Define
m = T (n)− p = Fi ′r + · · · + Fi ′1 . Suppose (n− p, 2p) is a losing position. Then,
T (n − p) > 2p and by Lemma 10, 2Fi ′1−1 ≥ Fi ′1 > 2p. Hence, the Zeckendorff
representation of p does not include Fi ′1−1, thus p= Fi ′′r +· · ·+Fi ′′1 where Fi ′1−1> Fi ′′r .
But then, n= Fir +· · ·+Fi2+Fi ′r +· · ·+Fi ′1+Fi ′′r +· · ·+Fi ′′1 is a valid Zeckendorff
representation of n. This is a contradiction since Zeckendorff representations are
unique. Hence, we must have 2p ≥ T (n− p). Since Fi2 > T (n) > T (n)− p, then,
n− p= Fir +· · ·+Fi2+m is a valid Zeckendorff representation of n− p and hence
the only representation. Thus, the next position, (n− p, 2p) has 2p ≥ T (n− p) so
that (n− p, 2p) is a winning position. �

Lemma 12 below paired with Lemma 11 proves the known winning strategy.
That is, if we take the length 1 tail of n, T (n), the next position is a losing position.
Successively implementing this lemma results in winning the game in a finite
number of moves.

Lemma 12. Let n ∈ N. Set p = T (n). Then (n− p, 2p) is a losing position.

Proof. Let n ∈ N. Set p = T (n). Suppose for some k ∈ N, Fk = T (n) = Fi1 . By
Theorem 2, Fi2≥ Fk+2. Then, by Lemma 10, Fi2≥ Fk+2>2Fk=2p. By uniqueness
of the ZRT, n − p = Fir + · · · + Fi2 and (n − p, 2p) has T (n − p) = Fi2 > 2p.
Hence, (n− p, 2p) is a losing position. �

For now, we state that not every tail may always be taken from n to produce
a losing position. In the following subsections, we will prove this rigorously and
derive results which show exactly which tails may be removed to put our opponent
in a losing position. Theorem 13 is this section’s main result. Namely, it proves
that removing length j tails of n are the only winning moves for n ∈ N.
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Theorem 13 (Fundamental theorem of Fibonacci Nim). Let n ∈ N. Then, for any
p /∈ {Tr−1(n), Tr−2(n), . . . , T (n)}, (n− p, 2p) is a winning position.

Proof. Let n ∈N and suppose our opponent has removed p tokens. Then the current
position is (n − p, 2p). Assume T (n − p) > 2p, that is, (n − p, 2p) is a losing
position. If p = T j (n) for some r > j ≥ 1, then p ∈ {Tr−1(n), Tr−2(n), . . . , T (n)}.
This leaves two cases to examine: (1) p is a sum of terms Fit where r ≥ t ≥ 1 and
p 6= T j (n) for some r > j ≥ 1 or (2) p 6= T j (n) for some r > j ≥ 1 and p is not of
the form given in case (1).

Case 1: Our opponent removes p = ar Fir + ar−1 Fir−1 + · · · + a1 Fi1 where each
a j ∈ {0, 1} for j ∈ [1, ir ] and there exists at least one pair (a j , a j+1) such that
a j = 0 and a j+1= 1 in the representation of p. Then, p 6= T j (n) for some r > j ≥ 1.
Without loss of generality, let (a j , a j+1) be the minimal pair such that a j = 0 and
a j+1 = 1 in the representation of p. Define

n′ = (Fir − ar Fir )+ · · ·+ (Fi j+1 − a j+1 Fi j+1)

+ (Fi j−1 − a j−1 Fi j−1)+ · · ·+ (Fi1 − a1 Fi1).

Then,

n− p = Fir + Fir−1 + · · ·+ Fi1 − (ar Fir + ar−1 Fir−1 + · · ·+ a1 Fi1)= n′+ Fi j

which is a valid Zeckendorff representation and hence the only representation of
n− p. Since (a j , a j+1) is minimal, T (n− p)= Fi j . We have 2p> Fi j+1 > T (n− p),
thus (n− p, 2p) is a winning position and we have reached a contradiction.

Case 2: Our opponent removes p tokens such that p 6=ar Fir+ar−1 Fir−1+· · ·+a1 Fi1

where each a j ∈ {0, 1}. Since (n− p, 2p) is a losing position, by Lemma 11 we
must have p > T (n). Without loss, let T j (n) for r > j ≥ 1 be the minimal tail such
that p > T j (n). By assumption, p 6= T j (n). We have Fi j+1 + T j (n) > p > T j (n)
so that Fi j+1 > p− T j (n) > 0. Define δp = p− T j (n) so that p = T j (n)+ δp. Let
m= n−T j (n). Then, n− p=m+T j (n)−(T j (n)+δp)=m−δp. Since T (m)> δp,
by Lemma 11 and the uniqueness of Zeckendorff representations, (m− δp, 2δp) is
a winning position. It follows that 2p > 2δp ≥ T (m− δp)= T (n− p). Therefore,
(n− p, 2p) is a winning position and we have reached a contradiction.

Hence, removing some p 6= T j (n) for some r > j ≥ 1 results in a winning
position. Since there is only one other possible move, removing some tail F j (n), it
follows that if (n− p, 2p) is a losing move, then p= T j (n) for some r > j ≥ 1. �

Remark 14. By Definition 9 and Theorem 13, removing T j (n) tokens where r >
j ≥ 1 will force an immediate losing position to our opponent when Fi j+1 > 2T j (n).

In section (2) we have shown that the only possible winning moves in Fibonacci
Nim are those that are partial consecutive* sums or, tails of the Zeckendorff repre-
sentation of the number of tokens in that turn. In the next section, we determine
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which tails force losing positions and how to identify these tails based solely on the
Zeckendorff representation for a given n.

3. Winning tails

In this Section, we will show how to take the result from Remark 14: removing T j (n)
tokens where r > j ≥ 1 will force an immediate losing position to our opponent
when Fi j+1 > 2T j (n) and identify which tails satisfy this condition. Existence of
winning moves was proved for Dynamic One-Pile Nim in a paper by Holshouser,
Reiter and Rudzinski [2003]; Fibonacci Nim is classified as a dynamic one-pile
Nim game in their paper. Below, we validate the existence of these moves as well
as carefully show exactly how to find these winning moves. In addition, we have
included a table at the end of this paper to present these results for the first 90
positive integers.

We are concerned with which tails can be taken and which cannot. That is, if
n = Fir + Fir−1 + · · ·+ Fi1 , when is Fi j+1 > 2T j (n) for r > j ≥ 1? We accomplish
this by looking at an arbitrary tail T j (n) of n. We classify exactly when taking
T j (n) results in leaving a losing position to our opponent.

We begin by setting a j+1 = i j+1− i j and a j = i j − i j−1. Then, a j+1 and a j are
the differences in the subscripts of consecutive* Fibonacci numbers in a Zeckendorff
representation of n. In this section we will show that for any Fi j , by considering
the “gaps” around it, where the gaps are the differences above, we can determine if
removing Ti j (n) tokens give our opponent a losing position. For us to do this, we
must first introduce the gap-vector.

Definition 15. Let n = Fir + Fir−1 + · · · + Fi1 . We define the gap-vector of n to
be G(n) = (ar , ar−1, . . . , a2; a1) where ar = ir − ir−1, ar−1 = ir−1 − ir−2, . . . ,
a2 = i2 − i1, and a1 = i1. We also define |G(n)| = r , where r is the number of
summands in the Zeckendorf representation of n.

Example 16. Let n = 129= F11+ F9+ F5+ F2. Then,

G(129)= (11− 9, 9− 5, 5− 2; 2)= (2, 4, 3; 2) and |G(129)| = 4.

The gap-vector of n shows the difference of the subscripts of the consecutive*
Fibonacci numbers in the Zeckendorff representation of n (again, consecutive*
refers to the subscripts i j , i j+1 for some j ∈ N ). The last coordinate of the gap-
vector is the subscript of the smallest Fibonacci number present in the Zeckendorff
representation of n. It follows that we can reconstruct n by using

Example 17. Let G(n)= (2, 4, 3; 2). Then, F2 is the first Fibonacci number in the
representation of n. From here, we can build the rest of the numbers: 2+3 = 5, so
F5 is the next number; 5+4 = 9, so F9 is the third number; and 9+2=11, so F11 is
the last number in the representation of n. Hence, n = F11+ F9+ F5+ F2 = 129.
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It is worth mentioning that by the ZRT each a j ≥ 2 for j ∈ N. We now begin
to examine which tails provide winning moves. Consider p = T j (n) for some
n, j ∈ N. We will classify exactly when T j (n) is a winning move and hence leaves
the opponent the losing position (n− p, 2p).

Notational remark. For the following lemmas, we introduce the symbol (k : 2)
such that (k : 2) ∈ {2, 3} where (k : 2) ≡ k mod 2. Similarly, (k : 3) ∈ {2, 3, 4}
where (k : 3) ≡ k mod 3. For example, F8 + · · · + F8:2 = F8 + · · · + F2 since
(8 : 2)≡ 8 mod 2 and (8 : 2) ∈ {2, 3}.

For the remainder of this section, we will give a lemma and then a corollary. The
lemma provides properties of particular Fibonacci series. The corollaries tie the
lemma into Fibonacci Nim.

Lemma 18. For k ≥ 5, we have Fk > 2(Fk−3+ Fk−5+ · · ·+ Fk:2).

Proof. For k = 5 and k = 6,

F5 = 5> 2(1)= 2(F2),

F6 = 8> 4= 2(2)= 2(F3).

Suppose Fk > 2(Fk−3 + Fk−5 + · · · + Fk:2). Then by the induction hypothesis,
2Fk−1+ Fk > 2Fk−1+ 2(Fk−3+ Fk−5+ · · · + Fk:2) = 2(Fk−1+ · · · + Fk:2). But,
Fk+2= Fk+1+Fk > 2Fk−1+Fk by Lemma 10. Hence, Fk+2> 2(Fk−1+· · ·+Fk:2).

�

Corollary 19. Let G(n) = (ar , ar−1, . . . , a2; a1) where r > 1 and a j ≥ 2 for
r ≥ j > 1. If aq+1 ≥ 3 for some r > q > 1, then (n− p, 2p) is a losing position for
p = Tq(n).

Proof. Let G(n) = (ar , ar−1, . . . , a2; a1) where r > 1 and a j ≥ 2 for r ≥ j > 1.
Suppose aq+1 ≥ 3 for some r > q > 1 and set p = Tq(n). Then iq+1 ≥ iq + 3.
By Lemma 18, we have Fiq+1 > 2(Fiq + · · · + Fi1) = 2Tq(n). We have, n −
p = Fir + · · · + Fiq+1 by the uniqueness of Zeckendorff representations, hence
T (n− p)= Fiq+1 > 2Tq(n)= 2p and (n− p, 2p) is a losing position. �

We see by the above corollary that if G(n)= (ar , . . . , a2; a1) contains coordinates
a j ≥ 2 and some aq+1 ≥ 3 we can always remove the tail beginning with the
Fibonacci number Fiq . But notice, by the ZRT, every representation will have
a j ≥ 2 for r ≥ j ≥ 2. Hence, we have just shown by Corollary 19 that given some
n = Fir + · · · + Fi j+1 + Fi j + · · ·+ Fi1 , if i j+1− 3≥ i j , then removing p = T j (n)
results in (n− p, 2p) being a losing position. Therefore it follows that we need
only to consider when i j+1− 2= i j to classify the remainder of winning tails.

Lemma 20. For k ≥ 8, we have Fk > 2(Fk−2+ Fk−6+ Fk−8+ · · ·+ Fk:2).
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Proof. For k = 8 and k = 9,

F8 = 21> 2(8+ 1)= 2(F6+ F2),

F9 = 34> 30= 2(13+ 2)= 2(F7+ F3).

Assume
Fk > 2(Fk−2+ Fk−6+ Fk−8+ · · ·+ Fk:2).

By the induction hypothesis we have,

Fk+2 = Fk+1+ Fk > Fk+1+ 2Fk−2+ 2(Fk−6+ · · ·+ Fk:2).

But, Fk+1+ 2Fk−2 = Fk + Fk−1+ 2Fk−3+ 2Fk−4. By Lemma 10, 2Fk−3 > Fk−2.
Hence, Fk+1 + 2Fk−2 > Fk + Fk−1 + Fk−2 + 2Fk−4 = 2(Fk + Fk−4). Therefore,
Fk+2 > 2(Fk + Fk−4+ Fk−6+ · · ·+ Fk:2). �

Corollary 21. Let G(n) = (ar , ar−1, . . . , a2; a1) where r > 1 and a j ≥ 2 for
r ≥ j > 1. If aq ≥ 4 and aq+1 = 2 for some r ≥ q > 1, then (n− p, 2p) is a losing
position for p = Tq(n).

Proof. Let G(n) = (ar , ar−1, . . . , a2; a1) where r > 1 and a j ≥ 2 for r ≥ j > 1.
Suppose that aq ≥ 4 for some r ≥ q > 1 and set p = Tq(n). Then, iq+1 − 2 =
iq ≥ iq−1 + 4. By Lemma 20, we have Fiq+1 > 2(Fiq + · · · + Fi1) = 2Tq(n). We
have, n− p = Fir + · · ·+ Fiq+1 by the uniqueness of Zeckendorff representations,
hence T (n− p)= Fiq+1 > 2Tq(n)= 2p and (n− p, 2p) is a losing position. �

We see by Corollary 21 that if G(n) = (ar , . . . , a2; a1) contains coordinates
a j ≥ 2 and some aq ≥ 4 and aq+1 = 2, we can always remove the tail beginning
with the Fibonacci number Fiq . Hence, we have just shown that given some
n = Fir + · · ·+ Fi j+1 + Fi j + · · ·+ Fi1 , if iq+1− 2= iq ≥ iq−1+ 4, then removing
p = T j (n) results in (n − p, 2p) being a losing position. By Corollaries 19 and
21, we have just shown that if we have aq+1 ≥ 3 or, if aq+1 = 2 and aq ≥ 4, then
p = Tq(n) is a winning move, that is, (n− p, 2p) is a losing position. Thus, what
remains to examine are the cases aq+1 = 2 = aq and aq+1 = 2 and aq = 3. We
begin with the former.

Lemma 22. For k ≥ 6, we have Fk ≤ 2(Fk−2+ Fk−4).

Proof. Let k = 6. Then, F6 = 8= 2(3+ 1)= 2(F4+ F2). For any k > 6, we have
Fk = 2Fk−2+ Fk−3. By Lemma 11, 2Fk−4 ≥ Fk−3. Hence, Fk = 2Fk−2+ Fk−3 ≤

2(Fk−2+ Fk−4). �

Corollary 23. Let G(n) = (ar , ar−1, . . . , a2; a1) where r > 2 and a j ≥ 2 for
r ≥ j > 1. If aq+1 = 2 = aq for some r ≥ q > 1, then (n − p, 2p) is a winning
position for p = Tq(n).
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Proof. Let G(n) = (ar , ar−1, . . . , a2; a1) where r > 1 and a j ≥ 2 for r ≥ j > 1.
Suppose aq+1= 2= aq for some r ≥ q > 1 and set p= Tq(n). Then iq+1−2= iq =

iq−1+2. By Lemma 22, we have Fiq+1 ≤2(Fiq+Fiq−1)≤2(Fiq+· · ·+Fi1)=2Tq(n).
We have, n− p= Fir +· · ·+Fiq+1 by the uniqueness of Zeckendorff representations,
but T (n− p)= Fiq+1 ≤ 2Tq(n)= 2p. Thus, (n− p, 2p) is a winning position. �

We are now left with the case aq+1 = 2 and aq = 3. It turns out, this case
is slightly more complicated than the previous cases. We will show that given
G(n)= (ar , ar−1, . . . , a2; a1) where r > 1 and a j ≥ 2 for r ≥ j > 1, if there exists
some q such that every ak ≥ 3 for r > q ≥ k > 1, then Tq(n) for r > q > 1 is a
winning move. If however, we have some ak = 2 for q ≥ k > 1, then Tq(n) for
r > q > 1 is a losing move. We begin with the former.

Lemma 24. For k ≥ 10, Fk − 2(Fk−2 + Fk−5 + Fk−8 + · · · + Fk:3) = q where
q ∈ {1, 2}.

Proof. We prove the lemma in cases for Fk:3. Specifically for some m ∈ N and
m ≥ 3, Fk:3= F2 when k = 3m+1 since 3m+1−(2+3(m−1))= 2 and Fk:3= F3

when k = 3m+2 since 3m+2− (2+3(m−1))= 3. Fk:3 = F4 when k = 3m since
3m− (2+ 3(m− 2))= 4. Note, if we have 3m− (2+ 3(m− 1))= 1, we will not
have a valid Zeckendorff representation, hence we must reduce our multiple by one,
which yields 3(m− 2) above.

Case 1. Let Fk:3 = F2 and let m = 3 so that k = 3m + 1 = 10. In this case,
F10 − 2(F8 + F5 + F2) = 55 − 2(21 + 5 + 1) = 1. Let m > 3 so that k > 10
and assume that F3m+1− 2(F3m−1+ F3m−4+ F3m−7+ · · · + F5+ F2)= 1. Then,
F3m+1+2F3m+2−2F3m+2−2(F3m−1+F3m−4+· · ·+F5+F2)= 1 by the inductive
hypothesis. But, F3(m+1)+1 = F3m+4 = F3m+3+ F3m+2 = 2F3m+2+ F3m+1. Hence,
F3m+4− 2(F3m+2+ F3m−1+ F3m−4+ · · ·+ F5+ F2)= 1.

Case 2. Now suppose that Fk:3 = F3 and let m = 3 so that k = 11. In this case,
F11 − 2(F9 + F6 + F3) = 89 − 2(34 + 8 + 2) = 1. Let m > 3 so that k > 11
and assume that F3m+2 − 2(F3m + F3m−3 + F3m−6 + · · · + F6 + F3) = 1. Then
F3m+2+2F3m+3−2F3m+3−2(F3m+ F3m−3+· · ·+ F6+ F3)= 1 by the inductive
hypothesis. But, F3(m+1)+2 = F3m+5 = F3m+4+ F3m+3 = 2F3m+3+ F3m+2. Hence,
F3m+5− 2(F3m+3+ F3m + F3m−3+ · · ·+ F6+ F3)= 1.

Case 3. Finally, let Fk:3 = F4 and let m = 4 so that k = 12. Here we have
F12 − 2(F10 + F7 + F4) = 144− 2(55+ 13+ 3) = 2. Let m > 4 so that k > 12
and assume that F3m − 2(F3m−2 + F3m−5 + F3m−8 + · · · + F7 + F4) = 2. Then,
F3m+2F3m+1−2F3m+1−2(F3m−2+ F3m−5+· · ·+ F7+ F4)= 2 by the inductive
hypothesis. But, F3(m+1)= F3m+3= F3m+2+F3m+1= 2F3m+1+F3m . So, F3m+3−

2(F3m+1+ F3m−2+ F3m−5+ · · ·+ F7+ F4)= 2.



816 CODY ALLEN AND VADIM PONOMARENKO

Hence, in each case we find with q ∈ {1, 2} that

Fk − 2(Fk−2+ Fk−5+ Fk−8+ · · ·+ Fk:3)= q. �

Remark 25. It should be clear from Lemma 24 that for k ≥ 10,

Fk > 2((Fk−2+ Fk−5+ Fk−8+ · · ·+ Fk:3).

Corollary 26. Let G(n) = (ar , ar−1, . . . , a2; a1) where r > 2 and a j ≥ 2 for
r ≥ j > 1. If aq+1 = 2 and a j ≥ 3 for q ≥ j ≥ 1, then (n − p, 2p) is a losing
position for p = Tq(n).

Proof. Let G(n) = (ar , ar−1, . . . , a2; a1) where r > 2 and a j ≥ 2 for r ≥ j > 1.
Suppose aq+1 = 2 and a j ≥ 3 for q ≥ j ≥ 1 and set p = Tq(n). Then iq+1− 2= iq

and i j+1 − 3 ≥ i j for every q > j ≥ 1. By Lemma 24 and Remark 25, we have
Fiq+1 > 2(Fiq + · · · + Fi1) = 2Tq(n). We have, n − p = Fir + · · · + Fiq+1 by the
uniqueness of Zeckendorff representations and T (n− p)= Fiq+1 > 2Tq(n)= 2p.
Thus, (n− p, 2p) is a losing position. �

By Corollary 26, if G(n)= (ar , . . . , a2; a1) contains coordinates a j ≥ 2 and if
for some aq+1 = 2 we have for every q ≥ k ≥ 1, ak ≥ 3 then we may remove the
tail beginning with the Fibonacci number Fiq , that is, Tq(n). All that remains to
show is the case when at least one ak = 2.

Lemma 27. For k ≥ 6, we have Fk − (Fk−1+ Fk−4+ Fk−7+ · · ·+ Fk:3) > 1.

Proof. We prove the lemma in cases for Fk:3. Specifically for some m ∈ N and
m ≥ 2, there are three distinct possibilities: either Fk:3 = F2 when k = 3m since
3m−(1+3(m−1))=2 or Fk:3= F3 when k=3m+1 since 3m+2−(1+3(m−1))=3
or Fk:3 = F4 when k = 3m+ 2 since 3m+ 2− (1+ 3(m− 1))= 4.

Case 1. Let m = 2 so that k = 6. Then, F6 − (F5 + F2) = 8 − (5 + 1) = 2.
Assume Fk− (Fk−1+ Fk−4+ Fk−7+· · ·+ Fk:3) > 1 for m > 2. Then, by induction
hypothesis, we have F3m+ F3m+2− F3m+2− (F3m−1+ F3m−4+· · ·+ F2) > 1. But,
F3m+3 = F3m+2 + F3m+1 > F3m+2 + F3m and F3m+1 − F3m > 2 when m > 2 by
construction. Hence, F3m+3− (F3m+2+ F3m−1+ · · ·+ F2) > 1.

In Case 2, we replace k = 3m with k = 3m+1 and in Case 3 we replace k = 3m
with k = 3m+ 2. The arguments are then the same as that of Case 1. �

Corollary 28. Let G(n)= (ar , ar−1, . . . , a2; a1). If every a j = 3 for some r > j > 1
but there exists at least one aq=2 such that j>q≥1, then for p=T j (n), (n−p, 2p)
is a winning position.

Proof. Let G(n) = (ar , ar−1, . . . , a2; a1). Suppose that every a j = 3 for some
r > j > 1 except for some aq = 2 such that j > q ≥ 1 and set p = T j (n). Define
G(n′)= (br , br−1, . . . , r2; r1) where each b j = 3 for r ≥ j > 1 and b1 = a1. Then,
by definitions 6 and 15, if Tq(n) = Fiq + Fiq−1 + · · · + Fi1 then Tq(n) = Fiq−1 +
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Fiq−1−1+ · · ·+ Fi1−1. If i1− 1= 1, then Tq(n′) terminates with Fi2−1, which will
make no difference in the following argument. By Lemma 24, Fiq+1 − 2Tq(n′)= g
where g ∈ {1, 2}. By Lemma 27, Fiq+1 ≥ Tq(n′)+ 2. Therefore,

Fiq+1 − 2Tq(n)≤ Fiq+1 − 2(Tq(n′)+ 2)= g− 4.

Since g ∈ {1, 2}, g− 4< 0. This immediately shows that

T (n− p)= Fiq+1 ≤ 2Tq(n)= 2p

and hence (n− p, 2p) is a winning position. �

We have now fully characterized when T j (n) is a winning move based solely on
the gap-vectors of n. We present a table below to summarize this section’s findings.
Let n = Fir + Fir−1 + · · · Fi1 . Then, G(n) = (ar , ar−1, . . . , a2; a1). Recall, each
a j ≥ 2 by construction. Let the tail in question be T j (n). Then the “gaps” that
surround Fi j are precisely a j+1 and a j . We have the following:

a j+1 a j Further Conditions Winning Move

≥ 3 ≥ 2 None Yes
2 ≥ 4 None Yes
2 2 None No
2 3 j ≥ q ≥ 1, aq ≥ 3 Yes
2 3 ∃q for j ≥ q ≥ 1, aq = 2 No

Thus, by knowing the Zeckendorff representation of n, we may now find all
possible winning moves, or moves that make (n− p, 2p) a losing position.

In Table 1, we present these results for n ∈ [1, 90] ⊂ N. First, recall the first
11 Fibonacci numbers: F1 = 1, F2 = 1, F3 = 2, F4 = 3, F5 = 5, F6 = 8, F7 = 13,
F8 = 21, F9 = 34, F10 = 55, F11 = 89. The column ‘Zeck.’ gives the Zeckendorf
representation in vector form, where the rightmost number is the coefficient of F2,
for example, 17= F7+ F4+ F2 = (100101). The last column lists the sum of each
winning tail. Continuing with n = 17, we have G(17)= (3, 2; 2) and by the table
above, we see that taking F2 = 1 and F4+ F2 = 3+ 1= 4 are both winning moves.

4. Skilled vs unskilled players and probabilities of an unskilled win

We begin this section by noting that in order for an unskilled player to win against
a skilled player, (1) the unskilled player must go first and always make a winning
move, or, (2) the skilled player must start from n= Fk for some n, k ∈N. If not, the
skilled player will immediately gain control of the game and provided the skilled
player doesn’t make any mistakes, he will force a win over the nonskilled player.
It is from this perspective that we discuss probabilities of an unskilled win. For
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n Zeck. Moves n Zeck. Moves n Zeck. Moves

1 (1) 1 31 (1010010) 2; 10 61 (100001001) 1; 6
2 (10) 2 32 (1010100) 3 62 (100001010) 2; 7
3 (100) 3 33 (1010101) 1 63 (100010000) 8
4 (101) 1 34 (10000000) 34 64 (100010001) 1; 9
5 (1000) 5 35 (10000001) 1 65 (100010010) 2; 10
6 (1001) 1 36 (10000010) 2 66 (100010100) 3; 11
7 (1010) 2 37 (10000100) 3 67 (100010101) 1; 12
8 (10000) 8 38 (10000101) 1; 4 68 (100100000) 13
9 (10001) 1 39 (10001000) 5 69 (100100001) 1; 14

10 (10010) 2 40 (10001001) 1; 6 70 (100100010) 2; 15
11 (10100) 3 41 (10001010) 2; 7 71 (100100100) 3; 16
12 (10101) 1 42 (10010000) 8 72 (100100101) 1; 4; 17
13 (100000) 13 43 (10010001) 1; 9 73 (100101000) 5; 18
14 (100001) 1 44 (10010010) 2; 10 74 (100101001) 1; 6; 19
15 (100010) 2 45 (10010100) 3; 11 75 (100101010) 2; 20
16 (100100) 3 46 (10010101) 1; 12 76 (101000000) 21
17 (100101) 1; 4 47 (10100000) 13 77 (101000001) 1; 22
18 (101000) 5 48 (10100001) 1; 14 78 (101000010) 2; 23
19 (101001) 1; 6 49 (10100010) 2; 15 79 (101000100) 3; 24
20 (101010) 2 50 (10100100) 3; 16 80 (101000101) 1; 4; 25
21 (1000000) 21 51 (10100101) 1; 4 81 (101001000) 5; 26
22 (1000001) 1 52 (10101000) 5 82 (101001001) 1; 6; 27
23 (1000010) 2 53 (10101001) 1; 6 83 (101001010) 2; 7
24 (1000100) 3 54 (10101010) 2 84 (101010000) 8
25 (1000101) 1; 4 55 (100000000) 55 85 (101010001) 1; 9
26 (1001000) 5 56 (100000001) 1 86 (101010010) 2; 10
27 (1001001) 5; 6 57 (100000010) 2 87 (101010100) 3
28 (1001010) 2; 7 58 (100000100) 3 88 (101010101) 1
29 (1010000) 8 59 (100000101) 1; 4 89 (1000000000) 89
30 (1010001) 1; 9 60 (100001000) 5 90 (1000000001) 1

Table 1. Zeckendorff representations and winning tail sums.

the remainder of this section, we assume that the unskilled player removes tokens
randomly and that the skilled player is free from making errors. Further, we commit
to the following strategy for a skilled player in a losing position:

Losing position strategy (LPS). If the skilled player is currently playing from a
losing position, then he removes one token.
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Therefore, by Definition 9 if the skilled player is given a position (n, 2p′) such
that T (n)> 2p′, then set p= 1 and give the opponent the position (n−1, 2). Hence,
the unskilled player may take either one or two tokens on their next turn.

Lemma 29. Let the current position be (n, 2) to the unskilled player. Then for
p ∈ {1, 2}, we have P

[
(n− p, 2p)= losing position

]
≤

1
2 .

Proof. Assume the unskilled player has position (n, 2) where

n = Fir + Fir−1 + · · ·+ Fi1 .

If Fi1 = 1= F2, then p= 1 leaves n−1= Fir+Fir−1+· · ·+Fi2 but T (n−1)≥ F4=

3> 2(1)= 2p. Now, p= 2 leaves (n−2, 4). Since 2= p 6= T j (n), by Theorem 13,
(n− 2, 4) is a winning position. Now suppose Fi1 = 2= F3, then the role of p = 1
and p = 2 are the reverse of case 1. Finally, If Fi1 = m ≥ 3, then T (n)= Fi1 > 2
by the ZRT. Then, by Lemma 11, (n− p, 2p) where p = 1 or p = 2 is a winning
position. Hence, in all three instances, P

[
(n− p, 2p)= losing position

]
≤

1
2 . �

Lemma 30. Let n = Fir + Fir−1 + · · ·+ Fi1 . Then,
∣∣G(n)∣∣≤ ⌊ ir

2

⌋
.

Proof. Let n = Fir + Fir−1 + · · ·+ Fi1 and suppose Fir = Fk from some k. Define
n′ = Fir ′

+ Fir−1′
+ · · · + Fi1′

such that Fir ′
= Fk and G(n′) = (2, 2, . . . , 2; 2).

Let k = 2m for some m ∈ N. Recall, every a j ≥ 2 by the ZRT. Since there are
(2m− 2)/2+ 1= m multiples of 2 ∈ [2, k], we have m = k/2= |G(n′)|. Suppose
r >m. Then by Corollary 4 and Definition 15, r = |G(n)|>m implies that Fir > Fk

which is a contradiction. Now let k = 2m + 1. Note that bk/2c = m. Let n′ be
defined such that G(n′)= (ar ′, ar−1′, . . . , a2′; a1′) where Fir ′

= Fk and each a j ′ = 2
except for some ak′ = 3 where r ′ ≥ k ′ ≥ 1′. Since there are⌊

(2m+ 1)− 2
2

+ 1
⌋
= m

multiples of 2 ∈ [2, k], we have m = bk/2c = |G(n′)|. Suppose r > m. Then by
Corollary 4 and Definition 15, r = |G(n)| > m implies that Fir > Fk which is a
contradiction. �

Lemma 30 gives an upper bound on the number of terms in the Zeckendorff
representation of some n.

Lemma 31. For k ≥ 5, Fk ≥
pk
− 0.1
√

5
, where p =

√
5+ 1
2

.

Proof. The closed form of Fibonacci numbers is given by,

Fk =
pk
− (−p)−k
√

5
, where p =

√
5+ 1
2



820 CODY ALLEN AND VADIM PONOMARENKO

(see, e.g., [Bóna 2002]). Then, we have

(−p)−5
≈−0.09016994

(−p)−6
≈ 0.05572809.

By simple application of the derivative test from elementary calculus, we see that
this is a decreasing function for all k≥ 5. Hence, we have that−0.1≤ (−p)−k

≤ 0.1
for all k ≥ 5. Then for k ≥ 5, we have

Fk ≥
pk
− 0.1
√

5
. �

Corollary 32. Let the current position be (n, n− 1) to the unskilled player where
n ≥ 5 and Fk+1 > n ≥ Fk , then

P
[

p = T j (n)
]
≤

k
√

5
2(pk − 0.1)

where 1≤ j ≤ k and p is the unskilled player’s next move.

Proof. If n = Fk , then P[p = T j (n)] = 0 since the only tail is Fk = n and the
unskilled player may remove at most n − 1 tokens. Let Fk+1 > n > Fk so that
the number of terms in the Zeckendorf representation of n is at most k

2 terms by
Lemma 30 and hence at most k

2 possible tails. Then, since there are at least Fk

possible choices for p, by Lemma 31 we have for 1≤ j ≤ k,

P[p = T j (n)] =
k/2

(pk − 0.1)/
√

5
=

k
√

5
2(pk − 0.1)

. �

Corollary 32 shows that if an unskilled player begins the game where n ≥ 5, then
the probability that the unskilled player chooses p such that p is a winning move is
less than 2

5 and by elementary calculus, the probability function P[p = T j (n)] can
be shown to be a decreasing function for k ≥ 5 so that as n increases, the probability
that an unskilled player will choose a winning move from the beginning position
(or any other of the form (n, n− 1)) decreases exponentially. Note, if n = 3 then
the first player will lose and if n = 4, then only winning move the first player may
take is p = 1, thus the first player has a probability of 1

4 <
2
5 of correctly choosing

a tail.
We now have everything in place to state the main result of this section. This

upper bound is dependent on the first move of the unskilled player however, and
therefore cannot be calculated explicitly before the game begins.

Theorem 33. Let n > p and (n− p,m) be the first position to the skilled player
where m ∈ {n− 1, 2p}. Set n′ = n− p. Then, using the LPS,
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(1) if n 6= Fk for some k ≥ 4 then

P
[
Unskilled player wins

]
≤

1
5(2b−1)

, where b =
⌊n′

3

⌋
;

(2) if n = Fk for some k ≥ 5, then

P
[
Unskilled player wins

]
≤

1
2b , where b =

⌊n′

3

⌋
.

Proof. There are two nontrivial cases needed to prove the result.

Case 1. n 6= Fk for some n, k ∈N. If the skilled player starts, he wins every time.
Thus, skilled player receives the position (n − p, 2p) where n − 1 ≥ p ≥ 1. By
LPS, after the initial turn, the unskilled player will always receive (k, 2) for some
k < n and by Lemma 29, P[(n− p′, 2p′)= losing position] ≤ 1

2 where p′ ∈ {1, 2}.
Hence, at most, 3 tokens are removed after one round of play. Let n′ = n − p,
then there will be at least bn′/3c rounds played from this point in the game. By
Corollary 32 and repeated use of Lemma 29, we find that

P
[
Unskilled player wins

]
≤

(2
5

)( 1
2bn′/3c

)
=

1
5(2b−1)

, where b =
⌊n′

3

⌋
.

Case 2. n = Fk for some n, k ∈ N. By Lemma 11, removing p tokens make
(n− p, 2p) a winning position. Hence, the unskilled player loses if he goes first.
Now assume the skilled player begins and by LPS, takes 1 < T (n) tokens. By
Lemma 11, (n− 1, 2) is a winning position. Thus, this position is that of Case 1,
where the unskilled player doesn’t have the free move: (n, n− 1). Hence,

P
[
Unskilled player wins

]
≤

1
2bn′/3c

=
1
2b , where b =

⌊n′

3

⌋
. �

5. Final remarks

In this paper we have characterized all winning algorithms for the game Fibonacci
Nim. We have shown that the known winning algorithm is just a particular case of
the generalized wining algorithm. In addition, we have shown an upper bound on the
probability that an unskilled player may beat a skilled player if our unskilled player
guesses randomly and our skilled player plays according to our losing position
strategy.

Future research may look into different losing position strategies as well as
different types of unskilled players. For example, as a second losing position
strategy, by taking more than one token from a losing position, we may find a
tighter upper bound on the probability that the unskilled player wins. Additionally,
we could introduce a semiskilled player, one whose guesses are not random but are
based on some rule.
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