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In this paper we will fully characterize all types of winning moves in the “take-
away” game of Fibonacci Nim. We prove the known winning algorithm as a
corollary of the general winning algorithm and then show that no other winning
algorithms exist. As a by-product of our investigation of the game, we will
develop useful properties of Fibonacci numbers. We conclude with an exploration
of the probability that unskilled player may beat a skilled player and show that as
the number of tokens increase, this probability goes to zero exponentially.

1. Introduction

We begin with a brief introduction to the idea of “take-away” games. Schwenk
[1970] defined take-away games to be a two-person game in which the players
alternately diminish an original stock of tokens subject to various restrictions, with
the player who removes the last token being the winner.

In the generalized take-away game, τ(k) = η(k − 1)− η(k) where η(k) is the
number of tokens remaining after the k-th turn so that τ(k) is the number of tokens
removed on the k-th turn. Additionally, for all k ∈ N, k 6= 1, we have τ(k) ≤ mk ,
where mk is some function of τ(k − 1). Specifically in Fibonacci Nim, we have
mk = 2τ(k) for k > 1. We will immediately move away from this notation and
develop additional notation as it is required. We provide a simple example to
familiarize the reader with the game.

Example 1. Let n = 10. Player one may remove 1 to 9 tokens. Suppose player one
removes 3 tokens. Then, player two may now remove 1 through 2(3)= 6 tokens.
Play continues until one of the players removes the last token.

We will rely heavily on results from [Lekkerkerker 1952], specifically the Zeck-
endorff representation of natural numbers as a sum of Fibonacci numbers.
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The Fibonacci numbers are the positive integers generated by the recursion
Fk = Fk−1+ Fk−2, where F1= 1= F2 and k ∈N. Let F = {F2, F3, . . . , Fk, . . . } =

{1, 2, 3, 5, . . . }. This is the subset of Fibonacci numbers we will reference through-
out this paper. We now present the Zeckendorf representation theorem (ZRT)
without proof. A proof of this theorem may be found in [Hoggatt et al. 1973].

Theorem 2 (Zeckendorff representation theorem). Let n ∈N. For i, r ∈N we have
n= Fir +Fir−1+· · ·+Fi1 , where ir−(r−1)> ir−1−(r−2)> · · ·> i2−1> i1≥ 2.
Further, this representation is unique.

In other words, every positive integer can be written uniquely as a sum of non-
consecutive Fibonacci numbers. Clearly, in the notation of the theorem, Fir > Fir−1 >

· · ·> Fi1 . We will refer to the Zeckendorff Representation theorem frequently, so
we abbreviate it by ZRT.

Example 3. 12= (1)F6+ (0)F5+ (1)F4+ (0)F3+ (1)F2 = 8+ 3+ 1.

Corollary 4. If Fk+1 > n ≥ Fk , then Fk is the largest number in the Zeckendorff
representation of n.

Proof. If Fk+1 > n ≥ Fk then by Zeckendorff’s theorem we can write (n− Fk)=

Fd + · · ·+ Fi1 . We claim k− 1> d. Suppose not; then d ≥ (k− 1), thus

n = Fk + Fd + · · ·+ Fi1 ≥ Fk + Fd ≥ Fk + Fk−1 = Fk+1.

However, Fk+1 > n ≥ Fk+1 is a contradiction. Thus, k− 1> d so that

n = Fk + Fd + · · ·+ Fi1

is a valid, and thus the only, representation of n by the ZRT. �

The corollary above shows that for any n ∈ N where Fk+1 > n ≥ Fk , the
Zeckendorff representation of n must contain Fk . Therefore, we iteratively may
take the maximal Fibonacci number less than n, say Fk , subtract it from n which
yields n− Fk = n′ = Fir ′

+ Fir−1′
+ · · · + Fi1′

and repeat this process to find each
Fibonacci number in the representation of the original number, n.

Definition 5. Let n= Fir+Fir−1+· · ·+Fi1 where r, i, n ∈N. We define T (n)= Fi1 .
That is, T (n) is the smallest number in the Zeckendorff representation.

Definition 6. Let n = Fir + Fir−1 + · · · + Fi1 where r, i, n, j ∈ N. We now define
the length j tail to be the specific sum of j consecutive* Fibonacci numbers in the
Zeckendorff representation of n beginning with the smallest number, Fi1 . We set
T1(n)= T (n) for consistency. Then, T j (n)= T (n)+ Ti−1(n− T (n)).

The “consecutive*” in Definition 6 refers to the subscripts i j , i j+1 for some
j ∈ N. By the above definitions, we see that the length j tail of n is T j (n) =
Fi j + Fi j−1 + · · ·+ Fi1 where r ≥ j ≥ 1.
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Example 7. Consider

33= F8+F6+ F4+ F2 = 21+8+ 3+ 1,

12= F6+ F4+ F2 = 8+ 3+ 1.

Then, the length 3 tails are

T3(33)= F6+ F4+ F2 = 8+ 3+ 1,

T3(12)= F6+ F4+ F2 = 8+ 3+ 1.

Hence, 33 and 12 have the same length 3 tail.

Remark 8. By the definition of a length j tail, if T j (n) = T j (m), then for any
j ≥ s ≥ 1, we have Ts(n)= Ts(m).

Let n = Fir + Fir−1 + · · ·+ Fi1 be the Zeckendorff representation where

Fir > Fir−1 > · · ·> Fi1 .

Suppose there are n tokens in the pile during the current turn. The known winning
algorithm for Fibonacci Nim has the current player take the length 1 tail of n. That
is, the player removes T (n) = Fi1 tokens. We will prove that this is a winning
algorithm in the next section.

In what follows, we will extend the known winning algorithm to include tails
that satisfy certain criteria for some given n. We then will prove that this is a
complete collection of winning moves and that no others exist. We end this paper
by introducing a losing position strategy and then derive an upperbound on the
probability that an unskilled player may beat a skilled player.

2. Fibonacci Nim strategy

We begin this section by discussing how to win Fibonacci Nim. In the remainder
of this paper, we use n = Fir + Fir−1 +· · ·+ Fi1 with n, r, i ∈N as the Zeckendorff
representation for some n.

Assume there are n tokens in a given turn which the player whose turn it is
may remove from. Let 2p denote the maximum number of tokens this player may
remove from the n tokens. We can denote this position by (n, 2p). Note, this
implies that the previous player removed precisely p tokens.

Definition 9. A losing position is such that given the position (n, 2p), T (n) > 2p.
A winning position is any nonlosing position. A winning move is such that it results
in the next position being a losing position. A losing move is any nonwinning move.

We see by Definition 9 that we always want to leave our opponent in a losing
position where T (n)>2p. That is, a position where our opponent cannot remove any
length j tail, T j (n). As an immediate consequence, if our opponent cannot remove
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a tail of n, certainly he cannot remove all of n to win since n ≥ T j (n)≥ T (n) > 2p.
Therefore, if we can successively give our opponent a losing position, we can ensure
we win.

Lemma 10. For every i ∈ N where i ≥ 3, 2Fi−1 ≥ Fi and Fi+1 > 2Fi−1.

Proof. We have 2(F2)= 2(1)= 2= F3 and F4= 3> 2= 2(1)= 2(F2). Assume that
2Fi−1 ≥ Fi and Fi+1 > 2Fi−1. We have 2(Fi )= 2(Fi−1+ Fi−2)≥ 2Fi−1+ Fi−2 =

Fi + Fi−1 = Fi+1 since for each for j ∈ N, F j ≥ 1. Similarly,

Fi+2 = Fi+1+ Fi = (Fi + Fi−1)+ (Fi−1+ Fi−2)

> Fi + (Fi−1+ Fi−2)= 2Fi . �

Lemma 11 below implies that if on a given turn our opponent has a losing
position to play from, regardless of how he plays, our next play will be from a
winning position.

Lemma 11. Let n ∈N. For any p with T (n) > p, (n− p, 2p) is a winning position.

Proof. Let n ∈N. Assume T (n) > p. We have, n− p= Fir +· · ·+ Fi1− p. Define
m = T (n)− p = Fi ′r + · · · + Fi ′1 . Suppose (n− p, 2p) is a losing position. Then,
T (n − p) > 2p and by Lemma 10, 2Fi ′1−1 ≥ Fi ′1 > 2p. Hence, the Zeckendorff
representation of p does not include Fi ′1−1, thus p= Fi ′′r +· · ·+Fi ′′1 where Fi ′1−1> Fi ′′r .
But then, n= Fir +· · ·+Fi2+Fi ′r +· · ·+Fi ′1+Fi ′′r +· · ·+Fi ′′1 is a valid Zeckendorff
representation of n. This is a contradiction since Zeckendorff representations are
unique. Hence, we must have 2p ≥ T (n− p). Since Fi2 > T (n) > T (n)− p, then,
n− p= Fir +· · ·+Fi2+m is a valid Zeckendorff representation of n− p and hence
the only representation. Thus, the next position, (n− p, 2p) has 2p ≥ T (n− p) so
that (n− p, 2p) is a winning position. �

Lemma 12 below paired with Lemma 11 proves the known winning strategy.
That is, if we take the length 1 tail of n, T (n), the next position is a losing position.
Successively implementing this lemma results in winning the game in a finite
number of moves.

Lemma 12. Let n ∈ N. Set p = T (n). Then (n− p, 2p) is a losing position.

Proof. Let n ∈ N. Set p = T (n). Suppose for some k ∈ N, Fk = T (n) = Fi1 . By
Theorem 2, Fi2≥ Fk+2. Then, by Lemma 10, Fi2≥ Fk+2>2Fk=2p. By uniqueness
of the ZRT, n − p = Fir + · · · + Fi2 and (n − p, 2p) has T (n − p) = Fi2 > 2p.
Hence, (n− p, 2p) is a losing position. �

For now, we state that not every tail may always be taken from n to produce
a losing position. In the following subsections, we will prove this rigorously and
derive results which show exactly which tails may be removed to put our opponent
in a losing position. Theorem 13 is this section’s main result. Namely, it proves
that removing length j tails of n are the only winning moves for n ∈ N.
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Theorem 13 (Fundamental theorem of Fibonacci Nim). Let n ∈ N. Then, for any
p /∈ {Tr−1(n), Tr−2(n), . . . , T (n)}, (n− p, 2p) is a winning position.

Proof. Let n ∈N and suppose our opponent has removed p tokens. Then the current
position is (n − p, 2p). Assume T (n − p) > 2p, that is, (n − p, 2p) is a losing
position. If p = T j (n) for some r > j ≥ 1, then p ∈ {Tr−1(n), Tr−2(n), . . . , T (n)}.
This leaves two cases to examine: (1) p is a sum of terms Fit where r ≥ t ≥ 1 and
p 6= T j (n) for some r > j ≥ 1 or (2) p 6= T j (n) for some r > j ≥ 1 and p is not of
the form given in case (1).

Case 1: Our opponent removes p = ar Fir + ar−1 Fir−1 + · · · + a1 Fi1 where each
a j ∈ {0, 1} for j ∈ [1, ir ] and there exists at least one pair (a j , a j+1) such that
a j = 0 and a j+1= 1 in the representation of p. Then, p 6= T j (n) for some r > j ≥ 1.
Without loss of generality, let (a j , a j+1) be the minimal pair such that a j = 0 and
a j+1 = 1 in the representation of p. Define

n′ = (Fir − ar Fir )+ · · ·+ (Fi j+1 − a j+1 Fi j+1)

+ (Fi j−1 − a j−1 Fi j−1)+ · · ·+ (Fi1 − a1 Fi1).

Then,

n− p = Fir + Fir−1 + · · ·+ Fi1 − (ar Fir + ar−1 Fir−1 + · · ·+ a1 Fi1)= n′+ Fi j

which is a valid Zeckendorff representation and hence the only representation of
n− p. Since (a j , a j+1) is minimal, T (n− p)= Fi j . We have 2p> Fi j+1 > T (n− p),
thus (n− p, 2p) is a winning position and we have reached a contradiction.

Case 2: Our opponent removes p tokens such that p 6=ar Fir+ar−1 Fir−1+· · ·+a1 Fi1

where each a j ∈ {0, 1}. Since (n− p, 2p) is a losing position, by Lemma 11 we
must have p > T (n). Without loss, let T j (n) for r > j ≥ 1 be the minimal tail such
that p > T j (n). By assumption, p 6= T j (n). We have Fi j+1 + T j (n) > p > T j (n)
so that Fi j+1 > p− T j (n) > 0. Define δp = p− T j (n) so that p = T j (n)+ δp. Let
m= n−T j (n). Then, n− p=m+T j (n)−(T j (n)+δp)=m−δp. Since T (m)> δp,
by Lemma 11 and the uniqueness of Zeckendorff representations, (m− δp, 2δp) is
a winning position. It follows that 2p > 2δp ≥ T (m− δp)= T (n− p). Therefore,
(n− p, 2p) is a winning position and we have reached a contradiction.

Hence, removing some p 6= T j (n) for some r > j ≥ 1 results in a winning
position. Since there is only one other possible move, removing some tail F j (n), it
follows that if (n− p, 2p) is a losing move, then p= T j (n) for some r > j ≥ 1. �

Remark 14. By Definition 9 and Theorem 13, removing T j (n) tokens where r >
j ≥ 1 will force an immediate losing position to our opponent when Fi j+1 > 2T j (n).

In section (2) we have shown that the only possible winning moves in Fibonacci
Nim are those that are partial consecutive* sums or, tails of the Zeckendorff repre-
sentation of the number of tokens in that turn. In the next section, we determine
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which tails force losing positions and how to identify these tails based solely on the
Zeckendorff representation for a given n.

3. Winning tails

In this Section, we will show how to take the result from Remark 14: removing T j (n)
tokens where r > j ≥ 1 will force an immediate losing position to our opponent
when Fi j+1 > 2T j (n) and identify which tails satisfy this condition. Existence of
winning moves was proved for Dynamic One-Pile Nim in a paper by Holshouser,
Reiter and Rudzinski [2003]; Fibonacci Nim is classified as a dynamic one-pile
Nim game in their paper. Below, we validate the existence of these moves as well
as carefully show exactly how to find these winning moves. In addition, we have
included a table at the end of this paper to present these results for the first 90
positive integers.

We are concerned with which tails can be taken and which cannot. That is, if
n = Fir + Fir−1 + · · ·+ Fi1 , when is Fi j+1 > 2T j (n) for r > j ≥ 1? We accomplish
this by looking at an arbitrary tail T j (n) of n. We classify exactly when taking
T j (n) results in leaving a losing position to our opponent.

We begin by setting a j+1 = i j+1− i j and a j = i j − i j−1. Then, a j+1 and a j are
the differences in the subscripts of consecutive* Fibonacci numbers in a Zeckendorff
representation of n. In this section we will show that for any Fi j , by considering
the “gaps” around it, where the gaps are the differences above, we can determine if
removing Ti j (n) tokens give our opponent a losing position. For us to do this, we
must first introduce the gap-vector.

Definition 15. Let n = Fir + Fir−1 + · · · + Fi1 . We define the gap-vector of n to
be G(n) = (ar , ar−1, . . . , a2; a1) where ar = ir − ir−1, ar−1 = ir−1 − ir−2, . . . ,
a2 = i2 − i1, and a1 = i1. We also define |G(n)| = r , where r is the number of
summands in the Zeckendorf representation of n.

Example 16. Let n = 129= F11+ F9+ F5+ F2. Then,

G(129)= (11− 9, 9− 5, 5− 2; 2)= (2, 4, 3; 2) and |G(129)| = 4.

The gap-vector of n shows the difference of the subscripts of the consecutive*
Fibonacci numbers in the Zeckendorff representation of n (again, consecutive*
refers to the subscripts i j , i j+1 for some j ∈ N ). The last coordinate of the gap-
vector is the subscript of the smallest Fibonacci number present in the Zeckendorff
representation of n. It follows that we can reconstruct n by using

Example 17. Let G(n)= (2, 4, 3; 2). Then, F2 is the first Fibonacci number in the
representation of n. From here, we can build the rest of the numbers: 2+3 = 5, so
F5 is the next number; 5+4 = 9, so F9 is the third number; and 9+2=11, so F11 is
the last number in the representation of n. Hence, n = F11+ F9+ F5+ F2 = 129.
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It is worth mentioning that by the ZRT each a j ≥ 2 for j ∈ N. We now begin
to examine which tails provide winning moves. Consider p = T j (n) for some
n, j ∈ N. We will classify exactly when T j (n) is a winning move and hence leaves
the opponent the losing position (n− p, 2p).

Notational remark. For the following lemmas, we introduce the symbol (k : 2)
such that (k : 2) ∈ {2, 3} where (k : 2) ≡ k mod 2. Similarly, (k : 3) ∈ {2, 3, 4}
where (k : 3) ≡ k mod 3. For example, F8 + · · · + F8:2 = F8 + · · · + F2 since
(8 : 2)≡ 8 mod 2 and (8 : 2) ∈ {2, 3}.

For the remainder of this section, we will give a lemma and then a corollary. The
lemma provides properties of particular Fibonacci series. The corollaries tie the
lemma into Fibonacci Nim.

Lemma 18. For k ≥ 5, we have Fk > 2(Fk−3+ Fk−5+ · · ·+ Fk:2).

Proof. For k = 5 and k = 6,

F5 = 5> 2(1)= 2(F2),

F6 = 8> 4= 2(2)= 2(F3).

Suppose Fk > 2(Fk−3 + Fk−5 + · · · + Fk:2). Then by the induction hypothesis,
2Fk−1+ Fk > 2Fk−1+ 2(Fk−3+ Fk−5+ · · · + Fk:2) = 2(Fk−1+ · · · + Fk:2). But,
Fk+2= Fk+1+Fk > 2Fk−1+Fk by Lemma 10. Hence, Fk+2> 2(Fk−1+· · ·+Fk:2).

�

Corollary 19. Let G(n) = (ar , ar−1, . . . , a2; a1) where r > 1 and a j ≥ 2 for
r ≥ j > 1. If aq+1 ≥ 3 for some r > q > 1, then (n− p, 2p) is a losing position for
p = Tq(n).

Proof. Let G(n) = (ar , ar−1, . . . , a2; a1) where r > 1 and a j ≥ 2 for r ≥ j > 1.
Suppose aq+1 ≥ 3 for some r > q > 1 and set p = Tq(n). Then iq+1 ≥ iq + 3.
By Lemma 18, we have Fiq+1 > 2(Fiq + · · · + Fi1) = 2Tq(n). We have, n −
p = Fir + · · · + Fiq+1 by the uniqueness of Zeckendorff representations, hence
T (n− p)= Fiq+1 > 2Tq(n)= 2p and (n− p, 2p) is a losing position. �

We see by the above corollary that if G(n)= (ar , . . . , a2; a1) contains coordinates
a j ≥ 2 and some aq+1 ≥ 3 we can always remove the tail beginning with the
Fibonacci number Fiq . But notice, by the ZRT, every representation will have
a j ≥ 2 for r ≥ j ≥ 2. Hence, we have just shown by Corollary 19 that given some
n = Fir + · · ·+ Fi j+1 + Fi j + · · ·+ Fi1 , if i j+1− 3≥ i j , then removing p = T j (n)
results in (n− p, 2p) being a losing position. Therefore it follows that we need
only to consider when i j+1− 2= i j to classify the remainder of winning tails.

Lemma 20. For k ≥ 8, we have Fk > 2(Fk−2+ Fk−6+ Fk−8+ · · ·+ Fk:2).
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Proof. For k = 8 and k = 9,

F8 = 21> 2(8+ 1)= 2(F6+ F2),

F9 = 34> 30= 2(13+ 2)= 2(F7+ F3).

Assume
Fk > 2(Fk−2+ Fk−6+ Fk−8+ · · ·+ Fk:2).

By the induction hypothesis we have,

Fk+2 = Fk+1+ Fk > Fk+1+ 2Fk−2+ 2(Fk−6+ · · ·+ Fk:2).

But, Fk+1+ 2Fk−2 = Fk + Fk−1+ 2Fk−3+ 2Fk−4. By Lemma 10, 2Fk−3 > Fk−2.
Hence, Fk+1 + 2Fk−2 > Fk + Fk−1 + Fk−2 + 2Fk−4 = 2(Fk + Fk−4). Therefore,
Fk+2 > 2(Fk + Fk−4+ Fk−6+ · · ·+ Fk:2). �

Corollary 21. Let G(n) = (ar , ar−1, . . . , a2; a1) where r > 1 and a j ≥ 2 for
r ≥ j > 1. If aq ≥ 4 and aq+1 = 2 for some r ≥ q > 1, then (n− p, 2p) is a losing
position for p = Tq(n).

Proof. Let G(n) = (ar , ar−1, . . . , a2; a1) where r > 1 and a j ≥ 2 for r ≥ j > 1.
Suppose that aq ≥ 4 for some r ≥ q > 1 and set p = Tq(n). Then, iq+1 − 2 =
iq ≥ iq−1 + 4. By Lemma 20, we have Fiq+1 > 2(Fiq + · · · + Fi1) = 2Tq(n). We
have, n− p = Fir + · · ·+ Fiq+1 by the uniqueness of Zeckendorff representations,
hence T (n− p)= Fiq+1 > 2Tq(n)= 2p and (n− p, 2p) is a losing position. �

We see by Corollary 21 that if G(n) = (ar , . . . , a2; a1) contains coordinates
a j ≥ 2 and some aq ≥ 4 and aq+1 = 2, we can always remove the tail beginning
with the Fibonacci number Fiq . Hence, we have just shown that given some
n = Fir + · · ·+ Fi j+1 + Fi j + · · ·+ Fi1 , if iq+1− 2= iq ≥ iq−1+ 4, then removing
p = T j (n) results in (n − p, 2p) being a losing position. By Corollaries 19 and
21, we have just shown that if we have aq+1 ≥ 3 or, if aq+1 = 2 and aq ≥ 4, then
p = Tq(n) is a winning move, that is, (n− p, 2p) is a losing position. Thus, what
remains to examine are the cases aq+1 = 2 = aq and aq+1 = 2 and aq = 3. We
begin with the former.

Lemma 22. For k ≥ 6, we have Fk ≤ 2(Fk−2+ Fk−4).

Proof. Let k = 6. Then, F6 = 8= 2(3+ 1)= 2(F4+ F2). For any k > 6, we have
Fk = 2Fk−2+ Fk−3. By Lemma 11, 2Fk−4 ≥ Fk−3. Hence, Fk = 2Fk−2+ Fk−3 ≤

2(Fk−2+ Fk−4). �

Corollary 23. Let G(n) = (ar , ar−1, . . . , a2; a1) where r > 2 and a j ≥ 2 for
r ≥ j > 1. If aq+1 = 2 = aq for some r ≥ q > 1, then (n − p, 2p) is a winning
position for p = Tq(n).
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Proof. Let G(n) = (ar , ar−1, . . . , a2; a1) where r > 1 and a j ≥ 2 for r ≥ j > 1.
Suppose aq+1= 2= aq for some r ≥ q > 1 and set p= Tq(n). Then iq+1−2= iq =

iq−1+2. By Lemma 22, we have Fiq+1 ≤2(Fiq+Fiq−1)≤2(Fiq+· · ·+Fi1)=2Tq(n).
We have, n− p= Fir +· · ·+Fiq+1 by the uniqueness of Zeckendorff representations,
but T (n− p)= Fiq+1 ≤ 2Tq(n)= 2p. Thus, (n− p, 2p) is a winning position. �

We are now left with the case aq+1 = 2 and aq = 3. It turns out, this case
is slightly more complicated than the previous cases. We will show that given
G(n)= (ar , ar−1, . . . , a2; a1) where r > 1 and a j ≥ 2 for r ≥ j > 1, if there exists
some q such that every ak ≥ 3 for r > q ≥ k > 1, then Tq(n) for r > q > 1 is a
winning move. If however, we have some ak = 2 for q ≥ k > 1, then Tq(n) for
r > q > 1 is a losing move. We begin with the former.

Lemma 24. For k ≥ 10, Fk − 2(Fk−2 + Fk−5 + Fk−8 + · · · + Fk:3) = q where
q ∈ {1, 2}.

Proof. We prove the lemma in cases for Fk:3. Specifically for some m ∈ N and
m ≥ 3, Fk:3= F2 when k = 3m+1 since 3m+1−(2+3(m−1))= 2 and Fk:3= F3

when k = 3m+2 since 3m+2− (2+3(m−1))= 3. Fk:3 = F4 when k = 3m since
3m− (2+ 3(m− 2))= 4. Note, if we have 3m− (2+ 3(m− 1))= 1, we will not
have a valid Zeckendorff representation, hence we must reduce our multiple by one,
which yields 3(m− 2) above.

Case 1. Let Fk:3 = F2 and let m = 3 so that k = 3m + 1 = 10. In this case,
F10 − 2(F8 + F5 + F2) = 55 − 2(21 + 5 + 1) = 1. Let m > 3 so that k > 10
and assume that F3m+1− 2(F3m−1+ F3m−4+ F3m−7+ · · · + F5+ F2)= 1. Then,
F3m+1+2F3m+2−2F3m+2−2(F3m−1+F3m−4+· · ·+F5+F2)= 1 by the inductive
hypothesis. But, F3(m+1)+1 = F3m+4 = F3m+3+ F3m+2 = 2F3m+2+ F3m+1. Hence,
F3m+4− 2(F3m+2+ F3m−1+ F3m−4+ · · ·+ F5+ F2)= 1.

Case 2. Now suppose that Fk:3 = F3 and let m = 3 so that k = 11. In this case,
F11 − 2(F9 + F6 + F3) = 89 − 2(34 + 8 + 2) = 1. Let m > 3 so that k > 11
and assume that F3m+2 − 2(F3m + F3m−3 + F3m−6 + · · · + F6 + F3) = 1. Then
F3m+2+2F3m+3−2F3m+3−2(F3m+ F3m−3+· · ·+ F6+ F3)= 1 by the inductive
hypothesis. But, F3(m+1)+2 = F3m+5 = F3m+4+ F3m+3 = 2F3m+3+ F3m+2. Hence,
F3m+5− 2(F3m+3+ F3m + F3m−3+ · · ·+ F6+ F3)= 1.

Case 3. Finally, let Fk:3 = F4 and let m = 4 so that k = 12. Here we have
F12 − 2(F10 + F7 + F4) = 144− 2(55+ 13+ 3) = 2. Let m > 4 so that k > 12
and assume that F3m − 2(F3m−2 + F3m−5 + F3m−8 + · · · + F7 + F4) = 2. Then,
F3m+2F3m+1−2F3m+1−2(F3m−2+ F3m−5+· · ·+ F7+ F4)= 2 by the inductive
hypothesis. But, F3(m+1)= F3m+3= F3m+2+F3m+1= 2F3m+1+F3m . So, F3m+3−

2(F3m+1+ F3m−2+ F3m−5+ · · ·+ F7+ F4)= 2.
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Hence, in each case we find with q ∈ {1, 2} that

Fk − 2(Fk−2+ Fk−5+ Fk−8+ · · ·+ Fk:3)= q. �

Remark 25. It should be clear from Lemma 24 that for k ≥ 10,

Fk > 2((Fk−2+ Fk−5+ Fk−8+ · · ·+ Fk:3).

Corollary 26. Let G(n) = (ar , ar−1, . . . , a2; a1) where r > 2 and a j ≥ 2 for
r ≥ j > 1. If aq+1 = 2 and a j ≥ 3 for q ≥ j ≥ 1, then (n − p, 2p) is a losing
position for p = Tq(n).

Proof. Let G(n) = (ar , ar−1, . . . , a2; a1) where r > 2 and a j ≥ 2 for r ≥ j > 1.
Suppose aq+1 = 2 and a j ≥ 3 for q ≥ j ≥ 1 and set p = Tq(n). Then iq+1− 2= iq

and i j+1 − 3 ≥ i j for every q > j ≥ 1. By Lemma 24 and Remark 25, we have
Fiq+1 > 2(Fiq + · · · + Fi1) = 2Tq(n). We have, n − p = Fir + · · · + Fiq+1 by the
uniqueness of Zeckendorff representations and T (n− p)= Fiq+1 > 2Tq(n)= 2p.
Thus, (n− p, 2p) is a losing position. �

By Corollary 26, if G(n)= (ar , . . . , a2; a1) contains coordinates a j ≥ 2 and if
for some aq+1 = 2 we have for every q ≥ k ≥ 1, ak ≥ 3 then we may remove the
tail beginning with the Fibonacci number Fiq , that is, Tq(n). All that remains to
show is the case when at least one ak = 2.

Lemma 27. For k ≥ 6, we have Fk − (Fk−1+ Fk−4+ Fk−7+ · · ·+ Fk:3) > 1.

Proof. We prove the lemma in cases for Fk:3. Specifically for some m ∈ N and
m ≥ 2, there are three distinct possibilities: either Fk:3 = F2 when k = 3m since
3m−(1+3(m−1))=2 or Fk:3= F3 when k=3m+1 since 3m+2−(1+3(m−1))=3
or Fk:3 = F4 when k = 3m+ 2 since 3m+ 2− (1+ 3(m− 1))= 4.

Case 1. Let m = 2 so that k = 6. Then, F6 − (F5 + F2) = 8 − (5 + 1) = 2.
Assume Fk− (Fk−1+ Fk−4+ Fk−7+· · ·+ Fk:3) > 1 for m > 2. Then, by induction
hypothesis, we have F3m+ F3m+2− F3m+2− (F3m−1+ F3m−4+· · ·+ F2) > 1. But,
F3m+3 = F3m+2 + F3m+1 > F3m+2 + F3m and F3m+1 − F3m > 2 when m > 2 by
construction. Hence, F3m+3− (F3m+2+ F3m−1+ · · ·+ F2) > 1.

In Case 2, we replace k = 3m with k = 3m+1 and in Case 3 we replace k = 3m
with k = 3m+ 2. The arguments are then the same as that of Case 1. �

Corollary 28. Let G(n)= (ar , ar−1, . . . , a2; a1). If every a j = 3 for some r > j > 1
but there exists at least one aq=2 such that j>q≥1, then for p=T j (n), (n−p, 2p)
is a winning position.

Proof. Let G(n) = (ar , ar−1, . . . , a2; a1). Suppose that every a j = 3 for some
r > j > 1 except for some aq = 2 such that j > q ≥ 1 and set p = T j (n). Define
G(n′)= (br , br−1, . . . , r2; r1) where each b j = 3 for r ≥ j > 1 and b1 = a1. Then,
by definitions 6 and 15, if Tq(n) = Fiq + Fiq−1 + · · · + Fi1 then Tq(n) = Fiq−1 +
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Fiq−1−1+ · · ·+ Fi1−1. If i1− 1= 1, then Tq(n′) terminates with Fi2−1, which will
make no difference in the following argument. By Lemma 24, Fiq+1 − 2Tq(n′)= g
where g ∈ {1, 2}. By Lemma 27, Fiq+1 ≥ Tq(n′)+ 2. Therefore,

Fiq+1 − 2Tq(n)≤ Fiq+1 − 2(Tq(n′)+ 2)= g− 4.

Since g ∈ {1, 2}, g− 4< 0. This immediately shows that

T (n− p)= Fiq+1 ≤ 2Tq(n)= 2p

and hence (n− p, 2p) is a winning position. �

We have now fully characterized when T j (n) is a winning move based solely on
the gap-vectors of n. We present a table below to summarize this section’s findings.
Let n = Fir + Fir−1 + · · · Fi1 . Then, G(n) = (ar , ar−1, . . . , a2; a1). Recall, each
a j ≥ 2 by construction. Let the tail in question be T j (n). Then the “gaps” that
surround Fi j are precisely a j+1 and a j . We have the following:

a j+1 a j Further Conditions Winning Move

≥ 3 ≥ 2 None Yes
2 ≥ 4 None Yes
2 2 None No
2 3 j ≥ q ≥ 1, aq ≥ 3 Yes
2 3 ∃q for j ≥ q ≥ 1, aq = 2 No

Thus, by knowing the Zeckendorff representation of n, we may now find all
possible winning moves, or moves that make (n− p, 2p) a losing position.

In Table 1, we present these results for n ∈ [1, 90] ⊂ N. First, recall the first
11 Fibonacci numbers: F1 = 1, F2 = 1, F3 = 2, F4 = 3, F5 = 5, F6 = 8, F7 = 13,
F8 = 21, F9 = 34, F10 = 55, F11 = 89. The column ‘Zeck.’ gives the Zeckendorf
representation in vector form, where the rightmost number is the coefficient of F2,
for example, 17= F7+ F4+ F2 = (100101). The last column lists the sum of each
winning tail. Continuing with n = 17, we have G(17)= (3, 2; 2) and by the table
above, we see that taking F2 = 1 and F4+ F2 = 3+ 1= 4 are both winning moves.

4. Skilled vs unskilled players and probabilities of an unskilled win

We begin this section by noting that in order for an unskilled player to win against
a skilled player, (1) the unskilled player must go first and always make a winning
move, or, (2) the skilled player must start from n= Fk for some n, k ∈N. If not, the
skilled player will immediately gain control of the game and provided the skilled
player doesn’t make any mistakes, he will force a win over the nonskilled player.
It is from this perspective that we discuss probabilities of an unskilled win. For
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n Zeck. Moves n Zeck. Moves n Zeck. Moves

1 (1) 1 31 (1010010) 2; 10 61 (100001001) 1; 6
2 (10) 2 32 (1010100) 3 62 (100001010) 2; 7
3 (100) 3 33 (1010101) 1 63 (100010000) 8
4 (101) 1 34 (10000000) 34 64 (100010001) 1; 9
5 (1000) 5 35 (10000001) 1 65 (100010010) 2; 10
6 (1001) 1 36 (10000010) 2 66 (100010100) 3; 11
7 (1010) 2 37 (10000100) 3 67 (100010101) 1; 12
8 (10000) 8 38 (10000101) 1; 4 68 (100100000) 13
9 (10001) 1 39 (10001000) 5 69 (100100001) 1; 14

10 (10010) 2 40 (10001001) 1; 6 70 (100100010) 2; 15
11 (10100) 3 41 (10001010) 2; 7 71 (100100100) 3; 16
12 (10101) 1 42 (10010000) 8 72 (100100101) 1; 4; 17
13 (100000) 13 43 (10010001) 1; 9 73 (100101000) 5; 18
14 (100001) 1 44 (10010010) 2; 10 74 (100101001) 1; 6; 19
15 (100010) 2 45 (10010100) 3; 11 75 (100101010) 2; 20
16 (100100) 3 46 (10010101) 1; 12 76 (101000000) 21
17 (100101) 1; 4 47 (10100000) 13 77 (101000001) 1; 22
18 (101000) 5 48 (10100001) 1; 14 78 (101000010) 2; 23
19 (101001) 1; 6 49 (10100010) 2; 15 79 (101000100) 3; 24
20 (101010) 2 50 (10100100) 3; 16 80 (101000101) 1; 4; 25
21 (1000000) 21 51 (10100101) 1; 4 81 (101001000) 5; 26
22 (1000001) 1 52 (10101000) 5 82 (101001001) 1; 6; 27
23 (1000010) 2 53 (10101001) 1; 6 83 (101001010) 2; 7
24 (1000100) 3 54 (10101010) 2 84 (101010000) 8
25 (1000101) 1; 4 55 (100000000) 55 85 (101010001) 1; 9
26 (1001000) 5 56 (100000001) 1 86 (101010010) 2; 10
27 (1001001) 5; 6 57 (100000010) 2 87 (101010100) 3
28 (1001010) 2; 7 58 (100000100) 3 88 (101010101) 1
29 (1010000) 8 59 (100000101) 1; 4 89 (1000000000) 89
30 (1010001) 1; 9 60 (100001000) 5 90 (1000000001) 1

Table 1. Zeckendorff representations and winning tail sums.

the remainder of this section, we assume that the unskilled player removes tokens
randomly and that the skilled player is free from making errors. Further, we commit
to the following strategy for a skilled player in a losing position:

Losing position strategy (LPS). If the skilled player is currently playing from a
losing position, then he removes one token.
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Therefore, by Definition 9 if the skilled player is given a position (n, 2p′) such
that T (n)> 2p′, then set p= 1 and give the opponent the position (n−1, 2). Hence,
the unskilled player may take either one or two tokens on their next turn.

Lemma 29. Let the current position be (n, 2) to the unskilled player. Then for
p ∈ {1, 2}, we have P

[
(n− p, 2p)= losing position

]
≤

1
2 .

Proof. Assume the unskilled player has position (n, 2) where

n = Fir + Fir−1 + · · ·+ Fi1 .

If Fi1 = 1= F2, then p= 1 leaves n−1= Fir+Fir−1+· · ·+Fi2 but T (n−1)≥ F4=

3> 2(1)= 2p. Now, p= 2 leaves (n−2, 4). Since 2= p 6= T j (n), by Theorem 13,
(n− 2, 4) is a winning position. Now suppose Fi1 = 2= F3, then the role of p = 1
and p = 2 are the reverse of case 1. Finally, If Fi1 = m ≥ 3, then T (n)= Fi1 > 2
by the ZRT. Then, by Lemma 11, (n− p, 2p) where p = 1 or p = 2 is a winning
position. Hence, in all three instances, P

[
(n− p, 2p)= losing position

]
≤

1
2 . �

Lemma 30. Let n = Fir + Fir−1 + · · ·+ Fi1 . Then,
∣∣G(n)∣∣≤ ⌊ ir

2

⌋
.

Proof. Let n = Fir + Fir−1 + · · ·+ Fi1 and suppose Fir = Fk from some k. Define
n′ = Fir ′

+ Fir−1′
+ · · · + Fi1′

such that Fir ′
= Fk and G(n′) = (2, 2, . . . , 2; 2).

Let k = 2m for some m ∈ N. Recall, every a j ≥ 2 by the ZRT. Since there are
(2m− 2)/2+ 1= m multiples of 2 ∈ [2, k], we have m = k/2= |G(n′)|. Suppose
r >m. Then by Corollary 4 and Definition 15, r = |G(n)|>m implies that Fir > Fk

which is a contradiction. Now let k = 2m + 1. Note that bk/2c = m. Let n′ be
defined such that G(n′)= (ar ′, ar−1′, . . . , a2′; a1′) where Fir ′

= Fk and each a j ′ = 2
except for some ak′ = 3 where r ′ ≥ k ′ ≥ 1′. Since there are⌊

(2m+ 1)− 2
2

+ 1
⌋
= m

multiples of 2 ∈ [2, k], we have m = bk/2c = |G(n′)|. Suppose r > m. Then by
Corollary 4 and Definition 15, r = |G(n)| > m implies that Fir > Fk which is a
contradiction. �

Lemma 30 gives an upper bound on the number of terms in the Zeckendorff
representation of some n.

Lemma 31. For k ≥ 5, Fk ≥
pk
− 0.1
√

5
, where p =

√
5+ 1
2

.

Proof. The closed form of Fibonacci numbers is given by,

Fk =
pk
− (−p)−k
√

5
, where p =

√
5+ 1
2
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(see, e.g., [Bóna 2002]). Then, we have

(−p)−5
≈−0.09016994

(−p)−6
≈ 0.05572809.

By simple application of the derivative test from elementary calculus, we see that
this is a decreasing function for all k≥ 5. Hence, we have that−0.1≤ (−p)−k

≤ 0.1
for all k ≥ 5. Then for k ≥ 5, we have

Fk ≥
pk
− 0.1
√

5
. �

Corollary 32. Let the current position be (n, n− 1) to the unskilled player where
n ≥ 5 and Fk+1 > n ≥ Fk , then

P
[

p = T j (n)
]
≤

k
√

5
2(pk − 0.1)

where 1≤ j ≤ k and p is the unskilled player’s next move.

Proof. If n = Fk , then P[p = T j (n)] = 0 since the only tail is Fk = n and the
unskilled player may remove at most n − 1 tokens. Let Fk+1 > n > Fk so that
the number of terms in the Zeckendorf representation of n is at most k

2 terms by
Lemma 30 and hence at most k

2 possible tails. Then, since there are at least Fk

possible choices for p, by Lemma 31 we have for 1≤ j ≤ k,

P[p = T j (n)] =
k/2

(pk − 0.1)/
√

5
=

k
√

5
2(pk − 0.1)

. �

Corollary 32 shows that if an unskilled player begins the game where n ≥ 5, then
the probability that the unskilled player chooses p such that p is a winning move is
less than 2

5 and by elementary calculus, the probability function P[p = T j (n)] can
be shown to be a decreasing function for k ≥ 5 so that as n increases, the probability
that an unskilled player will choose a winning move from the beginning position
(or any other of the form (n, n− 1)) decreases exponentially. Note, if n = 3 then
the first player will lose and if n = 4, then only winning move the first player may
take is p = 1, thus the first player has a probability of 1

4 <
2
5 of correctly choosing

a tail.
We now have everything in place to state the main result of this section. This

upper bound is dependent on the first move of the unskilled player however, and
therefore cannot be calculated explicitly before the game begins.

Theorem 33. Let n > p and (n− p,m) be the first position to the skilled player
where m ∈ {n− 1, 2p}. Set n′ = n− p. Then, using the LPS,
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(1) if n 6= Fk for some k ≥ 4 then

P
[
Unskilled player wins

]
≤

1
5(2b−1)

, where b =
⌊n′

3

⌋
;

(2) if n = Fk for some k ≥ 5, then

P
[
Unskilled player wins

]
≤

1
2b , where b =

⌊n′

3

⌋
.

Proof. There are two nontrivial cases needed to prove the result.

Case 1. n 6= Fk for some n, k ∈N. If the skilled player starts, he wins every time.
Thus, skilled player receives the position (n − p, 2p) where n − 1 ≥ p ≥ 1. By
LPS, after the initial turn, the unskilled player will always receive (k, 2) for some
k < n and by Lemma 29, P[(n− p′, 2p′)= losing position] ≤ 1

2 where p′ ∈ {1, 2}.
Hence, at most, 3 tokens are removed after one round of play. Let n′ = n − p,
then there will be at least bn′/3c rounds played from this point in the game. By
Corollary 32 and repeated use of Lemma 29, we find that

P
[
Unskilled player wins

]
≤

(2
5

)( 1
2bn′/3c

)
=

1
5(2b−1)

, where b =
⌊n′

3

⌋
.

Case 2. n = Fk for some n, k ∈ N. By Lemma 11, removing p tokens make
(n− p, 2p) a winning position. Hence, the unskilled player loses if he goes first.
Now assume the skilled player begins and by LPS, takes 1 < T (n) tokens. By
Lemma 11, (n− 1, 2) is a winning position. Thus, this position is that of Case 1,
where the unskilled player doesn’t have the free move: (n, n− 1). Hence,

P
[
Unskilled player wins

]
≤

1
2bn′/3c

=
1
2b , where b =

⌊n′

3

⌋
. �

5. Final remarks

In this paper we have characterized all winning algorithms for the game Fibonacci
Nim. We have shown that the known winning algorithm is just a particular case of
the generalized wining algorithm. In addition, we have shown an upper bound on the
probability that an unskilled player may beat a skilled player if our unskilled player
guesses randomly and our skilled player plays according to our losing position
strategy.

Future research may look into different losing position strategies as well as
different types of unskilled players. For example, as a second losing position
strategy, by taking more than one token from a losing position, we may find a
tighter upper bound on the probability that the unskilled player wins. Additionally,
we could introduce a semiskilled player, one whose guesses are not random but are
based on some rule.



822 CODY ALLEN AND VADIM PONOMARENKO

References

[Bóna 2002] M. Bóna, A walk through combinatorics: An introduction to enumeration and graph
theory, World Scientific, River Edge, NJ, 2002. MR 1936456 Zbl 1043.05001

[Hoggatt et al. 1973] V. E. Hoggatt, Jr., N. Cox, and M. Bicknell, “A primer for the Fibonacci
numbers, XII”, Fibonacci Quart. 11:3 (1973), 317–331. MR 48 #3859 Zbl 0274.10019

[Holshouser et al. 2003] A. Holshouser, H. Reiter, and J. Rudzinski, “Dynamic one-pile nim”,
Fibonacci Quart. 41:3 (2003), 253–262. MR 2004i:05005 Zbl 1093.91013

[Lekkerkerker 1952] C. G. Lekkerkerker, “Representation of natural numbers as a sum of Fibonacci
numbers”, Simon Stevin 29 (1952), 190–195. MR 15,401c Zbl 0049.03101

[Schwenk 1970] A. J. Schwenk, “Take-away games”, Fibonacci Quart. 8:3 (1970), 225–234. MR 44
#1446 Zbl 0213.46402

Received: 2013-12-23 Revised: 2014-01-08 Accepted: 2014-01-24

cwallen08@gmail.com Department of Mathematics and Statistics,
San Diego State University, 5500 Campanile Drive,
San Diego, CA 92182-7720, United States

vponomarenko@mail.sdsu.edu Department of Mathematics and Statistics,
San Diego State University, 5500 Campanile Drive,
San Diego, CA 92182-7720, United States

mathematical sciences publishers msp

http://msp.org/idx/mr/1936456
http://msp.org/idx/zbl/1043.05001
http://www.fq.math.ca/Scanned/11-3/hoggatt2.pdf
http://www.fq.math.ca/Scanned/11-3/hoggatt2.pdf
http://msp.org/idx/mr/48:3859
http://msp.org/idx/zbl/0274.10019
http://www.fq.math.ca/Scanned/41-3/holshouser.pdf
http://msp.org/idx/mr/2004i:05005
http://msp.org/idx/zbl/1093.91013
http://msp.org/idx/mr/15,401c
http://msp.org/idx/zbl/0049.03101
http://www.mathstat.dal.ca/FQ/Scanned/8-3/schwenk-a.pdf
http://msp.org/idx/mr/44:1446
http://msp.org/idx/mr/44:1446
http://msp.org/idx/zbl/0213.46402
mailto:cwallen08@gmail.com
mailto:vponomarenko@mail.sdsu.edu
http://msp.org


involve
msp.org/involve

EDITORS
MANAGING EDITOR

Kenneth S. Berenhaut, Wake Forest University, USA, berenhks@wfu.edu

BOARD OF EDITORS
Colin Adams Williams College, USA

colin.c.adams@williams.edu
John V. Baxley Wake Forest University, NC, USA

baxley@wfu.edu
Arthur T. Benjamin Harvey Mudd College, USA

benjamin@hmc.edu
Martin Bohner Missouri U of Science and Technology, USA

bohner@mst.edu
Nigel Boston University of Wisconsin, USA

boston@math.wisc.edu
Amarjit S. Budhiraja U of North Carolina, Chapel Hill, USA

budhiraj@email.unc.edu
Pietro Cerone La Trobe University, Australia

P.Cerone@latrobe.edu.au
Scott Chapman Sam Houston State University, USA

scott.chapman@shsu.edu
Joshua N. Cooper University of South Carolina, USA

cooper@math.sc.edu
Jem N. Corcoran University of Colorado, USA

corcoran@colorado.edu
Toka Diagana Howard University, USA

tdiagana@howard.edu
Michael Dorff Brigham Young University, USA

mdorff@math.byu.edu
Sever S. Dragomir Victoria University, Australia

sever@matilda.vu.edu.au
Behrouz Emamizadeh The Petroleum Institute, UAE

bemamizadeh@pi.ac.ae
Joel Foisy SUNY Potsdam

foisyjs@potsdam.edu
Errin W. Fulp Wake Forest University, USA

fulp@wfu.edu
Joseph Gallian University of Minnesota Duluth, USA

jgallian@d.umn.edu
Stephan R. Garcia Pomona College, USA

stephan.garcia@pomona.edu
Anant Godbole East Tennessee State University, USA

godbole@etsu.edu
Ron Gould Emory University, USA

rg@mathcs.emory.edu
Andrew Granville Université Montréal, Canada

andrew@dms.umontreal.ca
Jerrold Griggs University of South Carolina, USA

griggs@math.sc.edu
Sat Gupta U of North Carolina, Greensboro, USA

sngupta@uncg.edu
Jim Haglund University of Pennsylvania, USA

jhaglund@math.upenn.edu
Johnny Henderson Baylor University, USA

johnny_henderson@baylor.edu
Jim Hoste Pitzer College

jhoste@pitzer.edu
Natalia Hritonenko Prairie View A&M University, USA

nahritonenko@pvamu.edu
Glenn H. Hurlbert Arizona State University,USA

hurlbert@asu.edu
Charles R. Johnson College of William and Mary, USA

crjohnso@math.wm.edu
K. B. Kulasekera Clemson University, USA

kk@ces.clemson.edu
Gerry Ladas University of Rhode Island, USA

gladas@math.uri.edu

David Larson Texas A&M University, USA
larson@math.tamu.edu

Suzanne Lenhart University of Tennessee, USA
lenhart@math.utk.edu

Chi-Kwong Li College of William and Mary, USA
ckli@math.wm.edu

Robert B. Lund Clemson University, USA
lund@clemson.edu

Gaven J. Martin Massey University, New Zealand
g.j.martin@massey.ac.nz

Mary Meyer Colorado State University, USA
meyer@stat.colostate.edu

Emil Minchev Ruse, Bulgaria
eminchev@hotmail.com

Frank Morgan Williams College, USA
frank.morgan@williams.edu

Mohammad Sal Moslehian Ferdowsi University of Mashhad, Iran
moslehian@ferdowsi.um.ac.ir

Zuhair Nashed University of Central Florida, USA
znashed@mail.ucf.edu

Ken Ono Emory University, USA
ono@mathcs.emory.edu

Timothy E. O’Brien Loyola University Chicago, USA
tobrie1@luc.edu

Joseph O’Rourke Smith College, USA
orourke@cs.smith.edu

Yuval Peres Microsoft Research, USA
peres@microsoft.com

Y.-F. S. Pétermann Université de Genève, Switzerland
petermann@math.unige.ch

Robert J. Plemmons Wake Forest University, USA
plemmons@wfu.edu

Carl B. Pomerance Dartmouth College, USA
carl.pomerance@dartmouth.edu

Vadim Ponomarenko San Diego State University, USA
vadim@sciences.sdsu.edu

Bjorn Poonen UC Berkeley, USA
poonen@math.berkeley.edu

James Propp U Mass Lowell, USA
jpropp@cs.uml.edu

Józeph H. Przytycki George Washington University, USA
przytyck@gwu.edu

Richard Rebarber University of Nebraska, USA
rrebarbe@math.unl.edu

Robert W. Robinson University of Georgia, USA
rwr@cs.uga.edu

Filip Saidak U of North Carolina, Greensboro, USA
f_saidak@uncg.edu

James A. Sellers Penn State University, USA
sellersj@math.psu.edu

Andrew J. Sterge Honorary Editor
andy@ajsterge.com

Ann Trenk Wellesley College, USA
atrenk@wellesley.edu

Ravi Vakil Stanford University, USA
vakil@math.stanford.edu

Antonia Vecchio Consiglio Nazionale delle Ricerche, Italy
antonia.vecchio@cnr.it

Ram U. Verma University of Toledo, USA
verma99@msn.com

John C. Wierman Johns Hopkins University, USA
wierman@jhu.edu

Michael E. Zieve University of Michigan, USA
zieve@umich.edu

PRODUCTION
Silvio Levy, Scientific Editor

See inside back cover or msp.org/involve for submission instructions. The subscription price for 2014 is US $120/year for the electronic version, and
$165/year (+$35, if shipping outside the US) for print and electronic. Subscriptions, requests for back issues from the last three years and changes
of subscribers address should be sent to MSP.

Involve (ISSN 1944-4184 electronic, 1944-4176 printed) at Mathematical Sciences Publishers, 798 Evans Hall #3840, c/o University of California,
Berkeley, CA 94720-3840, is published continuously online. Periodical rate postage paid at Berkeley, CA 94704, and additional mailing offices.

Involve peer review and production are managed by EditFLOW® from Mathematical Sciences Publishers.

PUBLISHED BY

mathematical sciences publishers
nonprofit scientific publishing

http://msp.org/
© 2014 Mathematical Sciences Publishers

http://msp.org/involve
mailto:berenhks@wfu.edu
mailto:colin.c.adams@williams.edu
mailto:baxley@wfu.edu
mailto:benjamin@hmc.edu
mailto:bohner@mst.edu
mailto:boston@math.wisc.edu
mailto:budhiraj@email.unc.edu
mailto:P.Cerone@latrobe.edu.au
mailto:scott.chapman@shsu.edu
mailto:cooper@math.sc.edu
mailto:corcoran@colorado.edu
mailto:tdiagana@howard.edu
mailto:mdorff@math.byu.edu
mailto:sever@matilda.vu.edu.au
mailto:bemamizadeh@pi.ac.ae
mailto:foisyjs@potsdam.edu
mailto:fulp@wfu.edu
mailto:jgallian@d.umn.edu
mailto:stephan.garcia@pomona.edu
mailto:godbole@etsu.edu
mailto:rg@mathcs.emory.edu
mailto:andrew@dms.umontreal.ca
mailto:griggs@math.sc.edu
mailto:sngupta@uncg.edu
mailto:jhaglund@math.upenn.edu
mailto:johnny_henderson@baylor.edu
mailto:jhoste@pitzer.edu
mailto:nahritonenko@pvamu.edu
mailto:hurlbert@asu.edu
mailto:crjohnso@math.wm.edu
mailto:kk@ces.clemson.edu
mailto:gladas@math.uri.edu
mailto:larson@math.tamu.edu
mailto:lenhart@math.utk.edu
mailto:ckli@math.wm.edu
mailto:lund@clemson.edu
mailto:g.j.martin@massey.ac.nz
mailto:meyer@stat.colostate.edu
mailto:eminchev@hotmail.com
mailto:frank.morgan@williams.edu
mailto:moslehian@ferdowsi.um.ac.ir
mailto:znashed@mail.ucf.edu
mailto:ono@mathcs.emory.edu
mailto:tobrie1@luc.edu
mailto:orourke@cs.smith.edu
mailto:peres@microsoft.com
mailto:petermann@math.unige.ch
mailto:plemmons@wfu.edu
mailto:carl.pomerance@dartmouth.edu
mailto:vadim@sciences.sdsu.edu
mailto:poonen@math.berkeley.edu
mailto:jpropp@cs.uml.edu
mailto:przytyck@gwu.edu
mailto:rrebarbe@math.unl.edu
mailto:rwr@cs.uga.edu
mailto:f_saidak@uncg.edu
mailto:sellersj@math.psu.edu
mailto:andy@ajsterge.com
mailto:atrenk@wellesley.edu
mailto:vakil@math.stanford.edu
mailto:antonia.vecchio@cnr.it
mailto:verma99@msn.com
mailto:wierman@jhu.edu
mailto:zieve@umich.edu
http://msp.org/involve
http://msp.org/
http://msp.org/


inv lve
a journal of mathematics

involve
2014 vol. 7 no. 6

713A median estimator for three-dimensional rotation data
MELISSA BINGHAM AND ZACHARY FISCHER

723Numerical results on existence and stability of steady state solutions
for the reaction-diffusion and Klein–Gordon equations

MILES ARON, PETER BOWERS, NICOLE BYER, ROBERT
DECKER, ASLIHAN DEMIRKAYA AND JUN HWAN RYU

743The h-vectors of PS ear-decomposable graphs
NIMA IMANI, LEE JOHNSON, MCKENZIE
KEELING-GARCIA, STEVEN KLEE AND CASEY PINCKNEY

751Zero-inflated Poisson (ZIP) distribution: parameter estimation and
applications to model data from natural calamities

SADIE BECKETT, JOSHUA JEE, THAPELO NCUBE, SOPHIA
POMPILUS, QUINTEL WASHINGTON, ANSHUMAN SINGH
AND NABENDU PAL

769On commutators of matrices over unital rings
MICHAEL KAUFMAN AND LILLIAN PASLEY

773The nonexistence of cubic Legendre multiplier sequences
TAMÁS FORGÁCS, JAMES HALEY, REBECCA MENKE AND
CARLEE SIMON

787Seating rearrangements on arbitrary graphs
DARYL DEFORD

807Fibonacci Nim and a full characterization of winning moves
CODY ALLEN AND VADIM PONOMARENKO

1944-4176(2014)7:6;1-3

involve
2014

vol.7,
no.6


	1. Introduction
	2. Fibonacci Nim strategy
	3. Winning tails
	4. Skilled vs unskilled players and probabilities of an unskilled win
	5. Final remarks
	References
	
	

