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Efficient realization of nonzero spectra
by polynomial matrices

Nathan McNew and Nicholas Ormes

(Communicated by Kenneth S. Berenhaut)

A theorem of Boyle and Handelman gives necessary and sufficient conditions
for an n-tuple of nonzero complex numbers to be the nonzero spectrum of some
matrix with nonnegative entries, but is not constructive and puts no bound on
the necessary dimension of the matrix. Working with polynomial matrices, we
constructively reprove this theorem in a special case, with a bound on the size of
the polynomial matrix required to realize a given polynomial.

1. Introduction

H. R. Suleı̆manova [1949] posed a question: Given an n-tuple of complex numbers
σ := (λ1, λ2, . . . , λn), when is there an n× n matrix A with nonnegative entries
such that det(I − At)=

∏n
i=1(t − λi )? This problem has come to be known as the

nonnegative inverse eigenvalue problem, or NIEP. (See [Egleston et al. 2004] for a
survey article on the problem.) Although there have been some significant advances,
the general NIEP as stated remains open. One major advance was proven by Boyle
and Handelman [1991]. They characterized the n-tuples that could be appended
with zeros and subsequently realized as the eigenvalues of a nonnegative matrix in
the above sense. Their proof relied heavily on results from symbolic dynamics and
was not constructive (see [Lind and Marcus 1995] for more on symbolic dynamics
and the NIEP). Very recently, Laffey [2012] proved a version of their result by
constructive means, although his result is not in quite as general a setting as Boyle
and Handelman’s. In this paper we provide a construction different from that of
Laffey’s. The result of our construction is a matrix with polynomial entries, as
opposed to real entries, and we describe a simple way to construct a matrix over
the reals based on the polynomial matrix. This construction makes use of weighted
directed graphs and is described further in [Boyle 1993].

MSC2010: 15A18, 15B48, 05C50.
Keywords: nonnegative matrices, eigenvalues, power series, nonnegative inverse eigenvalue problem.
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2 NATHAN MCNEW AND NICHOLAS ORMES

2. Preliminaries

A nonnegative matrix is primitive if it is a square matrix and some power of it is a
matrix with strictly positive entries. The nonnegative inverse eigenvalue problem
is generally studied in terms of primitive matrices, since given conditions for an
n-tuple to be realized by a primitive matrix, one can easily extend to the general
nonnegative case; for example, see [Boyle and Handelman 1991; Friedland 2012].

There are several known necessary conditions for an n-tuple of complex numbers
σ to be realizable by a primitive matrix:

(1) σ = σ . (For every complex number in σ , its complex conjugate is also in σ .)

(2) There exists λi ∈ σ such that λi ∈ R+ and λi > |λ j | for j 6= i .

(3) For all k ∈N, the k-th moment of σ , sk =
∑n

i=1 λ
k
i , is nonnegative. Moreover,

for all k ∈ N, if sk > 0, then for all n ∈ N, snk > 0.

The first condition simply reflects the fact that for the polynomial
∏n

i=1(t−λi ) to
have real coefficients, any complex roots must come in conjugate pairs. As a result
of the first condition, the NIEP can be reformulated as follows: Given a polynomial
p(t) ∈ R[t], is there a nonnegative matrix A such that p(t) is the characteristic
polynomial of A

(
i.e., p(t)= det(I t − A)=

∏n
i=1(t − λi )

)
? In this case, σ is the

list of the roots of the polynomial with multiplicity.
The second comes as a result of the Perron–Frobenius theorem (e.g., see [Berman

and Plemmons 1979; Minc 1988]). One of the consequences of this theorem is that
a primitive matrix A must have a positive real eigenvalue that exceeds the modulus
of all other eigenvalues. This positive real eigenvalue is often referred to as the
Perron eigenvalue of the primitive matrix A.

The third condition is found by observing that if det(I t − A) =
∏n

i=1(t − λi )

then the trace of Ak is sk =
∑n

i=1 λ
k
i for all k ∈N. Thus if A is nonnegative, so too

must be sk , and if Ak has a positive trace, then Ank does as well for all n ∈ N.
Boyle and Handelman [1991] proved that the above necessary conditions are suf-

ficient to find a natural number N such that σ can be augmented by N zeros and then
realized by a nonnegative primitive matrix. Restating more precisely, they proved
the following, which we’ll hereafter refer to as the Boyle–Handelman theorem:

Theorem 2.1 (spectral theorem). Let σ = (λ1, λ2, . . . , λn)∈Cn . There is an N ≥ 0
and a nonnegative primitive matrix A such that

det(I t − A)= t N
n∏

i=1

(t − λi )

if and only if :
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(1) σ = σ .

(2) There exists λi ∈ σ such that λi ∈ R+ and λi > |λ j | for j 6= i .

(3) For all k ∈ N, the k-th moment of σ , sk =
∑n

i=1 λ
k
i , is nonnegative, and if

sk > 0 then snk > 0 for all n ∈ N.

Observe that there is an N ≥ 0 such that det(I t − A)= t N ∏n
i=1(t − λi ) if and

only if det(I − At) =
∏n

i=1(1− λi t), and this will provide us a convenient way
to reformulate the theorem. With this, the Boyle–Handelman theorem character-
izes which polynomials q(t) ∈ R[t] can be the reverse characteristic polynomial
det(I − At) for a nonnegative primitive matrix A over the reals.

3. Graphs and polynomial matrices

Let G be a weighted directed graph on N vertices with weights in R+. Then the
adjacency matrix A of G is the N × N matrix in which the (i, j) element is the
weight of the edge running from vertex i to vertex j . The characteristic polynomial
of this matrix (and of the associated graph G) is the polynomial χA(t)= det(I t−A).
The reverse characteristic polynomial of the graph is the polynomial χ−1

A (t) =
det(I − At). Of course, the process is reversible. Given a matrix A over R+, one
can easily construct a weighted directed graph G which has A as its adjacency
matrix. One simply includes an edge with weight A(i, j) between each pair of
vertices i and j .

As we will show, a directed graph G can also be represented by a polynomial
matrix M(t) over tR+[t], i.e., a matrix M(t) whose entries are polynomials with
nonnegative coefficients without constant terms besides 0. This generally allows for
presentations of adjacency matrices of smaller size. This process of constructing
a polynomial matrix from a graph is also reversible. We begin by describing the
reverse process.

Given an N × N polynomial matrix M(t) over tR+[t], the construction of the
corresponding weighted digraph G can be carried out as follows. Assign N “primary”
vertices with labels 1, 2, . . . , N . Then for each term cnt p in the polynomial in the
(i, j) position of A(t), construct a path of length p from vertex i to vertex j in which
the first edge is weighted cn and each additional edge (if p > 1) is weighted 1. If
p>1 then the p−1 additional “secondary” vertices in the new path are disjoint from
the original N primary vertices and from secondary vertices used in any other path.

Example 3.1. Take, for example, the matrix over tR+[t] given by

M(t)=

5t3
+ 1.5t 9t3 0

3.1t2 0 4t2

2t 0.3t2
+ t 3.6t

 .
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Note that

det(I −M(t))= 6t7
+ 48.44t6

− 29.7t5
+ 22.8t4

− 9t3
+ 5.4t2

− 5.1t + 1.

From this matrix, by the method described above, we can construct the graph
G below (large squares denote the primary vertices, diamonds denote secondary
connecting vertices.)
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Having constructed this graph, we can now construct the adjacency matrix for the
graph AG , ignoring color and the difference between primary and secondary vertices.

Suppose a directed graph G has m vertices numbered 1, 2, . . . ,m. Then we
can define the m×m matrix AG where AG(i, j) is the weight of the edges from
vertex i to j .

Example 3.2. Continuing with the above example, we obtain the adjacency matrix
AG for the graph G:

AG =



0 0 1 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0
0 5 1.5 9 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0
0 0 2 0 3.6 0 0.3 0 0 1
0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 0 0 1
0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 3.1 0 0 4 0


.

We compute both the characteristic and reverse characteristic polynomials of
this adjacency matrix and graph, and obtain

det(I t − AG)= t10
− 5.1t9

+ 5.4t8
− 9t7

+ 22.8t6
− 29.7t5

+ 48.44t4
+ 6t3,

det(I − AG t)= 6t7
+ 48.44t6

− 29.7t5
+ 22.8t4

− 9t3
+ 5.4t2

− 5.1t + 1.
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We note that for the above example,

det(I −M(t))= det(I − AG t),

and this is no coincidence.

Theorem 3.3. Let M(t) be a matrix over tR+[t], and suppose G is the directed
graph constructed from M(t) by the aforementioned construction. Suppose AG is
the adjacency matrix for G. Then

det(I − AG t)= det(I −M(t)).

Proof. Fix i, j such that M(t)i, j is a polynomial of degree greater than 1. Then
for each term ci, j,ntn , where n > 1 and ci, j,n > 0, there is a path in the graph from
vertex i to vertex j of length n, and thus n+ 1 rows (indexed k1, k2, . . . kn+1) in
the matrix AG corresponding to each of the n+ 1 vertices along this path. (Note
that k1 corresponds to primary vertex i and kn+1 corresponds to primary vertex j)
Each of these rows and columns (except k1 and kn+1) will have only one nonzero
term, in the (kh, kh+1) position, and ci, j,n =

∏n
h=1(AG)kh ,kh+1 .

Each of these additional n−1 rows can be removed from the matrix I−AG t with-
out changing the determinant by the following row operations, working backwards
from h = n to 2:

(1) From row kh−1, subtract row kh scaled by the entry in position (kh−1, kh).

(2) From column kn+1, subtract column kh multiplied by the entry in position
(kh, kn+1).

This sequence results in the product of the terms in positions (kh−1, kh) and
(kh, kn+1) appearing in position (kh−1, kn+1) and only a 1 remaining in both row
and column kh . Thus, after repeating this process for all the intermediate vertices,
there will be a term equivalent to the product of their weights times t raised to the
length of the chain added to the (k1, kn+1) position and a 1 in the primary diagonal
for each row/column associated with each intermediate vertex. The determinant
can be expanded by minors at each of these 1s, thus reducing the size of the matrix.

Repeating this process for each such ci, j,n term in I −M(t) (and switching rows
as necessary at the end) will produce the matrix I −M(t) from I − AG t without
changing the determinant. �

The process of constructing a polynomial matrix M(t) from a weighted directed
graph G can be done by simply letting the (i, j) entry of M(t) be w(i, j)t , where
w(i, j) is the sum of the weights of the edges from i to j . An alternative approach,
which could be more efficient in terms of the size of M(t), would be to identify
secondary vertices as those which have at most one edge coming in and one out.
Then the coefficient of tk in the (i, j) entry of M(t) is the sum of the weights of
the paths of length k from primary vertex i to primary vertex j .
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4. Our approach

Our approach is to study the nonnegative inverse eigenvalue problem, and specifi-
cally the Boyle–Handelman theorem, in terms of polynomial matrices rather than
matrices over R+. We attempt to reprove the Boyle-Handelman theorem in certain
cases by constructing an “efficient” polynomial matrix (in terms of the size of the
matrix, without any bound on the degree of polynomials used in that matrix) that
realizes a given polynomial. If we were able to bound both the size of the matrix
and the degree of the polynomials used then we would be able to bound the size of
the corresponding matrix over R+. In this vein, we will make use of polynomials
which are truncations of the power series for p(t)1/N .

We proceed forward assuming that p(t) is a polynomial over R of the form
p(t)=

∏n
i=1(1− λi t), where σ = (λ1, λ2, . . . , λn) satisfies the conditions of the

Boyle–Handelman theorem with a strengthened version of the third condition: for all
k∈N, sk>0. We will say that p(t), or perhaps σ , satisfying these conditions satisfies
BH+. Below we prove that in such a case, the power series expansion for p(t)1/N

has nonpositive coefficients after the constant term. More recently, this result was
proven using different means by Laffey, Loewy and Šmigoc [Laffey et al. 2013].

Theorem 4.1. Assume that p(t)=
∏d

i=1 (1− λi t) satisfies BH+. Then there is an
N ≥ 1 such that the power series expansion for p(t)1/N is of the form

p(t)1/N
= 1−

∞∑
k=1

rk tk,

where rk ≥ 0 for all k ≥ 1.

Proof. Recall that the power series expansion for (1− t)1/N is given by

(1− t)1/N
=

∞∑
k=0

(1/N
k

)
tk,

where
(1/N

k

)
is a generalized binomial coefficient, given by(1/N

k

)
=

1/N (1/N − 1)(1/N − 2) · · · (1/N − k+ 1)
k(k− 1)(k− 2) · · · 1

.

Then

p(t)1/N
=

d∏
i=1

(1− λi t)1/N

=

d∏
i=1

( ∞∑
k=0

(1/N
k

)
(−λi )

k tk
)
=

d∏
i=1

(
1−

∞∑
k=1

∣∣∣(1/N
k

)∣∣∣λk
i tk
)
.
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The k-th coefficient of this series is given by

rk =

∣∣∣∣(1/N
k

)∣∣∣∣(λk
1+λ

k
2+· · ·+λ

k
d)+

∑
(−1)l

∣∣∣∣(1/N
k1

)
· · ·

(
1/N
kd

)∣∣∣∣λk1
i1
λ

k2
i2
· · · λ

kd
d ,

where the second sum ranges over all combinations of nonnegative ki such that
k1 + k2 + · · · + kd = k, where l ≥ 2 is the number of nonzero ki , and where
ki1, ki2, . . . , kil are these nonzero values.

Factoring
∣∣(1/N

k

)∣∣λk
1 out of this expression (and assuming that λ1 is the Perron

eigenvalue), the first term above becomes

1+
(
λ2

λ1

)k

+ · · ·+

(
λd

λ1

)k

,

which approaches 1 as k→∞ and is always positive (by BH+). Therefore, this
term has a uniform lower bound δ > 0 (which does not depend on k or N ).

The absolute value of the second term is at most∑∣∣∣∣∣
(1/N

k1

)(1/N
k2

)
· · ·
(1/N

kd

)(1/N
k

) ∣∣∣∣∣
∣∣∣∣λ1

λ1

∣∣∣∣k1
∣∣∣∣λ2

λ1

∣∣∣∣k2

· · ·

∣∣∣∣λd

λ1

∣∣∣∣kd

.

Now observe that for l ≥ 2 and N ≥ 2,∣∣∣∣∣
(1/N

k1

)(1/N
k2

)
· · ·
(1/N

kd

)(1/N
k

) ∣∣∣∣∣
=

∣∣∣∣∣∣
1
N

( 1
N −1

)
···
( 1

N −k1+1
)

k1!

1
N

( 1
N −1

)
···
( 1

N −k2+1
)

k2!
· · ·

1
N

( 1
N −1

)
···
( 1

N −kd+1
)

kd !
1
N

( 1
N −1

)
···
( 1

N −k+1
)

k!

∣∣∣∣∣∣
=

∣∣∣∣∣
(

1
N

)l−1 k!
k1!k2! · · ·kd !

(( 1
N−1

)
· · ·
( 1

N−k1+1
))
· · ·
(( 1

N−1
)
· · ·
( 1

N−kd+1
))( 1

N−1
)
· · ·
( 1

N−k+1
) ∣∣∣∣∣

<

∣∣∣∣( 1
N

)l−1 k!
k1!k2! · · ·kd !

(ki1 − 1)!(ki2 − 1)! · · ·(kil − 1)!
(k− 1)!

∣∣∣∣
=

∣∣∣∣( 1
N

)l−1 k
ki1ki2 · · ·kil

∣∣∣∣
=

∣∣∣∣ 1
N

k
ki1ki2 · · ·kil N l−2

∣∣∣∣.
Since ki1ki2 · · · kil N l−2 is minimized when l = 2 and ki1 = k− 1, we have∣∣∣∣ 1

N
k

ki1ki2 · · · kil N l−2

∣∣∣∣< ∣∣∣∣ 1
N

k
k− 1

∣∣∣∣< 2
N
.
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Also note that∑∣∣∣∣λ1

λ1

∣∣∣∣k1
∣∣∣∣λ2

λ1

∣∣∣∣k2

· · ·

∣∣∣∣λd

λ1

∣∣∣∣kd

<
1

1−
∣∣λ2
λ1

∣∣ 1

1−
∣∣λ3
λ1

∣∣ · · · 1

1−
∣∣λd
λ1

∣∣ = M,

by expanding the right-hand side into a product of geometric series. Therefore, there
is a uniform upper bound of the form (2/N )M , where M does not depend on k or N .

Then all we need to do is choose N such that δ > (2/N )M . �

Using this result, we pose the following question:

Question 4.2. Let p(t) be a polynomial which satisfies the condition that there
exists N ≥ 1 such that p(t)1/N

= 1−
∑
∞

k=1 rk tk , where rk ≥ 0 for all k ≥ 1. Then
does there exist an N × N polynomial matrix M(t) with nonnegative coefficients
such that det(I −M(t))= p(t)?

As a result of Theorems 3.3 and 4.1, answering in the affirmative would be
(nearly) equivalent to proving the Boyle–Handelman theorem (with the exception
of the strengthening of the third condition in Theorem 4.1.) Such an answer
would further give a constructive proof and would have a bound on the size of the
polynomial matrix required to realize a given polynomial. Without putting a bound
on the degree of the polynomial matrix, however, this conjecture does not establish
any bounds on the size of the regular matrix over R+. If, however, the size of the
polynomial matrix and the degrees of polynomials used in the matrix could both be
bounded, then a bound on the size of the realizing regular matrix could be achieved.

At the moment we are able to prove the above conjecture for the cases N = 1, 2, 3.

5. Cases N = 1, 2

Case N = 1. The case where N = 1 is trivial. If p(t)1 = 1− r(t), where r(t) has
no negative coefficients, then the matrix A(t)= [r(t)] suffices, and

det(I − A(t))= det([1− r(t)])= 1− r(t)= p(t).

Case N = 2. Suppose p(t)1/2 = 1− r(t), where r(t) has no negative coefficients.
Then let q(t) be the polynomial that results when the power series r(t) is truncated
to a degree-n polynomial, where n is greater than or equal to the degree of p(t).
Consider the polynomial (1− q(t))2.

The first n terms of this polynomial will sum to p(t). Let R(t)= (1−q(t))2−p(t).
Then R(t) will be a polynomial with lowest-order term of degree n+ 1 and highest
degree of 2n, and is described by

R(t)=
2n∑

i=n+1

∑
j+k=i

q j qk t i ,
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where qi is the coefficient of the t i term in q(t). Since all the qi are nonnegative,
R(t) will contain only nonnegative terms.

Then construct the matrix

A(t)=
[

q(t) R(t)/t
t q(t)

]
;

we have
det(I − A(t))= (1− q(t))2− R(t)= p(t).

Example 5.1 (N = 2). Consider the polynomial p(t)= 1− 3t − 2t2
+ 4t3.

The power series of p(t)1/2 is

p(t)1/2 = 1− 3t
2
−

17t2

8
−

19t3

16
−

517t4

128
−

2197t5

256
+ · · · .

Let q(t)= 3t
2 +

17t2

8 +
19t3

16 . Then

(1− q(t))2 = 1− 3t − 2t2
+ 4t3

+
517t4

64
+

323t5

64
+

361t6

256
,

and

R(t)= (1− q(t))2− p(t)= 517t4

64
+

323t5

64
+

361t6

256
.

We can then construct the matrix A(t) as described above:

A(t)=

[
3t
2 +

17t2

8 +
19t3

16
517t3

64 +
323t4

64 +
361t5

256

t 3t
2 +

17t2

8 +
19t3

16

]
,

and A(t) realizes the original polynomial p(t)= 1− 3t − 2t2
+ 4t3.

6. The case N = 3

The N = 3 case extends the ideas used in the N = 2 case, but is much more
complicated since the “left over” terms of the (1− q(t))3 term cannot be assumed
to be all positive. In this case, we work with the matrix

A(t)=

q(t) α(t) β(t)
0 q(t) t
t 0 q(t)

 ,
where q(t) is a truncation of the power series r(t)= 1− p(t)1/3 of some degree n
at least as large as the degree of p(t). In this case,

det(I − A(t))= (1− q(t))3− t2α(t)− tβ(t)(1− q(t)).

In what follows, we will denote by bm , qm and rm the coefficients of the term tm

in the polynomials β(t), q(t) and power series r(t) respectively, and by [ f (t)]m
the coefficient of tm in a more complicated polynomial expression, f (t).
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Were R(t)= (1− q(t))1/3− p(t) strictly positive, then this remainder could be
accommodated by the α(t) term, as in the N = 2 case, and the β(t) term would
not be needed. However, this is in fact never the case. Consider the highest-order
term of R(t). This term (of degree 3n) will have coefficient (−qn)

3. Thus R(t)
will necessarily contain at least one negative coefficient, and in practice usually has
many more.

On the other hand, the lowest-order term of R(t) will always be positive. Since
this term has degree n+ 1, greater than the degree of p(t), the coefficient of the
term of order n + 1 in the polynomial (1− r(t))3 = p(t) must be 0. The only
“missing” term of degree n+ 1 when expanding (1− q(t))3 is 3(−rn+1). Thus the
coefficient of the lowest-order term in R(t), [R(t)]n+1 = 3rn+1, is positive.

Since negative terms exist in R(t), the β(t) polynomial term must be used. Any
term bm tm in β(t) is multiplied by t (1−q(t)) in the determinant of I−A(t) and thus
has the effect of decreasing the (m+1)-th coefficient of (1−q(t))3−tβ(t)(1−q(t))
and increasing the (m + 2)-th through (m + n+ 1)-th coefficients. The end goal
is to construct the polynomial β(t) in such a way that the remainder polynomial
d(t)= (1− q(t))3− tβ(t)(1− q(t))− p(t) has all positive coefficients.

Note that before we include any terms in β(t), β(t) is zero, so we have d(t)=
R(t). We can take the lowest-order term of d(t), which we know to be positive,
and include it in β(t). This is, in a sense, the largest that this coefficient of β(t) can
be. If it were any larger then the lowest-order term in the resulting polynomial d(t)
would be negative. But it also provides the maximum benefit in terms of increasing
the coefficients of terms with higher powers in d(t).

If the next lowest-order term of the resulting d(t) is also positive then we can
repeat the process, including this term in β(t) as well. This process can be continued
either until a negative coefficient is reached or until the entire remaining d(t) is
positive. (Success!) In the case that a negative coefficient is reached, one can
try again with a larger value of n, meaning that we include more terms in q(t),
truncating the power series r(t) at a later point.

Example 6.1 (N = 3). Let p(t)= 1− 5t + 7t2
− 3t3. Then,

p(t)1/2 = 1− 5t
2
+

3t2

8
−

9t3

16
−

189t4

128
−

891t5

256
· · · .

We cannot use a 2× 2 matrix since the power series of p(t)1/2 is not of the correct
form. The power series of p(t)1/3 is of the correct form, however, and

p(t)1/3 = 1− 5t
3
−

4t2

9
−

76t3

81
−

508t4

243
−

3548t5

729
· · · .

We let q(t) be this power series truncated to 3 terms:

q(t)= 5t
3
+

4t2

9
+

76t3

81
.
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Then

(1− q(t))3 = 1− 5t + 7t2
− 3t3

+
508t4

81
−

1532t5

243
−

3536t6

2187
−

32528t7

6561
−

23104t8

19683
−

438976t9

531441
.

Only the first term of R(t) is positive, and

R(t)= 508t4

81
−

1532t5

243
−

3536t6

2187
−

32528t7

6561
−

23104t8

19683
−

438976t9

531441
.

Including this term as the first term in β(t), we have

(1− q(t))3− 508t4

81
(1− q(t))

= 1− 5t + 7t2
− 3t3

+
112t5

27
+

2560t6

2187
+

6080t7

6561
−

23104t8

19683
−

438976t9

531441
.

Thus we now have an additional positive term which can be included in β(t).
Repeating this process twice more, we eventually get

(1− q(t))3−
(508t4

81
+

112t5

27
+

17680t6

2187

)
(1− q(t))

= 1− 5t + 7t2
− 3t3

+
106576t7

6561
+

41408t8

6561
+

3592064t9

531441
,

which is p(t) plus a polynomial with only positive coefficients, which can then be
chosen to be α(t) (after dividing out a factor of t2) in the matrix. Bringing all of
these polynomials together, we can construct the matrix

A(t)=


5t
3 +

4t2

9 +
76t3

81
106576t5

6561 +
41408t6

6561 +
3592064t7

531441
508t3

81 +
112t4

27 +
17680t5

2187

0 5t
3 +

4t2

9 +
76t3

81 t

t 0 5t
3 +

4t2

9 +
76t3

81


such that A(t) realizes the original polynomial p(t).

At this point in our research a computer program was written which ran through
the steps of this “greedy algorithm” to determine whether such a matrix could be
constructed for trial polynomials p(t) which satisfied the condition that the power
series of p(t)1/3−1 had all negative coefficients. All cubic polynomials with integer
coefficients less than 100 were tested and no counterexamples were found.

The goal of this algorithm can be reformulated as constructing a polynomial

b(t)=
3n∑

i=M+1

bi t i

such that p(t)− (1− q(t))3 + b(t)(1− q(t)) has coefficient 0 for all terms with
degree 3n or less. Then if b(t) has only positive terms, the realizing matrix can be
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easily constructed. In the following propositions, we demonstrate that it is always
possible to construct such a b(t) with all positive coefficients.

First, we note the following:

Proposition 6.2. Let p(t)1/3= 1−r(t)= 1−q(t)−s(t), where q(t) is polynomial
of degree n equal to the power series r(t) truncated to degree n and s(t) is a power
series consisting of the remaining terms in r(t). Then

bm = 3
[
s(t)(1− q(t)− s(t))

]
m .

Proof. By the construction of b(t), for all m < 3n,[
p(t)− (1− q(t))3+ b(t)(1− q(t))

]
m = 0,[

b(t)(1− q(t))
]

m =
[
(1− q(t))3− p(t)

]
m,

p(t)= ((1−q(t)−s(t))3= (1−q(t))3−3s(t)(1−q(t))2+3s(t)2(1−q(t))−s(t)3.

Plugging this expression in for p(t) above, we have[
b(t)(1− q(t))

]
m =

[
3s(t)(1− q(t))2− 3s(t)2(1− q(t))+ s(t)3

]
m .

The lowest-order term of s(t)3 will have degree 3n+3, so it can be dropped, giving[
b(t)(1− q(t))

]
m =

[
3s(t)(1− q(t))2− 3s(t)2(1− q(t))

]
m

=
[
(1− q(t))3s(t)(1− q(t)− s(t))

]
m

=
[
(1− q(t))3s(t)(1− q(t)− s(t))

]
m .

Thus,
[b(t)]m = bm = 3

[
s(t)(1− q(t)− s(t))

]
m . �

Alternatively, we can write this result in terms of r(t) as

bm = 3
[
s(t)(1− q(t)− s(t))

]
m = 3

[
rm +

m−n∑
i=1

rirm−i

]
.

Proposition 6.3. Assume p(t) satisfies the conditions of the Boyle–Handelman
theorem as well as our strengthened third condition. Let λ1 be the Perron root of
p(t) and suppose p(t)1/3 = 1−r(t). A good estimate of the coefficients rn of r(t) is∣∣∣(1/3

n

)∣∣∣λn
1(a(1/λ1))

1/3,

where a(t) is the polynomial

a(t)=
p(t)

1− λ1t
and λ1 is the Perron root of p(t). By a “good estimate” we mean that

lim
n→∞

rn∣∣(1/3
n

)∣∣λn
1(a(1/λ1))1/3

= 1.
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Proof. We begin with two subclaims.

Subclaim 1. Let ε > 0 be given. Then there exists an N > 0 such that for any
n > N and for any j with 0< j < n,∣∣∣∣∣

( 1/3
n− j

)(1/3
n

) ∣∣∣∣∣< n
n− j

(1+ ε) j .

Proof. First, note that∣∣∣∣∣
( 1/3

n− j

)(1/3
n

) ∣∣∣∣∣=
∣∣∣∣∣∣

1
3

( 1
3−1

)
···
( 1

3−(n− j−1)
)

(n− j)!
1
3

( 1
3−1

)
···
( 1

3−(n−1)
)

n!

∣∣∣∣∣∣
=

∣∣∣∣∣ n!
(n− j)!

1( 1
3 − (n− j)

)(1
3 − (n− j + 1)

)
· · ·
( 1

3 − (n− 1)
) ∣∣∣∣∣

=
n!

(n− j)!
1∣∣1−3(n− j)

3

∣∣∣∣ 1−3(n− j+1)
3

∣∣ · · · ∣∣1−3(n−1)
3

∣∣
=

n!
(n− j)!

1

(n− j)
∣∣1− 1

3(n− j)

∣∣(n− j+1)
∣∣1− 1

3(n− j+1)

∣∣ · · · (n−1)
∣∣ 1

3(n−1)

∣∣
=

n
n− j

j∏
k=1

1

1− 1
3(n−k)

,

and

log

( j∏
k=1

1

1− 1
3(n−k)

)1/j

=
1
j

j∑
k=1

− log
(

1−
1

3(n− k)

)
.

Since the denominator 1− 1/(3(n− k)) decreases with k,

0<
1
j

j∑
k=1

− log
(

1−
1

3(n− k)

)

≤
1

n− 1

n−1∑
k=1

− log
(

1−
1

3(n− k)

)
=

1
n− 1

n−1∑
k=1

− log
(

1−
1

3k

)
.

The last expression above is the average of the first n − 1 terms of the form
− log (1− 1/3k). Since these terms tend to 0 as k→∞, the average of them does
as well. Thus there exists an N such that for all n ≥ N ,

1
n− 1

n−1∑
k=1

− log
(

1−
1

3k

)
< log(1+ ε),
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and for n ≥ N and for any j with 1< j < n,

log
( j∏

k=1

1
1− 1

3(n−k)

)1/j

< log(1+ ε).

Therefore,
j∏

k=1

1

1− 1
3(n−k)

< (1+ ε) j ,

and ∣∣∣∣∣
( 1/3

n− j

)(1/3
n

) ∣∣∣∣∣< n
n− j

(1+ ε) j . �

Subclaim 2. Let ε > 0 be given and fix K > 0. There exists an N > K such that
for any n > N and for any j with 0< j < K ,

1<

∣∣∣∣∣
( 1/3

n− j

)(1/3
n

) ∣∣∣∣∣< 1+ ε.

Proof. Let ε1 = (1+ ε)1/(k+1)
− 1. Then by Subclaim 1, there exists an N1 > K

such that for all n ≥ N1 and for every j with 0< j < K < N1,∣∣∣∣∣
( 1/3

n− j

)(1/3
n

) ∣∣∣∣∣< n
n− j

(1+ ε1)
j
≤

n
n− K

(1+ ε1)
K .

Since limn→∞ n/(n− K )= 1, there exists N2 such that for all n ≥ N2,
n

n− K
≤ (1− ε1).

Let N =max(N1, N2). Then for all n ≥ N and j with 0< j < K ,∣∣∣∣∣
( 1/3

n− j

)(1/3
n

) ∣∣∣∣∣< n
n− K

(1+ ε1)
K < (1+ ε1)(1+ ε1)

K
= (1+ ε1)

K+1
= (1+ ε). �

We use these two subclaims to show that given ε > 0, there exists an N such that
for all n > N , ∣∣∣∣∣ rn∣∣(1/3

n

)∣∣λn
1a(1/λ1)1/3

− 1

∣∣∣∣∣< ε.
Let α(t) = 1 +

∑
∞

i=1 αi t i denote the power series expansion for a(t)1/3 =
(p(t)/(1− λ1t))1/3 at t = 0. Then

p(t)1/3 = 1− r(t)= (1− λ1t)1/3α(t)=
(

1−
∞∑

i=1

∣∣∣(1/3
i

)∣∣∣λi
1t i
)(

1+
∞∑

i=1

αi t i
)
.
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We can then write rn as

rn =

∣∣∣(1/3
n

)∣∣∣λn
1 −αn +

n−1∑
k=1

∣∣∣( 1/3
n−k

)∣∣∣αkλ
n−k
1

=

∣∣∣(1/3
n

)∣∣∣λn
1

(
1+

n−1∑
k=1

∣∣∣∣∣
( 1/3

n−k

)(1/3
n

) ∣∣∣∣∣αkλ
−k
1 −

αn∣∣(1/N
n

)∣∣λ−n
1

)
.

Let δ = 1
5εa(1/λ1)

1/3. If λ2 is the root of a(t)= p(t)/(1− λ1t) with the greatest
modulus (i.e., for all λi roots of a(t), |λ2|≥ |λi |) then the power series α(t)=a(t)1/3

has radius of convergence 1/ |λ2|, which is greater than 1/λ1. Now, for some K > 0
and n > K1, we can write

1+
n−1∑
k=1

∣∣∣∣∣
( 1/3

n−k

)(1/3
n

) ∣∣∣∣∣αkλ
−k
1 −

sn∣∣(1/3
n

)∣∣λ−n
1 = a(1/λ1)

1/3 (6-1)

+

(
1+

K∑
k=1

αkλ
−k
1 − a(1/λ1)

1/3
)

(6-2)

+

K∑
k=1

(∣∣∣∣∣
( 1/3

n−k

)(1/3
n

) ∣∣∣∣∣− 1

)
αkλ
−k
1 (6-3)

+

n−1∑
k=K+1

∣∣∣∣∣
( 1/3

n−k

)(1/3
n

) ∣∣∣∣∣αkλ
−k
1 (6-4)

−
αn∣∣(1/3
n

)∣∣λ−n
1 . (6-5)

We can now make each of the terms (6-2) through (6-5) small as follows:
(6-2): Since 1/λ1 lies in the radius of convergence of α(t), 1+

∑K1
k=1 αkλ

−k
1 con-

verges to a(1/λ1)
1/3. So for some K1 > 0,∣∣∣∣1+ K1∑

k=1

αkλ
−k
1 − a(1/λ1)

1/3
∣∣∣∣< δ.

(6-4): This term is less than

n−1∑
k=K+1

∣∣∣∣∣
( 1/3

n−k

)(1/3
n

) ∣∣∣∣∣|αk |λ
−k
1 .

Fix ε2 such that (1+ ε2)/λ1 < 1/|λ2|. Then by Subclaim 1, there exists a K2 such
that for all n > K2 and j < n,∣∣∣∣∣

( 1/3
n− j

)(1/3
n

) ∣∣∣∣∣< n
n− j

(1+ ε) j .
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Then for all n > K2,

n−1∑
k=K2+1

∣∣∣∣∣
( 1/3

n−k

)(1/3
n

) ∣∣∣∣∣|αk |λ
−k
1 <

n−1∑
k=K2+1

n
n− k

(1+ ε2)
k
|αk |λ

−k
1

=

n−1∑
k=K2+1

(
1−

k
n− k

)∣∣αk
∣∣(1+ ε2

λ1

)k

<

n−1∑
k=K2+1

|αk |

(
1+ ε2

λ1

)k

+

n−1∑
k=K2+1

k|αk |

(
1+ ε2

λ1

)k

.

Since α(t) converges absolutely, (1+ ε2)/λ1 lies within the radius of convergence
of both of these series. Thus there exists a K3 ≥ K2 such that for all n > k3, both

n−1∑
k=K3+1

|αk |

(
1+ ε2

λ1

)k

< δ

and
n−1∑

k=K3+1

k|αk |

(
1+ ε2

λ1

)k

< δ.

Thus,
n−1∑

k=K3+1

∣∣∣∣∣
( 1/3

n−k

)(1/3
n

) ∣∣∣∣∣|αk |λ
−k
1 < 2δ.

(6-5): For sufficiently large n,

αn∣∣(1/3
n

)∣∣λ−n
1 ≤

∣∣∣∣∣ n!
1
3

( 1
3 − 1

)
· · ·
( 1

3 − (n− 1)
) ∣∣∣∣∣|αn|λ

−n
1

=

∣∣∣∣∣ 1
1
3

( 1
3 − 1

)( 1
3 − 2

) ∣∣∣∣∣
∣∣∣∣∣ 2

1
3 − 3

∣∣∣∣∣ · · ·
∣∣∣∣∣ n− 2

1
3 − (n− 1)

∣∣∣∣∣(n− 1)(n)|αn|λ
−n
1

< 27
10(n− 1)(n)|αn|λ

−n
1 .

The series
∑
(n − 1)(n)αntn has radius of convergence greater than 1/λ1 and

converges absolutely, so the sequence (n− 1)(n)αntn is Cauchy. Thus there exists
K5 such that for all n > K5,

αn∣∣(1/3
n

)∣∣λ−n
1 < 27

10(n− 1)(n)|αn|λ
−n
1 < δ.

At this point we fix K in the equation above so that K =max(K1,K2,K3,K4,K5)

and look at the remaining term.
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(6-3): This term is less than

K1∑
k=1

(∣∣∣∣∣
( 1/3

n−k

)(1/3
n

) ∣∣∣∣∣− 1
)
|sk |λ

−k
1 .

Let

ε2 =
δ∑K1

k=1

∣∣αk
∣∣λ−k

1

.

Then by Subclaim 2, since K is fixed, there exists an N > K such that for all n > N
and j with 0< j ≤ K ,

1<

∣∣∣∣∣
( 1/3

n− j

)(1/3
n

) ∣∣∣∣∣< 1+ ε2.

Thus, for all n > N ,

K1∑
k=1

(∣∣∣∣∣
( 1/3

n−k

)(1/3
n

) ∣∣∣∣∣− 1

)
|αk |λ

−k
1 <

K1∑
k=1

((1+ ε2)− 1)|αk |λ
−k
1 = ε2

K1∑
k=1

|αk |λ
−k
1 = δ.

Combining the above, for K =max(K1, K2, K3, K4, K5) and n > N ,

1+
n−1∑
k=1

∣∣∣∣∣
( 1/3

n−k

)(1/3
n

) ∣∣∣∣∣αkλ
−k
1 −

αn∣∣(1/3
n

)∣∣λ−n
1 < a(1/λ1)

1/3
+ 5δ = a(1/λ1)

1/3(1+ ε).

So,∣∣∣∣ rn∣∣(1/3
n

)∣∣λn
1a(1/λ1)1/3

− 1
∣∣∣∣

=

∣∣∣∣∣
∣∣(1/3

n

)∣∣λn
1

(
1+

∑n−1
k=1

∣∣(1/N
n−k

)
/
(1/N

n

)∣∣αkλ
−k
1 −αn/

∣∣(1/N
n

)∣∣λ−n
1

)∣∣∣(1/3
n

)∣∣∣λn
1a(1/λ1)1/3

− 1

∣∣∣∣∣
<

∣∣∣∣
∣∣(1/3

n

)∣∣λn
1

(
a(t)1/3(1+ ε)

)∣∣(1/3
n

)∣∣λn
1a(1/λ1)1/3

− 1
∣∣∣∣= ε. �

Proposition 6.4. Let 1− c(t) = (p(t))2/3. Then there exists an N such that for
k > N , we have ck ≥ 0.

Proof. By the same method as above, a good approximation for cn is∣∣∣(2/3
n

)∣∣∣λn
1(q(1/λ1))

2/3.

Note that q(1/λ1)must be positive since q(0)= 1 and q(t) has no root between 0
and 1/λ1. �
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We can now return to our polynomial b(t), which was constructed such that
p(t)− (1− q(t))3+ b(t)(1− q(t)) has coefficient 0 for all terms with degree 3n
or less (n is the degree of q(t)).

From Proposition 6.2,

[b(t)]m = bm = 3
[
s(t)(1− q(t)− s(t))

]
m,

where p(t)1/3 = 1− r(t)= 1− q(t)− s(t). We can write

p(t)2/3 = 1− c(t)= (1− q(t)− s(t))2

= 1− 2q(t)− 2s(t)+ 2q(t)s(t)+ q(t)2+ s(t)2.

Thus for n < m ≤ 2n,

bm = 3
[
s(t)(1− q(t)− s(t))

]
m =

3
2(cn + [q(t)2]n),

and for 2n < m ≤ 3n,

bm = 3
[
s(t)(1− q(t)− s(t))

]
m =

3
2(cn − [s(t)2]n).

So if n is large enough that cm ≥ 0 for m ≥ n, we have

bm = 3
[
s(t)(1− q(t)− s(t))

]
m =

3
2(cm + [q(t)2]m)≥ 0.

Then it remains to show that

bm = 3
[
s(t)(1− q(t)− s(t))

]
m =

3
2(cm − [s(t)2]m)≥ 0

for 2n < m ≤ 3n.
From Propositions 6.3 and 6.4 above, we can use the approximations

sn ≈

∣∣∣(1/3
n

)∣∣∣λn
1(q(1/λ1))

1/3 and cn ≈

∣∣∣(2/3
n

)∣∣∣λn
1(q(1/λ1))

2/3.

Note that for 2n < m ≤ 3n,∑
i,m−i>n

∣∣∣(1/3
i

)( 1/3
m−i

)∣∣∣≤ ∑
i,m−i>n

∣∣∣( 1/3
n+1

)( 1/3
m−(n+1)

)∣∣∣
= (m− 2n− 1)

∣∣∣( 1/3
n+1

)( 1/3
m−(n+1)

)∣∣∣.
Proposition 6.5. For 2n < m ≤ 3n, there exists d with 0< d < 1 such that

(m− 2n− 1)
∣∣( 1/3

n+1

)( 1/3
m−(n+1)

)∣∣∣∣(2/3
m

)∣∣ ≤ 1− d.

Proof. We first prove a couple of subclaims.
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Subclaim 3. For a fixed value of n, the expression

(m− 2n− 1)
∣∣∣( 1/3

n+1

)( 1/3
m−(n+1)

)∣∣∣∣∣∣(2/3
m

)∣∣∣
is strictly increasing in the range 2n < m < 3n.

Proof. First note that the denominator of this term,
∣∣(2/3

m

)∣∣, is strictly decreasing for
increasing m. We can now show that the numerator of this term is strictly increasing
by looking at the ratio of consecutive terms. We have

(m− 2n− 1)
∣∣( 1/3

n+1

)( 1/3
m−(n+1)

)∣∣
(m− 2n)

∣∣( 1/3
n+1

)( 1/3
m−n

)∣∣ =

∣∣∣∣ (m− 2n− 1)(m− n)
(m− 2n)(1/3− (m− n− 1))

∣∣∣∣
=

∣∣∣∣(1−
1

m− 2n

) m− n
4/3− (m− n)

∣∣∣∣
=

1− 1
m−2n

1− 4/3
m−n

. (6-6)

Then we can compare 1/(m− 2n) to (4/3)/(m− n) by looking at their ratio,

4/3
m−n

1
m−2n

=
4(m− 2n)
3(m− n)

.

This term is strictly increasing in the range 2n < m < 3n. It is equal to 0 when
m=2n and equal to 2/3 when m=3n. Thus for 2n<m<3n, we have 1/(m−2n)>
(4/3)/(m − n) and 1− 1/(m − 2n) < 1− (4/3)/(m − n). So the ratio in (6-6) is
less than 1, demonstrating that for 2n < m < 3n,

(m− 2n− 1)
∣∣∣( 1/3

n+1

)( 1/3
m−(n+1)

)∣∣∣< (m− 2n)
∣∣∣( 1/3

n+1

)( 1/3
m−n

)∣∣∣. �

Thus it suffices to consider the largest possible value of m, 3n, which gives us

(n− 1)
∣∣( 1/3

n+1

)( 1/3
2n−1

)∣∣∣∣(2/3
3n

)∣∣ .

Subclaim 4. For all n ≥ 1,

(n− 1)
∣∣( 1/3

n+1

)( 1/3
2n−1

)∣∣∣∣(2/3
3n

)∣∣ <
n
∣∣(1/3

n

)(1/3
2n

)∣∣∣∣(2/3
3n

)∣∣ .
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Proof. Again, by looking at their ratio, the denominators cancel, leaving

(n− 1)
∣∣( 1/3

n+1

)( 1/3
2n−1

)∣∣
n
∣∣(1/3

n

)(1/3
2n

)∣∣ =
(n− 1)

∣∣( 1/3
n+1

)( 1/3
2n−1

)∣∣
n
∣∣(1/3

n

)(1/3
2n

)∣∣
=

n− 1
n

1/3− n
n+ 1

2n
1/3− 2n− 1

=
n− 1

n
n(1− 1

3n )

n+ 1
2n

(2n− 1)
(
1− 1

3(2n−1)

)
=

(n− 1)(2n)
(n+ 1)(2n− 1)

(
1− 1

3n

)(
1− 1

3(2n−1)

) .
Now, we can observe that

1− 1
3n

1− 1
3(2n−1)

< 1

and
(n− 1)(2n)

(n+ 1)(2n− 1)
=

2n2
− 2n

2n2+ n− 1
< 1, (n ≥ 1),

and thus their product is less than 1. �

Subclaim 5. The terms

n
∣∣(1/3

n

)(1/3
2n

)∣∣∣∣(2/3
3n

)∣∣
are strictly decreasing for increasing values of n.

Proof. We again compute the ratio of consecutive terms, and find(
(n+ 1)

∣∣( 1/3
n+1

)( 1/3
2n−1

)∣∣∣∣(2/3
3n

)∣∣
) / (n

∣∣(1/3
n

)( 1/3
2n−1

)∣∣∣∣(2/3
3n

)∣∣
)

=
n+1

n
1/3−n
n+1

(1/3−2n)(1/3−(2n+1))
(2n+1)(2n+2)

×
(3n+1)(3n+2)(3n+3)

(2/3−3n)(2/3−(3n+1))(2/3−(3n+2))

=

(
1− 1

3n

) 2n
2n+2

(
1− 1

6n

)(
1− 1

6n+3

)
3n

3n+3

(
1− 2

9n

)(
1− 2

9n+3

)(
1− 2

9n+6

) .
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We now define

f (x)=

(
1− 1

3x

)(
1− 1

6x

)(
1− 1

6x+3

)(
1− 2

9x

)(
1− 2

9x+3

)(
1− 2

9x+6

)
=

3(3x − 1)(6x − 1)(3x + 1)(3x + 1)(3+ 2)
x(2x + 1)(9x − 1)(9x − 2)(9x + 4)

.

We can compute the derivative of this function,

f ′(x)=
d

dx

(
3(3x − 1)(6x − 1)(3x + 1)(3x + 1)(3+ 2)

x(2x + 1)(9x − 1)(9x − 2)(9x + 4)

)
=

6(104976x7
+130491x6

+49167x5
−1485x4

−4239x3
−258x2

+140x+8)
x2(1458x4+1215x3+135x2−70x−8)2

.

The numerator of this function factors as

6(3x + 1)(8+ 116x − 606x2
− 2421x3

+ 5778x4
+ 31833x5

+ 34992x6).

Thus, the only roots of f ′(x) can be at x =−1/3 or where

8+ 116x − 606x2
− 2421x3

+ 5778x4
+ 31833x5

+ 34992x6
= 0.

This has no solutions in [1,∞), since

8+ 116x − 606x2
− 2421x3

+ 5778x4
+ 31833x5

+ 34992x6

= (34992x6
− 2421x3)+ (31833x5

− 606x2)+ 5778x4
+ 116x + 8

and each term above is strictly positive for n ≥ 1. By a similar argument, the
denominator of f ′(x) has no roots in [1,∞). We can calculate f ′(1)= 1672800

7452900 ≈

0.2244> 0, and thus f ′(x) > 0 for all x ∈ [1,∞). Thus f (x) is strictly increasing
on [1,∞) and

lim
x→∞

f (x)= lim
x→∞

(
1− 1

3x

)(
1− 1

6x

)(
1− 1

6x+3

)(
1− 2

9x

)(
1− 2

9x+3

)(
1− 2

9x+6

) = 1.

So f (x) < 1 for all x ∈ [1,∞). The terms

(n)
∣∣(1/3

n

)(1/3
2n

)∣∣∣∣(2/3
3n

)∣∣
are strictly decreasing for increasing values of n. �

We can then evaluate this expression at n = 1 and find∣∣(1/3
1

)(1/3
2

)∣∣∣∣(2/3
3

)∣∣ =
3
4
.
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Thus for all n,m with 2n < m ≤ 3n,

(m− 2n− 1)
∣∣( 1/3

n+1

)( 1/3
m−(n+1)

)∣∣∣∣(2/3
m

)∣∣ ≤
3
4
= 1−

1
4
.

So, we can choose d = 1/4 and the proposition is valid. �

Now, write
cm − [s(t)2]m = cm −

∑
i,m−i>n

si sm−i .

For convenience we define A =
∣∣(2/3

m

)∣∣ and B = (m− 2n− 1)
∣∣( 1/3

n+1

)( 1/3
m−(n+1)

)∣∣.
Choose δ > 0 such that Ad > δ(A− 2B− δB).

By the propositions above, we can choose n such that for all m > n,

cm > (1− δ)
∣∣∣(2/3

m

)∣∣∣λm
1 (q(1/λ1))

2/3

and

sm < (1+ δ)
∣∣∣(1/3

m

)∣∣∣λm
1 (q(1/λ1))

1/3.

So,

cm−[s(t)2]m

>(1−δ)
∣∣∣(2/3

m

)∣∣∣λm
1 (q(1/λ1))

2/3

−

∑
i,m−i>n

(
(1+δ)

∣∣∣(1/3
i

)∣∣∣λi
1(q(1/λ1))

1/3
)(
(1+δ)

∣∣∣( 1/3
m−i

)∣∣∣λm−i
1 (q(1/λ1))

1/3
)

= (1−δ)
∣∣∣(2/3

m

)∣∣∣λm
1 (q(1/λ1))

2/3
−

∑
i,m−i>n

(1+δ)2
∣∣∣(1/3

i

)∣∣∣∣∣∣( 1/3
m−i

)∣∣∣λm
1 (q(1/λ1))

2/3

=
(
λm

1 (q(1/λ1))
2/3)((1−δ)∣∣∣(2/3

m

)∣∣∣−(1+δ)2 ∑
i,m−i>n

∣∣∣(1/3
i

)∣∣∣∣∣∣( 1/3
m−i

)∣∣∣)
≥
(
λm

1 (q(1/λ1))
2/3)((1−δ)∣∣∣(2/3

m

)∣∣∣−(1+δ)2(m−2n−1)
∣∣∣( 1/3

n+1

)( 1/3
m−(n+1)

)∣∣∣).
In terms of A and B defined above, the term in parentheses in the last line can be
expanded to

A− δA− B− 2δB− δ2 B.

Then since B/A≤ 1−d , we have A− B ≥ Ad , and the expression above is greater
than or equal to

Ad − δA− 2δB− δ2 B = Bd − δ(A− 2B− δB).

By our choice of δ above, this is strictly greater than or equal to 0, so we are done.
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Namely, this demonstrates that we can construct a polynomial b(t) of degree at
most 3n with positive coefficients such that p(t)− (1−q(t))3+b(t)(1−q(t)) has
coefficient 0 for all terms with degree 3n or less.

Let d(t) = (1− q(t))3 − b(t)(1− q(t))− p(t). Since n is the degree of q(t),
q(t)3 will have degree 3n as well, so any remaining terms in d(t) will be the
result of trailing terms in the product of b(t) and q(t). Since both of these
polynomials contain only positive coefficients, d(t) will as well. As a result,
p(t)= (1− q(t))3− b(t)(1− q(t))− d(t) and we can construct the matrix

A(t)=

q(t) d(t)/t2 b(t)/t
0 q(t) t
t 0 q(t)


such that I − A(t) has determinant p(t).

7. Further work

The obvious next step in this research would be to continue to study this problem
for larger values of N and to develop constructions for correspondingly larger
polynomial matrices. Already for the case N = 4 at least a slightly new method
will be required. The logical progression to a 4× 4 matrix would be to construct

M(t)=


q(t) α(t) β(t) γ (t)

0 q(t) t 0
0 0 q(t) t
t 0 0 q(t)

 .
In this case I −M(t) has determinant

(1− q(t))4−α(t)t3
−β(t)(1− q(t))t2

− γ (t)(1− q(t))2t.

Ignoring the γ (t) term (i.e., letting γ (t)= 0) results in a problem identical to the
N = 3 case; however, it does not appear that this method will suffice for all polyno-
mials which satisfy the condition that p(t)1/4 has all negative coefficients. Thus it
is likely that a solution will require use of the γ (t) polynomial; however, the same
“greedy” algorithm cannot be used. Whereas 1− q(t) had all negative coefficients
except for the leading 1, meaning that each coefficient of β(t) “helped” all of the
coefficients of higher order by making them more positive, (1− q(t))2 will not in
general have that property. So coefficients of λ(t) would correct some terms while
“hindering” others by making them more negative. It is also possible that a different
matrix configuration, utilizing more of the positions occupied by t or 0 is required.

Clearly, the ideal result would be a general proof that demonstrated this result
for all N .
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Another interesting possibility for research would be to look at the degrees of poly-
nomials required in this construction and to attempt to constrain them. As mentioned
before, if a given construction could control the size of both the polynomial matrix
and the degrees of the polynomials used in the matrix, then it would put a constraint
on the required size of the matrix over R+ described in the original problem.

Interestingly, the results given here for N = 1 and 2 already constrain the degree
of the polynomials used. (For a polynomial of degree d, the N = 1 requires only
a polynomial of degree d and the N = 2 case requires a matrix with polynomials
of degree at most 2d.) However, the polynomials required in the N = 3 case may
currently have arbitrarily high degree.
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The number of convex topologies
on a finite totally ordered set

Tyler Clark and Tom Richmond

(Communicated by Kenneth S. Berenhaut)

We give an algorithm to find the number Tcvx(n) of convex topologies on a totally
ordered set X with n elements, and present these numbers for n ≤ 10.

1. Introduction

A subset B of poset (X,≤) is increasing if x ∈ B and y ≥ x imply y ∈ B, and is
convex if x, z ∈ B and x ≤ y ≤ z imply y ∈ B. An n-point totally ordered set X may
be labeled X = {1, 2, . . . , n}, where 1< 2< · · ·< n. This set will be denoted [1, n],
and in general, [a, b]will denote {a, a+1, . . . , b}⊂N with the natural order from N.
A topology on (X,≤) is convex if it has a base of convex sets, or equivalently, if
each point has a neighborhood base of convex sets. Because of these equivalent
characterizations, convex topologies are often called locally convex topologies. (See
[Nachbin 1965]). For finite sets, every point j has a minimal neighborhood MN( j),
which is the intersection of all neighborhoods of j . It is convenient to identify a
topology on [1, n] with its base {MN( j) : j ∈ [1, n]} of minimal neighborhoods
of each point. Finite topological spaces are used in computer graphics, where the
Euclidean plane is modeled by a topology on a finite set of pixels. If a < b< c in a
finite poset with a topology, if c is “near” a and there is any compatibility between
the topology and order, we would expect b to also be near a. This is the convexity
condition, which is a natural, weak compatibility condition between a topology
and order assumed in most applications. We will consider the number of convex
topologies on a finite totally ordered set [1, n].

An excellent reference on finding the number T (n) of topologies on an n-element
set is [Erné and Stege 1991]. Currently, T (n) is known for n ≤ 18. A standard
approach to counting topologies on a finite set X is to employ the one-to-one corre-
spondence between a topology τ on X and the associated specialization quasiorder
defined by x ≤ y if and only if x is in the closure of y. This correspondence

MSC2010: 05A15, 06F30, 54A10, 54F05.
Keywords: convex topology, totally ordered set, number of topologies.
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dates back to [Alexandroff 1937]. (See [Richmond 1998] for a survey of this
connection.) One approach to counting the convex topologies would be to find a
(biordered) characterization of convex topologies using some compatibility between
the specialization order and the given total order. Fruitful results in this direction
have not been found.

For j ∈ [1, n], a convex subset N ( j) of [1, n] containing j has the form [a, b],
where 1 ≤ a ≤ j ≤ b ≤ n. There are j choices for a and n− j + 1 choices for b,
and thus j (n+ j − 1) choices for N ( j). Since a base of minimal neighborhoods
for a locally convex topology on [1, n] consists of one convex subset N ( j) for
each j ∈ [1, n], we see that

n∏
j=1

( j)(n+ j − 1)= (n!)2

gives an upper bound on Tcvx(n). Of course, arbitrarily selecting a convex set N ( j)
containing j for each j ∈ [1, n] is unlikely to give a base for a topology, so this
upper bound is not sharp.

2. Nested convex topologies

Stephen [1968] gave a recursive formula for the number of nested topologies
(or equivalently, ordered partitions) on an n-point set X , generating the sequence
1, 3, 13, 75, 541, 4683, 47293, . . . , which is A000670 in The On-Line Encyclopedia
of Integer Sequences (OEIS); see [Sloane 2014]. If X = [1, n] is a totally ordered
set with n elements, let TNest(n) be the number of nested convex topologies on X ,
and let TNest(n, k) be the number of those convex topologies consisting of k nested
nonempty open sets U1,U2, . . . ,Uk , where X =U1 ⊃U2 ⊃ · · · ⊃Uk 6=∅. Since
the indiscrete topology is the only nested topology with one nonempty open set,
TNest(n, 1) = 1. Suppose we have found TNest(m, j) for all m ≤ n and j ≤ k. To
find TNest(n, k+ 1), note that X = U1 ⊃ U2 ⊃ U3 ⊃ · · · ⊃ Uk+1 6=∅ implies that
U2 must contain at least k elements and at most n− 1 elements. If |U2| = j , there
are n− j + 1 ways to choose U2 as a convex subset of X , and TNest( j, k) ways to
complete the nested convex topology {U2, . . . ,Uk+1} on the j -point totally ordered
set U2. Thus, we have

TNest(n, k+ 1)=
n−1∑
j=k

(n− j + 1)TNest( j, k)=
n−k+1∑

m=2

m · TNest(n−m+ 1, k),

where the second equality follows from the substitution m = n− j + 1. In Table 1,
we tabulate the values of TNest(n, k) for n, k ≤ 10.
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l
l
ll

n
k 1 2 3 4 5 6 7 8 9 10

1 1
2 1 2
3 1 5 4
4 1 9 16 8
5 1 14 41 44 16
6 1 20 85 146 112 32
7 1 27 155 377 456 272 64
8 1 35 259 833 1,408 1,312 640 128
9 1 44 406 1,652 3,649 4,712 3,568 1,472 256
10 1 54 606 3,024 8,361 14,002 14,608 9,312 3,328 512

Table 1. TNest(n, k), the number of topologies on a totally ordered
n-point set consisting of k nested convex sets.

This table (sequence A056242 in the OEIS [Mallows 2014]) is also used by
Hwang and Mallow [1995] to count the number of order-consecutive partitions
of X = {1, 2, . . . , n}, which they define as follows: An ordered list S1, S2, . . . , Sm

of subsets of X is an order-consecutive partition of X if {S1, . . . , Sm} is a partition
of X and each of the sets

⋃k
j=1 S j (1 ≤ k ≤ m) is a consecutive set of integers.

If {S1, . . . , Sm} is an order-consecutive partition, clearly {S1, S1 ∪ S2, S1 ∪ S2 ∪

S3, . . . , X} is a nested convex topology on X . Conversely, any nested convex
topology τ = {U1,U2, . . . ,Uk} on X = {1, 2, . . . n} generates the order-consecutive
partition U1, U2 \U1, U3 \U2, . . . ,Uk \Uk−1.

It is easy to confirm from our formula for TNest(n, k) that TNest(n, n)= 2n−1 and
TNest(n, 2)=1n − 1, where 1n is the n-th triangular number.

Now, we note that

TNest(n)=
n∑

k=1

TNest(n, k).

This sequence, whose first few elements are

(TNest(n))10
n=1 = (1, 3, 10, 34, 116, 396, 1352, 4616, 15760, 53808),

appears as A007052 in the OEIS [Mallows et al. 2014], where it is noted that

TNest(n)= 4 TNest(n− 1)− 2 TNest(n− 2) for n > 2.

Solving this recurrence relation by standard techniques gives

TNest(n)=
(2+
√

2)n + (2−
√

2)n

4
.
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Nested convex topologies have as much inclusion as possible. Not only are they
totally ordered by inclusion, but they maximize “overlap”. The other extreme would
be to have as little inclusion and overlap as possible. This suggests considering
mutually disjoint collections. A collection D of mutually disjoint convex subsets
of X is not a basis for a topology if

⋃
D 6= X , but D∪ {X} is always a basis for

a convex topology on X . The authors have shown that the number of topologies
on an n-element totally ordered set having a base consisting of a mutually disjoint
collection D of convex sets, or such a collection D together with X , is F2n+1− 1,
where Fk is the k-th Fibonacci number [Clark and Richmond 2010].

3. An algorithm for Tcvx(n)

We now present a recursive algorithm to find the number Tcvx(n) of convex topolo-
gies on a totally ordered set [1, n]. It is easy to check that Tcvx(1)= 1= T (1) and
Tcvx(2)= 4= T (2). That is, the only topology on a 1-point set is convex, as are all
four topologies on a 2-point set.

Suppose Tcvx(n) is known. To find Tcvx(n+ 1), note that each convex topology
on [1, n+ 1], when restricted to [1, n], gives a unique convex topology on [1, n].
Thus, we may count Tcvx(n) by looping through each topology τ counted in Tcvx(n),
adding n+1 as the greatest point, adjusting the minimal neighborhoods of j ∈ [1, n],
and defining the minimal neighborhood of n + 1 so that the subspace topology
on [1, n] is still τ . That is, considering how each topology on [1, n] may be
appropriately expanded to [1, n+ 1] gives a complete, unduplicated count of the
convex topologies on [1, n+ 1].

Step 1: Redefining minimal neighborhoods of j ∈ [1, n]. We loop through all
convex topologies τ on [1, n]. The simplest way to extend τ to [1, n+1] so that the
restriction of the extension is still τ would be to keep the minimum neighborhoods
of each j ∈ [1, n] unchanged. However, we may also expand some of the minimal
neighborhoods of points j ∈ [1, n] to include n+ 1. To maintain convexity and to
guarantee a topology on [1, n + 1] whose restriction to [1, n] agrees with τ , the
minimal neighborhood MN( j) of j can be expanded to include n+ 1 if and only
if MN( j) already includes n. If n ∈MN( j)⊆MN(k) and MN( j) is expanded to
include n+ 1, then MN(k) must also be expanded to include n+ 1, for otherwise
MN(k) would be a neighborhood of j not including n+1, contrary to the hypothesis
that the minimal neighborhood of j was to include n+ 1.

As an immediate consequence, if n ∈MN( j)=MN(k), then MN( j) is expanded
to include n + 1 if and only if MN(k) is. That is, a single basis element which
happens to be the minimal neighborhood of distinct points j and k is still treated as
a single entity in the expansion process.
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1 2 3 4 5 6 7 8

Figure 1. A sample topology on [1, 8].

8 98 98 98 9 8 98 98 98 9 8 98 98 98 9 8 98 98 98 9

Figure 2. Possible expansions of minimal neighborhoods contain-
ing previous right endpoint: none, outermost one, outermost two,
outermost three.

Thus, if B= {MN(1),MN(2), . . . ,MN(n)} has m distinct sets containing n, we
expand the outermost k of these to include n+ 1, looping as k goes from 1 to m.

For example, consider the convex topology τ on [1, 8] having a base of minimal
neighborhoods B= {{1}, [2, 8], [3, 4], {5}, [5, 8], {8}}, as shown in Figure 1.

We may add 9 to this topology without changing any of the minimal neighbor-
hoods of j for j ∈ [1, 8], or since MN(2),MN(6) =MN(7), and MN(8) include
the right endpoint 8, they may be extended to include the added point 9. Since
8 ∈ MN(8) ⊂ MN(7) = MN(6) ⊂ MN(2), we note that MN(6) is expanded if
and only if MN(7) is expanded, so we do not need to treat MN(6) and MN(7)
as distinct basis elements and we may effectively ignore the duplicate MN(7).
Also, if MN(6) is expanded, then MN(6) ⊂ MN(2) implies that MN(2) would
also have to be expanded. Repeating this idea, we may expand nothing except the
outermost (i.e., longest) minimal neighborhood containing 8, namely MN(2), the
outermost two minimal neighborhoods containing 8, namely MN(2) and MN(6),
or the outermost three, MN(2),MN(6), and MN(8). See Figure 2.

Step 2: Defining the minimal neighborhood of the added point. Having deter-
mined the expansion of minimal neighborhoods of j ∈ [1, n], it remains to define the
minimal neighborhood MN(n+1) of n+1. Clearly we must have n+1∈MN(n+1).
The convexity condition and our need to retain the original topology τ on [1, n] as
a subspace imply that MN(n+1) must be of form {n+1}∪ I , where I is increasing
and open in τ . The final condition is the minimality of the neighborhood MN(n+1).
In Step 1, we may have expanded some neighborhoods of n to contain n+1 and, if
so, the minimal neighborhood of n+1 must be contained in each of these previously
defined neighborhoods of n+ 1. Thus, MN(n+ 1) must be of the form {n+ 1} ∪ I ,



30 TYLER CLARK AND TOM RICHMOND

1 2 3 4 5 6 7 8 9

Figure 3. Possible choices for MN(9) if no minimal neighbor-
hoods MN( j) are expanded for j ∈ [1, 8].

1 2 3 4 5 6 7 8 9

Figure 4. Possible choices for MN(9) if MN(2) and MN(6) are
expanded to include 9.

where I is increasing and τ -open, and I is contained in the innermost (shortest)
neighborhood MN( j) which was expanded in Step 1.

Continuing the example presented above, we may expand none of the original
minimal neighborhoods of j ∈[1, 8] to include 9, and then the minimal neighborhood
MN(9) of 9 may be defined as {9} ∪ I , where I is an increasing τ -open set in any
of the six ways suggested in Figure 3.

Figure 4 shows the three possible choices for the minimal neighborhood MN(9)
if the outermost two minimal neighborhoods containing 8, namely MN(2) and
MN(6), have been expanded to include 9.

A computer implementation of this algorithm yields the values for Tcvx(n) shown
in Table 2 below. With the Tcvx(2) = 4 convex topologies on [1, 2] as input,
the computer implementation loops through all the topologies τ on [1, n], adds
n+ 1, determines the number m of distinct minimal neighborhoods of j ∈ [1, n]
containing n, expands the outermost k of these to contain n+ 1 (as k goes from 0
to m), determines the increasing τ -open sets, defines the minimal neighborhood
MN(n+ 1) of n+ 1 as {n+ 1} ∪ I , where I is one of the increasing τ -open sets
contained in the smallest MN( j) previously expanded to include n+1, and, at each
selection of an option above, increments the Tcvx(n+ 1) counter and records the
data for this new topology on [1, n+ 1] required for the next iteration.

The efficiency of this algorithm can be improved by eliminating duplication
of computations. For example, if p is the largest integer with MN(p) = X for
two topologies s and t which agree to the right of p, then the computation for s
duplicates that for t , as noted by a helpful referee.
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n TNest(n) Tcvx(n) T (n)

1 1 1 1
2 3 4 4
3 10 21 29
4 34 129 355
5 116 876 6,942
6 396 6,376 209,527
7 1,352 48,829 9,535,241
8 4,616 388,771 642,779,354
9 15,760 3,191,849 63,260,289,423
10 53,808 26,864,936 8,977,053,873,043

Table 2. The numbers TNest(n) and Tcvx(n) of nested convex
topologies and convex topologies on an n-point totally ordered
set, and the number T (n) of topologies on an n-point set.

The numbers Tcvx(n) in Table 2 were also verified for n≤ 8 without the algorithm
using an exhaustive generation scheme. For comparison, we also include the number
TNest(n) of nested convex topologies and the number T (n) of topologies on n points
in the table.
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Nonultrametric triangles
in diametral additive metric spaces
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Heidi Verheggen, Elizabeth Wesson and Anthony Weston

(Communicated by Toka Diagana)

We prove that a diametral additive metric space is not ultrametric if and only if it
contains a diameter attaining nonultrametric triangle.

1. Introduction

Diameter and diametrical pairs of points in ultrametric spaces have been the subject
of recent extensive studies, including [Dordovskyi et al. 2011]. In this paper we
show that if a diametral additive metric space of diameter 1 is not ultrametric, then
it must contain a nonultrametric triangle of diameter 1.

We begin by recalling some preliminary definitions and background information.

Definition 1.1. A metric space (X, d) is said to be ultrametric if for all x, y, z ∈ X ,
we have

d(x, y)≤max{d(x, z), d(y, z)}.

Equivalently, a metric space (X, d) is ultrametric if and only if any given three
points in X can be relabeled as x, y, z so that d(x, y)≤ d(x, z)= d(y, z).

Interesting examples of ultrametric spaces include the rings Z p of p-adic integers,
the Baire space Bℵ0 , non-Archimedean normed fields and rings of meromorphic
functions on open regions of the complex plane. There is an immense literature
surrounding ultrametrics, as they have been intensively studied by topologists,
analysts, number theorists and theoretical biologists. For example, [de Groot
1956] characterized ultrametric spaces up to homeomorphism as the strongly zero-
dimensional metric spaces. In numerical taxonomy, on the other hand, every finite
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ultrametric space is known to admit a natural hierarchical description called a
dendogram. This has significant ramifications in theoretical biology. See, for
instance, [Gordon 1987].

In fact, ultrametrics are special instances of a more general class of metrics which
are termed additive. As we have noted in Definition 1.1, ultrametrics are defined by
a stringent three point criterion. The class of additive metrics satisfy a more relaxed
four point criterion. The formal definition is as follows.

Definition 1.2. A metric space (X, d) is said to be additive if for all x, y, z, w in
X , we have

d(x, y)+ d(z, w)≤max{d(x, z)+ d(y, w), d(x, w)+ d(y, z)}.

Equivalently, a metric space (X, d) is additive if and only if any given four points
in X can be relabeled as x, y, z, w so that d(x, y)+d(z, w)≤ d(x, z)+d(y, w)=

d(x, w)+ d(y, z).

Recall that a metric tree is a connected graph (T, E) without cycles or loops
in which each edge e ∈ E is assigned a positive length |e|. The distance dT (x, y)

between any two vertices x, y ∈ T is then defined to be the sum of the lengths
of the edges that make up the unique minimal geodesic from x to y. A brief but
important paper, [Buneman 1974, Theorem 2], showed that a finite metric space is
additive if and only if it is a tree metric in the sense of the following definition.

Definition 1.3. A metric d on a set X is said to be a tree metric if there exists a
finite metric tree (T, E, dT ) such that

(1) X is contained in the vertex set T of the tree, and

(2) d(x, y)= dT (x, y) for all x, y ∈ X .

In other words, d is a tree metric if (X, d) is isometric to a metric subspace of some
metric tree.

Ultrametrics form a very special subclass of the collection of all additive metrics.
Indeed, there is a close relationship between ultrametric spaces and the leaf sets or
end spaces of certain trees. This type of identification is discussed more formally
in [Holly 2001; Fiedler 1998].

The notion of a diametral metric space is recalled in the following definition. It
is a well-known result of mathematical analysis that all compact metric spaces are
diametral [Kaplansky 1977, Theorem 68].

Definition 1.4. Let (X, d) be a metric space.

(1) The diameter of a metric space (X, d) is defined to be the quantity 1 =

sup{d(x, y) : x, y ∈ X}. If we need to be more explicit about the underlying
metric space, we will write diam X or diam(X, d) instead of 1.

(2) (X, d) is diametral if there exist points x, y ∈ X such that d(x, y)=1.
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A metric space (X, d) is not ultrametric if it contains a “bad” triangle {x, y, z} ⊆
X ; i.e., x, y, z such that

d(x, y) > max{d(x, z), d(y, z)}.

In the case of a nonultrametric diametral additive metric space (X, d), we will see
that there is always a bad triangle whose base length equals diam X . Such triangles
are the subject of the following definition.

Definition 1.5. Let (X, d) be a metric space of diameter 1 <∞. We say that a
subset T ={x, y, z} of three distinct points from X forms a diameter nonultrametric
triangle if (T, d) is not ultrametric and diam T = diam X .

2. Nonultrametric triangles in diametral additive metric spaces

In this section we show that every nonultrametric diametral additive metric space
(X, d) contains a diameter nonultrametric triangle. We further note that this result is
not true in the more general class of diametral metric spaces. Thus the assumption
of additivity is necessary.

Henceforth we will assume that |X | ≥ 3. The following lemma treats the cases
|X | = 3 or 4.

Lemma 2.1. Let (X, d) be a three or four point additive metric space. If X is not
ultrametric, then X contains a diameter nonultrametric triangle.

Proof. The lemma is true by inspection if |X |=3, so we will assume that |X |=4. Let
X ={x, y, z, a} and suppose that d(a, z)=1, where 1 is the diameter of X . If X is
not ultrametric, then there exist three distinct points in X that do not satisfy the ultra-
metric inequality. That is, there exists a three point subset of X that is not ultrametric.
Consider the three point subsets of X : {x, y, z}, {x, y, a}, {y, z, a}, {x, z, a}.

Case 1: {y, z, a} is not ultrametric. Since a, z ∈ {y, z, a} and d(a, z)=1, we see
that diam{y, z, a} =1. Then {y, z, a} forms a diameter nonultrametric triangle by
definition.

Case 2: {x, z, a} is not ultrametric. The argument proceeds analogously to Case 1
and is omitted.

Case 3: {x, y, z} is not ultrametric. If max{d(a, x), d(x, z)}< 1, then {x, z, a} is
not ultrametric, and if max{d(a, y), d(y, z)}< 1, then {y, z, a} is not ultrametric.
Then we are reduced to Cases 1 and 2. Suppose that max{d(a, x), d(x, z)} =
max{d(a, y), d(y, z)} =1. If d(x, z)=1, then diam{x, y, z} =1 and so {x, y, z}
forms a diameter nonultrametric triangle. The same occurs if d(y, z)=1. Now let
d(a, x)= d(a, y)=1. As we are assuming that the metric space (X, d) is additive
and that d(a, z)=1, it follows from [Buneman 1974, Theorem 2] that x, y and z
are equidistant from a in some finite metric tree. In particular, no three point subset
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of {x, y, z, a} that includes a can lie on a common geodesic in this tree. Thus x, y
and z must be leaves in the minimal subtree generated by the vertices {x, y, z, a}.
The vertex a may or may not be a leaf in this subtree. However, if a is a leaf in this
subtree, we may replace it with the vertex a′ in the subtree that minimizes d(x, a′)
subject to the constraint d(x, a′)= d(y, a′)= d(z, a′). So, by proceeding in this
way (if necessary) and by ignoring all irrelevant internal vertices in the subtree, it
follows that {x, y, z} forms the leaf set of a centered metric tree that has at most
five vertices. Thus {x, y, z} is ultrametric by [Fiedler 1998, Theorem 2.2].

Case 4: {x, y, a} is not ultrametric. The argument proceeds analogously to Case 3
and is omitted. �

Theorem 2.2. A diametral additive metric space (X, d) is not ultrametric if and
only if X contains a diameter nonultrametric triangle.

Proof. (⇒) We prove the contrapositive of the forward implication. Let (X, d)

be a diametral metric space with diameter 1. Suppose X contains no diameter
nonultrametric triangles. We may choose a, b∈ X with d(a, b)=1. Let x, y, z ∈ X
be given. We show that the ultrametric inequality holds for x, y, z. Without loss of
generality, we may assume that x 6= a, b. Consider the set X ′ = {a, b, x}. Clearly
diam(X ′, d)=1. If X ′ is not ultrametric, then X ′ forms a diameter nonultrametric
triangle in X . So X ′ must be ultrametric. Thus d(a, x)=1 or d(b, x)=1. Without
loss of generality, we may assume that d(a, x)=1. Now consider X ′′={a, x, y, z}.
By construction, diam(X ′′, d) = 1. It follows that any diameter nonultrametric
triangle of X ′′ is also a diameter nonultrametric triangle of X . However, X contains
no diameter nonultrametric triangles. So X ′′ contains no diameter nonultrametric
triangles. By Lemma 2.1, X ′′ is ultrametric. Hence d(x, y)≤max{d(x, z), d(y, z)},
and so X is ultrametric.

(⇐) Any metric space that contains a diameter nonultrametric triangle is not
ultrametric. �

The following example shows that the forward implication of Theorem 2.2 may
fail if the metric space is not assumed to be additive. Consider any nonultrametric
metric triangle ({x, y, z}, d). Let 1 denote the diameter of this triangle. We may
assume that 1= d(x, y) > max{d(x, z), d(y, z)}. Now adjoin a fourth point a at
distance 1+ ε from x, y and z where ε > 0. The resulting four point diametral
metric space is not additive and contains no diameter nonultrametric triangles.
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An elementary approach to characterizing Sheffer
A-type 0 orthogonal polynomial sequences

Daniel J. Galiffa and Tanya N. Riston

(Communicated by Zuhair Nashed)

In 1939, Sheffer published “Some properties of polynomial sets of type zero”,
which has been regarded as an indispensable paper in the theory of orthogonal
polynomials. Therein, Sheffer basically proved that every polynomial sequence
can be classified as belonging to exactly one type. In addition to various in-
teresting and important relations, Sheffer’s most influential results pertained to
completely characterizing all of the polynomial sequences of the most basic type,
called A-type 0, and subsequently establishing which of these sets were also
orthogonal. However, Sheffer’s elegant analysis relied heavily on several charac-
terization theorems. In this work, we show all of the Sheffer A-type 0 orthogonal
polynomial sequences can be characterized by using only the generating function
that defines this class and a monic three-term recurrence relation.

1. Introduction

In his seminal work, I. M. Sheffer [1939] basically showed that every polynomial
sequence can be classified as belonging to exactly one type. The majority of his
paper was dedicated to developing a wealth of aesthetic results regarding the most
basic type, entitled A-type 0. This included various interesting characterization
theorems. Moreover, one of Sheffer’s most important results was his classification
of the A-type 0 orthogonal sets, which are often simply called the Sheffer sequences.
Sheffer attributed these orthogonal sets to J. Meixner, who originally discovered
them in [Meixner 1934]. The Sheffer sequences (also called Meixner polynomials)
are now known to be the very well-studied and applicable Laguerre, Hermite,
Charlier, Meixner, Meixner–Pollaczek and Krawtchouk polynomials — refer to
[Koekoek and Swarttouw 1996] for details regarding these polynomials and the
references therein for additional theory and applications.
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In this paper, we develop and employ an elementary method for characteriz-
ing all of the aforementioned Sheffer A-type 0 orthogonal polynomials (Meixner
polynomials) that is entirely different than Sheffer’s approach. Furthermore, the
analysis herein comprises the most basic complete characterization of the Sheffer
sequences. We also mention that although a very terse overview of the essence of
our methodology (for obtaining necessary conditions) is essentially addressed in
[Ismail 2009, pp. 524, 525], the rigorous details of applying our approach do not
appear anywhere in the current literature.

Since the publication of [Sheffer 1939], a wealth of papers have been written
related to the Sheffer sequences, many of which are quite recent. One such work
that also develops a basic-type of characterization is [Di Bucchianico and Loeb
1994]. Other papers include [Al-Salam and Verma 1970; Di Bucchianico 1994;
Di Nardo et al. 2011; Dominici 2007; Hofbauer 1981; Popa 1997; 1998; Shukla
and Rapeli 2011]. In addition, a very large amount of work has been completed
pertaining to the theory and applications of specific A-type 0 orthogonal sets, e.g.,
[Akleylek et al. 2010; Chen et al. 2011; Coffey 2011; Coulembier et al. 2011;
Dueñas and Marcellán 2011; Ferreira et al. 2008; Hutník 2011; Khan et al. 2011;
Kuznetsov 2008; Miki et al. 2011; Mouayn 2010; Sheffer 1941; Vignat 2011; Wang
et al. 2011; Wang and Wong 2011; Yalçinbaş et al. 2011]. Indeed, research on the
Sheffer sequences is an active area and important in its own right. Therefore, our
current characterization of such a class is certainly of interest.

In order to sufficiently lay the foreground for our analysis, we first discuss all
of the preliminary definitions and terminologies that are utilized throughout this
paper. Then, we give a concise overview of Sheffer’s method for determining the
A-type 0 orthogonal polynomial sequences. We conclude this section by briefly
summarizing the sections that follow.

1A. Preliminaries. Throughout this work, we make use of each of the following
definitions and terminology.

Definition 1.1. We always assume that a set or sequence of polynomials {Pn(x)}∞n=0
is such that each Pn(x) has degree exactly n.

Definition 1.2. A set of polynomials {pn(x)}∞n=0 is monic if pn(x)−xn is of degree
at most n− 1, or equivalently if the leading coefficient of each pn(x) is unitary.

Definition 1.3. The set of polynomials {Pn(x)}∞n=0 is orthogonal if it satisfies one
of the two following weighted inner product conditions:

Continuous : 〈Pm(x), Pn(x)〉 =
∫
�1

Pm(x)Pn(x)w(x) dx = αnδm,n, (1-1)

Discrete : 〈Pm(x), Pn(x)〉 =
∑
�2

Pm(x)Pn(x)w(x)= βnδm,n, (1-2)
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where δm,n denotes the Kronecker delta

δm,n :=

{
1 if m = n,
0 if m 6= n,

with �1 ⊆ R, �2 ⊆ {0, 1, 2, . . .} and w(x) > 0, called the weight function.

The Laguerre, Hermite and Meixner–Pollaczek polynomials satisfy a continuous
orthogonality relation of the form (1-1). On the other hand, the Charlier, Meixner
and Krawtchouk polynomials satisfy a discrete orthogonality relation of the form
(1-2); see [Koekoek and Swarttouw 1996].

Definition 1.4. We write each of our orthogonal polynomials in the hypergeometric
form (r Fs) as

r Fs

(
a1, . . . , ar

b1, . . . , bs

∣∣∣ z
)
=

∞∑
k=0

(a1, . . . , ar )k

(b1, . . . , bs)k

zk

k!
, (1-3)

where the Pochhammer symbol (a)k is defined as

(a)k := a(a+ 1)(a+ 2) · · · (a+ k− 1), (a)0 := 1,

with
(a1, . . . , a j )k := (a1)k · · · (a j )k .

The sum (1-3) terminates if one of the numerator parameters is a negative integer;
e.g., if one such parameter is −n, then (1-3) is a finite sum over 0≤ k ≤ n.

Definition 1.5. We define a linear generating function for a polynomial sequence
{Pn(x)}∞n=0 by ∑

3

ξn Pn(x)tn
= F(x, t),

where {ξn}
∞

n=0 is a sequence in n, independent of x and t , with 3⊆ {0, 1, 2, . . .}.
Moreover, we say that the function F(x, t) generates the set {Pn(x)}∞n=0.

It is important to mention that a linear generating function need not converge, as
several relationships can be derived when F(x, t) is divergent. For example, by
expanding each of the generating functions used in this paper as a formal power
series in t , the respective polynomial Pk(x) can be determined by evaluating the
coefficient of tk .

It is well-known that a necessary and sufficient condition for a set of polynomials
{Pn(x)}∞n=0 to be orthogonal is that it satisfies a three-term recurrence relation (see
[Rainville 1960]), which can be written in different forms. In particular, we utilize
the following two forms in this work, and adhere to the nomenclature used in
[Al-Salam 1990].
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Definition 1.6 (the three-term recurrence relations). It is a necessary and sufficient
condition that an orthogonal set {Pn(x)}∞n=0 satisfies an unrestricted three-term
recurrence relation of the form
Pn+1(x)= (Anx + Bn)Pn(x)−Cn Pn−1(x), An An−1Cn > 0,

where P−1(x)= 0 and P0(x)= 1. (1-4)

If pn(x) represents the monic form of Pn(x), then it is a necessary and sufficient con-
dition that {pn(x)}∞n=0 satisfies the following monic three-term recurrence relation

pn+1(x)= (x + bn)pn(x)− cn pn−1(x), cn > 0,

where P−1(x)= 0 and P0(x)= 1. (1-5)

1B. A summary of Sheffer’s A type-0 analysis. In order to determine each of the
A-type 0 orthogonal sets previously discussed, Sheffer first developed a characteri-
zation theorem, which gave necessary and sufficient conditions for a polynomial se-
quence to be A-type 0 via a linear generating function. Meixner [1934] essentially de-
termined which orthogonal sets satisfy the A-type 0 generating function using a dif-
ferent approach than Sheffer. Meixner used the A-type 0 generating function as the
definition of the A-type 0 class. In our present work, we follow Meixner’s convention.
The reader can also refer to [Al-Salam 1990] for a concise overview of Meixner’s
analysis. In addition, for rigorous developments of the methods of Sheffer and
Meixner, as well as related results, extensions and applications, see [Galiffa 2013].

Definition 1.7. A polynomial set {Pn(x)}∞n=0 is classified as A-type 0 if there exist
{a j }

∞

j=0 and {h j }
∞

j=1 such that

A(t)ex H(t)
=

∞∑
n=0

Pn(x)tn, (1-6)

with

A(t) :=
∞∑

n=0

antn, a0 = 1 and H(t) :=
∞∑

n=1

hntn, h1 = 1. (1-7)

To determine which orthogonal sets satisfy (1-6), Sheffer utilized a monic three-
term recurrence relation of the form

Pn(x)= (x + λn)Pn−1(x)−µn Pn−2(x), n = 1, 2, . . . . (1-8)

Along with several additional results, Sheffer essentially established the following:

Theorem 1.8. A necessary and sufficient condition for an A-type 0 set {Pn(x)}∞n=0
to satisfy (1-8) is that

λn = α+ bn and µn = (n− 1)(c+ dn),

with c+ dn 6= 0 for n > 1.
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In other words, Sheffer proved that in order for an A-type 0 set {Pn(x)}∞n=0 defined
by (1-6) to be orthogonal, it must be that λn is at most linear in n and µn is at most
quadratic in n.

Since in our present work we make use of a monic three-term recurrence relation
of the form (1-5), i.e., the contemporary form, we scale (1-8) via n 7→ n+ 1, giving

Pn+1(x)= (x + λn+1)Pn(x)−µn+1 Pn−1(x), n = 0, 1, 2, . . . , (1-9)

and the recursion coefficients in Theorem 1.8 therefore take on the form

λn+1 = (α+ b)+ bn, µn+1 = (c+ d)n+ dn2. (1-10)

Theorem 1.8, again along with additional results, eventually led Sheffer to the fol-
lowing characterizing theorem, which yields all of the general A-type 0 orthogonal
sets in terms of their linear generating functions, and which is written below using
the same notation as in [Sheffer 1939].

Theorem 1.9. A polynomial set {Pn(x)}∞n=0 is A-type 0 and orthogonal if and only
if A(t)ex H(t) in (1-6) is of one of the following forms:

A(t)ex H(t)
= µ(1− bt)c exp

{
d + atx
1− bt

}
, abcµ 6= 0, (1-11)

A(t)ex H(t)
= µ exp[t (b+ ax)+ ct2

], acµ 6= 0, (1-12)

A(t)ex H(t)
= µect(1− bt)d+ax , abcµ 6= 0, (1-13)

A(t)ex H(t)
= µ(1− t/c)d1+x/a(1− t/b)d2−x/a, abcµ 6= 0, b 6= c. (1-14)

By judiciously choosing each of the parameters in (1-11)–(1-14) we can achieve
all of the Sheffer A-type 0 orthogonal sets. For emphasis, we write each of these
parameter selections below and then display the corresponding generating function
as it appears in [Koekoek and Swarttouw 1996]. We also call upon each of these
generating relations in Section 4.

The Laguerre polynomials. In (1-11), we select the parameters as µ= 1, a =−1,
b = 1, c =−(α+ 1) and d = 0 to obtain

∞∑
n=0

L(α)n (x)tn
= (1− t)−(α+1) exp

(
xt

t − 1

)
. (1-15)

The Hermite polynomials. With the assignments µ= 1, a = 2, b = 0 and c =−1
in (1-12), we have

∞∑
n=0

1
n!

Hn(x)tn
= exp(2xt − t2). (1-16)



44 DANIEL J. GALIFFA AND TANYA N. RISTON

The Charlier polynomials. If in (1-13) we choose µ= 1, a = 1, b = 1/α, c = 1,
and d = 0, then we obtain

∞∑
n=0

1
n!

Cn(x;α)tn
= et

(
1−

t
α

)x

. (1-17)

The Meixner polynomials. In (1-14), we select µ = 1, a = 1, b = 1, c arbitrary,
d1 = 0 and d2 =−β leading to

∞∑
n=0

(β)n

n!
M(x;β, c)tn

=

(
1−

t
c

)x

(1− t)−(x+β). (1-18)

The Meixner–Pollaczek polynomials. Taking µ = 1, a = −i , b = eiφ , c = e−iφ

and d1 = d2 =−λ in (1-14) leads to
∞∑

n=0

P (λ)n (x;φ)tn
= (1− eiφt)−λ+i x(1− e−iφt)−λ−i x . (1-19)

The Krawtchouk polynomials. Lastly, selecting µ = 1, a = 1, b = −1, c =
p/(1− p), d1 = 0 and d2 = N in (1-14) yields

N∑
n=0

C(N , n)Kn(x; p, N )tn
=

(
1−

1− p
p

t
)x

(1+ t)N−x , (1-20)

for x = 0, 1, 2, . . . , N , where C(N , n) denotes the binomial coefficient.
Interestingly enough, Sheffer only stated (1-15) and (1-16) by their names, i.e.,

the Laguerre and Hermite polynomials respectively. Moreover, at the time when
[Sheffer 1939] was published, the remaining orthogonal polynomials were not yet
commonly referred to by the names above; the exception to this being the Charlier
polynomials, which were called the Poisson–Charlier polynomials by Meixner
[1934] and others.

1C. An overview of our present A-type 0 analysis. Our current work amounts to
determining which A-type 0 polynomial sequences are also orthogonal by utilizing
only the generating function (1-6) and the monic three-term recurrence relation
(1-9), without calling upon any additional relationships. It is in this regard that our
approach is elementary. The remainder of this paper is organized as follows.

In Section 2, we derive necessary conditions for the Sheffer A-type 0 recursion
coefficients λn+1 and µn+1 as in (1-10), which in fact comprise only the terms a1,
a2, h2 and h3 in (1-7). In Section 3, we prove that the A-type 0 orthogonal sets are
necessarily the monic forms of the Laguerre, Hermite, Charlier, Meixner, Meixner–
Pollaczek and Krawtchouk polynomials by appropriately selecting the parameters
a1, a2, h2 and h3. As a supplement to this analysis, in Section 4 we first derive
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linear generating functions for each of the monic forms of the A-type 0 orthogonal
sets using (1-15)–(1-20). From these relations, we obtain the same parameter values
as those in Section 3. We conclude this paper in Section 5 by showing that the
conditions on the recursion coefficients λn+1 and µn+1 from Section 2 are also
sufficient. This provides six additional basic characterizations of our orthogonal sets.

2. Deriving the Sheffer A-type 0 recursion coefficients

In this section, we derive necessary conditions for the recursion coefficients λn+1

and µn+1 to be as in (1-10). In order to do this, we first determine the coefficients
of xn , xn−1 and xn−2 of the arbitrary Sheffer A-type 0 polynomial Pn(x) in (1-6),
which we label as cn,0, cn,1 and cn,2, respectively. To obtain these values, we
compare the coefficients of xk tn for k = n, n−1, n−2 on both sides of (1-6). After
these leading coefficients are discovered, we substitute our polynomial Pn(x) =
cn,0xn

+cn,1xn−1
+cn,2xn−2

+O(xn−3) into the three-term recurrence relation (1-4)
and derive a system of simultaneous linear equations, the solution of which yields
the recursion coefficients An , Bn and Cn as in (1-4). We then transform the resulting
unrestricted recurrence relation into monic form, which gives λn+1 and µn+1.

We begin by expanding the left side of (1-6) and accounting for h1 = 1 via (1-7):
∞∑

n=0

antn
· exp(x(t + h2t2

+ h3t3
+ · · · ))

=

∞∑
n=0

antn
· exp(xt) · exp(h2xt2) · exp(h3xt3) · · ·

=

∞∑
k0=0

ak0 tk0 ·

∞∑
k1=0

(xt)k1

k1!
·

∞∑
k2=0

(h2xt2)k2

k2!
·

∞∑
k3=0

(h3xt3)k3

k3!
· · · .

We next express the general term in each of the products above as

ak0 tk0 ·
xk1 tk1

k1!
·

hk2
2 xk2 t2k2

k2!
·

hk3
3 xk3 t3k3

k3!
· · · . (2-1)

Thus, discovering the coefficient of xr t s is equivalent to determining all of the
nonnegative integer solutions {k0, k1, k2, . . .} to the linear Diophantine equations

k1+ k2+ k3+ · · · = r, (2-2)

k0+ k1+ 2k2+ 3k3+ · · · = s, (2-3)

where (2-2) represents the x-exponents and (2-3) the t-exponents. We can now
discover the coefficients xntn , xn−1tn and xn−2tn , which we partition into the three
parts below.
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The coefficient of xn tn. For this case, we subtract (2-2) from (2-3) with r = n and
s = n, yielding

k0+ k2+ 2k3+ · · · = 0.

It is then readily seen that k1 is a free variable and k0 = k2 = k3 = · · · = 0. Thus,
from substituting these values into (2-3) with s = n, we see that k1 = n, and after
comparing with (2-1) we observe that the coefficient of xntn is 1/n!.

The coefficient of xn−1 tn. Here, we subtract (2-2) from (2-3) with r = n− 1 and
s = n, which gives

k0+ k2+ 2k3+ · · · = 1,

yielding two cases:

Case 1. k0 = 1 and k2 = k3 = · · · = 0. Substituting these values into (2-3) gives
k1 = n− 1, and via (2-1) we achieve

a1

(n− 1)!
.

Case 2. k2 = 1 and k0 = k3 = · · · = 0. Now, (2-3) becomes k1 = n− 2, and from
(2-1) we have

h2

(n− 2)!
.

Therefore, we know that the coefficient of xn−1tn is

a1

(n− 1)!
+

h2

(n− 2)!
.

The coefficient of xn−2 tn. Lastly, we subtract (2-2) from (2-3) with r = n− 2 and
s = n, and obtain

k0+ k2+ 2k3 = 2,

which has four solutions, yielding four cases. In the same way as in the previous
cases, we see that the coefficient of xn−2tn is

a2

(n− 2)!
+

a1h2+ h3

(n− 3)!
+

h2
2

2!(n− 4)!
;

the details have been omitted for brevity. Thus, we have established the following:

Lemma 2.1. For the Sheffer A-type 0 polynomial Pn(x) = cn,0xn
+ cn,1xn−1

+

cn,2xn−2
+O(xn−3) as in (1-6), we have

cn,0 =
1
n!
, cn,1 =

a1

(n− 1)!
+

h2

(n− 2)!
,

cn,2 =
a2

(n− 2)!
+

a1h2+ h3

(n− 3)!
+

h2
2

2!(n− 4)!
.

(2-4)
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Proof. See the above analysis. �

We now have the following result:

Theorem 2.2. The Sheffer A-type 0 recursion coefficients An , Bn and Cn satisfying
(1-4) are given by

An =
1

n+ 1
, Bn =

a1+ 2h2n
n+ 1

,

Cn =
a2

1 − 2a2+ 2a1h2− 4h2
2+ 3h3+ (4h2

2− 3h3)n
n+ 1

.

(2-5)

Proof. We see that upon substituting Pn(x)=cn,0xn
+cn,1xn−1

+cn,2xn−2
+O(xn−3)

into the three-term recurrence relation (1-4), we obtain

cn+1,0xn+1
+ cn+1,1xn

+ cn+1,2xn−1
+O(xn−2)

= Ancn,0xn+1
+ Ancn,1xn

+ Ancn,2xn−1
+O(xn−2)

+ Bncn,0xn
+ Bncn,1xn−1

+ Bncn,2xn−2
+O(xn−3)

−Cncn−1,0xn−1
−Cncn−1,1xn−2

−Cncn−1,2xn−3
+O(xn−4).

Thus, comparing the coefficients of xn+1, xn and xn−1 above results in the lower-
triangular simultaneous system of linear equationscn,0 0 0

cn,1 cn,0 0
cn,2 cn,1 −cn−1,0

An

Bn

Cn

=
cn+1,0

cn+1,1

cn+1,2

 .
Since the diagonal terms cn,0 and cn−1,0 are nonzero by Definition 1.1, the solution
to the above system is unique and determined via Gauss–Jordan Elimination to be

An =
cn+1,0

cn,0
, Bn =

cn+1,1cn,0− cn+1,0cn,1

c2
n,0

,

Cn =
cn+1,0(cn,0cn,2− c2

n,1)+ cn,0(cn+1,1cn,1− cn+1,2cn,0)

cn−1,0c2
n,0

.

Substituting (2-4) accordingly yields our desired result. �

We now determine λn+1 and µn+1. To accomplish this, we must derive a monic
three-term recurrence relation of the form (1-9) from the recursion coefficients
(2-5). Thus, we replace Pn(x) with dn Qn(x) in (1-4), resulting in

Qn+1(x)=
dn

dn+1
Anx Qn(x)+

dn

dn+1
Bn Qn(x)−

dn−1

dn+1
Cn Qn−1(x).

Therefore, we require
dn

dn+1
An = 1,
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which is a first-order linear difference equation readily solved via iterations to be

dn =
1
n!
.

Then, we have

λn+1 =
dn

dn+1
Bn = a1+ 2h2n, (2-6)

µn+1 =
dn−1

dn+1
Cn = (a2

1 − 2a2+ 2a1h2− 4h2
2+ 3h3)n+ (4h2

2− 3h3)n2. (2-7)

Thus, we have shown that λn+1 is at most linear in n and that µn+1 is at most
quadratic in n. Hence, we have the following statement:

Theorem 2.3. For a polynomial sequence {Pn(x)}∞n=0 to be A-type 0 and orthogo-
nal, the recursion coefficients λn+1 and µn+1 in

Pn+1(x)= (x + λn+1)Pn(x)−µn+1 Pn−1(x), n = 0, 1, 2, . . .

must necessarily be of the form

λn+1 = c1+ c2n and µn+1 = c3n+ c4n2, c1, . . . , c4 ∈ R,

with µn+1 > 0.

Interestingly enough, the parameters c1, . . . , c4 above are only in terms of the first
two nonunitary coefficients of t in A(t) and H(t) of (1-7), i.e., a1, a2, h2 and h3.
Furthermore, in regard to Sheffer’s analysis, we can readily write λn+1 and µn+1 in
Theorem 2.3 as in (1-10) and uniquely determine the parameters α, b, c and d.

Corollary 2.4. The parameters α, b, c and d in the Sheffer A-type 0 monic recursion
coefficients λn+1 and µn+1 of (1-10) are

α=a1−2h2, b=2h2, c=a2
1−2a2+2a1h2−8h2

2+6h3 and d=4h2
2−3h3.

3. The Sheffer A-type 0 orthogonal polynomials

In this section, we prove the following theorem, which relies on the analysis
conducted in Section 2:

Theorem 3.1. The following orthogonal polynomial sequences all necessarily
belong to the Sheffer A-type 0 class:

{(−1)nn!L(α)n (x)}, {2−n Hn(x)}, {(−a)nCn(x; a)},
{

cn(β)n

(c− 1)n
Mn(x;β, c)

}
,

{(2 sinφ)−nn!P (λ)n (x;φ)}, {(−N )n pn Kn(x; p, N )};

these are respectively the monic forms of the Laguerre, Hermite, Charlier, Meixner,
Meixner–Pollaczek and Krawtchouk polynomials, as defined in (1-15)–(1-20).
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Proof. We first substitute λn+1 and µn+1 as in (2-6) and (2-7), respectively, into
(1-9). We therefore see that every A-type 0 orthogonal set must necessarily satisfy
a monic three-term recurrence of the form

Pn+1(x)= [x + a1+ 2h2n]Pn(x)

−
[
(a2

1 − 2a2+ 2a1h2− 4h2
2+ 3h3)n+ (4h2

2− 3h3)n2]Pn−1(x). (3-1)

We now separately consider each of the monic three-term recurrence relations for
the Laguerre, Hermite, Charlier, Meixner, Meixner–Pollaczek and Krawtchouk
polynomials, and then uniquely determine the values that the parameters a1, a2, h2

and h3 must take in each case.

The Laguerre polynomials. The Laguerre polynomials satisfy a monic three-term
recurrence relation of the form

L
(α)
n+1(x)= (x − (α+ 1)− 2n)L (α)

n (x)− (αn+ n2)L
(α)
n−1(x), (3-2)

where

L (α)
n (x) := (−1)nn!L(α)n (x) (3-3)

with

L(α)n (x) :=
(α+ 1)n

n! 1 F1

(
−n
α+ 1

∣∣∣ x
)
.

Therefore, comparing (3-2) with (3-1), we see that

a1 =−(α+ 1), a2 =
1
2(α+ 1)(α+ 2), h2 =−1, h3 = 1. (3-4)

Thus,
{
(−1)nn!L(α)n (x)

}∞
n=0 is a Sheffer A-type 0 orthogonal set.

The Hermite polynomials. The monic recurrence relation for the Hermite polyno-
mials is

Hn+1(x)= xHn(x)− 1
2 nHn−1(x), (3-5)

where

Hn(x) := 2−n Hn(x) (3-6)

with

Hn(x) := 2nxn
2 F0

(
−n/2, (1− n)/2

−

∣∣∣− 1
x2

)
.

From comparing (3-5) with (3-1), we obtain

a1 = 0, a2 =−1/4, h2 = 0, h3 = 0. (3-7)

Thus, {2−n Hn(x)}∞n=0 is a Sheffer A-type 0 orthogonal set.
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The Charlier polynomials. The Charier polynomials satisfy a monic three-term
recurrence relation of the form

Cn+1(x)= (x − a− n)Cn(x)− anCn−1(x) (3-8)

where
Cn(x) := (−1)nanCn(x; a) (3-9)

with

Cn(x; a) := 2 F0

(
−n,−x
−

∣∣∣−1
a

)
.

Therefore, weighing (3-8) against (3-1), we see that

a1 =−a, a2 =
a2

2!
, h2 =−1/2, h3 = 1/3, (3-10)

and we conclude that {(−1)nanCn(x; a)}∞n=0 is a Sheffer A-type 0 orthogonal set.

The Meixner polynomials. The monic three-term recurrence relation for the Meix-
ner polynomials is

Mn+1(x)

=

(
x+

cβ
c−1
+

c+1
c−1

n
)

Mn(x)−
(
β−1
(c−1)2

cn+
c

(c−1)2
n2
)

Mn−1(x), (3-11)

where

Mn(x) := (β)n

(
c

c− 1

)nM

n
(x;β, c), (3-12)

with

Mn(x;β, c) := 2 F1

(
−n,−x
β

∣∣∣ 1−
1
c

)
.

Then, from comparing (3-11) with (3-1) we arrive at

a1 =
cβ

c− 1
, a2 =

c2β(β + 1)
2(c− 1)2

, h2 =
c+ 1

2(c− 1)
, h3 =

1+ c+ c2

3(c− 1)2
. (3-13)

Hence, we have shown that {cn(β)n/(c− 1)n Mn(x;β, c)}∞n=0 is a Sheffer A-type 0
orthogonal set.

The Meixner–Pollaczek polynomials. The Meixner–Pollaczek polynomials have
the monic three-term recurrence relation

Pn+1(x)=
(

x+
λ

tanφ
+

n
tanφ

)
Pn(x)−

(
2λ− 1

4 sin2 φ
n+

n2

4 sin2 φ

)
Pn−1(x), (3-14)

where

Pn(x) :=
n!

(2 sinφ)n
P (λ)n (x;φ), (3-15)
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with

P (λ)n (x;φ) :=
(2λ)n

n!
einφ

2 F1

(
−n, λ+ i x

2λ

∣∣∣1−e−2iφ
)
, λ>0 and φ ∈ (0, π).

After comparing (3-14) with (3-1), we obtain

a1 = λ cotφ, a2 =
4 cos2 φλ(λ+ 1)− 2λ

8 sin2 φ
,

h2 =
1
2

cotφ, h3 =
1
4

cot2 φ−
1

12
. (3-16)

Thus,
{
(2 sinφ)−nn!P (λ)n (x;φ)

}∞
n=0 is a Sheffer A-type 0 orthogonal set.

The Krawtchouk polynomials. The Krawtchouk polynomials have

Kn+1(x)= [x − pN + (2p− 1)n]Kn(x)

−[p(1− p)(N + 1)n− p(1− p)n2
]Kn−1(x) (3-17)

as a monic recurrence relation, where

Kn(x) := (−N )n pn Kn(x; p, N ) (3-18)

with

Kn(x; p, N ) := 2 F1

(
−n,−x
−N

∣∣∣ 1
p

)
, n = 0, 1, 2, . . . , N .

After equating the recursion coefficients in (3-17) with those in (3-1) it follows that

a1 =−N p, a2 =
1
2(N − 1)N p2, h2 = p− 1

2 , h3 = p2
− p+ 1

3 (3-19)

and therefore {(−N )n pn Kn(x; p, N )}∞n=0 is a Sheffer A-type 0 orthogonal set.
Hence, we have now established the theorem. �

4. Verification of parameters via generating function expansion

Here, we supplement the analysis of the previous two sections by implementing a
procedure for discovering the a1, a2, h2 and h3 parameters for each of the Sheffer
A-type 0 orthogonal polynomials obtained in Section 3 by using their corresponding
generating functions. This analysis yields explicit power series expansions for A(t)
and H(t) in (1-7) for each of the A-type 0 orthogonal sets.

The method used throughout this section is as follows. Momentarily, let us
assume that Pn(x) is a Sheffer A-type 0 orthogonal polynomial and pn(x) is its
corresponding monic form. Then notice via the proof of Theorem 3.1 that these
polynomials must be related in the following way

pn(x)= anbn Pn(x), (4-1)
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where b is a polynomial parameter, a function of a polynomial parameter, or a
constant and an is a sequence in n. Furthermore, let us assume that {Pn(x)}∞n=0 has
a linear generating function of the form∑

3

cn Pn(x)tn
= F(x, t).

Then, we uniquely determine dn such that andn = cn , multiply (4-1) by dntn and
sum over 3 to obtain∑

3

dn pn(x)tn
=

∑
3

cn Pn(x)(bt)n = F(x, bt). (4-2)

The relation (4-2) is a generating function for {pn(x)}∞n=0. Simply stated, we see
that it was achieved via the transformation t 7→ bt of the generating function for
{Pn(x)}∞n=0. After deriving a relation of the form (4-2), we then can determine
A(t) and H(t) and construct their Maclaurin series expansions, from which we can
deduce a1, a2, h2 and h3 and compare them accordingly with those of Section 3.

The Laguerre polynomials. Multiplying relation (3-3) by tn/n! and summing for
n = 0, 1, 2, . . . gives

∞∑
n=0

1
n!

L (α)
n (x)tn

=

∞∑
n=0

L(α)n (x)(−t)n = (1+ t)−(α+1) exp
(

xt
1+ t

)
via (1-15). This yields the following relations for A(t) and H(t):

A(t)= (1+ t)−(α+1)
=

∞∑
n=0

(−1)n(α+ 1)n
n!

tn

= 1− (α+ 1)t + 1
2(α+ 1)(α+ 2)t2

+ · · · ,

and

H(t)=
t

1+ t
=

∞∑
n=1

(−1)n+1tn
= t − t2

+ t3
+ · · · .

Thus, we see that a1, a2, h2 and h3 above correspond exactly with those in (3-4).

The Hermite polynomials. We multiply the relation (3-6) by tn/n!, sum for n =
0, 1, 2, . . . and then utilize (1-16) to obtain

∞∑
n=0

1
n!

Hn(x)tn
=

∞∑
n=0

1
n!

Hn(x)
( 1

2 t
)n
= exp

(
xt − 1

4 t2).
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Upon writing this relation in the form A(t)ex H(t), we see that
∞∑

n=0

1
n!

Hn(x)tn
= exp

(
−

1
4 t2) exp(xt),

which gives the following expressions for A(t) and H(t):

A(t)= exp
(
−

1
4 t2)
=

∞∑
n=0

(−1)nt2n

22nn!
= 1− 1

4 t2
+ · · · , H(t)= t.

Hence, we realize that a1, a2, h2 and h3 are exactly the same as those in (3-7).

The Charlier polynomials. By multiplying the relation (3-9) by tn/n!, summing
for n = 0, 1, 2, . . . and then using (1-17), we have

∞∑
n=0

1
n!

Cn(x; a)tn
=

∞∑
n=0

1
n!

Cn(x; a)(−at)n = e−at(1+ t)x .

We then put this result in the form A(t)ex H(t):
∞∑

n=0

1
n!

Cn(x; a)tn
= e−at ex ln(1+t),

which leads to the relations for A(t) and H(t)

A(t)= e−at
=

∞∑
n=0

(−a)ntn

n!
= 1− at +

a2

2!
t2
+ · · · ,

H(t)= ln(1+ t)=
∞∑

n=1

(−1)n+1tn

n
= t − 1

2 t2
+

1
3 t3
+ · · · ,

and we observe that a1, a2, h2 and h3 above are indiscernible from those in (3-10).

The Meixner polynomials. We multiply (3-12) by tn/n!, sum for n = 0, 1, 2, . . .
and then use (1-18), which gives

∞∑
n=0

1
n!

M (x;β, c)tn
=

∞∑
n=0

(β)n

n!
M(x;β, c)

(
ct

c− 1

)n

=

(
1−

t
c− 1

)x(
1−

ct
c− 1

)−(x+β)
.

Rewriting this result in the form A(t)ex H(t), we see that
∞∑

n=0

1
n!

M (x;β, c)tn
=
(
1− ct/(c− 1)

)−β exp
(

x ln
(

c− 1− t
c− 1− ct

))
,
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which in turn gives the following relations for A(t) and H(t):

A(t)=
(
1− ct/(c− 1)

)−β
=

∞∑
n=0

(β)ncn

n!(c− 1)n
tn
= 1+

cβ
c− 1

t +
c2β(β + 1)
2(c− 1)2

t2
+ · · · ,

H(t)= ln(c− 1− t)− ln(c− 1− ct)

=

∞∑
n=1

cn
− 1

n(c− 1)n
tn
= t +

c+ 1
2(c− 1)

t2
+

1+ c+ c2

3(c− 1)2
t3
+ · · · ,

and hence a1, a2, h2 and h3 are identical to those in (3-13).

The Meixner–Pollaczek polynomials. We multiply the relation (3-15) by tn/n!
and sum for n = 0, 1, 2, . . . We then use (1-19), and obtain

∞∑
n=0

1
n!

Pn(x;φ)tn

=

∞∑
n=0

Pn(x;φ)
(

t
2 sinφ

)n

=

(
1−

eiφt
2 sinφ

)−λ+i x(
1−

e−iφt
2 sinφ

)−λ−i x

.

Rewriting this result in the form A(t)ex H(t), we have

∞∑
n=0

1
n!

Pn(x; a)tn

=

[(
1−

eiφt
2 sinφ

)(
1−

e−iφt
2 sinφ

)]−λ
exp

[
x ln

((
1− eiφt/(2 sinφ)

1− e−iφt/(2 sinφ)

)i)]
,

which leads to A(t) and H(t) below:

A(t)=
[(

1−
eiφt

2 sinφ

)(
1−

e−iφt
2 sinφ

)]−λ
=

∞∑
n=0

[ n∑
k=0

(λ)k(λ)n−kei(n−2k)φ

2nk!(n− k)! sinn φ

]
tn

= 1+ λ cotφt +
(

4 cos2 φλ(λ+ 1)− 2λ

8 sin2 φ

)
t2
+ · · · ,

H(t)= i
[

ln(1− eiφt/(2 sinφ))− ln(1− e−iφt/(2 sinφ))
]

=

∞∑
n=1

sin(nφ)
2n−1n sinn φ

tn
= t + 1

2 cotφt2
+
( 1

4 cot2 φ− 1
12

)
t3
+ · · · ,

and the a1, a2, h2 and h3 above are the same as those in (3-16).
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The Krawtchouk polynomials. Finally, we multiply (3-18) by tn/n!, sum for n =
0, 1, 2, . . . , use the fact that

(−N )n
n!
=

(−1)n N !
n!(N − n)!

= (−1)nC(N , n),

and (1-20) in order to obtain
∞∑

n=0

1
n!

Kn(x; p, N )tn
=

∞∑
n=0

(−N )n pn

n!
Kn(x; p, N )tn

=

∞∑
n=0

C(N , n)Kn(x; p, N )(−pt)n

= (1+ (1− p)t)x(1− pt)N−x .

We write this result in the form A(t)ex H(t):
∞∑

n=0

1
n!

Kn(x; p, N )tn
= (1− pt)N exp

(
x ln

(
1+ (1− p)t

1− pt

))
.

Then, A(t) and H(t) are

A(t)= (1− pt)N
=

∞∑
n=0

(−N )n pn

n!
tn
= 1+−N pt +

1
2
(N − 1)N p2t2

+ · · · ,

H(t)= ln(1+ (1− p)t)− ln(1− pt)=
∞∑

n=1

(−1)n+1(1− p)n + pn

n
tn

= t +
(

p− 1
2

)
t2
+
(

p2
− p+ 1

3

)
t3
+ · · ·

and our a1, a2, h2 and h3 above correspond exactly to those in (3-19).

5. A proof for sufficiency: the “inverse method”

We have thus far established necessary conditions for the A-type 0 recursion co-
efficients (2-6) and (2-7). We next show that these conditions are also sufficient
and thus achieve a complete characterization of all of the A-type 0 orthogonal sets.
Namely, we prove that given (3-1), (1-6) must follow. We call our approach the
“inverse method”, which is a procedure for obtaining a linear generating function
from a three-term recurrence relation and therefore reverses the analysis conducted
in Sections 2 and 3. The method is as follows.

Assume {Pn(x)}∞n=0 is a polynomial set that satisfies a three-term recurrence
relation of the form (1-4). We first multiply this relation by cntn , where cn is a
certain function in n that is independent of x and t , and sum for n = 0, 1, 2, . . . .
Then, from the assignment F(t; x) :=

∑
∞

n=0 cn Pn(x)tn , we obtain a first-order
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differential equation in t , with x regarded as a parameter. The initial condition
for this equation is F(0; x)= 1, via the initial condition P0(x)= 1 in (1-4). The
existence and uniqueness of the solution to this differential equation are guaranteed,
and the solution will be a generating function for the set {Pn(x)}∞n=0.

We now apply the inverse method to each of the unrestricted three-term recurrence
relations of our A-type 0 orthogonal sets — as a byproduct, additional fundamental
characterizations (differential equations) are obtained for our generating functions
(1-15)–(1-20). To derive each of these relations, we first substitute (1-10) into (1-9),
which leads to

Pn+1(x)= x Pn(x)+ (α+ b+ bn)Pn(x)− ((c+ d)n+ dn2)Pn−1(x).

Here, we use (1-10) as opposed to (2-6) and (2-7) for ease of notation. Now define
Pn(x) := en Qn(x), and note that our relation directly above becomes

en+1 Qn+1(x)= xen Qn(x)+ (α+ b+ bn)en Qn(x)− ((c+ d)n+ dn2)en−1 Qn−1.

Taking en := n! and dividing both sides by n!, we have

(n+ 1)Qn+1(x)= x Qn(x)+ (α+ b+ bn)Qn(x)− (c+ d + dn)Qn−1(x), (5-1)

which is the unrestricted three-term recurrence relation for the Sheffer A-type 0
orthogonal polynomials. We apply Corollary 2.4 accordingly to determine the
recurrence coefficients for each case.

We begin by writing out the rigorous details for the Laguerre case. For the
subsequent cases, we outline only the salient details. In these cases, we first display
the unrestricted three-term recurrence relation, which we henceforth call UTTRR.
Then, we display the cn and the corresponding definition of F . Finally, we write
the resulting differential equation (labeled DE) and its unique solution, which will
be the corresponding Sheffer A-type 0 generating function.

The Laguerre polynomials. Using (3-4), Corollary 2.4 and (5-1), we obtain

(n+ 1)L(α)n+1(x)− (2n+α+ 1− x)L(α)n (x)+ (n+α)L(α)n−1(x)= 0.

We next multiply both sides of this relation by tn (cn≡1) and sum for n=0, 1, 2, . . . ,
which yields

∞∑
n=0

(n+ 1)L(α)n+1(x)t
n
− 2

∞∑
n=1

nL(α)n (x)tn
− (α+ 1− x)

∞∑
n=0

L(α)n (x)tn

+

∞∑
n=1

nL(α)n−1(x)t
n
+α

∞∑
n=0

L(α)n−1(x)t
n
= 0. (5-2)



SHEFFER A-TYPE 0 ORTHOGONAL POLYNOMIAL SEQUENCES 57

We next assign F := F(t; x) :=
∑
∞

n=0 L(α)n (x)tn , accounting for the fact that
Ḟ(t; x)=

∑
∞

n=1 nL(α)n (x)tn−1 by Ḟ := (∂/∂t)F(t; x). Recalling that L(α)
−1(x)= 0

from (1-4), we see that (5-2) becomes

Ḟ − 2t Ḟ − (α+ 1− x)F +
∞∑

n=2

nL(α)n−1(x)t
n
+αt F = 0 (5-3)

and also observe that

∞∑
n=1

nL(α)n−1(x)t
n
=

∞∑
n=2

(n− 1)L(α)n−1(x)t
n
+

∞∑
n=1

L(α)n−1(x)t
n
= t2 Ḟ + t F.

Then, we can put (5-3) in standard form:

Ḟ +
[

x + (α+ 1)(t − 1)
1− 2t + t2

]
F = 0; F(0; x)= 1. (5-4)

The integrating factor in (5-4) turns out to be

µ= exp
[∫

x + (α+ 1)(t − 1)
1− 2t + t2 dt

]
and, through partial fraction decomposition, we attain the general solution

F(t; x)= c(x, α)(t − 1)−(α+1) exp
(

x
t − 1

)
.

Therefore, using our initial condition in (5-4) to determine c(x, α), we establish
the solution

F(t; x)=
∞∑

n=0

L(α)n (x)tn
= (t − 1)−(α+1) exp

(
xt

t − 1

)
, (5-5)

which is the Sheffer A-type 0 generating function for the Laguerre polynomials.

The Hermite polynomials.

UTTRR: Hn+1(x)= 2x Hn(x)− 2nHn−1(x)
cn: 1/n!
F : F(t; x) :=

∑
∞

n=0 (1/n!)Hn(x)tn

DE: Ḟ − 2(x − t)F = 0; F(0; x)= 1
Solution: F(t; x)=

∑
∞

n=0 (1/n!)Hn(x)tn
= exp(2xt − t2)
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The Charlier polynomials.

UTTRR: −xCn(x; a)= aCn+1(x; a)− (n+ a)Cn(x; a)+ nCn−1(x; a)
cn: 1/n!
F : F(t; x, a) :=

∑
∞

n=0 (1/n!)Cn(x; a)tn

DE: Ḟ − (1+ x/(t − a))F = 0; F(0; x, a)= 1
Solution: F(t; x, a)=

∑
∞

n=0 (1/n!)Cn(x; a)tn
= et(1− t/a)x

The Meixner polynomials.

UTTRR: (c−1)x Mn(x;β, c)=
c(β+n)Mn+1(x;β, c)−[n+c(β+n)]Mn(x;β, c)+nMn−1(x;β, c)

cn: (β)n1/n!

F : F(t; x, β, c) :=
∑
∞

n=0(β)n/(n!)Mn(x, β, c)tn

DE: Ḟ +
(
(c−1)x+(c−t)β
(1+c−t)t−c

)
F = 0; F(0; x, β, c)= 1

Solution: F(t; x, β, c)= (1− t/c)x(1− t)−(x+β)

Remark 5.1. For establishing this differential equation, we made use of the identity
(β)n = (β)n−1(β + n− 1).

The Meixner–Pollaczek polynomials.

UTTRR: (n+ 1)P (λ)n+1(x;φ)− 2[x sinφ+ (n+ λ) cosφ]P (λ)n (x;φ)
+ (n+ 2λ− 1)P (λ)n−1(x;φ)= 0

cn: 1

F : F(t; x, λ, φ) :=
∑
∞

n=0 P (λ)n (x;φ)tn

DE: Ḟ + 2
(
λ(t−cosφ)−x sinφ

1−2 cosφt+t2

)
F = 0; F(0; x, λ, φ)= 1

Solution: F(t; x, λ, φ)=
∑
∞

n=0 P (λ)n (x;φ)tn
= (1−eiφt)−λ+i x(1−e−iφt)−λ−i x

The Krawtchouk polynomials.

UTTRR: −x Kn(x; P, N )= p(N − n)Kn+1(x; P, N )
− [p(N − n)+ n(1− p)]Kn(x; P, N )+ n(1− p)Kn−1(x; P, N )

cn:
(N

n

)
F : F(t; x, p, N ) :=

∑N
n=0

(N
n

)
Kn(x, p, N )tn

DE: Ḟ +
( x/(p+tp−t)−N

1+t

)
F = 0; F(0; x, p, N )= 1

Solution: F(t; x, p, N )=
∑N

n=0
(N

n

)
Kn(x, p, N )tn

= (1− ((1− p)/p)t)x(1+ t)N−x

We now have the following statement:
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Theorem 5.2. Given the monic recursion coefficients corresponding to each of
the A-type 0 orthogonal sets of Laguerre, Hermite, Charlier, Meixner, Meixner–
Pollaczek and Krawtchouk, there exists a generating function of the form (1-6).

Hence, Theorem 2.3 in conjunction with Theorem 5.2 establishes the following
culminating statement:

Theorem 5.3. A necessary and sufficient condition for {Pn(x)}∞n=0 to be a Sheffer
A-type 0 orthogonal set is that the monic recursion coefficients λn+1 and µn+1, as
respectively in (2-6) and (2-7), have the form

λn+1 = c1+ c2n and µn+1 = c3n+ c4n2, c1, . . . , c4 ∈ R,

with µn+1 > 0.

Finally, we mention that this paper solves Problem 1 in Section 3.9 of [Galiffa
2013].
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Average reductions between random tree pairs
Sean Cleary, John Passaro and Yasser Toruno

(Communicated by Robert W. Robinson)

There are a number of measures of degrees of similarity between rooted binary
trees. Many of these ignore sections of the trees which are in complete agreement.
We use computational experiments to investigate the statistical characteristics of
such a measure of tree similarity for ordered, rooted, binary trees. We generate
the trees used in the experiments iteratively, using the Yule process modeled upon
speciation.

1. Introduction

Rooted binary trees arise in a wide range of settings, from biological evolutionary
trees to efficient structures for searching datasets. There are a number of measures
of tree similarity which arise in these settings. Here we investigate a measure which
is relevant for ordered, rooted, binary trees of the same size. Examples of trees
satisfying such conditions include some binary search trees. Our approach is to
consider pairs of such trees of increasing size n, selected via a random process, and
investigate the degree of commonality given by a natural measure of the degree to
which they agree completely on peripheral subtrees. Using experimental evidence,
we find that the degree of commonality appears to grown linearly with tree size,
and we estimate the average behavior.

There are a number of processes for selecting trees randomly. One method
that is commonly studied is the uniform distribution on trees, where each tree is
equally likely to be selected. Some properties of the reduction behavior of trees
selected uniformly at random have been investigated by Cleary, Elder, Rechnitzer
and Taback [Cleary et al. 2010] while studying statistical properties of Thompson’s
group F , showing that a tree pair selected from the uniform distribution on tree pairs
is almost surely unreduced in the sense described below. The common subtrees
investigated here via reduction are a particular case of common edges, where in the
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common edge case the collections of common edges need not be peripheral. That
is, in the more general case they need not include the complete subtree, extending
to the leaves. For common edges of all types, the average number of common edges
with respect to the uniform selection of trees at random case has been examined
experimentally by Chu and Cleary [2013] and asymptotically by Cleary, Rechnitzer
and Wong [Cleary et al. 2013]. Asymptotically, the expected number of reductions
of a tree pair selected uniformly at random is

16− 5π
π

n+
7π − 20
π

+ O
(

log n
n

)
,

for reductions of a more general type, which is about

0.092958n+ 0.633802+ O
(

log n
n

)
.

The experimental results in [Chu and Cleary 2013] show quick convergence to the
dominant linear term of 0.092958n. For the particular subtree peripheral reductions
(that is, subtree reductions) considered here, a similar generating function analysis
gives the asymptotic number of trees as (7− 4

√
3)n, which is about 0.0717968n

when tree pairs are selected uniformly at random. So on average more than three
quarters of the expected common edges lie in expected common peripheral subtrees.

Here, instead of considering trees selected uniformly at random, we study a
process for generating trees at random motivated by biological questions, called
the Yule process [Yule 1925; Harding 1971], also known as uniform speciation. A
tree is grown iteratively from the root. At each step, a leaf is selected uniformly at
random from the leaves present at that stage, and a new sibling pair is attached at
that leaf, and then the process is iterated until we have a tree with the appropriate
number of leaves. Such a distribution of trees also can arise from a variety of
insertion scenarios in tree-structured data.

The distribution of the number of sibling pairs (“cherries”) of unordered trees
was investigated by McKenzie and Steel [2000] for both the uniform and Yule tree
distributions — asymptotically, there are n/3 expected sibling pairs for the Yule
distribution and n/4 for the uniform distribution. Here we find experimentally that
the expected number of subtree reductions is also larger for the Yule distribution
than the uniform distribution, with almost 13% expected subtree reduction compared
to the expected reduction of about 7% in the uniform case.

2. Background and definitions

We consider rooted binary trees on n leaves with a natural left-to-right order on
leaves, numbered from 1 to n. The internal nodes of the trees we refer to as nodes
and the external nodes we refer to as leaves. Two children of the same node which
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are leaves form a sibling pair and their leaf numbers are necessarily of the form i
and i + 1 for some i .

A tree pair (S, T ) is reduced if there are no sibling pairs with leaves numbered i
and i+1 in S which have a corresponding sibling pair i and i+1 as leaves in T . An
elementary reduction for a tree pair (S, T ) with n leaves with a common sibling pair
(i, i+1) is a tree pair (S′, T ′) with n−1 leaves, where the common sibling pair has
been removed in both S and T and the leaves have been appropriately renumbered.
A reduction of a tree pair diagram is a sequence of elementary reductions. There
may be many possible elementary reductions for an unreduced tree pair and thus
many possible reductions, but for a given tree pair (S, T ), there is a unique reduced
tree pair (S′′, T ′′) which is itself a reduction of (S, T ) and which has the property
that any possible sequence of reductions from (S, T ) will terminate in that reduced
tree pair. An example of tree pair reduction is given in Figure 1.

The subtrees that are eliminated during the reduction process for a tree pair
(S, T ) are portions of the tree in which S and T agree completely. There are a
number of metrics on spaces of trees of interest, coming from biological questions,
database efficiency questions and more abstract approaches. For all of the standard
metrics on spaces of trees with an order on the leaves, the parts of the trees which
are in complete agreement do not contribute to the distance. That is, if a tree pair
(S, T ) reduces to a tree pair (S′, T ′), the distance of interest between S and T
is the same as the distance between S′ and T ′. The fact that the trees S′ and T ′

may be considerably smaller is of good use, particularly for distances which are

Figure 1. An unreduced tree pair and its reduction to a reduced tree
pair. The top unreduced tree pair has a common subtree containing
the sibling pair of nodes 1 and 3 in both trees, shown in red, which
is then removed and the nodes renumbered, resulting in the lower
tree pair which is reduced.
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difficult to compute. Given that the best known algorithm for rotation distance
is of exponential running time, and that many tree metrics of biological interest
are proven to be of class NP, even a marginal reduction in the sizes of trees under
consideration is worthwhile. This analysis is an effort to understand the degree to
which such reductions typically reduce the size of tree pairs.

We generate trees using the Yule or speciation method as follows. We begin with
a single node with two leaves, and then randomly select from the leaves and replace
that leaf with a node with its own two leaves, renumbering the leaves as needed.
We then choose randomly from the three current leaves, replacing that chosen leaf
with a node and two leaves, and continue enlarging the tree in this process until it
is the desired size.

As shown in Figure 2, there may be more than one way to generate a given tree
using the Yule process. The process is generally more likely to generate balanced
trees than stringy ones, so the distribution on trees is different than that for the
uniform random selection of trees, as described in [Harding 1971]. This is also
related to the difference in expected number of sibling pairs described in [McKenzie
and Steel 2000].

Figure 2. Some trees can be generated in several ways via the
Yule process, such as this balanced tree with four leaves which can
be generated in two ways. Every other tree with four leaves can be
generated in just one way, resulting in a nonuniform distribution
of random tree selection.



AVERAGE REDUCTIONS BETWEEN RANDOM TREE PAIRS 67

3. Experiments and conclusions

We constructed programs in C to create tree pairs of a specified size and count
the reductions, iterating to obtain average values. Tree pairs with trees ranging
from size 100 to 29,000 were generated and the total size of common subtrees was
calculated and recorded for each pair generated, with the results summarized in
Table 1. Generally, there were around 1000 tree pairs of each size generated and
analyzed, sufficient to give small error bars in the analysis. The average reductions
grew linearly, with about 12.8% average reduction in size, significantly more than
the corresponding value of about 7.1% in the corresponding case for trees generated
uniformly at random. As indicated in Figures 3 and 4, the relationship appears to be

Tree size range Average total subtree reduction σ subtree reduction

100– 2000 0.12846 0.013829
2001– 8000 0.12781 0.006034
8001–15000 0.12775 0.003462

15001–29000 0.12773 0.002402

Table 1. Average total size of common subtrees and corresponding
sample standard deviations.
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Figure 3. The average number of reductions grows linearly with
tree size, with tight error bars from the sample sizes used over this
range. The slope of the line of best fit is about 0.127. Error bars
indicate 3 standard deviations from the sample averages.
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Figure 4. The average fraction of the tree pairs which are elim-
inated in the reduction process is close to 0.127, over the range
shown. Error bars indicate 3 standard deviations from the sample
averages.

linear, and a linear regression to the data gives an excellent fit with r2 value of within
one-millionth of 1. The line of best fit for the experimental data is 0.1277n+0.268.

What we find is that the fraction of the trees which reduce appears larger for the
Yule distribution than for the uniform distribution.
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Growth functions of finitely generated algebras
Eric Fredette, Dan Kubala, Eric Nelson,

Kelsey Wells and Harold W. Ellingsen, Jr.

(Communicated by Joseph A. Gallian)

We study the growth of finitely presented two-generator monomial algebras. In
particular, we seek to improve an upper bound found by the last author. Our search
lead us to a connection to de Bruijn graphs and a drastically improved bound.

The growth of algebras has been long studied by algebraists; it goes hand-in-hand
with the Gelfand–Kirillov dimension of algebras. An excellent source is [Krause
and Lenagan 2000]. Throughout this paper F denotes a field and 0 ∈ N. We focus
our work on the growth of algebras of the form F〈x, y〉/I , where I is an ideal of
the free algebra F〈x, y〉 generated by finitely many monomials. Such an algebra is
called a finitely presented two-generator monomial algebra. It is customary to refer
to monomials as words. Let A be one of these algebras. We consider the set B of all
words in x and y that do not have any of the words in the generators for I as factors
or subwords. It is standard to show that the image of B is a basis for A. Instead of
referring to images of words, we will view the multiplication on A as follows. For
any words u and v in B, uv is simply uv if uv has no generator of I as a subword,
and uv = 0 otherwise. We define the length of a word to be the number of letters in
it, counting repetitions. Now we can define a function g :N→N by setting g(n) to
be the number of words in B of length at most n. This function g is called a growth
function for A and the growth of A is essentially the type of function g is, such as a
polynomial of some degree or an exponential. Let’s consider a couple of examples.

Example 1 (Determine a growth function for A = F〈x, y〉, the free algebra in two
variables). Then the set B consists of all of the words in x and y, such as 1 (the
word of length zero), x , y, x2, xy, yx , and y2. Now, given an n ∈ N, we see that
there are two choices for each of the n letters in a word of length n, and so there
are 2n words of length n in B. Thus g(n)=

∑n
i=0 2i

= 2n+1
− 1. In this case the

growth of A is exponential.

MSC2010: 16P90, 68R15.
Keywords: growth of algebras, de Bruijn graphs.
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Example 2 (Determine a growth function for A = F〈x, y〉/(xy)). Now B consists
of all of the words in x and y that do not have xy as a subword. A few of them are
1, x , y, x2, yx , and y2. Since xy is a subword of x2 y, x2 y 6∈B. Let n ∈ N. Since
no word having xy as a subword is in B, the words of length n in B are of the form
yk xn−k for k = 0, 1, . . . , n. We see that there are n+ 1 of these and thus

g(n)=
n∑

i=0

(i + 1)=
n2
+ 3n+ 2

2
.

The growth function is a quadratic polynomial, so we say that A has quadratic
growth.

These two examples were fairly straightforward as there were very few generators
for the ideals. We can only imagine how complicated the counting could get when
there are several generators. It could easily become a combinatorial nightmare.
However we were fortunate that Ufnarovskiı̆ [1982] came up a very nice way to
overcome this. He considered the cycle structure of a particular directed graph,
which is constructed as follows. Consider one of our algebras, with d + 1 being
the maximum length of the words that generate the ideal, where d ≥ 2. The set of
vertices of the directed graph is the set of all words in x and y of length d in B.
We draw an arrow from a vertex u to a vertex v provided ua = bv ∈ B, where
a, b ∈ {x, y}. This graph is called the overlap graph for A and will be denoted 0A.

Example 3 (Construct 0A for A = F〈x, y〉/I where I = (yx2, y2x, xyx, yxy)).
Since the maximum length of generators for I is 3, d = 2. Since all of the generators
for I have length 3, the vertices for 0A are the words in B of length 2: x2, y2, xy, yx .
Notice that the words in B of length 3 are x3, y3, x2 y, and xy2. Here is 0A:

xy

""
x2

<<

66 y2
hh

yx

We have an arrow from x2 to x2 because x3
∈B and x3

= (x2)x = x(x2). Also we
have an arrow from x2 to xy as x2 y ∈B and x2 y = (x2)y = x(xy). Even though
(y2)x = y(yx), there is no arrow from y2 to yx , as y2x 6∈B.

The following theorem yields the connection between the overlap graph and the
growth of the algebra.

Theorem 4 [Ufnarovskiı̆ 1982]. Let A= F〈x, y〉/I , where I is generated by finitely
many monomials of maximum length d+1 for some d ≥ 2, and let 0A be the overlap
graph for A. Then:
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(1) There is a one-to-one correspondence between words in B of length d + j and
paths in 0A of length j for each j ∈ N. (We define the length of a path to be
the number of arrows in it, counting repetitions).

(2) If 0A has two intersecting cycles, then the growth of A is exponential.

(3) If 0A has no intersecting cycles, then the growth of A is polynomial of degree
s, where s is the maximal number of distinct cycles on a path in 0A.

Referring to Example 3 above, we see that 0A has no intersecting cycles, but
does have two distinct cycles on a path. So its growth is degree two, or quadratic,
as we have already seen. Given d ≥ 2 in Theorem 4, we wish to determine the
highest-possible-degree polynomial that bounds the growth for A. In [Ellingsen Jr.
1993] it was shown that 2d

− d + 1 is an upper bound for this degree.
Now we come to the connection to de Bruijn graphs. We are very grateful to

Dr. Jo Ellis-Monaghan of St. Michael’s College in Vermont for making us aware
of them. It turns out that the overlap graphs for our algebras can be considered as
subgraphs of de Bruijn graphs, with the only difference being that de Bruijn used
0 and 1 instead of x and y. For a given d ≥ 2, the vertices of the de Bruijn graph
Bd are all of the binary d-tuples, and there is an arrow from the binary d-tuple
u = u1u2 · · · ud to the binary d-tuple v = v1v2 · · · vd if and only if u2u3 · · · ud =

v1v2 · · · vd−1, that is, u1u2 · · · udvd = u1v1v2 · · · vd . Replacing 0 and 1 with x and
y yields the overlap graph using all the words in x and y of length d with all possible
arrows. After some online searching, the student authors found that much work
has been done on de Bruijn graphs, the most remarkable of which is the following
theorem proven by Mykkeltveit [1972], but originally conjectured by Golomb.

Theorem 5. For any d ≥ 2, the maximum number of simultaneous disjoint cycles
in Bd is Z(d)= (1/d)

∑
k|d φ(k)2

d/k , where φ is Euler’s phi function.

Our main theorem follows.

Theorem 6. Let d ≥ 2 and let I be an ideal of F〈x, y〉 generated by finitely many
words of maximum length d+1. If the growth function for A= F〈x, y〉/I is not expo-
nential, then the maximum possible polynomial degree for the growth of A is Z(d).

Proof. Let d ≥ 2, let I be an ideal of F〈x, y〉 generated by finitely many words of
maximum length d+ 1 and let A = F〈x, y〉/I . Assume that the growth of A is not
exponential. Let 0 be the overlap graph for the words of length d with all possible
arrows and 0A the overlap graph for A. By the previous theorem we know that there
are at most Z(d) disjoint cycles in Bd , which is identical to 0. Thus there can be
at most Z(d) distinct cycles on any path in 0. Since 0A is a subgraph of 0, Z(d) is
also the maximum possible number of distinct cycles in 0A. Hence by Ufnarovskiı̆’s
theorem the maximum possible polynomial degree for the growth of A is Z(d). �

The following table illustrates the drastic improvement of the new upper bound:
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d 2d
− d + 1 Z(d)

2 3 3
3 6 4
4 13 6
5 28 8
6 59 14
7 122 20
8 249 36
9 504 60

We have found explicitly that this bound is sharp for d ∈{2, 3, 4, 5, 6, 7} [Flores et al.
2009; Hunt 2002], and are working on the conjecture that is it sharp for all d ≥ 2.
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A note on triangulations of sumsets
Károly J. Böröczky and Benjamin Hoffman

(Communicated by Andrew Granville)

For finite subsets A and B of R2, we write ACB D faC b W a 2A; b 2 Bg. We
write tr.A/ to denote the common number of triangles in any triangulation of the
convex hull of A using the points of A as vertices. We consider the conjecture
that tr.ACB/

1
2 � tr.A/

1
2 C tr.B/

1
2 . If true, this conjecture would be a discrete

two-dimensional analogue to the Brunn–Minkowski inequality. We prove the
conjecture in three special cases.

1. Introduction

We write A;B to denote finite subsets of Rd , and j � j to stand for their cardinality.
For objects X1; : : : ;Xk in Rd , ŒX1; : : : ;Xk � denotes their convex hull. Our starting
point is two classical results. One is due to Freiman from the 1960s; namely,

jACBj � jAjC jBj � 1; (1)

with equality if and only if A and B are arithmetic progressions of the same
difference. The other result, the Brunn–Minkowski inequality, dates back to the
19th century. It says that if X;Y � Rd are compact sets, then

�.X CY /
1
d � �.X /

1
d C�.Y /

1
d ;

where � stand for the Lebesgue measure, and equality holds if X and Y are convex
homothetic sets. This theorem has been successfully applied to estimating the
size of a sumset, for example by Ruzsa, Green, and Tao. In turn, various discrete
analogues of the Brunn–Minkowski inequality have been established in papers by
Bollobás and Leader, Gardner and Gronchi, Green and Tao and, most recently,
by Grynkiewicz and Serra in the planar case. All these papers use the method of
compression, which changes a finite set into a set better suited for sumset estimates,
but which cannot control the convex hull. See [Freiman 1973; 2002] for the earlier
history, and [Ruzsa 2009] and [Tao and Vu 2006] for thorough surveys.

MSC2010: 11B75, 52C05.
Keywords: additive combinatorics, sumsets, Brunn–Minkowski inequality, triangulations.
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Unfortunately the known analogues are not as simple in their form as the original
Brunn–Minkowski inequality. A formula due to Gardner and Gronchi says that if
A is not contained in any affine subspace of Rd , then

jACBj � .d!/�
1
d .jAj � d/

1
d CjBj

1
d :

In this paper, we discuss a more direct version of the Brunn–Minkowski inequality
in the plane, which would improve Freiman’s inequality if both A and B are
two-dimensional.

In the planar case (d D 2), a recent conjecture by Matolcsi and Ruzsa (personal
communication, 2009) might point to the right version of the Brunn–Minkowski
inequality. Let A be a finite noncollinear point set in R2. We write tr A to denote
the common number of triangles in any triangulation of ŒA� using the points of A

as vertices. If bA and iA denote the number of points of A in @ŒA� and intŒA�, then
the Euler formula yields

tr AD bAC 2iA� 2: (2)

If… is a polygon with vertices in Z2, and ADZ2\…, then Pick’s theorem says that

tr AD 2�.…/:

Now the Ruzsa–Matolcsi conjecture proposes that if A and B in the plane are
not collinear, then

tr.ACB/
1
2 � tr.A/

1
2 C tr.B/

1
2 : (3)

We note that equality holds if for a polygon … whose vertices are in Z2 and integers
k;m� 1, we have AD Z2\ k… and B D Z2\m….

In this paper, we verify (3) in some special cases. To present our main idea we
note that if ˛; ˇ > 0, then

.˛Cˇ/2 � 2.˛2
Cˇ2/; (4)

with equality if and only if ˛ D ˇ. Thus conjecture (3) follows from

tr.ACB/� 2 Œtr AC tr B�: (5)

This inequality does not hold in general. For example, let … be a polygon with
vertices in Z2, and let AD Z2\ k… and B D Z2\m… for integers k;m� 1. If
k ¤m, then we have equality in the Brunn–Minkowski theorem for X D ŒA� and
Y D ŒB�. Still, as we verify, (5) holds in several interesting cases.

The triangulation conjecture (3) can be written in the following form.

Conjecture 1 (main conjecture). If A and B are finite noncollinear sets R2, thenp
2iACBC bACB � 2 �

p
2iAC bA� 2C

p
2iBC bB � 2:
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In turn, (5) is equivalent with

2iACBC bACB � 4iAC 4iBC 2bAC 2bB � 6: (6)

2. Remarks on the boundary

In the following, we need the notion of exterior normal. A vector u is an exterior
normal at x0 to ŒA�, where x0 2A, if

u �x0 Dmaxfu �x W x 2Ag:

It immediately follows that only points in the boundary of ŒA� will have nonzero
exterior normals. It also follows that if aC b is a boundary point of ŒACB� for
a 2A and b 2 B, then an exterior unit normal u at aC b to ŒACB� is an exterior
unit normal at a to ŒA�, and at b to ŒB�. We conclude the following:

Lemma 2. If A and B are finite noncollinear sets in R2, and a 2 A and b 2 B,
then aCb lies on the boundary of ŒACB� with nonzero exterior unit normal vector
u if and only if u is an exterior normal to ŒA� at a and to ŒB� at b.

For a unit vector u, and finite set A, define the collinear set of points

Au D fx 2A W u �x Dmax
y2A

.u �y/g:

Lemma 3. For any finite noncollinear sets A and B in R2, we have

bACB � bAC bB;

with equality if and only if the inequalities jAuj � 2 and jBuj � 2 for a unit vector
u imply that Au and Bu are arithmetic progressions of the same difference.

Proof. For a finite collinear set C , let S.C / D jC j � 1, namely, the number of
segments the points of C divide the line into. Therefore if C and D are contained in
parallel lines, then S.C CD/�S.C /CS.D/, with equality if and only if jC j D 1,
jDj D 1, or C and D are arithmetic progressions of the same difference. Applying
this observation to C DAu and D D Bu for each unit vector which is an exterior
normal to a side of ŒACB� yields the lemma. �

3. Sums with unique representation for each point

In this section we consider the case where representation of points in ACB is
unique. We say that the representation is unique when for all x 2 A C B, if
x D a1C b1 and x D a2C b2, then a1 D a2 and b1 D b2.

Theorem 4. If the representation of points in ACB is unique, then Conjecture 1
holds.
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Proof. From the previous section, we see that whether x D aC b 2ACB lies on
the boundary of ŒACB� depends only on the exterior normals of a 2A and b 2 B.
So applying any transformation to A or B that preserves jACBj, tr A, tr B, and
the exterior normals of A and B will also preserve tr.ACB/. Note that scalar
multiplication by �, where �AD f�a W a 2Ag, satisfies the latter three conditions
immediately. Since the representation of points in ACB is unique, picking � so that
the representation of points in �ACB is also unique will satisfy the first condition.

We pick � small enough so that, for fixed b 2B, letting �ACbDfaCb W a2 �Ag,
for any x 2 �ACB, if x 2 Œ�ACb�, then x 2 �ACb. Geometrically, this amounts
to shrinking A enough that �ACB looks like a little copy of A placed at each
point in B. It follows that the representation of points in �ACB is unique, and
hence tr.�ACB/D tr.ACB/.

Assume without loss of generality that tr AD tr.�A/� tr B. We begin to draw
lines between points in �ACB to form a partial triangulation, which can be extended
to a triangulation of �ACB. For each b 2 B, draw lines on �AC b that form a
triangulation of that set. Then, consider a triangulation T of B. For b1; b2 2 B

that are connected by a line in T , consider �AC b1 and �AC b2. Pick a point
b�

1
2 �ACb1 that has exterior normal b2�b1 in Œ�ACb1�. Pick a point b�

2
2 �ACb2

that has exterior normal b1�b2 in Œ�ACb2�. Now, in �ACB, draw a line between
b�

1
and b�

2
. Geometrically, we have mimicked a triangulation of A at each little

copy of A, and a triangulation of B on a large scale, treating each little copy of A

as a point in B. Letting ptr.�ACB/ denote the number of polygons enclosed in
this partial triangulation, it follows that

tr.ACB/D tr.�ACB/� ptr.�ACB/D jBj tr AC tr B: (7)

Conjecture 1 then follows from the inequalityp
jBj tr AC tr B �

p
tr AC

p
tr B: (8)

Since jBj � 3 and tr A� tr B, .jBj�2/ tr A� tr B holds, which then implies (8). �

4. The case iA D iB D 1

We see that Lemma 3 yields that (6), and in turn Conjecture 1, would follow from

2iACB � 4iAC 4iBC bAC bB � 6; (9)

which we have already noted does not always hold. However, in the remainder of this
paper we show it holds for two special cases. The proof of the first case is simple:

Theorem 5. When iA D iB D 1, Conjecture 1 holds.

Proof. From Lemma 2, it follows that if a 2 Aint D fa 2 A W a 2 intŒA�g, then
aCB � .ACB/int. So by (1), since iA and iB are nonempty, iACB � iACjBj�1,
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and similarly iACB � iBCjAj � 1. Thus, since jAj D iAC bA and jBj D iBC bB ,
we have

2iACB � 2iAC 2iBC bAC bB � 2: (10)

In the case that iA D iB D 1, (9) follows. �

5. The case jAj D bA and jB j D bB

We now turn to the case jAj D bA and jBj D bB , or in other words, both A and B

lie on the boundary of their convex hulls. In this case, (9) becomes

2iACB � bAC bB � 6: (11)

The bad news is that (11) does not always hold. Let

zAD f.0; 0/; .1; 0/; .0; 1/g D f.x;y/ 2 N2
W xCy � 1g;

zB D f.0; 0/; .1; 0/; .0; 1/; .2; 0/; .1; 1/; .0; 2/g D f.x;y/ 2 N2
W xCy � 2g:

Therefore j zAj D b zA D 3, j zBj D b zB D 6, and zAC zB D f.x;y/ 2 N2 W xCy � 3g

yields i zAC zB D 1. In particular, (11) fails to hold for zA and zB, but the good news is
that Conjecture 1 does hold for them.

We note that zB D zAC zA. Actually, if A is any set of three noncollinear points,
and BDACA, then there exists a linear transformation ' such that A is a translate
of ' zA, and B is a translate of ' zB. Therefore (11) does not hold for that A and B,
as well. However, in the remainder of the paper, we prove the following theorem.
From this result Conjecture 1 holds for the case when jAj D bA and jBj D bB .

Theorem 6. If A and B are finite noncollinear sets in R2 such that jAj D bA,
jBj D bB and (11) fails to hold, then either jAj D 3, and B is a translate of ACA,
or jBj D 3, and A is a translate of BCB.

To prove Theorem 6, we consider a unit vector v not parallel to any side of ŒA�
or ŒB�. We think of v as pointing vertically upwards. Let lv;A and rv;A be the
leftmost and rightmost vertices of ŒA�, respectively. We note that lv;A and rv;A are
unique, because v is not parallel to any side of ŒA�. Similarly, let lv;B and rv;B be
the (unique) leftmost and rightmost vertices of ŒB�, respectively.

Remember that v points upwards. We observe that lv;A and rv;A divide the
boundary of ŒA� into one “upper” and one “lower” polygonal arc. Let Av;upp

and Av;low denote the set of points of A in the upper and lower polygonal arcs,
respectively, excluding lv;A and rv;A. For a 2A, we have

a2Av;upp if and only if u � v > 0 for any unit exterior normal u to ŒA� at a; (12)

a2Av;low if and only if u � v < 0 for any unit exterior normal u to ŒA� at a: (13)
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In addition, as lv;A and rv;A are excluded, we have

jAv;uppjC jAv;lowj D bA� 2: (14)

Similarly, lv;B and rv;B divide the boundary of ŒB� into an “upper” and a “lower”
polygonal arc; let Bv;upp and Bv;low denote the set of points of B in the upper and
lower polygonal arcs, respectively, excluding lv;B and rv;B . For b 2 B, we have

b2Bv;upp if and only if u � v > 0 for any unit exterior normal u to ŒB� at b; (15)

b2Bv;low if and only if u � v < 0 for any unit exterior normal u to ŒB� at b; (16)

jBv;uppjC jBv;lowj D bB � 2: (17)

Lemma 7. Let A and B be finite noncollinear sets in R2, and let v be a unit vector
not parallel to any side of ŒA� or ŒB�. If Av;upp, Av;low, Bv;upp and Bv;low are all
nonempty, then (11) holds.

Proof. Lemma 2, (12) and (16) yield that Av;uppCBv;low � intŒACB�; therefore

iACB � jAv;uppCBv;lowj � jAv;uppjC jBv;lowj � 1:

In addition, Lemma 2, (13) and (15) yield that Av;lowCBv;upp� intŒACB�; therefore

iACB � jAv;lowCBv;uppj � jAv;lowjC jBv;uppj � 1:

We deduce from (14) and (17) that

2iACB � jAv;uppjC jBv;lowjC jAv;lowjC jBv;uppj � 2D bAC bB � 6: �

In other words, Lemma 7 says that if (11) does not hold, then at least one of
the sets Av;upp, Av;low, Bv;upp and Bv;low is empty. We observe that replacing v
by �v simply exchanges Av;upp and Av;low on the one hand, and Bv;upp and Bv;low

on the other hand. Therefore Proposition 9 will refine Lemma 7. Before that, we
verify another auxiliary statement. Let Œp; q� denote the closed line segment with
end points p; q 2 R2.

Lemma 8. Let A and B be finite noncollinear sets in R2, and let v be a unit vector
not parallel to any side of ŒA� or ŒB�. If Av;low D ∅, then iACB � jBv;uppj � 2,
where equality would imply that Bv;low � Œlv;B; rv;B �, and the segments Œlv;A; rv;A�

and Œlv;B; rv;B � are parallel.

Proof. We drop the reference to v in the notation. After applying a linear transfor-
mation fixing v, we may assume that

w � v D 0 for w D rA� lA. (18)

We may also assume that
lA � v D rA � v D 0: (19)
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If rB � v > lB � v, then we reflect both A and B through the line Rv. This keeps v,
but interchanges the roles of lA and rA on the one hand, and the roles of lB and rB

on the other hand. Therefore we may assume that

rB � v � lB � v: (20)

Understanding exterior normals helps bound interior points in ŒACB�. As A

has some point above ŒlA; rA� by Alow D∅, (18) yields that

either u �w > 0 or uD�v for any exterior unit normal u at rA to ŒA�; (21)

either u �w < 0 or uD�v for any exterior unit normal u at lA to ŒA�: (22)

We may assume that Bupp ¤∅ (otherwise Lemma 8 trivially holds). We subdivide
Bupp into the sets

B�upp D fb 2 Bupp W u �w < 0 for any exterior unit normal u at b to ŒB�g; (23)

BCupp D fb 2 Bupp W u �w > 0 for any exterior unit normal u at b to ŒB�g; (24)

B0
upp D fb 2 Bupp W v is an exterior unit normal u at b to ŒB�g: (25)

Since for any b 2 B, the set of all exterior unit normals u at b to ŒB� is an arc of
the unit circle, the sets B�upp, BCupp and B0

upp are pairwise disjoint, and their union is
Bupp. In addition, we define

zB�upp D

(
flBg[B�upp if there exists b 2 B with b � v < lB � v,

B�upp if b � v � lB � v for all b 2 B.
(26)

It follows that if b 2 zB�upp, then

either u �w < 0 or uD v for an exterior unit normal u to ŒB� at b. (27)

Turning to B0
upp, if B0

upp¤∅, then there exist l0
B
; r0

B
2B0

upp such that r0
B
� l0

B
D sw

for s � 0, and

B0
upp D B \ Œl0

B; r
0
B �; (28)

v � b0 Dmaxfv � b W b 2 Bg DH for all b0 2 B0
upp: (29)

To estimate iACB , we deduce from Lemma 2, and from (21) and (27) on the one
hand, from (22) and (24) on the other hand, that

rAC zB
�
upp � intŒACB� if B�upp ¤∅;

lACBCupp � intŒACB� if BCupp ¤∅:
(30)

We claim that if zB�upp ¤∅ and BCupp ¤∅, thenˇ̌
.rAC zB

�
upp/\ .lACBCupp/

ˇ̌
� 1: (31)



82 KÁROLY J. BÖRÖCZKY AND BENJAMIN HOFFMAN

We observe that rACx D lACy if and only if y �x D w, and hence x � v D y � v.
However, if x1;x2 2

zB�upp and y1;y2 2 BCupp with x1 � v D y1 � v < x2 � v D y2 � v,
then .y2�x2/ �w < .y1�x1/ �w, which in turn yields (31). We conclude by (19),
(29), (30) and (31) thatˇ̌

fz 2 .ACB/\ intŒACB� W z � v <H g
ˇ̌
� j zB�uppjC jB

C
uppj � 1: (32)

We recall that there exists some p 2Aupp, and hence p �v > 0 by lA �vD 0. Thus
if B0

upp ¤ ∅, and z 2 flA; rAgCB0
upp is different from lAC l0

B
and rAC r0

B
, then

these two points of ACB lie left and right from z. Since .lAC lB/ � v < z � v and
.pCl0

B
/�v> z �v, we have z2 intŒACB�. In particular, jflA; rAgCB0

uppj� jB
0
uppjC1

yields that ˇ̌
fz 2 .ACB/\ intŒACB� W z � v DH g

ˇ̌
� jB0

uppj � 1: (33)

Adding (32) and (33) implies iACB � jBuppj � 2. If iACB D jBuppj � 2, then
zB�upp D B�upp, and hence rB � v D lB � v by (20) and (26), and Blow � ŒlB; rB �. In

particular, (18) implies that Œlv;A; rv;A� and Œlv;B; rv;B � are parallel. �

Proposition 9. Let A and B be finite noncollinear sets in R2, and let v be a unit
vector not parallel to any side of ŒA� or ŒB�. If (11) does not hold, then possibly
after exchanging A and B, or v and �v, we have the following:

(i) Av;low D∅.

(ii) Bv;low � Œlv;B; rv;B �.

(iii) Œlv;A; rv;A� and Œlv;B; rv;B � are parallel.

(iv) Either Bv;low D ∅ and bB D bA, or jBv;uppj D jAv;uppj C jBv;lowj C 1 and
bB > bA.

Proof. We drop the reference to v in the notation. To present the argument, we
make some preparations. Again using that (11) does not hold, Lemma 7 yields that
possibly after exchanging A and B, or v and �v, we may assume that

Alow D∅:

Possibly after exchanging A and B again, we may assume that

if Blow D∅, then bB � bA: (34)

Since (11) does not hold, we have

iACB <
1
2
.bAC bB/� 3: (35)
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First we show that

either jBuppj D
bAC bB

2
� 2; Blow D∅ and bA D bB ,

or jBuppj>
bAC bB

2
� 2:

(36)

If Blow D∅, then bB � bA by (34), and hence

jBuppj D bB � 2�
bAC bB

2
� 2;

with equality only if bA D bB .
If Blow ¤∅, then we use that Aupp ¤∅ by Alow D∅. Thus Lemma 2, (12) and

(16) yield that AuppCBlow lies in the interior of ŒACB�. Combining this fact with
(17) leads to

iACB � jAuppCBlowj � jAuppjC jBlowj � 1

D bA� 2C bB � 2� jBuppj � 1D bAC bB � jBuppj � 5: (37)

Therefore

jBuppj>
bAC bB

2
� 2

by (35), proving (36).
It follows from (35) and (36) that iACB < jBuppj�1; thus Lemma 8 implies that

iACB D jBuppj � 2, and in turn Proposition 9(ii) and (iii) hold. To prove (iv), we
deduce from (35) that

bAC bB � 6> 2iACB D 2jBuppj � 4:

Therefore (36) yields that either Blow D∅ and bA D bB , or

bAC bB � 4< 2jBuppj< bAC bB � 2:

In particular, 2jBuppj D bAC bB � 3 in the second case, which is in turn equivalent
to jBuppj D jAuppjC jBlowjC 1 by jAuppj D bA� 2 and (17). In addition, jBuppj D

jAuppjC jBlowjC 1 implies that bB > bA. �
We have now developed enough machinery to prove Theorem 6, which we restate

here:

Theorem 6. If A and B are finite noncollinear sets in R2 such that jAj D bA,
jBj D bB and (11) fails to hold, then either jAj D 3, and B is a translate of ACA,
or jBj D 3, and A is a translate of BCB.

Proof. We follow Proposition 9, and choose A, B, and v as in that result. For
each x 2A, we have that if x lies on a corner of ŒA�, there exist vectors vx;l and
vx;r such that x D lvx;l ;A and x D rvx;r ;A. Since Av;low D ∅, in the first case
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rvx;l ;A D rv;A, and in the second lvx;r ;A D lv;A. Consider one such x 2Av;upp. By
Proposition 9, it follows that A is a subset of the triangle TA formed by lv;A, rv;A,
and x. And, by the same proposition, all the sides of ŒB� must be parallel to sides
in A, so B is a subset of some triangle TB D �TA, where � is the composition of a
transposition and scalar multiplication. Then the corners of ŒB� are lv;B , rv;B , and
some point y 2 B. We define open line segments

s1 D .lv;A; rv;A/; s2 D .lv;A;x/; s3 D .x; rv;A/;

t1 D .lv;B; rv;B/; t2 D .lv;B;y/; t3 D .y; rv;B/:

Let Ai D si \A and Bi D ti \B for i 2 f1; 2; 3g. Note that A1 D ∅, and si is
parallel to ti , yet Ai D∅ or Bi D∅.

Assume for contradiction that jAj > 3. By Proposition 9, jBv;uppj � 2. Thus
Bi ¤ ∅ for one i 2 f2; 3g. Assume without loss of generality that B3 ¤ ∅; then
by Proposition 9, A3 D∅ and so A2 ¤∅. Thus, letting p 2A2, since B1 and B3

share no nonzero exterior normals with p, and since A2 and rv;B share no nonzero
exterior normals, B1Cp, A2C rv;B , and B3Cp are all in .ACB/int. And since
TB D �TA, these three sets are pairwise disjoint. So

iACB � jB1CpjC jA2C rv;BjC jB3Cpj D bAC bB � 6; (38)

and thus (11) holds, contrary to our assumption. So jAj D 3.
By Proposition 9, we have that if Bv;low D∅, then bA D bB D 3. So, 2iACB �

bAC bB � 6D 0, and again (11) holds. Thus, we have that jBv;lowj � 1, and so

jBv;uppj D jBv;lowjC 2: (39)

That is,

jB2jC jB3j D jB1jC 1: (40)

By the same argument, we get

jB1jC jB2j D jB3jC 1; (41)

jB1jC jB3j D jB2jC 1: (42)

It follows that jB1j D jB2j D jB3j D 1 and so bB D 6.
Now, iACB > 0, and if iACB � 2 then (11) holds, contradicting our assumption.

Assuming then that iACB D 1, we let bi 2 Bi for i 2 f1; 2; 3g. Then we see
that x C b1 D rv;A C b2 D lv;A C b3. And since TB D �TA, B must just be a
translated version of ACA. And, as was mentioned in the beginning of this section,
Conjecture 1 holds for A and B. �
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An exploration of ideal-divisor graphs
Michael Axtell, Joe Stickles, Lane Bloome, Rob Donovan,

Paul Milner, Hailee Peck, Abigail Richard and Tristan Williams

(Communicated by Scott T. Chapman)

Zero-divisor graphs have given some interesting insights into the behavior of
commutative rings. Redmond introduced a generalization of the zero-divisor
graph called an ideal-divisor graph. This paper expands on Redmond’s findings
in an attempt to find additional information about the structure of commutative
rings from ideal-divisor graphs.

1. Definitions and introduction

Throughout, we assume that R is a finite commutative ring with identity, though
in some instances the proofs given can be extended to more general rings. A zero-
divisor in R is an element x such that there exists a nonzero y ∈ R with xy= 0. The
set of all zero-divisors in R is denoted by Z(R). The set of all nonzero zero-divisors
is denoted by Z(R)∗.

A graph G is defined by a vertex set V (G) and an edge set

E(G)⊆ {{a, b} | a, b ∈ V (G)}.

Two vertices x and y joined by an edge are said to be adjacent, denoted x − y. A
vertex x is said to be looped if x − x . A path between two elements a1, an ∈ V (G)
is an ordered sequence {a1, a2, . . . , an} of distinct vertices of G such that ai−1−ai

for all 1< i ≤ n. If there exists a path between any two distinct vertices, then the
graph is said to be connected. A graph is said to be complete if every vertex is
adjacent to every other vertex, and we denote the complete graph on n vertices
by K n . A graph G is a finite graph if V (G) is a finite set.

If the vertices of a graph G can be partitioned into two sets with vertices adjacent
only if they are in distinct sets, then G is bipartite. If vertices in a bipartite graph
are adjacent if and only if they are in distinct vertex sets, then the graph is called
complete bipartite. We will denote the complete bipartite graph with distinct vertex
sets of cardinalities m and n by K m,n . A star graph is a complete bipartite graph

MSC2010: 13M05.
Keywords: commutative ring with identity, radical ideal, zero-divisor graph, ideal-divisor graph.
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such that one of its vertex sets has cardinality one. In general, we say a graph G is
a refinement of a graph H if V (G)= V (H) and E(H)⊆ E(G). We note that any
graph of radius one is a refinement of a star graph.

For any other terms not defined here, see [Chartrand 1985] for a graph theory
reference, and see [Herstein 1990] for a ring theory reference. The figures in this
paper were generated by Mathematica using programs originally written by Brendan
Kelly, Darrin Weber, and Elisabeth Wilson and modified to suit our needs.

Beck [1988] was the first to define the zero-divisor graph of a commutative ring.
However, it was in the seminal paper [Anderson and Livingston 1999] that the
structure was first used extensively to reveal ring-theoretic properties. In this paper,
the zero-divisor graph of R, denoted 0(R), is the simple graph with vertex set
V (0(R))= Z(R)∗ and edge set

E(0(R))= {{a, b} | a, b ∈ V (0(R)), ab = 0 and a 6= b}.

Redmond [2003] introduced ideal-divisor graphs, a generalization of zero-divisor
graphs. For I an ideal of R, an element x ∈ R is an ideal-divisor if there exists some
y ∈ R\ I such that xy ∈ I . The set of ideal-divisors of R with respect to I is denoted
Z I (R). The ideal-divisor graph of a R with respect to an ideal I , denoted 0I (R),
is the simple graph with vertex set V (0I (R))= Z I (R)∗ and edge set

E(0I (R))= {{x, y} | x, y ∈ V (0I (R)), x 6= y and xy ∈ I }.

Redmond [2003] proved that if I is an ideal of R, then 0I (R) is connected
with diam(0I (R)) ≤ 3. He proved further that if 0I (R) contains a cycle, then
g(0I (R))≤ 7, and he developed an algorithm for constructing the graph of 0I (R)
from 0(R/I ).

Redmond, like Anderson and Livingston, did not include looped vertices in his
definition of the ideal-divisor graph. The following definitions have therefore been
modified to include looped vertices. The zero-divisor graph of R (denoted 0(R))
has vertex set V (0(R))= Z(R)∗ and edge set

E(0(R))= {{a, b} | a, b ∈ V (0(R)) and ab = 0}.

The ideal-divisor graph of R with respect to an ideal I , denoted 0I (R), has vertex
set V (0I (R))= Z I (R)∗ and edge set

E(0I (R))= {{x, y} | x, y ∈ V (0I (R)) and xy ∈ I }.

These modified definitions allow a vertex b in 0(R) or 0I (R) to be adjacent to
itself if and only if b2

= 0 or b2
∈ I for each graph, respectively.

In Sections 2 and 3, we expand upon Redmond’s results by examining the
structure of 0I (R). We also consider the relationships between 0I (R) and 0(R/I ).
In particular, we establish conditions for 0I (R) to be finite, demonstrate several
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relationships between the cut-sets of 0(R/I ) and 0I (R), and prove a result on
the connectivity of 0I (R). In Section 4, we modify and prove a modification of
a proposition presented in [Redmond 2003]. A brief discussion at the end of this
paper examines the structure of 0I (R) when I is a radical, primary, or weakly
prime ideal.

The following results are included for reference. Although these results were
proven for graphs without loops, it is straightforward to check that they still hold
when the graphs are looped.

Theorem 1.1 [Redmond 2003, Theorem 2.5]. Let I be an ideal of R, and let
x, y ∈ R \ I . Then:

(1) If x + I is adjacent to y+ I in 0(R/I ), then x is adjacent to y in 0I (R).

(2) If x is adjacent to y in 0I (R) and x + I 6= y + I , then x + I is adjacent to
y+ I in 0(R/I ).

(3) If x is adjacent to y in 0I (R) and x + I = y+ I , then x2, y2
∈ I .

Corollary 1.2 [Redmond 2003, Corollary 2.6]. If x and y are (distinct) adjacent
vertices in 0I (R), then all (distinct) elements of x + I and y + I are adjacent in
0I (R). If x2

∈ I , then all the distinct elements of x + I are adjacent in 0I (R).

2. Structure of 0I (R)

In this section, we investigate the relationship between 0I (R) and 0(R/I ), and
provide some results about the general structure of 0I (R).

A few definitions are needed for clarification in this section. Elements of the
vertex set of 0I (R) which are elements of the same coset in R/I form a column
in 0I (R) [Redmond 2003, Theorem 2.9]. Corollary 1.2 gives that if a vertex
a + I is looped (i.e., (a + I )2 = 0+ I ) in 0(R/I ), then all the vertices in the
corresponding column of 0I (R) are adjacent to one another. Finally, the ideal
annihilator of an element a ∈ R \ I with respect to some ideal I is the set (I : a)=
{b | ab ∈ I and b ∈ R \ I }.

Proposition 2.1. Let I be an ideal of R. If (a+ I ) and (b+ I ) are distinct vertices
in 0(R/I ) with (a + I )− (b+ I ), then the columns corresponding to a + I and
b+ I , taken as a pair, form a subgraph that is a refinement of a complete bipartite
graph in 0I (R). Moreover, for any a+ i ∈ V (0I (R)), |(I : a+ i)| is equal to k|I |
for some k ∈ N.

Proof. This result follows directly from Theorem 1.1. �

Example 2.2. In Figure 1, each adjacent pair of columns of0(8)(Z24) is a refinement
of a complete bipartite graph.
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Figure 1. 0(8)(Z24).

Theorem 2.3. Let S be a commutative ring. Then 0I (S) is finite if and only if either
S is a finite ring or I is a prime ideal. In particular, if 1≤ |0I (S)|<∞, then S is
a finite ring and I is not a prime ideal.

Proof. (⇒) If I is prime, then 0I (S)=∅. So, assume I is not prime.

(1) If I is infinite, then by [Redmond 2003, Corollary 2.7], 0I (S) is infinite.

(2) If I is finite and S is infinite, then S/I is infinite and not an integral domain, so
0(S/I ) is infinite (see [Ganesan 1964]). By [Redmond 2003, Theorem 2.5], since
0(S/I ) is isomorphic to a subgraph of 0I (S), 0I (S) is also infinite.

(⇐) Clear. �

3. Cut-sets and connectivity

In a connected graph, a cut-vertex is a vertex that, when it and any edges incident
to it are removed, separates the graph into two or more connected components.
Cut-vertices were introduced into the analysis of zero-divisor graphs in [Axtell
et al. 2009] and were further studied in [Axtell et al. 2011]. In [Redmond 2003,
Theorem 3.2], Redmond proved that 0I (R) contains no cut-vertices whenever I
is a nonzero proper ideal of R. Cut-sets, a generalization of the cut-vertex, were
also introduced into the analysis of zero-divisor graphs in [Coté et al. 2011]. For a
connected graph G, a subset A ⊂ V (G) is a cut-set if there exist c, d ∈ V (G) \ A
such that every path from c to d contains at least one vertex from A, and no proper
subset of A satisfies the same condition. It is easy to show that for a given nonempty
set of vertices A, the existence of such c and d is equivalent to the existence of two
subgraphs X and Y of G whose (vertexwise and edgewise) union equals G, and
whose vertex sets satisfy V (X)∩ V (Y ) = A, V (X) \ A 6= ∅, and V (Y ) \ A 6= ∅.
When this happens we say that A separates X and Y .
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Figure 2. 0(Z12), using Anderson and Livingston’s definition.

Figure 3. 0(12)(Z24).

Theorem 3.1. Let I be an ideal of R. If A is a cut-set in 0I (R), then A is a column
or a union of columns.

Proof. Assume A is a cut-set of 0I (R). Let x, y ∈ V (0I (R))\ A. Let x−· · ·−a+
i − · · ·− y be a path from x to y, where a+ i ∈ A. Since x − · · ·− a+ i − · · ·− y
is also a path from x to y for all i ∈ I , we must have a+ I ⊆ A. �

As an example, let R = Z24 and let I = (12). Since R/I ∼= Z12, we can identify
0(R/I ) with Figure 2. We notice that the vertices 4 and 8 form a cut-set. Likewise,
looking at Figure 3, in 0(12)(Z24) the set {4, 8, 16, 20} is a cut-set. We note that in
this figure 4 and 16 form the column associated with 4+ (12), while 8 and 20 form
the column associated with 8+ (12).

Theorem 3.2. If A is a cut-set in 0(R/I ), then B = {a+ i | a+ I ∈ A, i ∈ I } is a
cut-set in 0I (R).

Proof. Let X and Y be subgraphs of 0(R/I ) separated by the cut-set A. Let
x, y ∈ V (0I (R)) such that x + I and y+ I are vertices of X and Y , respectively.
Let x + I − · · · − y+ I be a path from x + I to y+ I . Then since A is a cut-set,
this path must contain at least one element from A.

Suppose there exists a path x−z1−· · ·−zn− y from x to y that does not contain
at least one element from B. From Corollary 1.2, it can be assumed without loss of
generality that each z j is in a distinct column of 0I (R), where 1≤ j ≤ n. Thus, by



92 AXTELL / STICKLES / BLOOME / DONOVAN / MILNER / PECK / RICHARD / WILLIAMS

Figure 4. 0((Z2×Z2×Z2)/({0}× {0}×Z2)).

Theorem 1.1, (x+ I )−(z1+ I )−· · ·−(zn+ I )−(y+ I ) is a path in 0(R/I ). This
path does not contain at least one element from A, contradicting the fact that A is a
cut-set. Therefore, every path between x and y contains at least one element of B.

Suppose B is not the minimal such set. Then there exists some b ∈ B such that
every path from x to y contains at least one vertex from B \ {b}. Then b+ I ∈ A,
and every path from x to y contains at least one element from A \ {b+ I }. This
contradicts that A is a cut-set of 0(R/I ). �

The converse is not always true. Consider the graph of

0((Z2×Z2×Z2)/({0}× {0}×Z2)),

shown in Figure 4, which is isomorphic to K 2.
There are no cut-vertices or cut-sets in the above graph. However, the sets
{(0,1,0), (0,1,1)} and {(1,0,0), (1,0,1)} are cut-sets in0({0}×{0}×Z2)(Z2×Z2×Z2).

Lemma 3.3. If x, y ∈ 0I (R) are distinct and every path connecting x to y contains
a vertex z ∈ A ⊆ V (0I (R)), then every path connecting x + I to y+ I in 0(R/I )
contains an element of B = {a+ I | a ∈ A}.

Proof. Let (x+ I )−(w1+ I )−· · ·−(wk+ I )−(y+ I ) be a path from x+ I to y+ I
in 0(R/I ). If wn /∈ A for all 1≤ n≤ k, then there exists a path x−w1−· · ·−wk− y
in 0I (R) that does not contain an element of A, a contradiction. �

Theorem 3.4. If a cut-set A in 0I (R) is a union of n columns and |Z(R/I )∗|−n≥2,
then B = {a+ I | a ∈ A} is a cut-set in 0(R/I ).

Proof. Suppose A is a cut-set in 0I (R). Since |Z(R/I )∗| − n ≥ 2, there are
b, c ∈0I (R)\ A such that b and c are in different columns, and any path connecting
b and c contains an element a ∈ A. To see this, note that if two vertices are in the
same column and are separated by A, then these vertices must be isolated when
A is removed, because vertices in the same column are adjacent to the same set
of vertices by Corollary 1.2. Since there are at least two columns left after the
removal of A, we can now choose b and c in different columns that meet the desired
conditions.

By Lemma 3.3, any path from b+ I to c+ I in 0(R/I ) must contain a+ I for
some a ∈ A. The set of all such points is B; thus, B is a cut-set or contains a cut-set.

Suppose B is not minimal. Then there exists some ai + I ∈ B such that C ⊆
B \ {ai + I } = {a+ I | a ∈ A \ {ai }} is a cut-set in 0(R/I ). Then by Theorem 3.2,
D = {a+ i | a+ I ∈ C, i ∈ I } ⊂ A is a cut-set in 0I (R), a contradiction. �
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Figure 5. 0(Z27/(9)).

If |Z(R/I )∗|−n< 2, then B would certainly not be a cut-set in 0(R/I ). If there
was only one column remaining after the removal of A from 0I (R), then there would
only be one coset representative remaining after the removal of B from 0(R/I ).

It is proved in [Coté et al. 2011] that if R is not local and if B is a cut-set of
0(R), then B ∪{0} is an ideal. A similar theorem for cut-sets in 0I (R) is provided.

Theorem 3.5. Let I be an ideal of R such that R/I is nonlocal, let A be a cut-set
in 0(R/I ), and let B = {a+ i | a+ I ∈ A, i ∈ I }. Then B ∪ I is an ideal of R.

Proof. Let A be a cut-set in 0(R/I ). Then A∪ {0+ I } is an ideal of R/I by [Coté
et al. 2011]. Then B ∪ I = φ−1(A∪ {0+ I }), where φ : R→ R/I is the canonical
homomorphism, is an ideal of R. �

The connectivity of a connected graph G, denoted κ(G), is the minimum number
of vertices that must be removed from G to produce a disconnected graph. It is
customary to define the connectivity of the complete graph K n to be κ(K n)= n−1.
In other words, κ(G) is the order of the smallest cut-set of G, when G is not
isomorphic to K n . The following result on the connectivity of 0I (R) is Theorem 3.3
of [Redmond 2003].

Theorem 3.6. Let I be a nonzero proper ideal of R.

(1) If 0(R/I ) is the graph on one vertex, then κ(0I (R))= |I | − 1.

(2) If 0(R/I ) has at least two vertices, then 2≤ κ(0I (R))≤ |I | · κ(0(R/I )).

(3) |I | − 1≤ κ(0I (R)).

In light of this theorem, consider 0(Z27/(9)), shown in Figure 5. The connec-
tivity of κ(0(Z27/(9))) is 1. So, by the above theorem, κ(0(9)(Z27)) should be 2
or 3. However, since 0(9)(Z27) (shown in Figure 6) is complete, κ(0(9)(Z27)) =

|0(9)(Z27)| − 1 = 5. A reading of the proof of this theorem in [Coté et al. 2011]
shows this problem arises only when 0(R/I ) is complete. We provide the following
modification of this theorem to take into account complete graphs.

Theorem 3.7. Let I be a nonzero proper ideal of R.

(1) If 0(R/I ) is complete on more than two vertices, then

κ(0I (R))= |I | · |V (0(R/I ))| − 1.
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Figure 6. 0(9)(Z27).

(2) If 0(R/I ) is the graph on two vertices, then

κ(0I (R))= |I | or |I | · |V (0(R/I ))| − 1.

(3) If 0(R/I ) is not complete and has at least three vertices, then

2≤ κ(0I (R))≤ |I | · κ(0(R/I )).

(4) |I | − 1≤ κ(0I (R)).

Proof. Parts 3 and 4 are proved in [Coté et al. 2011].

(1) Suppose 0(R/I ) is complete. Then for all a + I, b+ I ∈ 0(R/I ), we have
(a+ I )−(b+ I ). By [Anderson and Livingston 1999, Theorem 2.8], Z(R/I )2={0}.
Thus, by Theorem 1.1, 0I (R) is complete. Hence κ(0I (R)) = |0I (R)| − 1 =
|I | · |0(R/I )| − 1. (See [Coté et al. 2011, Remark 28].)

(2) Suppose 0(R/I ) is the graph on two vertices, x+I and y+I . Then by [Anderson
and Livingston 1999, Theorem 2.8], either R/I ∼=Z2×Z2 or Z(R/I )2= {0}. Thus,
there are two cases:

(a) Suppose x2
+ I = 0+ I = y2

+ I . Then 0I (R) is complete. Thus, κ(0I (R))=
|I | · |0(R/I )| − 1.

(b) Suppose x2
+ I 6= 0+ I 6= y2

+ I . Then 0I (R) is isomorphic to K|I |,|I |. Without
loss of generality, let x ∈ x+ I ⊂ V (0I (R)). Then x is adjacent to every vertex
in y + I . Thus, to create a disconnected graph from 0I (R), every vertex in
y+ I is removed, i.e., we remove |I | vertices. �

4. Classifying ideals via ideal-divisor graphs

Let I be an ideal of R. The radical of I is the set
√

I ={r ∈ R |rn
∈ I for some n∈N}.

For any ideal I ,
√

I is an ideal of R, and if
√

I = I , then I is called a radical ideal.
Note that for a radical ideal I of R, if |I | ≥ 2, then there are no connected columns.
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Lemma 4.1. Let I be an ideal of R and let a ∈ Z I (R)∗. If no vertex of 0I (R) is
looped, then an /∈ I for all n ∈ N.

Proof. Suppose an
∈ I for some least n ∈N. Then, an−1

∈ Z I (R)∗ and (an−1)2 ∈ I .
Thus, an−1 is looped, a contradiction. �

Theorem 4.2. Let I be an ideal of R. Then I is a radical ideal if and only if no
vertex in 0I (R) is looped (equivalently, 0I (R) has no connected columns).

Proof. (⇒) Consider a ∈ V (0I (R)). Since a /∈ I , an /∈ I for all n ∈N. Thus, a2 /∈ I .

(⇐) Let a ∈ V (0I (R)). By Lemma 4.1 and the definition of an ideal divisor, an /∈ I
for all n ∈ N. Hence, if bn

∈ I for some n ∈ N, we must have b ∈ I . Thus, I is a
radical ideal. �

We now move to a classification of primary and weakly prime ideals. Let Q
be an ideal of R. We say Q is a primary ideal if whenever ab ∈ Q, either a ∈ Q
or bn

∈ Q for n ∈ N. Let P be a proper ideal of R. Then, P is weakly prime if
0 6= ab ∈ P implies a ∈ P or b ∈ P (see [Anderson and Smith 2003]).

Lemma 4.3. Let I be an ideal of R. Let K = {k1, k2, . . . , kn} ⊆ R \ I such that for
each ki ∈ K , there exists a minimal mi ∈ N such that kmi

i ∈ I . Then there exists
a ∈ R \ I such that aki ∈ I for all ki ∈ K .

Proof. There exists a minimal m1 ≥ 2 such that km1
1 ∈ I . Let a1 = km1−1

1 . Clearly,
a1k1 ∈ I and a1 /∈ I . Now, there exists a minimal n2 with 1 ≤ n2 ≤ m2 such that
a1kn2

2 ∈ I . Now let a2 = a1kn2−1
2 . Again, a2k2 ∈ I and a2 /∈ I . Continuing in this

fashion, there exists an n j − 1 (possibly zero, in which case a j = a j−1) such that
a j = a j−1kn j−1

j /∈ I but a j k j ∈ I . Let a = an . By construction, a is connected to
every ki ∈ K . �

Theorem 4.4. Let I be a nonzero ideal of R that is not prime. Then I is a primary
ideal if and only if 0I (R) is a refinement of a star graph.

Proof. (⇒) Let a, b ∈ V (0I (R)) with ab ∈ I . By definition of V (0I (R)) and
the fact that I is primary, we have ar , bs

∈ I for some r, s ≥ 2. Therefore, we
have V (0I (R))⊆ R \ I , and for each x ∈ V (0I (R)) there is some n ∈N such that
xn
∈ I . By Lemma 4.3, we have at least one y ∈ V (0I (R)) with xy ∈ I for all

x ∈ V (0I (R)). That is, the vertex y connects to every other vertex in 0I (R). Thus,
0I (R) is a refinement of a star graph.

(⇐) If 0I (R) is a refinement of a star graph, then the diameter of 0I (R) is 2. Ac-
cording to Corollary 2.7 in [Redmond 2003], since I is an ideal of R, 0I (R) contains
a subgraph that is isomorphic to 0(R/I ). Using Theorem 1.1 and Corollary 1.2,
there exists an element x + I that is connected to every other element, including
itself, in 0(R/I ). Then, applying Lemma 3.1 in [Axtell et al. 2009] gives us that
Z(R/I ) is an ideal. If the zero-divisors of a finite ring form an ideal, then that ideal
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Figure 7. 0(8)(Z64).

is the maximal ideal of the ring, and the ring is local. It is well known that if a
ring is local and finite, every zero-divisor is nilpotent. Every zero-divisor in R/I is
nilpotent, so I is a primary ideal. �

Example 4.5. Let R = Z64 and I = (8). We see I is a primary ideal of R, and in
the figure below, we see that we have a refinement of a star graph. Note that any of
{4, 12, 20, 28, 36, 44, 52, 60} could work as our central vertex (see Figure 7).

Note that the condition that I is a nonzero ideal of R in Theorem 4.4 is necessary
for the “if” portion on the proof, for if R = Z2 × F , where F is a field, and
I = {(0, 0)}, then 0(R/I ) is a star graph, but I is not a primary ideal. The issue
that arises in this case is that (1, 0) is connected to every other vertex in 0(R/I ),
but it is not looped.

Lemma 4.6. Let I be a weakly prime ideal and let a ∈ R \ I . If ak
∈ I for some

k ∈ N, then ak
= 0.

Proof. Let a ∈ R\I and assume ak
∈ I ∗. Then 0 6= a · ak−1

∈ I . Since a /∈ I , we
have ak−1

∈ I because I is weakly prime. Continuing, we obtain 0 6= a · a ∈ I , but
a /∈ I , a contradiction. �

Theorem 4.7. Let I be a nonzero ideal of R that is not prime. Then I is weakly
prime if and only if 0I (R) is the induced subgraph of 0(R) on Z(R) \ I .

Proof. (⇒) According to Theorem 7 in [Anderson and Smith 2003], R is not
decomposable, so R is either local or a field. Supposing R is local, it is well known
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that every zero-divisor is nilpotent. Let a ∈ Z(R) \ I . Since a is nilpotent, there
exists a minimal n ∈ N such that an

= 0 ∈ I . So, by Lemma 4.6, a · an−1
∈ I and

an−1 /∈ I . Hence, a ∈ V (0I (R)). Now let a, b ∈ V (0I (R)) with ab ∈ I . Since I
is weakly prime, ab = 0. Hence, Z(R) \ I = V (0I (R)), and a− b ∈ 0I (R) if and
only if ab = 0. Thus, 0I (R) is the induced subgraph of 0(R) on Z(R) \ I .

(⇐) Assume the ideal-divisor graph is the induced subgraph of 0(R) on Z(R) \ I .
Let a, b /∈ I and ab ∈ I . Since 0I (R) is the induced subgraph of 0(R) on Z(R)\ I ,
ab = 0. Thus, I is a weakly prime ideal. �
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The failed zero forcing number of a graph
Katherine Fetcie, Bonnie Jacob and Daniel Saavedra

(Communicated by Joseph A. Gallian)

Given a graph G, the zero forcing number of G, Z(G), is the smallest cardinality
of any set S of vertices on which repeated applications of the color change rule
results in all vertices joining S. The color change rule is: if a vertex v is in S, and
exactly one neighbor u of v is not in S, then u joins S in the next iteration.

In this paper, we introduce a new graph parameter, the failed zero forcing
number of a graph. The failed zero forcing number of G, F(G), is the maximum
cardinality of any set of vertices on which repeated applications of the color
change rule will never result in all vertices joining the set.

We establish bounds on the failed zero forcing number of a graph, both in
general and for connected graphs. We also classify connected graphs that achieve
the upper bound, graphs whose failed zero forcing numbers are zero or one, and
unusual graphs with smaller failed zero forcing number than zero forcing number.
We determine formulas for the failed zero forcing numbers of several families
of graphs and provide a lower bound on the failed zero forcing number of the
Cartesian product of two graphs.

We conclude by presenting open questions about the failed zero forcing number
and zero forcing in general.

1. Introduction

The concept of zero forcing has been explored over the past few years because of
its application to minimum rank problems in linear algebra [Barioli et al. 2008;
2010]. For an introduction to minimum rank problems, see [Fallat and Hogben
2007]. While we do not discuss the details of minimum rank problems here, the zero
forcing number of a graph provides an upper bound on the maximum nullity of any
matrix associated with the graph, which in turn leads to a bound on the minimum
rank of these matrices. This has led to active research on zero forcing, particularly
on graphs for which the minimum rank is difficult to determine. Programs have
been developed to determine the zero forcing number of a graph in Sage [DeLoss
et al. 2008].

MSC2010: primary 05C15, 05C78, 05C57; secondary 05C50.
Keywords: zero forcing number, vertex labeling, graph coloring.
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Figure 1. A starting set S and three iterations of the color change rule.

In this paper, we explore the other side of the problem, sets that fail to zero force.

Definitions. Let G be a simple finite graph with vertex set V (G) and edge set E(G).
We specify a coloring by choosing a set, usually called S, of vertices. The vertices
in the set are filled in, and the others are left blank. Hence, our coloring consists
only of two colors: filled, or unfilled. In much of the existing literature, the color
black is used to represent filled in, and white is used to represent blank. We simply
use filled and unfilled.

Unlike proper colorings, there are no rules to determine how we choose our
initial set or coloring. Instead, we are interested in what happens when we apply
the color change rule to our initial set. The standard color change rule, as described
in [Barioli et al. 2008; 2010] among others, works as follows. Examine each filled
vertex, one at a time. If a filled vertex u has exactly one unfilled neighbor, v, then
we will fill v at the next iteration. In this case, we say that u forces v. Once we
have examined all filled vertices, we iterate, and repeat. We repeat this process until
no more color changes are possible. In Figure 1 we show a starting set S followed
by three iterations of the color change rule.

We use the following term when no more color changes are possible.

Definition 1.1. Let S be a set of vertices in a graph. Suppose that no color changes
are possible from S. Then we say that S is stalled.

If S is stalled, there are two possible scenarios: either S = V (G) or there are
some unfilled vertices that can never be filled. That is, we may be stuck. The two
possible conditions under which a set is stalled distinguish a zero forcing set from
a failed zero forcing set.

The next two definitions were formalized in [Barioli et al. 2008], although we
use slightly different terminology.

Definition 1.2. Let S be a set of vertices in a graph such that repeated applications
of the color change rule to S result in all vertices in the graph becoming filled.
Then S is a zero forcing set.

It is easy to see that V (G) itself is a trivial zero forcing set. The difficult problem
is to find the smallest zero forcing set in G. There is considerable work in the
literature on this problem, specifically because this parameter provides a bound
useful in minimum rank problems [Barioli et al. 2008; 2010].
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Figure 2. A failed zero forcing set, a zero forcing set, and a stalled
failed zero forcing set.

Definition 1.3. The zero forcing number of a graph G, denoted Z(G), is the cardi-
nality of a smallest zero forcing set in the graph.

In this paper, we are interested in subsets of a graph’s vertex set that are not zero
forcing sets. If a set of vertices is not a zero forcing set, then we will call it failed.

Definition 1.4. A failed zero forcing set is an initial set S of vertices in a graph
such that, no matter how many times we apply the color change rule, some vertices
in the graph will never be filled.

In Figure 2 we show a failed zero forcing set that is not stalled, a zero forcing
set, and a failed zero forcing set that is stalled.

This new concept of failed zero forcing sets is the main topic of this paper. In
particular, we are interested in maximum failed zero forcing sets, that is, finding
failed zero forcing sets of largest cardinality in a graph. We define this parameter.

Definition 1.5. The failed zero forcing number of a graph G, denoted F(G), is the
maximum cardinality of any failed zero forcing set in the graph.

At times, we will be interested in the concept of maximal failed zero forcing
sets. Note the difference between maximum and maximal failed zero forcing sets.
A maximal failed zero forcing set S is a set of vertices such that adding any other
vertex in V (G) to S will change S into a zero forcing set. A maximal failed zero
forcing set may not be maximum, but a maximum failed zero forcing set is maximal.

We use the concept of a subgraph, as well as an induced subgraph, in this paper.
If G is a graph and G ′ is a subgraph of G, then V (G ′) ⊆ V (G), and any two
vertices u, v ∈ V (G ′) may be adjacent in G ′ if they are adjacent in V (G), but they
may not. If H is an induced subgraph of G, however, then if we have two vertices
u, v ∈ V (H) and uv ∈ E(G), then uv ∈ E(H) as well. If S ⊆ V (G), then we use
the notation G[S] for the induced subgraph of G with vertex set S.

The concept of a module will be important in this paper.

Definition 1.6. A set X of vertices in V (G) is a module if all vertices in X have
the same set of neighbors among vertices not in X .

For example, in Figure 3 the set {a, b, c} is a module of order 3; {b, c} is a
module of order 2.



102 KATHERINE FETCIE, BONNIE JACOB AND DANIEL SAAVEDRA

a

b

c

d

e f

Figure 3. S = {a, b, c} is a module.

Throughout the paper, we assume that G is a simple finite graph and use
n = |V (G)|, unless n is otherwise defined. We now move on to exploring the
basic properties of failed zero forcing sets.

Basic properties of failed zero forcing sets. We establish some fundamental ob-
servations about failed zero forcing sets. We compare these to known properties of
zero forcing sets.

Note that any subset of V (G) is either a zero forcing set or a failed zero forcing
set. If S is a zero forcing set of a graph G, then note that any superset of S is also a
zero forcing set. We can make a similar statement about failed zero forcing sets.

Observation 1.7. Suppose that G is a graph with failed zero forcing set S ⊆ V (G).
Then any subset of S is also a failed zero forcing set.

Next we consider how the color change rule may or may not act on a set of
vertices. Let G be a graph, and suppose that S is a proper subset of V (G). If S is
a zero forcing set, then a color change must be possible from S. For failed zero
forcing sets in general, we cannot make such a statement. For maximum failed zero
forcing sets, however, we can.

Observation 1.8. If S is a maximum failed zero forcing set in a graph G, then S
is stalled.

To see this, note that since S is a failed zero forcing set, it will not force all
vertices in G. Therefore, at some iteration, no more color changes are possible.
However, since S is maximum, it must also be maximal. Put simply, if a color
change is possible from S, and S is a failed zero forcing set, then clearly, S is not
maximum. Hence, any maximum failed zero forcing set S is stalled.

We also note two observations about subgraphs.

Observation 1.9. Let G be a graph with failed zero forcing set S, and let H be a
subgraph of G. Then S restricted to H may not be a failed zero forcing set of H .

For example, let G = P4, and let S = {v}, where v is an internal vertex. If we
construct H by deleting the leaf adjacent to v, then S restricted to H is a zero
forcing set. However, in a special case, the property is hereditary.
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Observation 1.10. Let G be a graph with failed zero forcing set S, and let H be an
induced subgraph of G where all vertices in V (G)\V (H) are in S. Then S∩V (H)
is a failed zero forcing set in H .

Goals of this paper. While the zero forcing numbers of many graphs have been
determined, the introduction of this relatively new topic has brought with it a large
collection of open questions. Note that we can consider zero forcing to be a graph
labeling problem with only two labels: filled or unfilled.

One major difference between zero forcing and other graph labeling problems is
that the question of which labelings do not work is interesting. In proper coloring, for
example, we can construct a failed proper coloring simply by coloring two adjacent
vertices the same color. Thus, any graph with an edge has a trivial failed proper
coloring. For zero forcing, however, there is no rule to determine how the vertices
are labeled. We can choose any starting labeling; whether the labeling is successful
or not depends on whether the color change rule leads to all vertices eventually being
filled in. Therefore, in general it is not trivial to construct a failed zero forcing set.

Zero forcing opens up a wealth of new problems in graph theory. In this paper,
we focus on the failed zero forcing number of different graph families and how
these numbers relate to zero forcing numbers. In Section 2, we provide bounds on
the failed zero forcing number of a graph, classify graphs with extreme failed zero
forcing numbers, such as F(G)= 0, 1, n−2 or n−1, and classify the unusual set of
graphs for which F(G)<Z(G). In Section 3, we establish this parameter for several
classes of graphs. In Section 4, we explore the failed zero forcing number of the
Cartesian product of graphs, including a lower bound in general and determination
of the explicit value of the parameter for certain graph families.

We end with a set of open questions about zero forcing in general. While zero
forcing numbers have been well studied for their applications to linear algebra, they
have also opened up a new area of problems. We list some of these open questions
in Section 5.

2. Bounds on failed zero forcing numbers

Whether G is connected or not, there are some fairly immediate bounds on the
maximum failed zero forcing number.

Observation 2.1. For any graph G, we have Z(G)− 1≤ F(G)≤ n− 1.

We explain both sides of the inequality here. If Z(G)− 1> F(G), then any set
of order Z(G)− 1 forces the graph, contradicting the definition of Z(G) as the
minimum order of any zero forcing set. This gives us the lower bound. The upper
bound is trivial: if a set S has order n= V (G), then the set is not failed by definition.

It is fairly straightforward to see that F(G) = n − 1 if and only if G has an
isolated vertex. For the reverse direction, note that if G has an isolated vertex v0,
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letting S = V (G)\{v0} makes S a failed zero forcing set. For the forward direction,
assume that F(G)= n− 1. Then there is some set S of n− 1 vertices that does not
force the lone vertex v ∈ V (G)\S. If any vertex u ∈ S is adjacent to v, however, u
would force v. Hence, no vertex in S is adjacent to v; that is, v is an isolated vertex.

Hence, if G is connected, we can improve our bound from Observation 2.1.

Lemma 2.2. Let G be a connected graph on n vertices where n ≥ 2. Then

Z(G)− 1≤ F(G)≤ n− 2.

Extreme values. We will show that the upper bound is sharp, that is, that there is a
graph G that achieves F(G)= n−2. In fact, we will classify such graphs. First, we
prove a related lemma that will help us in classifying graphs with the upper bound.

Lemma 2.3. Let G be a graph with module X of order k > 1. Then F(G)≥ n− k.

Proof. Let S = V (G)\X . No vertices in X can be forced by vertices in S since
if w is a vertex in S that is adjacent to some vertex v ∈ X , then w is adjacent to all
vertices in X , of which there are k > 1. Hence, we have found a failed zero forcing
set of order n− k. �

Note that if G[X ] is connected, we can improve this by letting S= (V (G)\X)∪X ′,
where X ′ is a failed zero forcing set of G[X ].

We now use Lemma 2.3 to classify connected graphs with failed zero forcing
number n− 2.

Theorem 2.4. Let G be connected. Then F(G) = n − 2 if and only if G has a
module of order 2.

Proof. Suppose F(G)= n− 2. Let S be a maximum failed zero forcing set. Then
V (G)\S = {u, v} for some vertices u and v. Since neither u nor v can be forced,
every neighbor of u in S must also be a neighbor of v, and vice versa. Thus, {u, v}
is a module of order 2.

The converse follows from Lemmas 2.2 and 2.3. �

For trees, we can be even more specific.

Corollary 2.5. Let T be a tree. Then F(T )= n− 2 if and only if either T has two
leaves adjacent to a single vertex or T = K2.

Proof. We know by Theorem 2.4 that F(T )= n− 2 if and only if T has a module
X = {u, v} of order 2. If u and v each have two neighbors x and y, then uxvyu
forms a cycle; therefore u and v have at most one neighbor. It follows that T has
a module X = {u, v} if and only if u and v have one or less neighbors. That is, u
and v are adjacent to a single common vertex or T = K2. �
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We now examine the lower bound from Lemma 2.2. This is of particular interest
because a graph G that achieves this bound has F(G) < Z(G), while we intuitively
expect that the failed zero forcing number should be at least as large as the zero
forcing number. This property is indeed unusual. Before providing our classification
of graphs with F(G)= Z(G)− 1, we state two results that will be of use.

Observation 2.6 [Row 2011]. Z(G)= 1 if and only if G = Pn for some n ≥ 1.

Theorem 2.7 [Row 2011]. Let G be a connected graph with n= |V (G)| ≥ 2. Then
Z(G)= n− 1 if and only if G = Kn .

It turns out that complete graphs and their complements are the only graphs with
F(G) < Z(G), as we now show.

Theorem 2.8. For any graph G, F(G) < Z(G) if and only if G = Kn or G = K n .

Proof. We start with the reverse direction. By Theorem 2.7, the zero forcing number
of a complete graph is n− 1. We also see from Theorem 2.4 that F(Kn)= n− 2
since any pair of vertices forms a module. Hence, F(Kn)= Z(Kn)−1. For the null
graph (the complement of the complete graph), note that any zero forcing set must
consist of the entire vertex set. To fail, we must remove one vertex from this set.
Hence, F(K n)= Z(K n)− 1.

We now prove the forward direction. Let G be a graph with F(G) < Z(G). Then
we know that F(G)= Z(G)− 1 by Observation 2.1.

It follows that any set of cardinality Z(G) must be a zero forcing set. Otherwise,
we would have a failed zero forcing set of cardinality Z(G), which would contradict
our assumption that F(G)<Z(G). Similarly, any set of cardinality F(G)=Z(G)−1
is a failed zero forcing set. Otherwise, we would have a zero forcing set of cardinality
Z(G)− 1, which contradicts the definition of Z(G).

Let S⊆V (G)with |S|=Z(G). If |S|=1, then G is a path Pn by Observation 2.6.
By our assumption, any vertex in G is a zero forcing set. But no internal vertex
of Pn can force Pn , which means that G has no internal vertices. That is, n = 2.
Since P2 = K2, in this case, the proof is complete.

Hence, we assume that |S| ≥ 2. Now, S is a zero forcing set, which means that
either some color change is possible from S or S = V (G). If S = V (G), then by
assumption, any set of cardinality n− 1 or less fails to force the graph. That is, G
must have no edges and is therefore K n , which completes the proof. Otherwise,
some color change is possible from S. This means that there exists at least one
vertex in S that is adjacent to exactly one vertex in V (G)\S. Let S′ be this nonempty
set of vertices,

S′ =
{
v ∈ S | uv ∈ E(G) for exactly one u ∈ V (G)\S

}
.

Let w ∈ S. Note that S\{w} is stalled since |S\{w}| = Z(G)− 1 = F(G), and
we saw above that any set of cardinality F(G) is a maximum failed zero forcing set.
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Figure 4. F(K5)= 3< Z(K5)= 4; F(K 5)= 4< Z(K 5)= 5.

Therefore, by Observation 1.8, S\{w} is stalled. It follows that w is adjacent to
every vertex in S′ (except w itself, if w ∈ S′). Hence, every vertex in S is adjacent
to every vertex in S′. Additionally, by assumption, any set of cardinality Z(G)= |S|
is a zero forcing set. Therefore, we can swap any vertex u ∈ V (G)\S with any
vertex w ∈ S. Therefore, every vertex u ∈ V (G)\S is adjacent to every vertex in S′.

However, by the definition of S′, each vertex in S′ is adjacent to exactly one
vertex in V (G)\S. Hence, we must have that |V (G)\S| = 1. That is, Z(G)= n−1.
By Theorem 2.7, G = Kn , completing the proof. �

In Figure 4 we illustrate that the failed zero forcing number of the complete
graph on five vertices is less than its zero forcing number and that the failed zero
forcing number of the null graph on five vertices is less than its zero forcing number.

Corollary 2.9. A graph has F(G) < Z(G) if and only if the automorphism group
of G is doubly transitive.

This is a result of the fact that only the complete graph and its complement have
doubly transitive automorphism groups [Babai 1995].

Very small values. We have determined which graphs have large failed zero forcing
numbers, such as F(G)= n− 2 or n− 1. We now look at which graphs have very
small failed zero forcing numbers.

Theorem 2.10. Let G be a nonempty graph. Then F(G) = 0 if and only if G is
either a single vertex or K2.

Proof. The reverse direction is clear: For the case that G is a single vertex v, if we
allow v to be in S, then the graph is forced; therefore F(G)= 0. For the case that
G = K2, allowing either of the vertices to be in S will force the other vertex in the
next iteration; therefore F(G)= 0.

For the forward case, assume G is a graph with F(G)=0. Then any set S⊆V (G)
with |S| = 1 forces the graph. This means that G consists of a single vertex, or
every vertex in G has degree one, and G is connected. But the only connected
graph with every vertex of degree one is K2. Hence the theorem. �

Theorem 2.11. F(G)= 1 if and only if G is one of the following graphs: a pair of
isolated vertices, K3, P3 or P4.



THE FAILED ZERO FORCING NUMBER OF A GRAPH 107

Proof. The reverse direction is clear: if G is a pair of isolated vertices, then we can
pick at most one of them to be in the set, otherwise the graph is trivially forced. If
G = K3, then any pair of vertices is a module of order 2, and if G = P3, the end
vertices form a module of order 2. Hence, in both cases, F(G) = n− 2 = 1. For
G = P4, note that a single internal vertex is the largest subset of V (P4) that is not a
zero forcing set.

For the forward direction, assume F(G)= 1. If we allow G to be disconnected, it
follows that G has at most two maximal connected components because if there are
three nonempty components, we can take one vertex each from two of them, and
this set will fail to force the third component. Since any pair of vertices in G can
force G, each component has at most one vertex because otherwise we could take
two vertices in a single component, leaving the other component unforced. Hence,
if G is not connected, G is a pair of isolated vertices, and the proof is complete.

We now assume that G is connected. Since F(G)= 1, any pair of vertices in G
can force. We know that F(Kn)= n− 2 for any n; thus, if G = Kn , then n− 2= 1
implies that G = K3, completing the proof. Assume that G 6= Kn . Then there is
some pair of vertices, u and v, that are not adjacent. Let P be the shortest path
from u to v. Since the set S = {u, v} forces the graph by assumption, either u or v
must force a vertex w in G. Assume without loss of generality that u forces w.
Then u is adjacent only to w. Hence, w is the vertex along P that is adjacent to u.
The vertex w can force the next vertex along the path (and continue this process)
until we reach a vertex w′ possibly with w′ = w, where either w′ is adjacent to
an unforced vertex not on P in addition to the next vertex on P or the next vertex
along P is already forced.

Assume the former. That is, assume that w′ is adjacent to the next vertex on P
as well as a vertex not on P . Since we assume that S is a zero forcing set, and must
therefore eventually force the graph, it follows that one of these two vertices will
be forced by some other vertex than w. But so far, the u−w′ path is forced, with
no vertex except w′ adjacent to any other vertex; we also have v forced. Hence, we
must have that from v, a sequence of vertices is forced, resulting in one of the two
vertices adjacent to w′ being forced. Hence, v is only adjacent to a single vertex,
and since we assume P is a path from u to v, it must be the vertex along P . By a
similar argument, we have that no other vertices along P are adjacent to vertices
not on P , except w′. Thus, G consists of P and a set of vertices connected to P
only through w′, as in Figure 5, where zigzag lines indicate paths. But then, we
could take S = {u, w}, which will fail to force G, contradicting our assumption.

Similarly, if we assume that u forces a sequence of vertices until reaching w′,
which is adjacent to some vertex already forced, we have either G = P or the
situation from Figure 5 again, which leads to a contradiction. If G = P , then G is
a path on n vertices. If G = P3 or G = P4, we’re done. Otherwise, we can take any



108 KATHERINE FETCIE, BONNIE JACOB AND DANIEL SAAVEDRA

u w w′ v

Figure 5. {u, v} is a zero forcing set, but {u, w} is not.

Figure 6. A maximum failed zero forcing set of P8.

pair of nonadjacent vertices of degree 2 in G to be S, contradicting our assumption.
Hence, G = P3 or P4. �

There are many examples of graphs with F(G)= 2. For example, three isolated
vertices, two copies of K2, or an isolated vertex and K2 all have failed zero forcing
numbers of 2. Also, any connected graph G on four vertices, except for P4, has
F(G)= 2, as does any connected graph on five vertices that does not have a module
of order two, such as P5 or the house graph. However, there are many such graphs.
We stop at F(G)= 1 and move on to determining failed zero forcing numbers of
different families of graphs.

3. Failed zero forcing numbers of various families of graphs

We have already seen the failed zero forcing numbers of several graphs, including
that of complete graphs, F(Kn)= n−2. We now consider several families of graphs,
including paths, cycles, complete bipartite graphs, binary trees, wheels, and the
Petersen graph. We also give a formula for the failed zero forcing number of graphs
with multiple connected components.

Theorem 3.1. The failed zero forcing number of a path Pn on n vertices is

F(Pn)=

⌈
n−2

2

⌉
.

Proof. If S is a failed zero forcing set in Pn , then neither end vertex is in S because
either end vertex is a zero forcing set. Further, S contains no pairs of adjacent
vertices because any pair of adjacent vertices is a zero forcing set. Therefore, S can
have at most d(n− 2)/2e vertices in it. We construct such a set by starting with the
vertex adjacent to either end vertex in Pn and adding it to S. From there, we take
every other vertex until we reach the other end vertex, which we do not add to S.
Thus, |S| = d(n− 2)/2e, and it does not force the graph because every vertex in S
has exactly two neighbors not in S. �

In Figure 6, the construction of a maximum failed zero forcing set in P8 is shown.
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Figure 7. The failed zero forcing number of a binary tree with n
vertices is n− 2.

Theorem 3.2. The failed zero forcing number of a cycle Cn on n vertices is

F(Cn)=

⌊
n
2

⌋
.

Proof. Suppose S is a failed zero forcing set. Then there are no adjacent vertices
in S since any pair of adjacent vertices forces Cn . Hence, |S| ≤ bn/2c. We can
construct such a set by starting with any vertex in Cn and adding every other vertex
to S. Since every vertex in S has two neighbors in V (G)\S, the set S will not force
the graph. Therefore, F(Cn)= bn/2c. �

We use Km,n to denote the complete bipartite graph with partite sets V1 and V2,
where |V1| = m ≥ 1 and |V2| = n ≥ 1.

Theorem 3.3. If m+ n ≥ 3, then F(Km,n)= m+ n− 2.

Proof. Since m+ n ≥ 3, it follows that m ≥ 2 or n ≥ 2. Without loss of generality,
assume that n ≥ 2. Then any pair of vertices in V2 is a module of order 2 since both
vertices have the same sets of neighbors, V1. Hence, by Theorem 2.4, F(Km,n)=

m+ n− 2. �

A full m-ary tree T is a rooted tree whose vertices have m or 0 children, where
m is a positive integer of at least 2. Note that if m = 2, then T is a full binary tree.

Theorem 3.4. The failed zero forcing number of a full m-ary tree T with n > 1 is
F(T )= n− 2.

Proof. Take any two vertices u and v of degree one that have the same parent, w.
We know that u and v exist because T is finite and m ≥ 2. Then, u and v form a
module of order two because they each have exactly the same neighbor, w. Hence,
by Theorem 2.4, F(T )= n− 2. �

In Figure 7, a binary tree with a maximum failed zero forcing set is shown.
The join of graphs G1 and G2, denoted G1∨G2, consists of a copy of G1, a copy

of G2, and an edge between every pair of vertices u and v such that u ∈ V (G1) and
v ∈ V (G2).
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u

v

Figure 8. The graph G if k = 1.

Lemma 3.5. Let G be a connected graph, and let H = G ∨ {v0}. That is, H
consists of G and a single vertex v0 that is adjacent to all vertices in G. Then
F(H)≥ F(G)+ 1.

Proof. Let S ( V (G) be stalled. Let S′ ⊆ V (H) be defined S′ = S ∪ {v0}.
Since S is a failed zero forcing set in G, there are at least two vertices u, v∈V (G)

that are not forced by S. Any vertex in S′\{v0} that is adjacent to v in H must also
be adjacent to some other unforced vertex, otherwise it would force v in G. Also,
v0 is adjacent to both v and u, so it will not force v. Hence, S′ is a failed zero
forcing set of H . Since |S′| = |S| + 1, we have that F(H)≥ F(G)+ 1. �

For any positive integer k, we can construct a graph G such that F(G ∨ {v0})≥

F(G)+ k. Let G consist of a path Pl , where l = 3(k + 1), and a vertex v that is
adjacent to all vertices in Pl except for one end vertex, u. An example of G for
k = 1 is shown in Figure 8. We claim that F(G)≤ b(2/3)lc. First, suppose that S is
a maximum failed zero forcing set. If v ∈ S, then no adjacent vertices from the path
can be in S and neither end vertex can be in the path. Hence, if v ∈ S, this implies
that F(G) ≤ bl/2c + 1. If v /∈ S, then no more than two consecutive vertices on
the path can be in S because if three are in S, then the middle vertex will force v.
Hence, F(G)≤b(2/3)lc. Since l= 3(k+1)≥ 6, it follows that bl/2c+1≤b(2/3)lc.
Hence, F(G)≤ b(2/3)lc.

Letting H = G ∨{v0} for a single vertex v0, however, we find that F(H)≥ l− 1.
Let S = Pl\{u}. That is, S = H\{u, v, v0}. Note that S is stalled because every
vertex in S is adjacent to both v and v0, which are not in S. Hence, S is a failed
zero forcing set. Thus, we have that F(H) ≥ l − 1 = 3(k + 1)− 1 = 3k + 2, and
F(G)≤ b(2/3)lc = 2k+ 2. Thus, F(H)−F(G)≥ k.

Therefore, joining an additional vertex to a graph will certainly increase the
failed zero forcing number of the graph, and the increase may be large.

We use Lemma 3.5 to examine another graph family. Let Wn be a wheel on n+1
vertices consisting of Cn and an additional vertex v0 adjacent to all vertices in Cn .

Theorem 3.6. Let n ≥ 3. Then F(Wn)= b2n/3c if n 6= 4, and F(W4)= 3.

Proof. We know by Theorem 3.2 and Lemma 3.5 that F(Wn) ≥ bn/2c + 1. We
construct a failed zero forcing set S on Wn as follows. Starting with any vertex
along the cycle, add the vertex and one of its neighbors to S. Continuing around
the cycle, leave out the third vertex, add the next two to S, and leave out the next,
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Figure 9. Left: A failed zero forcing set in W8. Right: A zero
forcing set in W8.

as long as vertices are remaining, making sure at the end not to add any three
consecutive vertices to S. Also, v0 /∈ S. Figure 9 shows this construction for W8.
Since there are no three consecutive vertices along the cycle in our set and v0 is not
in this set, it follows that every vertex in the set is adjacent to at least two vertices
not in the set: v0 and one vertex along the cycle. Hence, F(Wn)≥ b2n/3c.

First, consider the special case that n = 4. Since F(Wn)≥ bn/2c+ 1, we know
that F(W4)≥ 3, but since |V (W4)| = 5, by Lemma 2.2, we know that F(W4)≤ 3.
Hence, F(W4)= 3.

We continue with the remaining cases, assuming for the remainder of the proof
that n 6= 4. If n ≥ 6, then b2n/3c ≥ bn/2c+ 1 because

b2n/3c = bn/2+ n/6c ≥ bn/2c+ 1.

Also, for the special cases n=3 and n=5, we see that b2n/3c=2 and 3 respectively.
Similarly, for the same cases of n = 3 and n = 5, we have bn/2c + 1 = 2 and 3
respectively. Hence, if n 6= 4, we know that F(Wn)≥ b2n/3c ≥ bn/2c+ 1.

Before proceeding, note that if at least three consecutive vertices along the cycle
are in S and v0 is in S, then S is a zero forcing set, as shown in Figure 9.

Finally, we show that F(Wn) ≤ b2n/3c. Let S be a set of vertices in Wn with
|S|> b2n/3c. Then, either v0 ∈ S or there is some set of at least three consecutive
vertices along the cycle that are in S. Assume that v0 ∈ S. Since |S| > b2n/3c,
there exists at least one pair of adjacent vertices along the cycle. Let u be in one
such pair. If both neighbors of u along the cycle are in S, then we know that S is a
zero forcing set and we’re done. Otherwise, u has exactly one neighbor, w, not in S.
Then, u will force w in the next iteration, and S is not a maximum zero forcing set.

The last possibility is that there is some set of three consecutive vertices, v1, v2,
and v3, along the cycle that are in S. Then v0 is the only neighbor of v2 that is not
in S. Hence, v2 forces v0 in the next iteration, and S is a zero forcing set.

Hence, if n 6= 4, we have that F(Wn)= b2n/3c. �

We have found the failed zero forcing numbers of several families of graphs. We
now describe how the failed zero forcing number of a disconnected graph can be
determined by the failed zero forcing numbers and orders of its components.
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Figure 10. The Petersen graph with a maximum failed zero forcing set.

Theorem 3.7. Let G be a disconnected graph, that is, a graph with at least two
disjoint maximal connected components. Let G1,G2, . . . ,Gk be the k maximal
connected components of the graph. Then

F(G)=max
k

(
F(Gk)+

∑
l 6=k

|V (Gl)|

)
.

Proof. Since the graph is disconnected, if we allow S to consist of all vertices in
the graph except those vertices in the component Gk , then clearly, Gk is not forced.
We can add any failed zero forcing set of Gk to S, and still not force all vertices
in Gk . This will work for any component Gk . Hence, we can pick the component
that maximizes the cardinality of the set S. If S′ is a set with

|S′|>max
k

(
F(Gk)+

∑
l 6=k

|V (Gl)|

)
,

then every component Gl must have |S′∩V (Gl)|> F(Gl), forcing all components.
Hence, S′ is a zero forcing set. �

Theorem 3.8. Let G be the Petersen graph. Then F(G)= 6.

Proof. We can find a failed zero forcing set of cardinality six: for example, let
S = {a, b, e, f, g, j}, as in Figure 10. This is clearly a failed zero forcing set, since
a and f have all three neighbors in S, while all other vertices have exactly two
neighbors in V (G)\S. Hence, F(G)≥ 6.

To prove that F(G) ≤ 6, suppose S is a maximum failed zero forcing set, and
|S| ≥ 7. By the pigeonhole principle, there are at least four vertices in S that are in
the cycle {a, b, c, d, e} or in { f, g, h, i, j}. Since there is an automorphism between
these sets, assume without loss of generality that there are at least four from the set
{a, b, c, d, e} in S. Note that all five vertices cannot be in S because this would force
the entire graph. Because of the symmetry, we can assume that {a, b, c, d} ⊆ S.
Since S is a maximum failed zero forcing set, S is stalled. Thus, we must have
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i, g ∈ S. Otherwise, b and c would force them. Now, i and g each have exactly
two neighbors remaining that we have not assigned to S. These neighbors are f , h
and j . If any one of f , h or j is in S, the others will be forced, which will force
the graph. Hence, { f, h, j} ⊆ V (G)\S. But we already know that e ∈ V (G)\S for
the same reason, leaving us with |S| = 6. Hence, F(G)= 6. �

4. Cartesian products

We first give a bound on the failed zero forcing number of a Cartesian product
graph in terms of the failed zero forcing numbers of the graphs in the product.

Theorem 4.1. For any graphs G and H ,

F(G � H)≥max
{
F(G)|V (H)|,F(H)|V (G)|

}
.

Proof. Consider the Cartesian product G � H , where n = |V (G)| and k = |V (H)|.
Label the vertices of G, u1 through un and the vertices of H , w1 through wk . We
refer to each vertex in G � H as vi, j where i denotes in which copy of G and j
denotes in which copy of H the vertex lies.

Let S be a stalled failed zero forcing set in G. We construct a stalled failed zero
forcing set S′ in G � H as follows. Suppose uα ∈ S. Then for all i ∈ {1, 2, . . . k},
let vi,α ∈ S′. Then |S′| = |S||V (H)|. We show that S′ is a failed zero forcing set
of G � H .

Suppose vî,α is in S′. Then uα ∈ S by construction. Since S is a failed zero
forcing set in G, then uα is either adjacent to no vertices in V (G)\S or uα is adjacent
to two or more vertices in V (G)\S, uβ and uγ . In this latter case, it follows that
vî,α is adjacent to vî,β and vî,γ as well. In the former case, if uα is adjacent to no
vertices in V (G)\S, then any neighbors of vî,α of the form vî, j for some j are in S′.
Since vi,α ∈ S′ for all i by construction, it follows that vî,α has no neighbors in
V (G � H)\S′. Thus, S′ is a stalled failed zero forcing set.

Since this construction works for any stalled failed zero forcing set in G, and
similarly in H , it follows that we can construct in G � H a failed zero forcing
set of cardinality F(G)|V (H)| and similarly a failed zero forcing set of cardinality
F(H)|V (G)|. Hence the result. �

Note that the above bound is sharp if G = P2 and H = Kn for n ≥ 4. Recall that
F(Kn)= n− 2 and F(P2)= 0. Thus, max{F(G)|V (H)|,F(H)|V (G)|} = 2(n− 2).
If we try to construct a failed zero forcing set S of G � H with more vertices than
2(n−2), by the pigeonhole principle, one copy of Kn must have at least n−1 vertices
in S. If one copy has n vertices, then G � H is forced. Therefore, one copy, H1,
must have n− 1 vertices, and the other, H2, then must have at least n− 2 in S. So
every vertex in S∩V (H1) is adjacent to the single vertex v in V (H1)\S. That means
that every vertex in S∩V (H1) must have at least one neighbor in V (H2) that is not
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Figure 11. A maximum failed zero forcing set of the square grid
P4 � P4.

in S. But there are only at most two such vertices, and each has one distinct neighbor
in H1. Since n ≥ 4, we know that n− 1≥ 3, which means that there is at least one
vertex in S ∩ V (H1) that has only one neighbor v in V (G � H)\S. Thus, v will be
forced, which means that V (H1) will be completely forced, which will in turn force
all vertices in the graph. Hence, F(P2 � Kn) = max{F(G)|V (H)|,F(H)|V (G)|},
showing that our bound from Theorem 4.1 is sharp.

For most cases, the failed zero forcing number of a Cartesian product of graphs
is much greater than our bound. The following theorem establishes an exact value
for the square grid graph.

Theorem 4.2. Let n ≥ 2. The failed zero forcing number of a square grid, Pn � Pn ,
is F(Pn � Pn)= n2

− n.

Proof. We can construct such a failed zero forcing set by putting in the set every
vertex in the graph, except those vertices along a single main diagonal. That is, if we
label every vertex in the graph vi, j , where i denotes the row and j denotes the column
of the vertex, we let vi, j be in S if and only if i 6= j . See Figure 11 for an example.

We will show that S is indeed a failed zero forcing set. The only vertices that
can be forced — because they are not in S — are vi,i for i = 1, 2, . . . n. Take any
such vi,i . Then vi,i is adjacent to four vertices: vi,i+1, vi+1,i , vi,i−1 and vi−1,i . Note
that if i = 1 or i = n, only the first two or the last two vertices (respectively) will
be adjacent to vi,i .

Now, vi,i+1 is also adjacent to vi+1,i+1, as is vi+1,i . Therefore, neither vi,i+1 nor
vi+1,i will force vi,i . Similarly, vi,i−1 and vi−1,i are both also adjacent to vi−1,i−1,
and therefore do not force vi,i . Hence, the set is a failed zero forcing set.

It remains to show that S is a maximum zero forcing set. We will show that any
set S′ with cardinality |S′|> n2

− n is not a failed zero forcing set.
By the pigeonhole principle, if |S′|> n2

− n, there must be a column in G, say
column ĵ , such that vi, ĵ ∈ S′ for all i = 1, 2, . . . n. Note that 1 < ĵ < n because
any end column alone would force G. If every vertex in the first row to the right
of column ĵ is in S′, then the entire graph will be forced; similarly, if all vertices in
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Figure 12. Failed zero forcing sets of K3 � K3 and of K3 � K2.

any two adjacent rows to the right of column ĵ are in S′, then the entire graph will
be forced. The same holds for the left of column ĵ . Therefore, there are at least
d(n + 1)/2e vertices not in S′ on either side of column ĵ , or at least n + 1 in G,
contradicting the assumption that |S′|> n2

− n.
Therefore, F(Pn � Pn)= n2

− n. �

The same construction works for Pn � Pm if m = n + (n − 1)k for a positive
integer k. However, the construction does not work for rectangular grids in general.

For Cartesian products of complete graphs, Kn � Km , we have determined
F(Kn � Km) for all cases. Before providing the general result, we must look at two
special cases, K3 � K2 and K3 � K3. Figure 12 shows failed zero forcing sets for
each graph. To see that these are optimal, note that neither graph has a module of
order two; therefore F(K3 � K2) ≤ 3 and F(K3 � K3) ≤ 6, coinciding with the
construction in Figure 12. We now move on to determining F(Kn � Km) in general.

Theorem 4.3. The failed zero forcing number of the rook’s graph, Kn � Km , is
F(Kn � Km)= nm− 4, where n ≥ 4 and m ≥ 2.

Proof. First, we construct a failed zero forcing set S in G= Kn�Km with cardinality
nm−4. Let each vertex in the graph be labeled vi, j , where i denotes in which copy
of Kn and j denotes in which copy of Km the vertex lies. Let all vertices be in S
except v1,1, v1,2, v2,1 and v2,2.

We show that S is a failed zero forcing set. The only vertices in S that are adjacent
to the vertices in V (G)\S are vertices v1,k , v2,k , vl,1 and vl,2, where 3 ≤ k ≤ n
and 3≤ l ≤ m. However, v1,k is adjacent to both v1,1 and v1,2; v2,k is adjacent to
both v2,1 and v2,2; vl,1 is adjacent to both v1,1 and v2,1; finally, vl,2 is adjacent to
both v1,2 and v2,2. Therefore, S is a failed zero forcing set.

We now show that there is no failed zero forcing set larger than S. First, we show
that there is no module of order 2 in G. Any two vertices in the same copy of Kn

share all the same neighbors in Kn but lie in different copies of Km and therefore
have some distinct neighbors. Similarly, any two vertices in different copies of Kn

have different neighbors in their respective copies of Kn . Hence, there is no module
of order 2 in G, giving us, by Theorem 2.4, that nm− 4≤ F(G)≤ nm− 3.
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Suppose that S′ is a set of vertices in G of cardinality nm− 3. Let V (G)\S′ =
{x, y, z}. If {x, y, z} is contained in a single copy of Kn , then take any other copy
of Kn . There exist vertices x ′, y′ and z′ in this copy such that x ′ is adjacent to x
but not y or z, and similarly for y′ and z′. Thus, x ′ will force x , y′ will force y, and
z′ will force z.

If there exists a copy of Kn , call it H , such that V (H)\S′ consists of exactly one
vertex, z, then z will be forced by another vertex in H because at most two of the
vertices in H can be adjacent to an unforced vertex in any other copy of Kn . Since
{x, y} is not a module, it will be forced as well. Hence, F(G)= nm− 4. �

5. Conclusion and open questions

In this paper, we have defined a new graph parameter, the failed zero forcing
number F(G), and established some properties of this parameter as well as the value
of this parameter for several families of graphs. There are many questions about this
parameter that remain. More generally, there are many questions that remain about
the concept of zero forcing in general. We outline some of these questions here.

As we touched on in the introduction of this paper, the motivation for study of
the zero forcing number is minimum rank problems. The maximum nullity of a set
of a matrices associated with a graph is bounded above by the zero forcing number
of the graph. We would like to know if the failed zero forcing number has any such
connection to linear algebra.

There are many graph families whose failed zero forcing numbers are unknown.
For example, while we found a value of F(Pn � Pn), we have no formula for
F(Pn � Pm) in general. Also, we have not determined the failed zero forcing
number of Cn � Cm or any Cartesian products of pairs of graphs from different
graph families, such as paths and cycles. We know for certain trees — those who
have two leaves adjacent to the same vertex — we have F(T ) = n − 2. Trees in
general, however, are open.

We can also look at graphs with failed zero forcing number of 2. We characterized
graphs with F(G)= 0 or 1, but many more graphs have F(G)= 2. While we listed
some of these, it would be nice to have a full characterization of all graphs with
this property. More generally, given a positive integer k, is there an integer l such
that any graph G with |V (G)|> l has F(G) > k?

Many graph labeling problems that search for the minimum number of labels
required for a given graph are accompanied by a second question: what is the
maximum cardinality of any minimal labeling? In proper coloring, this is known as
the achromatic number [Harary and Hedetniemi 1970]. Failed zero forcing has an
analogous problem: the afailed zero forcing number. The question is: what is the
minimum cardinality of any maximal failed zero forcing set?
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Finally, while we were able to classify graphs for which F(G) < Z(G), it would
be interesting to classify graphs for which F(G)= Z(G), since these graphs seem
to be unusual.
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An Erdős–Ko–Rado theorem for subset partitions
Adam Dyck and Karen Meagher

(Communicated by Glenn Hurlbert)

A kl-subset partition, or (k, l)-subpartition, is a kl-subset of an n-set that is
partitioned into l distinct blocks, each of size k. Two (k, l)-subpartitions are said
to t-intersect if they have at least t blocks in common. In this paper, we prove
an Erdős–Ko–Rado theorem for intersecting families of (k, l)-subpartitions. We
show that for n ≥ kl, l ≥ 2 and k ≥ 3, the number of (k, l)-subpartitions in the
largest 1-intersecting family is at most

(n−k
k

)(n−2k
k

)
· · ·
(n−(l−1)k

k

)
/(l−1)!, and that

this bound is only attained by the family of (k, l)-subpartitions with a common
fixed block, known as the canonical intersecting family of (k, l)-subpartitions.
Further, provided that n is sufficiently large relative to k, l and t , the largest
t-intersecting family is the family of (k, l)-subpartitions that contain a common
set of t fixed blocks.

1. Introduction

We prove here an Erdős–Ko–Rado theorem for intersecting families of subset
partitions. The EKR theorem gives the size and structure of the largest family
of intersecting sets, all of the same size, from a base set. This theorem has an
interesting history: Erdős [1987] wrote that the work was done in 1938, but due to
lack of interest in combinatorics at the time, it wasn’t until 1961 that the paper was
published. Once the result did appear in the literature, it sparked a great deal of
interest in extremal set theory.

To start, we must consider some relevant notation and background information.
For any positive integer n, denote [n] := {1, . . . , n}. A k-set is a subset of size k
from [n]. Two k-sets A and B are said to intersect if |A∩ B| ≥ 1, and for 1≤ t ≤ k,
they are said to be t-intersecting if |A∩ B| ≥ t . A canonical t-intersecting family
of k-sets is one that contains all k-sets with t fixed elements.

EKR theorem. [Erdős et al. 1961] Let n ≥ k ≥ t ≥ 1, and let F be a t-intersecting
family of k-sets from [n]. If n is sufficiently large compared to k and t , then
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|F| ≤
(n−t

k−t

)
; further, equality holds if and only if F is a canonical t-intersecting

family of k-sets.

The exact bound on n is known to be n ≥ (t + 1)(k− t + 1) (an elegant proof of
this that uses algebraic graph theory is given by Wilson [1984]). If n is smaller than
this bound, then there are t-intersecting families that are larger than the canonical
t-intersecting family. A complete characterization of the families of maximum size
for all values of n is given by Ahlswede and Khachatrian [1997].

From here, many EKR-type theorems have been developed by incorporating other
combinatorial objects. Frankl and Wilson [1986] have considered this theorem for
vector spaces over a finite field, Rands [1982] for blocks in a design, Cameron and
Ku [2003] for permutations, Ku and Leader [2006] for partial permutations, Brunk
and Huczynska [2010] for injections, and Ku and Renshaw [2008] for set partitions
and cycle-intersecting permutations. All of these cases consider combinatorial
objects that are made up of what we shall call atoms, and two objects intersect if
they contain a common atom and t-intersect if they contain t common atoms. To
say that “an EKR-type theorem holds” means that the largest set of intersecting (or
t-intersecting) objects is the set of all objects that contain a common atom (or a
common t-set of atoms).

In this paper, we shall prove that an EKR-type theorem holds for an object which
we call a subset partition. We begin by outlining the appropriate notation.

A uniform l-partition of [n] is a division of [n] into l distinct, nonempty subsets,
known as blocks, where each block has the same size and the union of these blocks
is [n]. Further, a uniform kl-subset partition P is a uniform l-partition of a subset
of kl elements from [n]. We shall also call P a (k, l)-subpartition. If P is a (k, l)-
subpartition of [n], then P = {P1, . . . , Pl} and |Pi | = k for i ∈ {1, . . . , l}, with
|
⋃l

i=1 Pi | = kl. Let U n
l,k denote the set of all (k, l)-subpartitions from [n], and

define

U (n, l, k) := |U n
l,k | =

1
l!

(n
k

)(n−k
k

)
· · ·

(n−(l−1)k
k

)
=

1
l!

l−1∏
i=0

(n−ik
k

)
.

Two (k, l)-subpartitions P = {P1, . . . , Pl} and Q = {Q1, . . . , Ql} are said to be
intersecting if Pi = Q j for some i, j ∈ {1, . . . , l}. Further, for 1≤ t ≤ l, P and Q
are said to be t-intersecting if there is an ordering of the blocks such that Pi = Qi

for i = 1, . . . , t .
A canonical t-intersecting family of (k, l)-subpartitions is a family that contains

every (k, l)-subpartition with a fixed set of t blocks. Such a family has size

U (n− tk, l − t, k)= 1
(l−t)!

l−1∏
i=t

(n−ik
k

)
. (*)
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In particular, a canonical intersecting family of (k, l)-subpartitions has size

U (n− k, l − 1, k)= 1
(l−1)!

l−1∏
i=1

(n−ik
k

)
. (**)

Finally, note that

U (n, l, k)= 1
l

(n
k

)
U (n− k, l − 1, k), (†)

and U (n, 0, 0)= 1 for n ≥ 0.
We shall not consider the cases when k = 1, as this reduces to the original

EKR theorem when l = 1, where intersection is trivial, or when t = l, where
intersection is also trivial.

Theorem 1. Let n, k, l be positive integers with n ≥ kl, l ≥ 2, and k ≥ 3. If P is an
intersecting family of (k, l)-subpartitions, then

|P| ≤
1

(l−1)!

l−1∏
i=1

(n−ik
k

)
.

Moreover, this bound can only be attained by a canonical intersecting family of
(k, l)-subpartitions.

Theorem 2. Let n, k, l, t be positive integers with n ≥ n0(k, l, t) and 1≤ t ≤ l− 1.
If P is a t-intersecting family of (k, l)-subpartitions, then

|P| ≤
1

(l−t)!

l−1∏
i=t

(n−ik
k

)
.

Moreover, this bound can only be attained by a canonical t-intersecting family of
(k, l)-subpartitions.

Meagher and Moura [2005] introduced Erdős–Ko–Rado theorems for t-intersect-
ing partitions, which fall under the case n= kl. Additionally, for the case k= 2 with
n > kl, a (k, l)-subpartition is a partial matching; in their recent paper, Kamat and
Misra [2013] presented the corresponding EKR theorems for these objects. They
incorporate a very nice Katona-style proof, but interestingly, it does not appear that
the Katona method would work very well for (k, l)-subpartitions (it seems that this
proof would require an additional lower bound on n). The goal of this work is to
complete the work done in both [Meagher and Moura 2005] and [Kamat and Misra
2013] by showing that an EKR-type theorem holds for subpartitions. In this paper,
we specifically do not consider the case where k = 2 (as this is done in Kamat and
Misra’s work). In [Meagher and Moura 2005], the only difficult case is k = 2; it is
possible that our counting method will work for the partial matchings if some of
the tricks used in [loc. cit.] are applied.
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2. Three technical lemmas

We shall require results similar to Lemma 3 in [Meagher and Moura 2005] — the
proofs of which use similar counting arguments. The first of these, Lemma 3, is just
the t = 1 case of the third, Lemma 5. We present proofs for both of these lemmas
since the proof of Lemma 3 is straight-forward and presenting it first makes the
proof of Lemma 5 clearer.

As we shall see, it is worthwhile to consider the size of a canonical t-intersecting
family of (k, l)-subpartitions and find when this is an upper bound for the size of
any t-intersecting family of (k, l)-subpartitions.

Define a dominating set for a family of (k, l)-subpartitions to be a set of blocks,
each of size k, that intersects with every (k, l)-subpartition in the family. For the
intersecting families being investigated here, each (k, l)-subpartition in the family
is also a dominating set. In [Meagher and Moura 2005], dominating sets are called
blocking sets. We use the term dominating set here because if the blocks in the (k, l)-
subpartitions (the k-sets) are considered to be vertices, then each (k, l)-subpartition
can be thought of as an edge in an l-uniform hypergraph on these vertices. As
a result, a family of (k, l)-subpartitions is a hypergraph, and our definition of
a dominating set for a family of (k, l)-subpartitions matches the definition of a
dominating set for a hypergraph.

Lemma 3. Let n, k, l be positive integers with n ≥ kl, l ≥ 2 and let P⊆U n
l,k be an

intersecting family of (k, l)-subpartitions. Assume that there does not exist a k-set
that occurs as a block in every (k, l)-subpartition in P. Then

|P| ≤ l2U (n− 2k, l − 2, k). (1)

Proof. Let {P1, . . . , Pl} be a (k, l)-subpartition in P, and for i ∈ {1, . . . , l}, let Pi

be the set of all (k, l)-subpartitions in P that contain the block Pi but none of
P1, . . . , Pi−1. By assumption, Pi does not appear in every (k, l)-subpartition in P,
so there exists some (k, l)-subpartition Q that does not contain Pi . The subpartitions
in Pi and Q must be intersecting, so each member of Pi must contain Pi as well
as one of the l blocks from Q. Thus, we can bound the size of Pi by

|Pi | ≤ lU (n− 2k, l − 2, k).

Further, since {P1, . . . , Pl} is a dominating set for the family of (k, l)-subpartitions,
we have that ⋃

i∈{1,...,l}

Pi = P.

It follows that
|P| ≤ l|Pi | ≤ l2U (n− 2k, l − 2, k). �
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Note that Lemma 3 certainly applies for all n ≥ kl; however, if the size of n
is small enough relative to k and l, then we can improve our bound on such an
intersecting family P. Note that in the case of n = kl, we may use the lemma as
considered in [Meagher and Moura 2005].

Lemma 4. Let n, k, l be positive integers with kl + 1 ≤ n ≤ k(l + 1)− 1, l ≥ 2,
and let P⊆U n

l,k be an intersecting family of (k, l)-subpartitions. Assume that there
does not exist a k-set that occurs as a block in every (k, l)-subpartition in P. Then

|P| ≤ l(l − 1)U (n− 2k, l − 2, k). (2)

Proof. Under the restriction on the size of n, there are at most l−1 blocks in Q that
do not contain an element from Pi . The remainder of the proof follows similarly. �

We also adapt a similar lemma for the t-intersecting case.

Lemma 5. Let n, k, l, t be positive integers with 1≤ t ≤ l − 1, and let P⊆U n
l,k be

a t-intersecting family of (k, l)-subpartitions. Assume that there does not exist a
k-set that occurs as a block in every (k, l)-subpartition in P. Then

|P| ≤ (l − t + 1)
( l

t

)
U
(
n− (t + 1)k, l − (t + 1), k

)
. (3)

Proof. As in the proof of Lemma 3, let {P1, . . . , Pl} be a (k, l)-subpartition in P,
and for i ∈ {1, . . . , l}, define the set Pi similarly. Note that if we order the Pi sets,
then any (k, l)-subpartition in Pi where i > l− t+1 must contain at least one of the
blocks {P1, . . . , Pl−t+1} since the (k, l)-subpartitions here must be t-intersecting
with {P1, . . . , Pl}. The block Pi does not appear in every (k, l)-subpartition in
P, so there exists some (k, l)-subpartition Q that does not contain Pi . Any (k, l)-
subpartition P ∈Pi must be t-intersecting with Q, so there are

(l
t

)
ways to choose

the t blocks from Q that are also in P . Thus, we can bound the size of Pi by

|Pi | ≤

( l
t

)
U
(
n− (t + 1)k, l − (t + 1), k

)
.

Further, since ⋃
i∈{1,...,l−t+1}

Pi = P,

it follows that

|P| ≤ (l − t + 1)
( l

t

)
U
(
n− (t + 1)k, l − (t + 1), k

)
. �

3. Proof of Theorem 1

We can use (1) or (2), based on the size of n, and compare these bounds with that
of (**). Informally, we may think of these as bounds on the size of noncanonical
families of (k, l)-subpartitions. If the size of the canonical family is larger than
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these bounds, then we know that the canonical families are the largest and that
equality holds if and only if the intersecting family is canonical.

Proof of Theorem 1. Let P be a noncanonical family of intersecting (k, l)-subparti-
tions. We shall show that

|P|<
1

l−1

(n−k
k

)
U (n− 2k, l − 2, k). (4)

It can be verified from (**) and (†) that the right-hand side of this inequality is
the size of a canonical intersecting family of (k, l)-subpartitions; thus, proving this
inequality proves Theorem 1.

Case 1: kl + 1≤ n ≤ k(l + 1)− 1
If we bound n as such, then by (2),

|P| ≤ l(l − 1)U (n− 2k, l − 2, k),

and using (4), we only need to prove that

l(l − 1)2 <
(n−k

k

)
. (5)

Since n ≥ kl + 1, and using that k ≥ 3, by Pascal’s rule,(n−k
k

)
≥

(k(l−1)+1
k

)
≥

(3(l−1)+1
3

)
=
(3l − 2)(3l − 3)(3l − 4)

3!
.

Thus, (5) can be reduced to checking the inequality

l(l − 1)2 <
(3l − 2)(3l − 3)(3l − 4)

3!
.

It can be verified, using the increasing function test, that this holds for all l ≥ 2.

Case 2: n ≥ k(l + 1)
Similar to the previous case, using (1) and (4), we only need to show that

l2(l − 1) <
(n−k

k

)
. (6)

As before, taking n ≥ k(l + 1), k ≥ 3, and using Pascal’s rule, we find(n−k
k

)
≥

(kl
k

)
≥

(3l
3

)
=

3l(3l − 1)(3l − 2)
3!

.

So, (6) can be rewritten as

l2(l − 1) <
3l(3l − 1)(3l − 2)

3!
,

and we find that this also holds for all l ≥ 2.
Thus, (4) holds for all values of n, completing the proof of Theorem 1. �
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4. Proof of Theorem 2

Theorem 2 incorporates the t-intersection property, proving a more general EKR-
type theorem for (k, l)-subpartitions. Here, the precise lower bound on n for deter-
mining when only the canonical families are the largest is unknown — but we shall
see that if k ≥ t+2, it suffices to take n≥ k(l+ t) (though this bound is not optimal).

Proof of Theorem 2. From (*) and (†), the size of a canonical t-intersecting family
of (k, l)-subpartitions is

U (n− tk, l − t, k)= 1
l−t

(n−tk
k

)
U
(
n− (t + 1)k, l − (t + 1), k

)
. (7)

As before, let P be a noncanonical family of t-intersecting (k, l)-subpartitions.
If there is a block that is contained in every (k, l)-subpartition of P, then it can be
removed from every such subpartition in P. This does not change the size of the
family, but reduces n by k and each of l and t by 1. Now we only need to show that
this new family is smaller than the canonical (t−1)-intersecting family of (k, l−1)-
subpartitions from [n−k] (the size of which is equal to U

(
n−(t−1)k, l−(t−1), k

)
.

As such, we may assume that there are no blocks common to every (k, l)-subpartition
in P, and we can apply (3).

To prove this theorem, we need to prove that for n sufficiently large,

(l − t + 1)(l − t)
( l

t

)
<
(n−tk

k

)
. (8)

Clearly, this inequality is strict if n is sufficiently large relative to t , l and k. �

Consider the case where k ≥ t + 2. If n ≥ k(l + t), then (8) holds when

(l − t + 1)(l − t)
( l

t

)
≤

( lk
k

)
.

Since k ≥ t + 2, we have that( lk
k

)
=

(
lk
k

)(
lk− 1
k− 2

)( lk−2
k−2

)
> (l − t + 1)(l − t)

( l
t

)
,

so (8) holds indeed. We do not attempt to find the function n0(k, l, t) that produces
the exact lower bound on n, but such a lower bound is needed, as shown by the
example in [Meagher and Moura 2005, Section 5].

5. Extensions

There are versions of the EKR theorem for many different objects. In this final sec-
tion, we shall outline how this method can be generalized to these different objects.

In general, when considering an EKR-type theorem, there is a set of objects
with some notion of intersection. We shall consider the case when each object
is comprised of k atoms, and two objects are intersecting if they both contain a
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common atom. If the objects are k-sets, then the atoms are the elements from
{1, . . . , n}, and each k-set contains exactly k atoms. For matchings, the atoms are
edges from the complete graph on 2n vertices, and a k-matching has k atoms. In
this paradigm, if the largest set of intersecting objects is the set of all the objects
that contain a fixed atom, then an EKR-type theorem holds.

We can apply the method in this paper to this more general situation. Assume we
have a set of objects and that each object contains exactly k distinct atoms from a
set of n atoms (there may be many additional rules on which sets of atoms constitute
an object). Let P(n, k) be the total number of objects, P(n− 1, k− 1) the number
of objects that contain a fixed atom, and P(n− 2, k− 2) the number of objects that
contain two fixed atoms.

Using the same argument as in this paper, if for some type of object (as above)

k2 P(n− 2, k− 2) < P(n− 1, k− 1),

then an EKR-type theorem holds for these objects. It is very interesting to note that
if the ratio between P(n− 1, k− 1) and P(n− 2, k− 2) is sufficiently large, then
an EKR-type theorem holds.

For example, this can be applied to k-sets. In this case, the equation is

k2
(n−2

k−2

)
<
(n−1

k−1

)
,

which holds if and only if

k2(k− 1)+ 1< n.

This proves the standard EKR theorem, but with a very bad lower bound on n.
For a second example, consider length-n integer sequences with entries from
{0, 1, . . . , q − 1}. In this case the atoms are ordered pairs (i, a), where the entry
in position i of the sequence is a. Two sequences “intersect” if they have the
same entry in the same position. Each sequence contains exactly n atoms, so in
this case k = n. The values of P(n − 1, n − 1) and P(n − 2, n − 2) are qn−1

and qn−2, respectively. Thus an EKR-type theorem for integer sequences holds if
n2qn−2 < qn−1, or equivalently if n2 < q. Once again we have a simple proof of
an EKR-type theorem, but with an unnecessary bound on n.

Finally, consider the blocks in a t-(n,m, λ) design. The blocks are m-sets, so they
are t-intersecting if they contain a common set of t-elements. It is straight-forward
to calculate the number of blocks that contain any s-set where s ≤ t is

λ

(n−s
t−s

)(m−s
t−s

) .
Thus we have that the EKR theorem holds for intersecting blocks in a t-(n,m, λ)
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design if

m2 λ
(n

t

)(m
2

)(m
t

)(n
2

) ≤ λ(n
t

)(m
1

)(m
t

)(n
1

) ,
which reduces to

m3
−m2

+ 1< n.

This is the same bound found by Rands [1982]. Moreover, this method can be applied
to s-intersecting blocks in a design; again we get the same bound as in [Rands 1982].
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Nonreal zero decreasing operators
related to orthogonal polynomials
Andre Bunton, Nicole Jacobs, Samantha Jenkins,

Charles McKenry Jr., Andrzej Piotrowski and Louis Scott

(Communicated by Michael Dorff)

Laguerre’s theorem regarding the number of nonreal zeros of a polynomial and
its image under certain linear operators is generalized. This generalization is then
used to (1) exhibit a number of previously undiscovered complex zero decreasing
sequences for the Jacobi, ultraspherical, Legendre, Chebyshev, and generalized
Laguerre polynomial bases and (2) simultaneously generate a basis B and a
corresponding complex zero decreasing sequence for the basis B. An extension
to transcendental entire functions in the Laguerre–Pólya class is given, which, in
turn, gives a new and short proof of a previously known result due to Piotrowski.
The paper concludes with several open questions.

1. Introduction

For a function f : C→ C which is not the identically zero function, denote the
number (counted according to multiplicity) of real and nonreal zeros of f by Z R( f )
and ZC( f ), respectively. For the identically zero function, define Z R(0)= 0 and
ZC(0)= 0. Let L : R[x] → R[x] be a linear operator. If L has the property that

ZC(L(p))≤ ZC(p) (1)

for every real polynomial p, then L is called a complex zero decreasing operator,
or a CZDO. Such an operator L is diagonal with respect to a basis B = {bk}

∞

k=0
for R[x] if and only if there are real constants {γk}

∞

k=0 for which

L(bk(x))= γkbk(x) (k = 0, 1, 2, . . . ). (2)
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In this case, the sequence {γk}
∞

k=0 is called a complex zero decreasing sequence for
the basis B, or a B-CZDS.

A theorem of Laguerre demonstrates the existence of CZDSs for the standard
basis. We give two versions of his theorem here, the first of which can be found in
[Obreschkoff 1963, p. 6] and [Craven and Csordas 2004, p. 23].

Theorem 1 (Laguerre’s Theorem). Let p(x) =
∑n

k=0 ak xk be an arbitrary real
polynomial of degree n. If α lies outside the interval (−n, 0), then

ZC

( n∑
k=0

(k+α)ak xk
)
≤ ZC

( n∑
k=0

ak xk
)
.

In particular, if α ≥ 0, the sequence {k+α}∞k=0 is a CZDS for the standard basis.

With notation as in Theorem 1,

xp′(x)+αp(x)=
n∑

k=0

(k+α)ak xk,

and Laguerre’s theorem may be restated accordingly.

Theorem 2 (Laguerre’s Theorem; Differential Operator Version). Let p(x) be an
arbitrary real polynomial of degree n. If α lies outside the interval (−n, 0), then

ZC(xp′(x)+αp(x))≤ ZC(p(x)).

In particular, if α ≥ 0, then the differential operator x D+α I is a CZDO.

Remark 3. The differentiation operator D defined by D(p)= p′ is a CZDO. This
is included in Laguerre’s theorem as the special case α= 0. Indeed, this choice gives

ZC(p′(x))= ZC(xp′(x))≤ ZC(p(x)).

Alternatively, the fact that D is a CZDO can be proved via Rolle’s theorem from
elementary calculus (see, for example, [Obreschkoff 1963, p. 2–3]).

Laguerre’s theorem is easily extended by iteration to sequences of the form
{h(k)}∞k=0, where h is a real polynomial having only real nonpositive zeros. This,
in turn, leads to a further extension via Hurwitz’s theorem to sequences of the form
{ϕ(k)}∞k=0, where ϕ is an entire function which is the uniform limit on compact
subsets of C of polynomials having only real nonpositive zeros (see, for example,
[Craven and Csordas 1995, Theorem 1.4], [Obreschkoff 1963, p. 6], [Pólya 1929]).
We have opted to state Laguerre’s theorem in its simplest form to ease the comparison
of this theorem with some of its generalizations demonstrated below.



DECREASING OPERATORS RELATED TO ORTHOGONAL POLYNOMIALS 131

In 2007, Piotrowski gave a generalization of Laguerre’s theorem to obtain a class
of H -CZDSs, where H denotes the set of Hermite polynomials defined by

Hn(x)= (−1)nex2 dn

dxn e−x2
(n = 0, 1, 2, . . . ).

Theorem 4 [Piotrowski 2007, p. 57, Proposition 68]. Suppose p(x) is an arbitrary
real polynomial of degree n. If α, β, c, d are real numbers such that α ≥ 0, β ≥ 0,
and α+ cn ≥ 0, then

ZC
(
−βp′′(x)+ (cx + d)p′(x)+αp(x)

)
≤ ZC(p(x)).

In particular, if α, β, and c are all nonnegative, then −βD2
+ (cx + d)D+α I is

a CZDO.

Since the Hermite polynomials satisfy the differential equation

nHn(x)=− 1
2 H ′′n (x)+ x H ′n(x) (n = 0, 1, 2, . . . )

(see, for example, [Rainville 1960, p. 188]), the previous theorem gives, as a special
case, the existence of H -CZDSs which can be interpolated by linear polynomials.

Theorem 5 [Piotrowski 2007, p. 87, Theorem 101]. Let p(x)=
∑n

k=0 ak Hk(x) be
an arbitrary real polynomial of degree n. If α lies outside the interval (−n, 0), then

ZC

( n∑
k=0

(k+α)ak Hk(x)
)
≤ ZC

( n∑
k=0

ak Hk(x)
)
.

In particular, if α ≥ 0, then the sequence {k+α}∞k=0 is an H-CZDS.

While no complete characterization of CZDSs is currently known for any basis,
the characterization of CZDSs which can be interpolated by polynomials has been
achieved for both the standard basis and the Hermite basis.

Theorem 6 [Craven and Csordas 1995, p. 13]. Let h(x) be a real polynomial. Then
{h(k)}∞k=0 is a CZDS for the standard basis if and only if either

(1) h(0) 6= 0 and h(x) has only real negative zeros, or

(2) h(0)= 0 and h(x) is of the form

h(x)= x(x − 1)(x − 2) · · · (x −m+ 1)
p∏

k=1

(x − bk), (3)

where m ≥ 1 and p ≥ 0 are integers and bk < m for k = 1, 2, 3, . . . , p.

The previous theorem remains valid mutatis mutandis if “CZDS for the standard
basis” is replaced by “H -CZDS” (see [Piotrowski 2007, p. 95, Theorem 111]).

The main results of this paper include a generalization of Laguerre’s theorem
(Theorem 8), the demonstration of classes of CZDSs for the Jacobi, ultraspherical,
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Legendre, Chebyshev, and generalized Laguerre polynomial bases (Proposition 10,
Theorem 14, Corollaries 15 and 16, and Theorem 24), a method for simultaneously
generating a basis B and a corresponding B-CZDS (Section 4), and the extension
of these results to transcendental entire functions in the Laguerre–Pólya class
(Section 5.1).

2. A class of complex zero decreasing operators

This section contains two theorems which generalize Laguerre’s theorem.

Theorem 7. Let p and q be real polynomials, each with degree at least one, and
let α ≥ 0. Then

Z R( f (x))≥ Z R(p(x))+ Z R(q(x))− 1,

where
f (x)= q(x)p′(x)+αq ′(x)p(x).

Proof. When α = 0, we have

Z R(q(x)p′(x))= Z R(q(x))+ Z R(p′(x))≥ Z R(p(x))+ Z R(q(x))− 1,

where the last inequality is a consequence of Rolle’s theorem.
We will now suppose α > 0 for the remainder of the proof. Suppose x0 is a zero

of p(x) · q(x) and write

p(x)= (x − x0)
mh1(x) (h1(x0) 6= 0),

q(x)= (x − x0)
wh2(x) (h2(x0) 6= 0).

Then
f (x)= (x − x0)

m+w−1h3(x),

where
h3(x0)= (m+αw)h1(x0)h2(x0) 6= 0.

That is to say, if x0 is a zero of p ·q of multiplicity m+w, then x0 is a zero of f of
multiplicity m+w− 1. We will now complete the proof by demonstrating that f
must vanish between consecutive real zeros of p · q. Define

g(x)=
{
[q(x)]α if q(x)≥ 0,
−[−q(x)]α if q(x) < 0,

so that∣∣q(x)∣∣1−α d
dx
[g(x)p(x)] = q(x)p′(x)+αq ′(x)p(x) (x /∈ {z | q(z)= 0}).

Let x1, x2 be consecutive zeros of p ·q with x1 < x2. Then they are also consecutive
zeros of g · p, which is continuous on [x1, x2] and differentiable on (x1, x2). By
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Rolle’s theorem, (g · p)′, and therefore q(x)p′(x)+αq ′(x)p(x) has a zero in the
interval (x1, x2) and the conclusion of the theorem holds. �

We note that Theorem 7 is best possible in the sense that the conclusion does
not necessarily hold for any α < 0. For example, if α < 0, p(x)= xn(x2

+α), and
q(x)= x , then f (x)= xn

(
(α+ n+ 2)x2

+α(α+ n)
)
. Choosing

n =max{m ∈ Z | m ≥ 0 and α+m < 0}

yields Z R( f )= n < n+ 2= Z R(p)+ Z R(q)− 1.

Theorem 8. Let p and q be real polynomials and α ≥ 0. Then

ZC
(
q(x)p′(x)+αq ′(x)p(x)

)
≤ ZC(p(x))+ ZC(q(x)).

In particular, if q has only real zeros, then q(x)D+αq ′(x)I is a CZDO.

Proof. First note that the result is trivial when the function q(x)p′(x)+αq ′(x)p(x)
is identically zero. Furthermore, if either p or q is a nonzero constant function,
then the result follows from Rolle’s theorem as was noted in Remark 3 above. We
may, therefore, assume that p and q each have degree at least one. Suppose

p(x)=
n∑

k=0

ak xk and q(x)=
m∑

k=0

bk xk .

Then the leading term of

f (x)= q(x)p′(x)+αq ′(x)p(x)

is (n+αm)anbm xn+m−1, so f has degree n+m−1. Applying Theorem 7, we have

ZC( f )= n+m− 1− Z R( f )

≤ n+m− 1− (Z R(p)+ Z R(q)− 1)

= n+m− 1− (n− ZC(p)+m− ZC(q)− 1)

= ZC(p)+ ZC(q).

Therefore, ZC
(
q(x)p′(x)+αq ′(x)p(x)

)
≤ ZC(p(x))+ ZC(q(x)). �

Note that part of Laguerre’s theorem (Theorem 2) is obtained when we set
q(x)= x in Theorem 8.

Remark 9. The two theorems in this section can be extended to any finite number
of constants and functions. For example, using the same techniques as above, one
can show that

ZC(pqr ′+αp′qr +βpq ′r)≤ ZC(p)+ ZC(q)+ ZC(r),

where α and β are nonnegative real numbers and p, q, and r are polynomials.
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3. CZDSs for the Jacobi polynomial basis

3.1. The Jacobi polynomials. We now apply the results of the previous section to
demonstrate the existence of CZDSs for the Jacobi polynomial basis. Following
[Rainville 1960, p. 257], we define the Jacobi polynomials with parameters α >−1
and β >−1 by

P (α,β)n (x)=
(−1)n(1− x)−α(1+ x)−β

2nn!
dn

dxn [(1− x)n+α(1+ x)n+β].

For each nonnegative integer n, the Jacobi polynomials satisfy the differential
equation(
(x2
−1)D2

+[(2+α+β)x+α−β]D
)
P (α,β)n (x)= n(n+1+α+β)P (α,β)n (x) (4)

(see [Rainville 1960, p. 258]).

Proposition 10. The sequence {k(k+ 1+α+β)}∞k=0 is a P (α,β)-CZDS.

Proof. Define the linear operator L : R[x] → R[x] by

L(P (α,β)k (x))= k(k+ 1+α+β)P (α,β)k (x) (k = 0, 1, 2, . . . ),

so that, by linearity,

L
( n∑

k=0

ak P (α,β)k (x)
)
=

n∑
k=0

ak L(P (α,β)k (x))=
n∑

k=0

akk(k+ 1+α+β)P (α,β)k (x).

Our goal, then, is to show that L is a CZDO. From the differential equation (4), the
linear operator L is equal to the differential operator

L =
(
(x2
− 1)D+ [(2+α+β)x +α−β]I

)
D.

If, in Remark 9, we take p(x)= x −1, q(x)= x +1, and replace α and β by α+1
and β + 1, respectively, then we see that

(x2
− 1)D+ [(2+α+β)x +α−β]I (α, β >−1)

is a complex zero decreasing operator. Thus, L is the composition of two CZDOs
(recall that D is a CZDO as discussed in Remark 3) and so it is a CZDO itself. �

3.2. Operator identities. In order to extend the preceding result, we will develop a
number of operator identities. We consider two operators L1 and L2 on R[x] to be
equal if L1(p)= L2(p) for every real polynomial p. For example, as a consequence
of the product rule for differentiation, (Dx)p(x) = xp′(x)+ p(x), and thus we
obtain the equality

Dx = x D+ I. (5)
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Proposition 11. Suppose that {gk(x)}mk=0 is a sequence of polynomials satisfying
deg(gk)≤ k for all k. Then

Dn
m∑

k=0

gk(x)Dk
=

( m∑
j=0

m∑
k= j

( n
k− j

)
g(k− j)

k (x)D j
)

Dn.

Proof. We first note that we are following the convention that
(n

k

)
=0 whenever k>n.

Using the fact that the derivative operator is linear, applying Leibniz’s formula
for the n-th derivative of a product, and noting our assumption on the degree of the
polynomials gk , we have

Dngk(x)Dk
=

k∑
i=0

(n
i

)
g(i)k (x)D

k+n−i
=

( k∑
i=0

(n
i

)
g(i)k (x)D

k−i
)

Dn.

Making the substitution j = k− i and then switching the order of summation gives

Dn
m∑

k=0

gk(x)Dk
=

( m∑
k=0

k∑
j=0

( n
k− j

)
g(k− j)

k (x)D j
)

Dn

=

( m∑
j=0

m∑
k= j

( n
k− j

)
g(k− j)

k (x)D j
)

Dn. �

In what follows, we will make frequent use of Proposition 11 with m = 2, which
asserts that if

L = Dn(g2(x)D2
+ g1(x)D+ g0(x)I

)
, (6)

then

L =
(

g2(x)D2
+ (ng′2(x)+ g1(x))D+

((n
2

)
g′′2 (x)+ng′1(x)+ g0(x)

)
I
)

Dn, (7)

provided deg(gk)≤ k for all k.

3.3. Ultraspherical polynomials. We now focus on the Jacobi polynomials for
which α = λ = β, which are called the ultraspherical polynomials (see, e.g.,
[Rainville 1960, p. 143]). To ease notation, we define

P (λ)n (x)= P (λ,λ)n (x) (λ >−1; n = 0, 1, 2, . . . ).

With this choice, the differential equation (4) takes on the form

[(x2
− 1)D2

+ (1+ λ)2x D]P (λ)n (x)= n(n+ 1+ 2λ)P (λ)n (x). (8)

Due to the frequent use of the operator involved in the previous equation we define,
for any a ∈ R,

8a = (x2
− 1)D+ (1+ a)2x I. (9)
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Lemma 12. Suppose λ >−1. Then, for all nonnegative integers n,

Dn(8λD− n(n+ 1+ 2λ)I
)
= (8λ+n)Dn+1,

where 8a is defined in (9).

Proof. This is an immediate application of (6) and (7). �

We now use a product notation for composition of operators. Since differential
operators need not commute, care is required in using this notation. For a collection
of operators L1, L2, . . . , Ln on R[x], we define( n∏

k=1

Lk

)
p = (L1L2 · · · Ln)p = L1(L2(· · · (Ln(p)))) (p ∈ R[x]).

Proposition 13. Let w be a positive integer and {mk}
w−1
k=0 ⊂ N. Then

w−1∏
k=0

(
8λD− k(k+ 1+ 2λ)I

)mk
=

(w−1∏
k=0

[(8λ+k D)mk−18λ+k]

)
Dw,

where 8a is defined by (9).

Proof. We will argue by mathematical induction. The case w = 1 is clear. Now
suppose that the result is true for some integer w ≥ 1 and fix natural numbers
m0,m1, . . . ,mw. Then

w∏
k=0

(
8λD− k(k+ 1+ 2λ)I

)mk
=2Dw

(
8λD−w(w+ 1+ 2λ)I

)mw
, (10)

where

2=

w−1∏
k=0

[(8λ+k D)mk−1(8λ+k)]. (11)

Applying Lemma 12 a total of mw times, we see that

Dw
(
8λD−w(w+ 1+ 2λ)I

)mw
= (8λ+wD)mw Dw. (12)

Together, (10), (11), and (12) show that

w∏
k=0

(
8λD− k(k+ 1+ 2λ)I

)mk
=

( w∏
k=0

(
(8λ+k D)mk−1(8λ+k)

))
Dw+1. �

We are now in a position to demonstrate the existence of several P (λ)-CZDSs
for any fixed λ >−1.
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Theorem 14. If λ > −1, w is a positive integer, and {mk}
w−1
k=0 ⊂ N, then the

sequence {w−1∏
k=0

(
n(n+ 1+ 2λ)− k(k+ 1+ 2λ)

)mk

}∞
n=0

(13)

is a P (λ)-CZDS, where P (λ) is the set of ultraspherical polynomials.

Proof. Let the linear operator L : R[x] → R[x] be defined by

L(P (λ)n (x))=
(w−1∏

k=0

(
n(n+ 1+ 2λ)− k(k+ 1+ 2λ)

)mk

)
P (λ)n (x).

From the differential equation (8), we have

L =
w−1∏
k=0

(
(x2
− 1)D2

+ (1+ λ)2x D− k(k+ 1+ 2λ)I
)mk
,

or, using the notation in (9) and applying Proposition 13,

L =
w−1∏
k=0

(
8λD− k(k+ 1+ 2λ)I

)mk
=

(w−1∏
k=0

(
(8λ+k D)mk−18λ+k

))
Dw.

The operator L is, therefore, a composition of individual operators, each of which
is a CZDO. This can be seen by appealing to Theorem 8, which shows that 8a is a
CZDO whenever a >−1. �

3.4. CZDSs for Legendre basis. The polynomials

Pn(x)= P (0)n (x)= P (0,0)n (x) (n = 0, 1, 2, . . . )

are known as the Legendre polynomials (see [Rainville 1960, p. 254]).
In [Blakeman et al. 2012], Open Question (4) conjectures that a certain type

of falling factorial sequence is a multiplier sequence for the Legendre basis, or a
P-MS. Since every P-CZDS is a P-MS, we can apply the results of the previous
section to settle a variation of this question.

Corollary 15. If w is a positive integer and {mk}
w−1
k=0 ⊂ N, then the sequence{w−1∏

k=0

(
n(n+ 1)− k(k+ 1)

)mk

}∞
n=0
=

{w−1∏
k=0

(
(n+ k+ 1)(n− k)

)mk

}∞
n=0

(14)

is a CZDS for the Legendre basis.

Proof. Apply Theorem 14 with λ= 0. �
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Corollary 15 strengthens and extends some of the results obtained in [Blakeman
et al. 2012] by showing that {k2

+ k}∞k=0 is a P-CZDS and by demonstrating the
existence of P-CZDSs (and hence P-multiplier sequences) which are not products
of quadratic P-multiplier sequences.

3.5. CZDS for the Chebyshev basis. The Chebyshev polynomials T = {Tn(x)}
and U= {Un(x)} of the first and second kind, respectively, can be defined by

Tn(x) :=
n!( 1
2

)
n

P (−1/2)
n (x) (n = 0, 1, 2, . . . ),

Un(x) :=
(n+ 1)!( 3

2

)
n

P (1/2)n (x) (n = 0, 1, 2, . . . ),

where (a)n := a(a+ 1) · · · (a+ n− 1) is the rising factorial (see [Rainville 1960,
p. 301]). In [Piotrowski 2007, Lemma 156] it is shown that a sequence {γk}

∞

k=0 is
a CZDS for a simple set Q = {qk(x)}∞k=0 if and only if it is a Q̂-CZDS, where Q̂
consists of the polynomials

q̂n(x)= cnqn(αx +β) (β ∈ R;α, cn ∈ R \ {0}).

Combining this with Theorem 14, we arrive at the following corollary.

Corollary 16. If w is a positive integer and {mk}
w−1
k=0 ⊂ N, then

(1) the sequence
{∏w−1

k=0 (n
2
− k2)mk

}∞
n=0 is a T-CZDS, and

(2) the sequence
{∏w−1

k=0
(
n(n+ 2)− k(k+ 2)

)mk
}∞

n=0 is a U-CZDS.

Proof. Apply Theorem 14 with λ=−1/2 and again with λ= 1/2. �

4. Simultaneous generation of a basis B and a class of B-CZDSs

Given a basis B and a sequence {γk}
∞

k=0, a typical strategy in showing that {γk}
∞

k=0 is
a B-CZDS is to find a differential operator representation for the diagonal operator
which is a CZDO. In this section, we begin with a known CZDO and use it to
demonstrate the existence of a basis B and a corresponding B-CZDS. Our results
focus on bases which are simple sets, i.e., those for which deg(bk)= k for all k. In
the product notation that follows, we adopt the convention that

n∏
k=0

ak = 1

whenever n < 0.

Theorem 17. Let α ≥ 0 and let

q(x)= c0+ c1x + · · ·+ cr xr (r ≥ 1, cr 6= 0)
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be a real polynomial with only real zeros. Then there is a simple set of polynomials
B = {bn(x)}∞n=0 which satisfy the differential equation

q(x)b(r)n (x)+αq ′(x)b(r−1)
n (x)= γnbn(x) (n = 0, 1, 2, . . .), (15)

where

γn = cr
(
n+ (α− 1)r + 1

) r−2∏
k=0

(n− k) (n = 0, 1, 2, . . .).

Consequently, the sequence {γn}
∞

n=0 is a B-CZDS.

Remark 18. We note that, for the case where r = 1 and α 6= 0, the explicit form
of the sequence and the existence of the basis B follow from results contained in
the beginning of Section 2 of [Azad et al. 2011] and the beginning of Section II
of [Krall and Sheffer 1964]. The proof of the general case is similar, yet different
enough to warrant its inclusion here.

Proof of Theorem 17. Consider the differential operator

L = q(x)Dr
+αq ′(x)Dr−1.

With this notation, the differential equation (15) becomes L(bn(x)) = γnbn(x)
and our goal is to find the eigenvalues γn of L and show there is a simple set of
polynomials consisting of eigenfunctions bn of L . The matrix representation of L
with respect to the standard basis is upper triangular, with eigenvalues on the main
diagonal given by the coefficient of xn in L(xn). Since

L(xn)=

(
cr

r−1∏
k=0

(n− k)+αrcr

r−2∏
k=0

(n− k)
)

xn
+ h(x),

where h is a polynomial of degree less than or equal to n − 1, the eigenvalue
sequence is given by γn = p(n) for all n, where

p(x)= cr
(
x + (α− 1)r + 1

) r−2∏
k=0

(x − k).

Since p has only real zeros, each of which lies in the interval (−∞, r − 1], we
either have

0= γ0 = γ1 = · · · = γm−1 < γm < γm+1 < · · ·

or
0= γ0 = γ1 = · · · = γm−1 > γm > γm+1 > · · · ,

where

m =
{

r − 1 if α 6= 0,
r if α = 0.
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In either case, all the nonzero eigenvalues must be distinct. Furthermore,

L(xn)≡ 0 (n = 0, 1, . . . ,m− 1),

so L has the form

L =
[

0m×m A
0∞×m T

]
,

where T is an upper triangular matrix with distinct nonzero eigenvalues on the
main diagonal.

We now show that there is a simple set B consisting of eigenfunctions of the
operator L . Indeed, let Ln denote the n × n truncation of the matrix L . Since
Lm = 0m×m , we have complete freedom in choosing our first m eigenfunctions, say

bn(x)= xn (n = 0, 1, 2, . . .m− 1).

For Lm+1, there is an eigenfunction corresponding to the (nonzero) eigenvalue γm .
This eigenfunction is linearly independent from those corresponding to the eigen-
value 0, thus it must be of degree m. Continuing in this fashion, we can construct a
simple set B consisting of eigenfunctions of L as desired.

To show that {γn}
∞

n=0 is a B-CZDS, suppose

g(x)=
j∑

k=0

dkbk(x) (d j 6= 0)

is a real polynomial. Then

ZC(g(x))≥ ZC(g(r−1)(x))≥ ZC
(
q(x)g(r)(x)+αq ′(x)g(r−1)(x)

)
,

where we have made use of Remark 3 and Theorem 8. Since

q(x)g(r)(x)+αq ′(x)g(r−1)(x)=
j∑

k=0

dk
(
q(x)b(r)k (x)+αq ′(x)b(r−1)

k (x)
)

=

j∑
k=0

γkdkbk(x),

the desired result is obtained. �

As an example, if we choose q(x)= (x + 1)3 and α = 1, then the corresponding
sequence would be γn = (n+ 1)n(n− 1), and we would need to find a simple set
B = {bn(x)}∞n=0 which solves the differential equation

(n+1)n(n−1)bn(x)= (x+1)3b′′′n (x)+3(x+1)2b′′n(x) (n= 0, 1, 2, . . . ). (16)
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With some effort, one finds that sets B which solve (16) have the form

b0(x)= r,

b1(x)= sx + t,

bn(x)= cn(x + 1)n (n = 2, 3, 4, . . . ),

where t ∈ R and r, s, c2, c3, . . . are any (fixed) nonzero real numbers. Thus, the
sequence

{(n+ 1)n(n− 1)}∞n=0

is a B-CZDS for any such basis B.

5. An extension to certain transcendental entire functions

5.1. The Laguerre–Pólya class. A real entire function ϕ is said to belong to the
Laguerre–Pólya class, denoted ϕ ∈ L–P, if it can be written in the form

ϕ(x)= cxme−ax2
+bx

ω∏
k=1

(
1+

x
xk

)
e−x/xk , (17)

where b, c, xk ∈R, m is a nonnegative integer, a≥0, 0≤ω≤∞, and
∑ω

k=1 x−2
k <∞.

An alternate characterization of this class is as follows: ϕ ∈ L–P if and only
if ϕ is the uniform limit on compact subsets of C of real polynomials having only
real zeros (see, for example, [Levin 1964, Chapter VIII ] or [Obreschkoff 1963,
Satz 9.2]). This point of view, together with Hurwitz’s theorem (see [Marden 1949,
p. 4]), allows us to obtain some useful extensions of results in Section 2.

Theorem 19. Suppose ϕ belongs to the class L–P, p and q are real polynomials,
and α ≥ 0. Then

ZC
(
ϕqp′+α(ϕq)′ p

)
≤ ZC(p)+ ZC(q).

Proof. Suppose { fk}
∞

k=0 is a sequence of real polynomials with only real zeros
which converge uniformly on compact subsets of C to ϕ. By Theorem 8,

ZC
(

fkqp′+α( fkq)′ p
)
≤ ZC(p)+ ZC(q) (k = 0, 1, 2, . . . ).

Taking into account that fkqp′+α( fkq)′ p converges uniformly on compact subsets
of C to α(ϕq)′ p+ϕqp′, Hurwitz’s theorem gives the desired result. �

In order to prove an extension of Laguerre’s theorem related to H -CZDSs
(Theorem 4), Piotrowski first proved a special case as a lemma. We now show how
to obtain a new proof of this lemma using Theorem 19.
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Corollary 20 [Piotrowski 2007, p. 55, Lemma 67]. Suppose that p(x) is a real
polynomial of degree n. If c, d, β are real numbers such that c ≥ 0 and β ≥ 0, then

ZC
(
(cx + d)p(x)−βp′(x)

)
≤ ZC(p(x)).

Proof. If β = 0, the result clearly holds. If β > 0, we may appeal to Theorem 19
with α = β−1, q(x)= 1, and

ϕ(x)=− exp
(
−

c
2

x2
− dx

)
(c ≥ 0, d ∈ R)

to obtain the desired result. �

5.2. CZDSs for the generalized Laguerre polynomial basis. In this section, we
combine the results of the previous section with the methods of Section 3.3 to
obtain a class of CZDSs for the generalized Laguerre polynomial basis, defined by

L(α)n (x)=
n∑

k=0

(n+α
n−k

)(−x)k

k!
(α >−1; n = 0, 1, 2, . . . ).

The generalized Laguerre polynomials satisfy the differential equation

−x
d2

dx2 L(α)n (x)+ (x − (α+ 1))
d

dx
L(α)n (x)= nL(α)n (x) (18)

(see, e.g., [Rainville 1960, p. 204]). Just as with the Jacobi basis, we will develop a
number of operator identities in order to arrive at a collection of L(α)-CZDSs. We
begin by defining, for any a ∈ R,

9a =−x D+ (x − (a+ 1))I. (19)

Lemma 21. Suppose α ∈ R. Then, for all nonnegative integers n,

Dn(9αD− nI )=9α+n Dn+1.

Proof. This is an immediate application of (6) and (7). �

Proposition 22. Let w be a positive integer and {mk}
w−1
k=0 ⊂ N. Then

w−1∏
k=0

(9αD− k I )mk =

(w−1∏
k=0

[(9α+k D)mk−19α+k]

)
Dw,

where 9a is defined in (19).

Proof. We will argue by mathematical induction. The case w = 1 is clear. Now
suppose that the result is true for some integer w ≥ 1 and fix natural numbers
m0,m1, . . . ,mw. Then

w∏
k=0

(9αD− k I )mk =

w−1∏
k=0

[(9α+k D)mk−19α+k]Dw(9αD−w I )mw . (20)
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Applying Lemma 21 a total of mw times, we see that

Dw(9αD−w I )mw = (9α+wD)mw Dw
= (9α+wD)mw−19α+wDw+1. (21)

Together, (20) and (21) give the desired result. �

In order to use the operator identities above to find a collection of L(α)-CZDSs
for any α >−1, we will use the result of Section 5.1.

Lemma 23. For any a >−1, the operator

9a =−x D+ (x − (a+ 1))I

is a CZDO.

Proof. Suppose a>−1 and set c=a+1. By Theorem 19, for any real polynomial p,

ZC

(
c

d
dx

(−x exp(−x/c)) p(x)+ (−x exp(−x/c))p(x)
)
≤ ZC(p(x)).

The smaller quantity above simplifies to

ZC
(
(−xp′(x)+ (x − c)p(x)) exp(−x/c)

)
.

Since the exponential function never vanishes, we have shown that

ZC(9a p(x))= ZC
(
−xp′(x)+ (x − c)p(x)

)
≤ ZC(p(x)). �

We now arrive at the main theorem of this section.

Theorem 24. Fix α > −1. If w is a positive integer and {mk}
w−1
k=0 ⊂ N, then the

sequence {w−1∏
k=0

(n− k)mk

}∞
n=0

(22)

is an L(α)-CZDS.

Proof. Let the linear operator 2 : R[x] → R[x] be defined by

2(L(α)n (x))=
(w−1∏

k=0

(n− k)mk

)
L(α)n (x).

Combining the differential equation (18), the notation in (19), and Proposition 22,
we have

2=

w−1∏
k=0

(9αD− k I )mk =

(w−1∏
k=0

[(9α+k D)mk−19α+b]

)
Dw.

The operator 2 is, therefore, a composition of individual operators, each of which
is a CZDO. This can be seen by appealing to Lemma 23. �
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Theorem 24 is a significant generalization and extension of a theorem due to
Forgács and Piotrowski [2013, Theorem 4.4] and a stronger result on a narrower
class of sequences than those characterized by Brändén and Ottergren [2014].

6. Open questions

Any sequence of the form

{k(k− 1) · · · (k− (m− 1))}∞k=0

(the “falling-factorial sequence”) is a CZDS for the standard basis. By Corollary 16,
any sequence of the form

{k2(k2
− 1) · · · (k2

− (m− 1)2)}∞k=0

is a T -CZDS. The similarity of these results leads us to wonder if an analog of
Theorem 6 could be obtained for the Chebyshev basis.

Problem 25. Find a complete characterization of polynomials h for which {h(k)}∞k=0
is a T -CZDS, where T denotes the Chebyshev basis.

We note that the characterization will be different from that of the standard basis
since the sequence {k}∞k=0 is not a T -CZDS.

The results on ultraspherical and Laguerre CZDSs also have a falling factorial
nature which leads us to consider the more general problem.

Problem 26. For any basis B, find a complete characterization of polynomials h
for which {h(k)}∞k=0 is a B-CZDS.

Recall that this problem has been solved when the basis is taken to be either
the standard basis or the Hermite basis. The result [Piotrowski 2007, Lemma 157]
solves the problem for any affine transformation of the standard basis or the Hermite
basis. To date, Problem 26 remains unsolved for any other choice of the basis B.

As it was mentioned earlier, no complete characterization of CZDSs for the
standard basis is known. In particular, it is not known whether or not every rapidly
decreasing sequence (such as {exp(−k3)}∞k=0) is a CZDS for the standard basis (see
[Craven and Csordas 2004, Problem 4.8] for more details). A theorem of Piotrowski
gives a connection between these and CZDSs for other bases.

Theorem 27 [Piotrowski 2007, Theorem 159]. Let B = {qk(x)}∞k=0 be a simple set
of polynomials. If the sequence {γk}

∞

k=0 is a B-CZDS, then the sequence {γk}
∞

k=0 is
a CZDS for the standard basis.

This prompts us to state a weaker version of Problem 4.8(a) of [Craven and
Csordas 2004], which may be easier to settle.

Problem 28. Is there a simple set B for which {exp(−k3)}∞k=0 is a B-CZDS?
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We mention that our methods of simultaneously generating a basis and a CZDS
may apply. However, the original operator will have to be modified as all of our
methods generated sequences which can be interpolated by polynomials.
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Path cover number, maximum nullity,
and zero forcing number of oriented graphs

and other simple digraphs
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(Communicated by Chi-Kwong Li)

An oriented graph is a simple digraph obtained from a simple graph by choosing
exactly one of the two arcs (u, v) or (v, u) to replace each edge {u, v}. A simple
digraph describes the zero-nonzero pattern of off-diagonal entries of a family of
(not necessarily symmetric) matrices. The minimum rank of a simple digraph
is the minimum rank of this family of matrices; maximum nullity is defined
analogously. The simple digraph zero forcing number and path cover number are
related parameters. We establish bounds on the range of possible values of all
these parameters for oriented graphs, establish connections between the values
of these parameters for a simple graph G, for various orientations EG and for the
doubly directed digraph of G, and establish an upper bound on the number of
arcs in a simple digraph in terms of the zero forcing number.

1. Introduction

The maximum nullity and the zero forcing number of simple digraphs are studied
in [Hogben 2010] and [Berliner et al. 2013]. We study connections between these
parameters and path cover number, and we study all of these parameters for special
types of digraphs derived from graphs, including oriented graphs and doubly directed
graphs. Section 2 considers oriented graphs. We establish a bound on the difference
of the parameters path cover number, maximum nullity, and zero forcing number for
two orientations of one graph and determine the range of values of these parameters
for orientations of paths and cycles and some of the possible values for tournaments.
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Keywords: zero forcing number, maximum nullity, minimum rank, path cover number, simple
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We establish connections between these parameters for a simple graph and its
doubly directed digraph in Section 3. In Section 4, we establish an upper bound on
the number of arcs of a simple digraph in terms of the zero forcing number. We
also show that several results for simple graphs fail for oriented graphs, including
the graph complement conjecture and Sinkovic’s theorem that maximum nullity is
at most the path cover number for outerplanar graphs.

All graphs and digraphs are taken to be simple. We use G = (V (G), E(G)) to
denote a graph and 0 = (V (0), E(0)) to denote a digraph, often using V and E
when G or 0 is clear. For a digraph 0 and R ⊆ V , the induced subdigraph 0[R]
is the digraph with vertex set R and arc set {(v,w) ∈ E : v,w ∈ R}; an analogous
definition is used for graphs. The subdigraph induced by the complement R is also
denoted by 0− R, or in the case where R is a single vertex v, by 0− v. A digraph
0= (V, E) is transitive if for all u, v, w ∈ V , (u, v), (v,w)∈ E implies (u, w)∈ E .

For a digraph 0 = (V, E) having v, u ∈ V and (v, u) ∈ E , u is an out-neighbor
of v and v is an in-neighbor of u. The out-degree of v, denoted by deg+(v), is the
number of out-neighbors of v in 0; in-degree is defined analogously and denoted by
deg−(v). Define δ+(0)=min{deg+(v) : v ∈ V } and δ−(0)=min{deg−(v) : v ∈ V }.
For a digraph 0, the reversal 0T is obtained from 0 by reversing all the arcs.

Let G be a graph. A path in G is a subgraph P = ({v1, . . . , vk}, E(P)), where
E(P)= {{vi , vi+1} : 1≤ i ≤ k− 1}; this path is often denoted by (v1, . . . , vk) and
its length is k − 1. We say that a path in G is an induced path if it is an induced
subgraph of G. A path cover of a graph G is a set of vertex-disjoint induced paths
that includes all vertices of G.

Now suppose0 is a digraph. A path in0 is a subdigraph P=({v1, . . . ,vk},E(P)),
where E(P)={(vi , vi+1) : 1≤ i ≤ k−1}; this path is often denoted by (v1, . . . , vk),
its length is k − 1, and the arcs of E(P) are called path arcs. If (v1, . . . , vk) is
a path in 0, v1 is called the initial vertex and vk is the terminal vertex. We say
vertex u has access to v in 0 if there is a path from u to v. A path (v1, . . . , vk) in 0
is an induced path if E does not contain any arc of the form (vi , v j ) with j > i + 1
or i > j + 1. We note this does not necessarily imply that the path subdigraph is
induced because any of the arcs in {(vi+1, vi ) : 1≤ i ≤ k−1} are permitted. A path
(v1, . . . , vk) in 0 is Hessenberg if E does not contain any arc of the form (vi , v j )

with j > i + 1. Any induced path is Hessenberg but not vice versa. A path cover
for 0 is a set of vertex-disjoint Hessenberg paths that includes all vertices of 0
[Hogben 2010].

For graphs G and digraphs 0, the path cover number P(G) or P(0) is the mini-
mum number of paths in a path cover (induced for a graph, Hessenberg for a digraph)
and a minimum path cover is a path cover with this minimum number of paths.

Zero forcing was introduced in [AIM 2008] for (simple) graphs. We define zero
forcing for (simple) digraphs as in [Hogben 2010]. Let 0 be a digraph with each
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vertex colored either white or blue1. The color change rule is: if u is a blue vertex
of 0 and exactly one out-neighbor v of u is white, then change the color of v to
blue. In this situation, we say that u forces v and write u→ v. Given a coloring
of 0, the final coloring is the result of applying the color change rule until no more
changes are possible. A zero forcing set for 0 is a subset of vertices B such that
if initially the vertices of B are colored blue and the remaining vertices are white,
the final coloring of 0 is all blue. The zero forcing number Z(0) is the minimum
of |B| over all zero forcing sets B ⊆ V (0).

For a given zero forcing set B for 0, we create a chronological list of forces by
constructing the final coloring, listing the forces in the order in which they were
performed. Although for a given set of vertices B the final coloring is unique, B
need not have a unique chronological list of forces. Suppose 0 is a digraph and
F is a chronological list of forces for a zero forcing set B. A forcing chain is an
ordered set of vertices (w1, w2, . . . , wk), where w j → w j+1 is a force in F for
1≤ j ≤ k−1. A maximal forcing chain is a forcing chain that is not a proper subset
of another forcing chain. The following results will be used.

Lemma 1.1 [Hogben 2010]. Suppose 0 is a digraph and F is a chronological list
of forces of a zero forcing set B. Then, every maximal forcing chain is a Hessenberg
path that starts with a vertex in B.

For a fixed chronological list of forces F of a zero forcing set B of 0, the chain
set is the set of all maximal forcing chains. By Lemma 1.1, the chain set of F is a
path cover, called a zero forcing path cover, and the maximal forcing chains are
also called forcing paths.

Proposition 1.2 [Hogben 2010]. For any digraph 0, we have P(0)≤ Z(0).

A cycle of length k ≥ 3 in a graph G or digraph 0 is a sub(di)graph consisting
of a path (v1, . . . , vk) and the additional edge or arc {vk, v1} or (vk, v1).

Lemma 1.3. Suppose P=(v1, . . . , vk) is a Hessenberg path in a digraph0. Then P
is an induced path or 0[V (P)] contains a (digraph) cycle of length at least 3.

Proof. Suppose P is not an induced path. Then 0 must contain an arc of the form
(vi , v j ) with j > i+1 or i > j+1. Since P is Hessenberg, 0 does not contain an arc
of the form (vi , v j ) with j > i+1. Thus 0 must contain an arc of the form (vi , v j )

with i > j + 1. Then (v j , v j+1, . . . , vi , v j ) is a (digraph) cycle in 0[V (P)]. �

Let F be a field. For a square matrix A= [ai j ] ∈ Fn×n , the digraph of A, denoted
0(A)= (V, E), is the (simple) digraph described by the off-diagonal zero-nonzero
pattern of the entries: the set of vertices is V = {1, 2, . . . , n} and the set of arcs is
E = {(i, j) : ai j 6= 0, i 6= j}. Note that the value of the diagonal entries of A does
not affect 0(A).

1The early literature uses the color black rather than blue.
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Conversely, given any simple digraph 0 (along with an ordering of the vertices),
we may associate with 0 a family of matrices MF (0)= {A ∈ Fn×n

: 0(A)= 0}.
The minimum rank over F of a digraph 0 is mrF (0)=min{rank A : A ∈MF (0)}

and the maximum nullity over F of 0 is MF (0)=max{null A : A ∈MF (0)}. It is
immediate that mrF (0)+MF (0)= n.

Similarly, symmetric matrices and undirected graphs are associated. For a
symmetric matrix A = [ai j ] ∈ Fn×n , the graph of A is the (simple) graph G(A)=
(V, E) with V = {1, 2, . . . , n} and E = {{i, j} : i 6= j and ai j 6= 0}. The family of
symmetric matrices associated with G is SF (G)={A∈ Fn×n

: AT
= A,G(A)=G},

and minimum rank and maximum nullity are similarly defined for undirected graphs.
For the much of this paper, we let F =R and we write S(G),M(0),M(0), and

mr(0) rather than SR(G),MR(0),MR(0), and mrR(0), etc. If a graph or digraph
parameter that depends on matrices does not change regardless of the field F , then
we say that parameter is field independent; in the case that M is field independent,
MF (0)=M(0) for every field F .

Remark 1.4. Clearly mrF (0T)=mrF (0), and Z(0T)= Z(0) is known [Berliner
et al. 2013]. Because the reversal of a Hessenberg path is a Hessenberg path,
P(0T)= P(0).

2. Oriented graphs

In this section, we establish results for minimum rank, maximum nullity, zero
forcing number, and path cover number of oriented graphs. Given a graph G, an
orientation EG of G is a digraph obtained by replacing each edge {u, v} by exactly
one of the arcs (u, v) and (v, u) (so a graph G has 2|E(G)| orientations, some of
which may be isomorphic to each other).

Range over orientations. We consider the range of values of β( EG) over all possible
orientations for the parameters β =mr,M,Z,P.

Theorem 2.1. Suppose β is a positive-integer-valued digraph parameter with the
following properties for every oriented graph EG:

(1) β( EG T)= β( EG).

(2) If (u, v) ∈ E( EG) and EG0 is obtained from EG by replacing (u, v) by (v, u) (i.e.,
reversing the orientation of one arc), then |β( EG0)−β( EG)| ≤ 1.

Then for any two orientations EG1 and EG2 of the same graph G,

|β( EG2)−β( EG1)| ≤
⌊E(G)

2

⌋
.

Furthermore, every integer between β( EG2) and β( EG1) is attained as β( EG) for some
orientation EG of G.
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Proof. Without loss of generality, β( EG2) ≥ β( EG1). Let e = |E(G)|. Because EG1

and EG2 share the same underlying graph, it is possible to obtain EG2 from EG1 by
reversing some of the arcs of EG1. Let ` be the number of arcs we need to reverse to
obtain EG2 from EG1. By hypothesis, reversing the direction of one arc changes the
value of β by at most one, so β( EG2)−β( EG1)≤ `. The number of arcs that must be
reversed to obtain EGT

2 from EG1 is e− `, so β( EGT
2 )−β(

EG1)≤ e− `. By hypothesis,
β( EGT

2 )=β(
EG2), so β( EG2)−β( EG1)≤be/2c. The last statement follows from hypoth-

esis (2) and the fact that we can go from EG1 to EG2 by reversing one arc at a time. �

Corollary 2.2. If EG1 and EG2 are both orientations of the graph G, then

|mr( EG2)−mr( EG1)| ≤
⌊E(G)

2

⌋
, |M( EG2)−M( EG1)| ≤

⌊E(G)
2

⌋
,

|Z( EG2)−Z( EG1)| ≤
⌊E(G)

2

⌋
, and |P( EG2)−P( EG1)| ≤

⌊E(G)
2

⌋
.

Furthermore, every integer between β( EG2) and β( EG1) is attained as β( EG) for some
orientation EG of G when β is any of the parameters mr,M,Z,P.

Proof. The first hypothesis of Theorem 2.1, β( EG T) = β( EG), is established for
these parameters in Remark 1.4. To show that these parameters satisfy the second
hypothesis of Theorem 2.1, suppose arc (u, v) of EG is reversed to obtain EG0 from EG.
In each case, the process is reversible, so it suffices to prove β( EG0)≤ β( EG)+ 1.

For minimum rank, suppose 0(A) = EG and rank A = mr( EG). Define B by
buu = bvv = buv = bvu = −auv and bi j = 0 for all other entries of B. Then
0(A+ B)= EG0 and rank(A+ B) ≤ rank A+ 1. Thus mr( EG0) ≤mr( EG)+ 1. The
statement for maximum nullity is equivalent.

For zero forcing number, choose a minimum zero forcing set B and chronological
list of forces F of EG. If the force u→ v is in F , then B ∪ {v} is a zero forcing set
for EG0. If u 6→ v and for some w, v→ w is in F , then B ∪ {u} is a zero forcing
set for EG0. If v does not perform a force and u→ v is not in F , then B is a zero
forcing set for EG0. Thus, Z( EG0)≤ Z( EG)+ 1.

For path cover number, suppose P = {P (1), P (2), . . . , P (k)} is a path cover of EG
and |P| = P( EG). If (u, v) is not an arc in one of the paths in P , then P is a path
cover for EG0 and P( EG0) ≤ P( EG). So suppose (u, v) is an arc in some path P (`).
Then we construct a path cover for EG0 by replacing P (`) by the two paths resulting
from deleting the arc (u, v). Thus, P( EG0)≤ P( EG)+ 1. �

Hierarchal orientation. We establish a method for finding an orientation EG of a
graph G for which P( EG)= P(G). Let P = {P (1), P (2), . . . , P (k)} be any path cover
of a graph G. A rooted path cover of G, R = {R(1), R(2), . . . , R(k)}, is obtained
from P by choosing one endpoint as the root of P (i) for each i = 1, . . . , k. A set
R is a minimum rooted path cover if |R| = P(G). In the case that P is a zero
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forcing path cover of a zero forcing set B, the root of P (i) is automatically chosen
to be the unique element of B that is a vertex of P (i). A rooted path cover obtained
from P naturally orders V (P (i)), starting with the root, and we denote this order
by R(i) = (r (i)1 , r (i)2 , . . . , r (i)si ) where si − 1 is the length of P (i). Observe that if a
rooted path cover is formed from a zero forcing path cover of a zero forcing set,
the ordering within each rooted path coincides with the forcing order in that path.

Definition 2.3. Given a rooted path cover R of a graph G, the hierarchal orientation
_
GR of G resulting from R is defined by orienting G as follows:

(1) Orient each R(i) as r (i)1 →r (i)2 →· · ·→ r (i)si ; that is, replace the edge {r (i)j , r
(i)
j+1}

by the arc (r (i)j , r
(i)
j+1) for j = 1, . . . , si − 1.

(2) For any edge between R(i) and R( j) with i < j , orient as i → j ; that is, if
i < j , replace the edge {r (i)`i

, r ( j)
` j
} by the arc (r (i)`i

, r ( j)
` j
).

Since by definition, the paths in a path cover of a graph are induced, all the edges
of G have been oriented by these two rules.

Observation 2.4. For any rooted path cover R of G, R is a path cover of
_
GR

(with each path originating at its root), so P(
_
GR)≤ |R|.

Proposition 2.5. An oriented graph EG is the hierarchal orientation
_
GR of G

for some rooted path cover R of G (not necessarily minimum) if and only if EG does
not contain a digraph cycle.

Proof. Suppose R={R(1), . . . , R(k)} is rooted path cover of G. Since each path R(i)

is induced, in order for
_
GR to have a digraph cycle, V (

_
GR) would have to include

vertices from at least two paths R(i) and R( j) with i < j . But by the definition
of

_
GR, there are no arcs from vertices in R( j) to vertices in R(i).
Suppose that EG does not contain a digraph cycle. Then we may order the

vertices {v1, . . . ,vn} such that v j does not have access to vi whenever j > i . Then
if V (R(i))= {vi }, R= {R(1), . . . , R(n)} is a rooted path cover and EG =

_
GR. �

Theorem 2.6. Suppose R= {R(1), . . . , R(k)} is a rooted path cover of G and
_
GR

is the hierarchal orientation of G resulting from R. Then any path cover for
_
GR is

a path cover for G. If R is a minimum rooted path cover, then P(G)= P(
_
GR).

Proof. Let P be a Hessenberg path in
_
GR. By Proposition 2.5,

_
GR does not contain

a digraph cycle, so by Lemma 1.3, P is an induced path. Thus, any path cover for
_
GR is a path cover for G, and this implies P(G) ≤ P(

_
GR). If R is a minimum

rooted path cover of G, then P(
_
GR)≤|R|=P(G)≤P(

_
GR), so P(G)=P(

_
GR). �
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321 4

Figure 1. An oriented graph EG that is not a hierarchal orientation
but has P( EG)= P(G).

Example 2.7. Not every orientation EG having P( EG)= P(G) is a hierarchal orienta-
tion. The oriented graph EG shown in Figure 1 has P( EG)= 2= P(G), but EG is not a
hierarchal orientation because EG contains a digraph cycle.

Although for any graph G, we can find an orientation so that P( EG)= P(G), this
is not always the case for zero forcing number or maximum nullity.

Example 2.8. Consider K4, the complete graph on four vertices. It is well known
that M(K4) = Z(K4) = 3, whereas we show that for any orientation EK4 of K4,
2≥ Z( EK4)≥M( EK4). If EK4 contains a directed 3-cycle, then any one vertex on the
3-cycle and the remaining vertex form a zero forcing set. If EK4 has no directed
3-cycle, then we may order the vertices {u1, u2, u3, u4}, where u j does not have
access to ui whenever j > i . Then, {u1, u3} is a zero forcing set.

Observation 2.9. If R = {R(1), . . . , R(k)} is a rooted path cover for G, then the
set of roots {r (1)1 , . . . , r (k)1 } is a zero forcing set of the digraph

_
GR, as zero forcing

can be done in path order along R(k), followed by R(k−1), etc.

Theorem 2.10. Suppose G is a graph and R is a minimum rooted path cover of G.
Then Z(

_
GR)= P(

_
GR)= P(G).

Proof. From Theorem 2.6, Proposition 1.2, Observation 2.9, and the hypotheses,
P(G)= P(

_
GR)≤ Z(

_
GR)≤ |R| = P(G). �

Whenever P(G) = Z(G), we can use a minimum rooted path cover to find an
orientation of G realizing Z(G) as its zero forcing number.

Corollary 2.11. Suppose G is a graph such that P(G)=Z(G) and R is a minimum
rooted path cover of G. Then Z(

_
GR)= Z(G).

Because P(T )= Z(T ) for every (simple undirected) tree T [AIM 2008], we have
the following corollary.

Corollary 2.12. If T is a tree, then there exists an orientation ET of T such that
Z( ET )= Z(T ).

If we allow a path cover that is not a minimum path cover, it is not difficult to find
a graph and rooted path cover R with P(

_
GR)<Z(

_
GR) (in fact, P(

_
GR)<M(

_
GR)).
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Figure 2. A hierarchal orientation
_
GR having P(

_
GR)<M(

_
GR)=Z(

_
GR).

Example 2.13. Let G be the double triangle graph shown in Figure 2(a) and
consider the rooted path cover of G defined by R = {R(1), R(2), R(3)} where
V (R(1)) = {1}, V (R(2)) = {3}, and V (R(3)) = {2, 4} with 2 as the root of R(3).
The hierarchal orientation

_
GR is shown in Figure 2(b).

Then P(
_
GR) = 2 because paths (1, 2) and (3, 4) cover all vertices, and the

vertices 1 and 3 must each be initial vertices of any path they are in. Let

A =


0 1 0 1
0 1 0 1
0 1 0 1
0 0 0 0

 .
Then 0(A)=

_
GR and nullity A = 3. The set {1, 2, 3} is a zero forcing set for

_
GR,

so 3≤M(
_
GR)≤ Z(

_
GR)≤ 3.

Every graph G we have examined has M(
_
GR)= P(

_
GR) for minimum rooted

path covers R, but these examples all involve a small number of vertices.

Question 2.14. Does M(
_
GR)=P(

_
GR) if R is a minimum rooted path cover of G?

Tournaments. A tournament is an orientation of the complete graph Kn . In this
section we consider the possible values of path cover number, maximum nullity,
and zero forcing number for tournaments.

Example 2.15. We create an orientation of Kn by labeling the vertices {1, . . . , n}
and by orienting the edges {u, v} as (u, v) if and only if v < u−1 or v= u+1. The
resulting orientation is called the Hessenberg tournament of order n, denoted EK (H)

n .
This is the Hessenberg path on n vertices containing all possible arcs except those
of the form (u+ 1, u) for 1 ≤ u ≤ n − 1. Since the zero forcing number of any
Hessenberg path is one, P( EK (H)

n )=M( EK (H)
n )= Z( EK (H)

n )= 1. Observe that EK (H)
n

is self-complementary as a digraph.
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Example 2.16. Label the vertices of Kn by {1, . . . , n} and orient the edges {u, v}
as (u, v) if and only if u < v. The resulting orientation is the transitive tournament,
denoted EK (T )

n . We show that P( EK (T )
n )= Z( EK (T )

n )=M( EK (T )
n )= dn/2e for any n.

Let A be the adjacency matrix of EK (T )
n , and let D = diag(0, 1, 0, 1, . . . ). Then

0(A+D)= EK (T )
n and nullity(A+D)= dn/2e because A+D has bn/2c duplicate

rows and, if n is odd, an additional row of zeros. The set of odd numbered vertices
B = {1, 3, . . . } is a zero forcing set. Thus, dn/2e ≤ M( EKn) ≤ Z( EKn) ≤ dn/2e.
Furthermore, from the definition of EK (T )

n , no more than 2 vertices can be on the
same Hessenberg path.

Proposition 2.17. For any tournament EKn , 1 ≤ P( EKn) ≤ dn/2e, and for every
integer k with 1≤ k ≤ dn/2e, there is an orientation EKn having P( EKn)= k.
For every integer k with 1≤ k≤dn/2e, there is an orientation EKn having Z( EKn)= k.

Proof. For both P and Z, EK (H)
n (Example 2.15) realizes the lower bound and EK (T )

n

(Example 2.16) realizes the upper bound. For the upper bound on attainable path
cover numbers, partition the vertices of EKn into dn/2e sets of size two or one. Each
pair of vertices and the arc between them forms a path. The assertion that all values
for P and Z between 1 and dn/2e are possible follows from Corollary 2.2. �

For n ≤ 7, the transitive tournament EK (T )
n achieves the highest zero forcing

number; that is, Z( EKn) ≤ dn/2e for all orientations EKn . (This has been verified
using the program [Warnberg 2014], written in Sage.) But for n = 8, there exists a
tournament having maximum nullity greater than that of the transitive tournament,
as in the next example.

Example 2.18. Let EK8 be the tournament shown in Figure 3, left (see next page).
Observe that {1, 2, 3, 4, 8} is a zero forcing set for EK8, so Z( EK8)≤ 5. The matrix

A =



0 1 2 1 2 3 1 2
0 0 1 1 1 1 0 0
0 0 1 1 1 1 0 0
0 0 0 0 1 1 1 1
0 0 0 0 1 1 1 1
0 0 0 0 0 0 0 0
0 1 1 0 0 1 0 1
0 1 1 0 0 1 0 1


has rank 3 and 0(A)= EK8, so 5≤M( EK8). Thus, Z( EK8)=M( EK8)= 5> 4= d8/2e.
We also show that P( EK8) = 3. Since {(2, 4, 8), (3, 5, 7), (1, 6)} is a path cover,
P( EK8) ≤ 3. There are no induced paths of length greater than two in EK8, so by
Lemma 1.3, any path of length three or more must have a cycle. Thus vertices 1
and 6 must be in paths of length at most two. If they are in separate paths in a path
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Figure 3. Left: a tournament EK8 having M( EK8)=Z( EK8)=5>
⌈ 8

2

⌉
.

Right: A tournament EK7 having M( EK7)= 3< 4= Z( EK7).

cover P , then |P| ≥ 3. So assume (1, 6) is a path in P . Since EK8−{1, 6} is not a
(Hessenberg) path, |P| ≥ 3.

There are also examples of tournaments EKn for which M( EKn) < Z( EKn).

Proposition 2.19. The tournament EK7, shown in Figure 3, right, has P( EK7) = 2,
M( EK7)= 3, and Z( EK7)= 4.

Proof. Because {(4, 6, 1, 3), (2, 5, 7)} is a path cover for EK7, and EK7 is not a
Hessenberg path, P( EK7)= 2.

Next we show M( EK7)≤ 3. Suppose 0(A)= EK7. The nonzero pattern of A is

? ∗ ∗ ∗ ∗ 0 0
0 ? ∗ ∗ ∗ 0 0
0 0 ? ∗ ∗ ∗ ∗
0 0 0 ? ∗ ∗ ∗
0 0 0 0 ? ∗ ∗
∗ ∗ 0 0 0 ? ∗
∗ ∗ 0 0 0 0 ?


,

where ∗ denotes a nonzero entry and ? may have any real value. By considering
columns 2, 3, and 6, we see that rows 1, 5, and 7 are necessarily linearly independent.

For A to achieve nullity 4, we must have rank A = 3 and thus all the remaining
rows must be in the span of rows 1, 5, and 7. We show this is impossible, implying
that mr( EK7)≥ 4 and M( EK7)≤ 3. Once that is done, we can construct a matrix A
with 0(A)= EK7 and rank A= 4 by setting all nonzero off-diagonal entries to 1 and
setting the diagonal entries as ai i = 0 for i odd and ai i = 1 for i even, so M( EK7)= 3.

If a11 = 0, then row 3 cannot be expressed as a linear combination of rows 1, 5,
and 7: By considering column 1, the coefficient of row 7 must be zero, which
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implies that the coefficient of row 1 must be zero by considering column 2. But, by
considering column 4, row 3 is not a multiple of row 5. Thus a11 6= 0.

If a77 6= 0, then row 2 cannot be expressed as a linear combination of rows 1, 5,
and 7: By considering column 6, the coefficient of row 5 must be zero, which implies
that the coefficient of row 7 must be zero by considering column 7. But, by consid-
ering column 1, row 2 is not a multiple of row 1 (because a11 6= 0). Thus a77 = 0.

If a55 = 0, then row 4 cannot be expressed as a linear combination of rows 1, 5,
and 7: By considering column 3, the coefficient of row 1 must be zero, which
implies that the coefficient of row 7 must be zero by considering column 1. But
row 4 is not a multiple of row 5 (because a55 = 0). Thus a55 6= 0.

Now row 6 cannot be expressed as a linear combination of rows 1, 5, and 7:
By considering column 3, the coefficient of row 1 must be zero. By considering
column 5, the coefficient of row 5 must be zero. Now by considering column 7,
row 6 is not a scalar multiple of row 7. Therefore row 6 is not a linear combination
of rows 1, 5, and 7, and thus rank A ≥ 4 and mr( EK7)≥ 4.

Finally we show that Z( EK7)= 4. Observe that any zero forcing set must contain a
vertex from the set {1, 2}: if 1 and 2 are initially colored white, the only vertices that
can force them are 6 and 7, but 1 and 2 are both out-neighbors of 6 and 7. Observe
that any zero forcing set must contain a vertex from the set {6, 7}: if 6 and 7 are
initially colored white, the only vertices that can force them are 3, 4, and 5, but 6
and 7 are both out-neighbors of 3, 4, and 5. Observe that any zero forcing set must
contain a vertex from the set {3, 4}: if 3 and 4 are initially colored white, the only
vertices that can force them are 1 and 2, but 3 and 4 are both out-neighbors of 1 and 2.
Observe that any zero forcing set must contain a vertex from the set {4, 5}: if 4 and 5
are initially colored white, the only vertices that can force them are 1, 2, and 3, but 4
and 5 are both out-neighbors of 1, 2, and 3. Hence, a zero forcing set must contain at
least four vertices, unless vertex 4 is the only vertex from {3, 4} and {4, 5} selected.
However, by inspection the sets {1, 4, 6}, {1, 4, 7}, {2, 4, 6}, {2, 4, 7} are not zero
forcing sets. The set {1, 2, 4, 6} is a zero forcing set for EK7, and so Z( EK7)= 4. �

Orientations of paths. In this section we consider the possible values of path cover
number, maximum nullity, and zero forcing number for orientations of paths.

Example 2.20. Starting with the path Pn , label the vertices in path order by
{1, . . . , n} and orient the edge {i, i + 1} as arc (i, i + 1) for i = 1, . . . , n− 1. The
resulting orientation is the path orientation of Pn , denoted EP (H)

n . Then P( EP (H)
n )=

M( EP (H)
n )= Z( EP (H)

n )= 1.

Example 2.21. Starting with the path Pn , label the vertices in path order by
{1, . . . , n} and orient the edges as follows: Orient {1, 2} as (1, 2). For i =
1, . . . , bn/2c − 1, orient {2i + 1, 2i} and {2i + 1, 2i + 2} as (2i + 1, 2i) and
(2i+1, 2i+2). If n is odd, orient {n−1, n} as (n, n−1). The resulting orientation
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is the alternating orientation of Pn , denoted EP (A)
n . Note that all odd-numbered

vertices have in-degree zero. So P( EP (A)
n )=M( EP (A)

n )= Z( EP (A)
n )= dn/2e because

the odd vertices form a minimum zero forcing set, there is no directed path of length
greater than one, and the adjacency matrix A of EP (A)

n has rankbn/2c.

Proposition 2.22. For any oriented path EPn , we have 1 ≤ P( EPn) ≤ dn/2e, 1 ≤
M( EPn)≤ dn/2e, and 1≤ Z( EPn)≤ dn/2e. For every integer k with 1≤ k ≤ dn/2e,
there are (possibly three different) orientations EPn having P( EPn)= k, M( EPn)= k,
and Z( EPn)= k.

Proof. The proof of the second statement follows from Examples 2.20 and 2.21
and Corollary 2.2. To complete the proof, we show that Z( EPn)≤ dn/2e for every
orientation EPn . Apply Corollary 2.2 to the given orientation EPn and to EP (H)

n .
Then Z( EPn) − Z( EP (H)

n ) ≤ b(n − 1)/2c, so Z( EPn) ≤ b(n − 1)/2c + 1. If n is
odd, b(n− 1)/2c+ 1= (n− 1)/2+ 1= dn/2e. If n is even, b(n − 1)/2c + 1 =
(n/2− 1)+ 1= dn/2e. Therefore Z( EPn)≤ dn/2e. �

Orientations of cycles. In this section we consider the possible values of path cover
number, maximum nullity, and zero forcing number for orientations of cycles of
length at least 4 (since a cycle of length 3 is a complete graph).

Example 2.23. Starting with the cycle Cn , label the vertices in cycle order by
{1, . . . , n} and orient the edge {i, i + 1} as arc (i, i + 1) for i = 1, . . . , n (where
n+ 1 is interpreted as 1). The resulting orientation is the cycle orientation of Cn ,
denoted EC (H)

n . Then P( EC (H)
n )=M( EC (H)

n )= Z( EC (H)
n )= 1.

Example 2.24. Starting with Cn , label the vertices in cycle order by {1, . . . , n}
and orient the edges as follows: Orient {1, 2} and {1, n} as (1, 2) and (1, n). For
i = 1, . . . , bn/2c−1, orient {2i+1, 2i} and {2i+1, 2i+2} as arcs (2i+1, 2i) and
(2i + 1, 2i + 2). If n is odd, orient the edge {n− 1, n} as (n, n− 1). The resulting
orientation is the alternating orientation of Cn , denoted EC (A)

n . If n is odd, there is
one path of length 2, so P( EC (A)

n )=bn/2c. Let S be the set of odd-numbered vertices
(with the exception of vertex n if n is odd), so every vertex in S has in-degree zero
and |S| = bn/2c. Clearly S ⊆ B for any zero forcing set, and every vertex in S has
two out-neighbors not in S, so every zero forcing set must have cardinality at least
bn/2c+1. Since S∪{2} is a zero forcing set, Z( EC (A)

n )=bn/2c+1. We can construct
a matrix A ∈M( EC (A)

n ) of nullity bn/2c+ 1, showing that M( EC (A)
n )= bn/2c+ 1.

Any matrix in M( EC (A)
n ) has two nonzero off-diagonal entries in every odd row

(except n if n is odd) and no nonzero off-diagonal entries in every even row. Define
a matrix A = [ai j ] with 0(A) = EC (A)

n by setting ai i = 0, with the exception that
ann =−1 if n is odd, and in each odd row the first nonzero entry is 1 and the second
is −1. Then A has nullity bn/2c+ 1.
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Proposition 2.25. Let ECn be any orientation of Cn (n≥ 4). Then 1≤P( ECn)≤bn/2c
and for every integer k with 1 ≤ k ≤ bn/2c, there is an orientation ECn having
P( ECn)= k. For any orientation of a cycle ECn , we have 1 ≤ M( ECn) ≤ Z( ECn) ≤

bn/2c+ 1 and for every integer k with 1≤ k ≤ bn/2c+ 1, there are (possibly two
different) orientations ECn having M( ECn)= k and Z( ECn)= k.

Proof. The proof of the second part of each statement follows from Examples 2.23
and 2.24 and Corollary 2.2. To complete the proof, we show that P( ECn)≤ bn/2c
and Z( ECn)≤ bn/2c+ 1 for all orientations ECn by exhibiting a path cover and zero
forcing set of cardinality not exceeding this bound.

For path cover number: If n is even, choose two adjacent vertices, cover them
with one path, and delete them, leaving a path on n−2 vertices which is an even
number. By Proposition 2.22, there is a path cover of these n−2 vertices with
n/2−1 paths, so there is a path cover of ECn having n/2= bn/2c paths. If n is odd,
then for any orientation ECn , there is a path on 3 vertices. Cover these vertices with
that path and delete them, leaving a path on n−3 vertices (again an even number),
which can be covered by (n− 3)/2 paths, and there is a path cover of ECn having
(n− 3)/2+ 1= bn/2c paths.

For zero forcing number: Delete any one vertex v, leaving a path on n − 1
vertices, which has a zero forcing set B with |B|= d(n−1)/2e by Proposition 2.22.
Then the set B ′ := B ∪ {v} is a zero forcing set for ECn and |B ′| = d(n− 1)/2e+ 1.
If n is even, d(n−1)/2e+1= n/2+1= bn/2c+1. If n is odd, d(n−1)/2e+1=
(n− 1)/2+ 1= bn/2c+ 1. �

3. Doubly directed graphs

Given a graph G, the doubly directed graph EGEof G is the digraph obtained by
replacing each edge {u, v} by both of the arcs (u, v) and (v, u). In this section we
establish results for minimum rank, maximum nullity, zero forcing number, and
path cover number of doubly directed graphs.

Proposition 3.1. P(G)= P( EGE) for any graph G.

Proof. Now, P(G) is the minimum number of induced paths of G and P( EGE) is
the minimum number of Hessenberg paths in EGE. It is enough to show that all
Hessenberg paths in EGEare induced. Suppose P is a Hessenberg path in EGEthat is not
induced. Then there exists some arc (vi , v j ) ∈ E( EGE), where i > j+1. But because
the digraph is doubly directed, (v j , vi ) ∈ E( EGE), which contradicts the definition
of a Hessenberg path. Therefore, all Hessenberg paths must be induced. Thus,
P(G)= P( EGE). �

Proposition 3.2. For any graph G, we have Z(G)= Z( EGE).
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Proof. The color change rule for graphs is that a blue vertex v can force a white
vertex w if w is the only white neighbor of v. The color change rule for digraphs is
that a blue vertex v can force a white vertex w if w is the only white out-neighbor
of v. If G is a graph then for any vertex v ∈ V (G), w is a neighbor of v in G if
and only if w is an out-neighbor of v in EGE. This means that v forces w in G if and
only if v forces w in EGE. Thus B is a zero forcing set in G if and only if B is a zero
forcing set in EGEand Z(G)= Z( EGE). �

Observation 3.3. For any graph G, we have M(G)≤M( EGE), since S(G)⊆M( EGE).

Corollary 3.4. If G is a graph such that M(G)= Z(G), then M(G)=M( EGE).

Proof. Z(G)= Z( EGE)≥M( EGE)≥M(G)= Z(G). �

It was established in [AIM 2008] that for every tree T , P(T )=M(T )= Z(T ),
giving the following corollary.

Corollary 3.5. If T is a tree, then P( ETE)=M( ETE)= Z( ETE).

As the following example shows, it is possible to have M( EGE) >M(G).

Example 3.6. The complete tripartite graph on three sets of three vertices K3,3,3 has
V1 = {1, 2, 3}, V2 = {4, 5, 6}, V3 = {7, 8.9}, V (K3,3,3)= V1∪̇V2∪̇V3 and E(K3,3,3)

equal to the set of all edges with one vertex in Vi and the other in V j (i 6= j). It is
well known that mr(K3,3,3)= 3. Let J3 be the 3× 3 matrix with all entries equal
to 1, 03 be the 3× 3 matrix with all entries equal to 0, and let

A =

03 J3 −J3

J3 03 J3

J3 J3 03

 .
Then 0(A)= EKE3,3,3 and rank A = 2. Thus, M( EKE3,3,3)= 7> 6=M(K3,3,3).

The pentasun H5 graph shown in Figure 5, left, has M(H5) = 2 < 3 = P(H5)

[Barioli et al. 2004], establishing the noncomparability of M and P (because there
are many examples of graphs G with P(G) < M(G)). The same is true for the
doubly directed pentasun.

Example 3.7. Theorem 2.8 of [Berliner et al. 2013] describes the cut-vertex re-
duction method for calculating M for directed graphs with a cut-vertex. We
compute M( EHE5) = 2 by applying the cut-vertex reduction method to vertex v,
using the notation found in [ibid.]. Because M(H5 −w) = Z(H5 −w) = 2 and
M(H5−{v,w})= Z(H5−{v,w})= 2, we have

M( EHE−w)= Z( EHE−w)= 2 and M( EHE− {v,w})= Z( EHE− {v,w})= 2,

so rv( EHE− w) = 1. Clearly mr( EHE[{v,w}]) = 1 and mr( EHE[{v,w}] − v) = 0, so
rv( EHE[{v,w}])= 1. The type of the cut-vertex v of a digraph 0, denoted typev(0),
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v

w
1

23

4 5

Figure 5. Left: the pentasun H5. Right: the full-house graph.

is a subset of {C,R}, where C ∈ typev(0) if there exists a matrix A′ ∈M(0− v)
with rank A′ = mr(0− v) and a vector z in range A′ that has the in-pattern of v,
and similarly for rows. Thus, typev( EHE[{v,w}]) = ∅, so by [ibid., Theorem 2.8],
rv( EHE)= 2. So,

mr( EHE)=mr( EHE− {v,w})+mr( EHE[{w}])+ 2= 6+ 0+ 2= 8,

and M( EHE) = 2. Since P( EHE) = P(H5) = 3, P( EHE) > M( EHE). It is easy to find an
example of a digraph 0 with P(0) <M(0) (e.g., Example 2.13), so M and P are
noncomparable.

Proposition 3.8. Suppose that both G and EGEhave field independent minimum rank.
Then mr(G)=mr( EGE) and M(G)=M( EGE).

Proof. Since both G and EGEhave field independent minimum rank, mr(G)=mrZ2(G)
and mrZ2( EGE)=mr( EGE). Furthermore, SZ2(G)=MZ2( EGE), so

mr(G)=mrZ2(G)=mrZ2( EGE)=mr( EGE). �

The converse of Proposition 3.8 is not true, however.

Example 3.9. Let G be the full-house graph, shown in Figure 5, right. It is well
known that mrZ2(G)= 3, yet mr(G)= 2=mr( EGE).

4. Digraphs in general

In this section, we present some minimum rank, maximum nullity, and zero forcing
results for digraphs in general, where any pair of vertices may or may not have an
arc in either direction. We begin with two (undirected) graph properties that do not
extend to digraphs.

Sinkovic [2010] has shown that for any outerplanar graph G, M(G)≤P(G). This
is not true for digraphs, because it was shown in Example 2.13 that the outerplanar
digraph

_
G R has M(

_
G R) = Z(

_
G R) = 3 > 2 = P(

_
G R), and

_
G R is outerplanar

(although Figure 2 is not drawn that way).
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The complement of a graph G = (V, E) (or digraph 0 = (V, E)) is the graph
G = (V, E) (or digraph 0 = (V, E)), where E consists of all two element sets
of vertices (or all ordered pairs of distinct vertices) that are not in E . The graph
complement conjecture (GCC) is equivalent to the statement that for any graph G,
M(G)+M(G)≥ |G|−2. This statement is generalized in [Barioli et al. 2012]: For
a graph parameter β related to maximum nullity, the graph complement conjecture
for β, denoted GCCβ , is β(G)+β(G)≥ |G| − 2. With this notation, the GCC can
be denoted GCCM. The graph complement conjecture for zero forcing number,
Z(G)+Z(G)≥ |G|−2, denoted GCCZ, is actually the graph complement theorem
for zero forcing [Ekstrand et al. 2012]. However, as the following example shows,
the GCCZ does not hold for digraphs, and since for any digraph M(0)≤ Z(0), the
GCCM does not hold for digraphs. A tournament provides a counterexample.

Example 4.1. For the Hessenberg tournament of order n, denoted EK (H)
n , we

have Z( EK (H)
n ) = 1 because EHn is a Hessenberg path. Because EK (H)

n is self-
complementary,

Z( EK (H)
n )+Z( EK (H)

n )= 2,

but for n ≥ 5, we have n− 2= | EK (H)
n | − 2≥ 3.

Some properties of minimum rank for graphs do remain true for digraphs. For a
graph G, it is well known that if Kr is a subgraph of G then M(G)≥ r−1 (see, for
example, [Barioli et al. 2013] and the references therein). An analogous result holds
true for digraphs, although the proof is different than those usually given for graphs.

Theorem 4.2. Suppose EKEr is a subgraph of a digraph 0. Then M(0)≥ r − 1.

Proof. First, we order the vertices of 0 so that the subdigraph induced on the
vertices 1, 2, . . . , r is EKEr . We will construct L ∈M(0) with rank L ≤ n− r + 1,
where L is partitioned as L =

[ A
C

B
D

]
and A ∈M(Kr ). We may choose D ∈

M(0[{r + 1, . . . , n}]) so that rank D = n− r . We now choose C to be any matrix
with the correct zero-nonzero pattern. Denote the i-th column of C by ci and the j -
th column of D by d j . Since D has full rank, there exist coefficients di,1, . . . , di,n−r

such that ci = di,1d1+ · · ·+ di,n−r dn−r for 1≤ i ≤ r .
Now, we choose B to be any matrix with the correct zero-nonzero pattern and

denote the j-th column of B by b j . Then define E to be the r × r matrix whose
i-th column is equal to di,1b1+· · ·+ di,n−r bn−r . Therefore, the matrix L ′ =

[ E
C

B
D

]
has rank L ′ = n−r . Let p be a real number greater than the absolute value of every
entry of E . Define A := E+ pJr , where Jr is the r×r matrix with all entries equal
to 1, so A ∈M(Kr ), L =

[ A
C

B
D

]
∈M(0) and rank L ≤ n− r + 1. �

In [Butler and Young 2013], the maximum number of edges in a graph G of
order n with a prescribed zero forcing number k is shown to be kn −

(k+1
2

)
. We
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similarly seek to bound the number of arcs that a digraph 0 of order n may possess
given Z(0)= k.

Theorem 4.3. Suppose 0 is a digraph of order n with Z(0)= k. Then,

|E(0)| ≤
(n

2

)
−

(k
2

)
+ k(n− 1). (1)

Proof. We prove that (1) holds for a digraph 0 of order n≥ k+1 whenever Z(0)≤ k
(since for a graph 0 of order n, Z(0) ≤ n − 1). The proof is by induction on n,
for a fixed positive integer k. The base case is n = k + 1, or k = n − 1, and the
inequality (1) reduces to

|E(0)| ≤
(n

2

)
−

(n−1
2

)
+(n−1)2 =

n(n−1)
2
−
(n−1)(n−2)

2
+(n−1)2 = n(n−1).

Any digraph 0 of order n has at most 2
(n

2

)
= n2
− n arcs and thus the claim holds.

Now assume (1) holds true for any digraph of order n− 1 that has a zero forcing
set of cardinality k. Let 0 be a digraph of order n with Z(0)≤ k. Let B be a zero
forcing set of 0, where |B| = k. Suppose F is a chronological list of forces for B
and that the first force of F occurs on the arc (v,w). Then, (B \ {v})∪ {w} is a
zero forcing set of cardinality k for 0 − v and the induction hypothesis applies
to E(0 − v). In order to determine an upper bound on |E(0)|, we determine
the maximum number of arcs incident with v in 0. Since v forces w first in F ,
(v, x) ∈ E(0) implies x ∈ (B \ {v})∪ {w}. Furthermore, E(0) contains at most
n− 1 arcs of the form (x, v), one for each vertex x 6= v. Therefore,

|E(0)| ≤ |E(0− v)| + k+ (n− 1)≤
(n−1

2

)
−

(k
2

)
+ k(n− 2)+ k+ (n− 1)

=

(n
2

)
−

(k
2

)
+ k(n− 1). �

In the paper [Butler and Young 2013], the edge bound is used to show that the
zero forcing number must be at least half the average degree. However, a Hessenberg
tournament (see Example 2.15) has half of all possible arcs and Z( EHn) = 1, so
the analogous result is not true for digraphs, and any correct result of this type for
digraphs is not likely to be useful.

For a digraph 0, where Z(0) = k, Theorem 4.3 gives an upper bound for the
number of arcs 0 may possess. However, the proof also suggests that equality is
achievable in (1) when n > k. The following provides a construction of a class of
digraphs for which (1) is sharp.

Theorem 4.4. Let k be a fixed positive integer. Then for each integer n > k and
each partition π = (n1, . . . , nk) of n, there exists a digraph 0n,k,π of order n
for which Z(0n,k,π ) = k, the forcing chains of 0n,k,π have lengths n1, n2, . . . , nk
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respectively, and

|E(0n,k,π )| =
(n

2

)
−

(k
2

)
+ k(n− 1).

Proof. For 1 ≤ i ≤ k, let 0i be a full Hessenberg path on ni vertices. Among all
the 0i , there are a total of

∑k
i=1[(ni−1)+

(ni
2

)
] arcs. Within each 0i , we denote the

initial vertex of the Hessenberg path by bi and the terminal vertex of the Hessenberg
path by ti . We define B = {bi : 1≤ i ≤ k} and T = {ti : 1≤ i ≤ k}, and note that B
and T will intersect if ni = 1 for some i . To create 0n,k,π , we start with

⋃k
i=1 0i

and add arcs between the 0i in the following manner:

(1) For 1≤ j < i ≤ k, we add all arcs from vertices in 0i to vertices in 0 j . This
adds a total of

∑
i< j ni n j arcs.

(2) Add all arcs from vertex ti to vertices in other 0 j . For each i , this adds∑
j 6=i n j = n−ni arcs. Over all i , this adds kn−

∑k
i=1 ni = (k−1)n total arcs.

Some arcs have been double-counted, which must be reflected in the overall total.
In particular, arcs from ti to all vertices in 0 j (for j < i) have been double-counted.
For an arc from ti to a vertex v of 0 j , where v 6= t j , we replace the double-counted
arc by an arc from v to bi . Therefore, we need only remove from the total count the
number of arcs from t j to ti for 1 ≤ i < j ≤ k. There are a total of

(k
2

)
such arcs.

Thus, we have

|E | =
k∑

i=1

[
(ni − 1)+

(ni
2

)]
+

∑
1≤i< j≤k

ni n j + (k− 1)n−
(k

2

)

= n− k+
( k∑

i=1

(ni
2

)
+

∑
1≤i< j≤k

ni n j

)
+ kn− n−

(k
2

)
=

(n
2

)
−

(k
2

)
+ k(n− 1).

By Theorem 4.3, we know that Z(0n,k,π )≥ k. We claim that B is a zero forcing
set for 0n,k,π and that a chronological list of forces exists for which the forcing
chains have lengths n1, . . . , nk respectively. Assume that each vertex of B is blue.
Now 01 is a Hessenberg path and the only arcs coming from vertices of 01 point
to vertices in B, with the exception of arcs coming from t1. Thus, forcing may
occur along 01, where t1 is the last vertex forced. We then proceed to 02 and so
on through all 0i . When we get to 0i , the only arcs coming from vertices of 0i

point to vertices in B or to the already blue vertices of 0h , where h < i , with the
exception of arcs coming from ti (which is not used to perform a force). So, forcing
may occur along 0i until all vertices are blue. Therefore B is a zero forcing set for
0n,k,π and Z(0n,k,π )= k. �
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1 2 4

5 6 7 8

3

Figure 6. A digraph with the maximum number of arcs for its zero
forcing number.

Although the digraphs Z(0n,k,π ) achieve equality in the bound (1), these are not
the only digraphs that do so.

Example 4.5. Let 0 be the digraph of order n = 8 in Figure 6. Note that {1, 5} is a
zero forcing set of 0. Since deg+(v)≥ 2 for all vertices v, we have k = Z(0)= 2.
Also note that 0 has 41 arcs, the same number of arcs as each digraph 08,2,π .

In all of the digraphs 0n,k,π constructed in Theorem 4.4, the forcing process may
be completed one forcing chain at a time, and we show that this is not true for 0.
Since deg+(v)≥ 3 for all vertices v other than vertex 1, vertex 1 must be contained
in any minimum zero forcing set of 0 along with one of the two out-neighbors
of vertex 1. Therefore, the only minimum zero forcing sets are B1 = {1, 5} and
B2 = {1, 2}. If we color the vertices of B1 blue, then the first three forces must
occur along the arcs (1, 2), (2, 3), and (5, 6), in that order. If we color the vertices
of B2 blue, then the first three forces must occur along the arcs (1, 5), (2, 3), and
(5, 6), in that order. In either case, neither of the two forcing chains is completely
blue before the forcing process must begin on the other. Therefore, 0 is not equal
to any of the 0n,2,π constructed in Theorem 4.4.

Although M(0) does not necessarily equal Z(0) for all digraphs 0, we get
equality for all 0n,k,π constructed in the proof of Theorem 4.4.

Proposition 4.6. If k and n are positive integers where k < n and 0n,k,π is one of
the digraphs constructed in the proof of Theorem 4.4, then M(0n,k,π )= Z(0n,k,π ).

Proof. We adopt the notation and definitions used in the proof of Theorem 4.4. By
construction, each of the k vertices in T has an arc to every other vertex of 0n,k,π .
So for all vertices v 6∈ T , we have deg−(v) ≥ k. Now we consider ti ∈ T . If
ti 6= bi , then there is an arc to ti from another vertex of 0i . There are also arcs
to ti from all other vertices of T , and therefore deg−(ti )≥ k. We now consider the
case where ti = bi . By construction, the subgraph induced on B is EKEk and thus
there is an arc to ti from each of the other k− 1 vertices of B. Furthermore, since
n > k, there is a vertex t j ∈ T for which t j 6= b j . By construction, there is also
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an arc from t j to ti , and therefore deg−(ti ) ≥ k. This implies that δ−(0n,k,π ) ≥ k.
Since M(0n,k,π ) ≥ max{δ−(0n,k,π ), δ

+(0n,k,π )} [Berliner et al. 2013], we have
k ≤M(0n,k,π )≤ Z(0n,k,π )≤ k, and so M(0n,k,π )= Z(0n,k,π ). �

For k = n − 1, 0n,k,π is the digraph EKEn , so for n ≥ 4, we have P(0n,k,π ) =

dn/2e< n− 1= Z(0n,k,π ).
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Braid computations
for the crossing number of Klein links

Michael Bush, Danielle Shepherd, Joseph Smith,
Sarah Smith-Polderman, Jennifer Bowen and John Ramsay

(Communicated by Colin Adams)

Klein links are a nonorientable counterpart to torus knots and links. It is shown
that braids representing a subset of Klein links take on the form of a very positive
braid after manipulation. Once the braid has reached this form, its number of
crossings is the crossing number of the link it represents. Two formulas are
proven to calculate the crossing number of K (m, n) Klein links, where m ≥ n≥ 1.
In combination with previous results, these formulas can be used to calculate the
crossing number for any Klein link with given values of m and n.

1. Introduction

A key aspect in the classification of distinct knots and links is the crossing number,
a link invariant. The crossing number of a link A, denoted c(A), is the minimum
number of crossings that can occur in any projection of the link [Adams 2004].
Through the use of Alexander–Briggs notation, prime links are placed into finite
sets based on both their crossing number and number of components [Adams
2004; Rolfsen 1976]. This paper will use Alexander–Briggs notation, specifically
corresponding to the labels given by Rolfsen [1976], where the 42

1 link has four
crossings, two components, and is the first link listed with these invariant values.
Braid relations are used to simplify the general braid word for Klein links, which
allows us to find their minimal number of crossings.

2. Torus links and Klein links

A torus link is a link that can be placed on the surface of a torus such that it does
not cross over itself [Adams 2004]. Torus links are denoted T (m, n), where m is
the number of times the link wraps around the longitude of the torus, and n is the
number of times it wraps around the meridian. Torus links are a commonly studied
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Figure 1. K (5, 3) on the identified rectangular representation of
a Klein bottle and on the equivalent once punctured Klein bot-
tle. Dashed lines represent portions of the link that lie on hidden
surfaces of the Klein bottle.

class of links and formulas that can be used to determine many of their invariants
are known. Given the values of m and n, the crossing number can be computed
with the formula c(T (m, n))= m(n− 1), where m ≥ n [Murasugi 1991; Williams
1988].

Similarly, Klein links are links that can be placed on the surface of a once
punctured Klein bottle so that they do not intersect themselves. One method used
to form this set of Klein links begins with the identified rectangular representation
of the Klein bottle seen in Figure 1. For these Klein links, K (m, n), the m strands
originating on the left side of the rectangular diagram are placed to remain entirely
below the “hole” representing the self-intersection of the once punctured Klein
bottle, and the n strands originating from the top remain entirely above the hole
[Bowen et al. 2014; Catalano et al. 2010; Shepherd et al. 2012; Freund and Smith-
Polderman 2013]. After a link is formed, the Klein bottle is removed and the link
is classified based on its invariants.

3. Braids

Braids are a useful technique for representing and classifying links since all links
can be represented by braids [Adams 2004]. A braid is a set of strings connected
between a top and bottom bar such that each string always progresses downwards
as it crosses above or below the other strings [Adams 2004; Shepherd et al. 2012].
The strings of an n-braid are numbered from 1 to n, going from the leftmost to the
rightmost string. A closed braid representation of a link is formed when these top
and bottom bars are connected and the corresponding strings are attached. When
describing braids, braid words are commonly used due to their simplicity and
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i i+1 i i+1

σi σ−1
i

Figure 2. Braid generators [Freund and Smith-Polderman 2013].

usefulness. Each crossing is labeled using σ εi , where i represents the i-th strand
of the braid crossing over or under the (i+1)-st strand, as illustrated in Figure 2.
When the i-th strand crosses over the (i+1)-st strand, ε = 1 and when it crosses
under, ε =−1.

Braids are commonly used to study Klein links and torus links since the corre-
sponding braids are known for given values of m and n. The properties of these
braids are exploited to find new properties of the links.

Proposition 1 [Adams 2004]. A general braid word for a torus link is given by
(σ1σ2 · · · σn−1)

m when m ≥ 1 and n ≥ 2.

Proposition 2 [Shepherd et al. 2012; Freund and Smith-Polderman 2013]. A gen-
eral braid word for a K (m, n) Klein link composes the general braid word of a torus
link with the half twist

∏n−1
i=1 (σ

−1
n−1σ

−1
n−2 · · · σ

−1
i ), shown in Figure 3, which gives

K (m, n)= (σ1σ2 · · · σn−1)
m

n−1∏
i=1

(σ−1
n−1σ

−1
n−2 · · · σ

−1
i ).

Unlike the general braid word for torus links, the general braid word for Klein
links can be manipulated with braid relations to reduce the number of crossings in
the braid [Murasugi 1991; Williams 1988].

Figure 3. A half twist on an n-strand braid [Shepherd et al. 2012].
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i i+1 i i+1
i i+1 i+2 i i+1 i+2

i i+1 j j+1 i i+1 j j+1

1 2

3

= =

=

Figure 4. Braid moves 1, 2, and 3 [Freund and Smith-Polderman 2013].

Definition 3 [Adams 2004; Freund and Smith-Polderman 2013]. Braid relations,
corresponding to the Reidemeister moves for links, allow a braid to be transformed
between equivalent forms without altering the link that the closed braid represents.
The first three braid moves are shown in Figure 4, and conjugation and stabilization
are shown in Figure 5.

Move 1: σiσ
−1
i = 1= σ−1

i σi

Move 2: σiσi+1σi = σi+1σiσi+1

Move 3: For |i − j |> 1, σiσ j = σ jσi

Conjugation: For an n-string braid word z, we have z = σi zσ−1
i = σ

−1
i zσi for i

from 1 to n− 1.

Stabilization: For an n-string braid word z, we have z = zσn or z = zσ−1
n ,

resulting in an (n + 1)-string braid word. Also for an (n + 1)-string braid
word z, assuming z does not contain σn or σ−1

n , stabilization allows zσn = z
or z = zσ−1

n , resulting in an n-string braid word.

i i+1

B

i i+1

B

1 n

B

1 n n+1

B

Figure 5. Left: conjugation. Right: stabilization. See [Freund and
Smith-Polderman 2013].
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When m ≥ n, a generalized sequence of the first and third braid moves is used
to manipulate the general braid word of a Klein link into a form w that untangles
the negative half-twist in Lemma 4 below.

Lemma 4. For K (m, n) where m ≥ n, a simplified version of the braid word, w, is

w = (σ1σ2 · · · σn−1)
m−n+1(σ1σ2 · · · σn−2)(σ1σ2 · · · σn−3) · · · σ1.

Proof. For m ≥ n, a standard K (m, n) braid can be simplified using the following
sequence of braid moves 1 and 3:

K (m, n)= (σ1σ2 · · · σn−1)
m(σ−1

n−1σ
−1
n−2 · · · σ

−1
1 )(σ−1

n−1σ
−1
n−2 · · · σ

−1
2 ) · · · σ−1

n−1

= (σ1σ2 · · · σn−1)
m−1(σ−1

n−1σ
−1
n−2 · · · σ

−1
2 )(σ−1

n−1σ
−1
n−2 · · · σ

−1
3 ) · · · σ−1

n−1

= (σ1σ2 · · · σn−1)
m−2(σ−1

n−1σ
−1
n−2 · · · σ

−1
3 )(σ−1

n−1σ
−1
n−2 · · · σ

−1
4 ) · · · σ−1

n−1σ1

= (σ1σ2 · · · σn−1)
m−3(σ−1

n−1σ
−1
n−2 · · · σ

−1
4 ) · · · σ−1

n−1σ1σ2σ1 = · · · · · ·

= (σ1σ2 · · · σn−1)
m−n+2σ−1

n−1(σ1σ2 · · · σn−3)(σ1σ2 · · · σn−4) · · · σ1

= (σ1σ2 · · · σn−1)
m−n+1(σ1σ2 · · · σn−2)(σ1σ2 · · · σn−3) · · · σ1 �

In this braid word w, all crossings are positive (ε = 1 for all σ εi ), which means it
is classified as a homogeneous braid and a positive braid, as defined below.

Definition 5 [Murasugi 1991]. A braid γ = σ ε1
i1
· · · σ

εk
ik

is a homogeneous braid if
ε j = εl (εi =±1) whenever i j = il .

Definition 6. A homogeneous braid a, is a positive braid if ε j = εl for all σi .

The following definitions and properties provide important information about
another class of braids, very positive braids.

Definition 7 [Franks and Williams 1987]. A braid with r strands has a full twist (12)
if the braid word contains (σ1σ2σ3 · · · σr−1)

r .

Note that a full twist can occur at any point within a braid as shown in Figure 6.

Definition 8 [Franks and Williams 1987]. A positive braid with a full twist is a
very positive braid.

Definition 9. The link invariant braid index, denoted b(L), is the minimum number
of strands needed to represent a link L as a braid.

Proposition 10 [Franks and Williams 1987; Williams 1988]. When a braid p is a
very positive braid, b(p)= s, where s is the number of strands in the very positive
braid representation of p.

Theorem 11 [Murasugi 1991]. A homogeneous n-braid h, where b(h)= n, has the
minimal number of crossings for the link it represents.

These properties are combined to form an important crossing number result for
very positive braids.
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Braid
1 2 r−1 r

1

2

r−1

r

1 2 r−1 r
Braid

Figure 6. A full twist on an r -strand braid.

Lemma 12. A very positive braid representation of a link has minimal crossings
for that link.

Proof. Let p be a very positive braid. By Proposition 10, we know b(p) is equal to
the number of strands in p and p is a homogeneous braid by Definition 5. Thus, by
Theorem 11, a very positive braid contains exactly the number of crossings as the
crossing number of the link it represents. �

Very positive braids are useful for determining properties of links since invariants
including the crossing number and braid index can be found from braids in this
form. For certain values of m and n, w is already in this form and in other cases,
the braid word can be simplified into this form. In determining the crossing number
for these links, it is useful to know the number of crossings contained within the
half-twist of the Klein link braid word.

Lemma 13. The number of crossings in a half-twist of an n-braid is

n−1∑
i=1

i =
n2
− n
2

.
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Proof. The half-twist
∏n−1

i=1 (σ
−1
n−1σ

−1
n−2 · · · σ

−1
i ), illustrated in Figure 3, has a cross-

ing for each σ term in the product, or (n− 1)+ (n− 2)+ · · ·+ 2+ 1. �

4. Crossing number theorem

For certain values of m and n, w is a very positive braid, which means that the
crossing number for the corresponding Klein link can be easily determined.

Theorem 14. For m ≥ n ≥ 1 and m ≥ 2n− 1,

c(K (m, n))= m(n− 1)−
n2
− n
2

.

Proof. Consider the simplified version of the braid word of K (m, n) from Lemma 4,

w = (σ1σ2 · · · σn−1)
m−n+1(σ1σ2 · · · σn−2)(σ1σ2 · · · σn−3) · · · σ1.

This braid word contains the same number of crossings as c(T (m, n))− (n2
−n)/2

due to the reduction process in Lemma 4, which removed one crossing from the
torus braid for each crossing in the Klein link half-twist corresponding to the use of
braid move 1. Referring to Definition 7, this braid word contains a full twist when
m− n+ 1≥ n since σ1σ2σ3 · · · σr−1 must occur at least r times and r = n. Thus,
when m ≥ 2n− 1, the simplified braid word will be very positive, and by Section 3,
will have the minimal number of crossings. �

5. Finding very positive braid representations

For other values of m and n, a full twist is not contained within w, so only an
upper bound on the crossing number is initially known. Since w is a positive braid,
stabilization is the only braid relation that can remove crossings. The following
example illustrates how braid relations reduce the K (6, 5) to a very positive braid.
For simplicity, subwords will be specific patterns of consecutive σi terms within a
braid word.

Example. Let us demonstrate the stabilization process to obtain a full twist on
a K (6, 5). First we will consider the reduced braid word w of the K (6, 5),

σ1σ2σ3σ4σ1σ2σ3σ4σ1σ2σ3σ1σ2σ1.

One can see that there are two subwords of σ1σ2σ3σ4 and three subwords of
σ1σ2σ3, but these do not satisfy the requirements of a full twist. Thus, when
reexamining the braid word, one can see that there are at least three subwords of
σ1σ2, satisfying the requirements of a full twist if put in order (on a three strand
braid):

σ1σ2σ3σ4σ1σ2σ3σ4σ1σ2σ3σ1σ2σ1.
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Using braid moves (noted before they are applied) with two stabilizations, we will
manipulate the braid word to obtain a full twist, where we use σ̄i to indicate σ−1

i :

K (6, 5)

= σ1σ2σ3σ4σ1σ2σ3σ4σ1σ2σ3σ1σ2σ1 (braid move 3)

= [σ1σ2σ3σ1σ2σ4σ3σ4σ1σ2σ3σ1σ2σ1] (braid move 2, conjugation)

= σ3σ1σ2σ3σ1σ2σ1[σ1σ2σ3σ1σ2σ3σ4σ3σ1σ2σ3σ1σ2σ1]σ̄1σ̄2σ̄1σ̄3σ̄2σ̄1σ̄3

(braid move 1)

= σ3σ1σ2σ3σ1σ2σ1σ1σ2σ3σ1σ2σ3σ4 (braid move 3, first stabilization)

= σ1σ3σ2σ3σ1σ2σ1σ1σ2σ3σ1σ2σ3 (braid move 2, braid move 1)

= [σ1σ2σ3σ2σ1σ2σ1σ1σ2σ1σ3σ2σ3] (braid move 2, braid move 2, conjugation)

= σ3σ2[σ1σ2σ3σ1σ2σ1σ1σ1σ2σ1σ2σ3σ2]σ̄2σ̄3 (braid move 1)

= σ3σ2σ1σ2σ3σ1σ2σ1σ1σ1σ2σ1σ2 (braid move 2)

= σ3σ1σ2σ1σ3σ1σ2σ1σ1σ1σ2σ1σ2 (braid move 3, braid move 3)

= [σ1σ3σ2σ3σ1σ1σ2σ1σ1σ1σ2σ1σ2] (braid move 2, conjugation)

= σ̄2σ̄1[σ1σ2σ3σ2σ1σ1σ2σ1σ1σ1σ2σ1σ2σ1σ2] (braid move 1)

= σ3σ2σ1σ1σ2σ1σ1σ1σ2σ1σ2σ1σ2 (second stabilization)

= σ2σ1σ1σ2σ1σ1σ1σ2σ1σ2σ1σ2.

This positive braid contains a full twist after two stabilization moves. Note that
this is one way to obtain a full twist, and the full twist may not always appear at
the beginning or end of the braid word.

This process of finding the number of stabilization moves needed to find a very
positive form of the Klein link is generalized in Theorem 16 below. The set S in
Lemma 15 is used to help determine the number of stabilization moves needed to
manipulate the braid into a very positive form.

Lemma 15. The set S, defined as

S = {k ∈ Z+ | σ1σ2 · · · σk−1 occurs at least k times in w},

is nonempty and finite for K (m, n) when 1≤ n ≤ m < 2n− 1.

Proof. There will always be at least two σ1 terms in w from Lemma 4, since m ≥ n
and m − n+ 1 ≥ 1. Thus, because at least the first term and the last term of the
braid word must each be σ1, we have 2 ∈ S and S is nonempty. The set S is finite
because there are exactly n strands in w; thus if j > n, then j /∈ S. �
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Theorem 16. For 1≤ n ≤ m < 2n− 1,

c(K (m, n))= m(n− 1)− n2
−n
2
−

⌊2n−m
2

⌋
.

Proof. Consider the simplified version of the braid word of K (m, n) from Lemma 4,

w = (σ1σ2 · · · σn−1)
m−n+1(σ1σ2 · · · σn−2)(σ1σ2 · · · σn−3) · · · σ1.

Referring to the definition of a full twist, one can see that this braid word (before
manipulation using braid moves) will never contain a full twist because m−n+1<n.
Since there is not a full twist, the braid is positive, but not very positive and the
braid index and crossing number remain unknown.

In order to become a very positive braid, a braid representing a Klein link must
be transformed so that it is a positive braid with a full twist. Referring to Lemma 15
with m < 2n− 1, one can identify the presence of at least k subwords of the form
σ1σ2 · · · σk−1, where k is a positive integer. Lemma 15 shows S to be nonempty
and finite; let r =max(S). Therefore, the subword σ1σ2 · · · σr−1 occurs at least r
times in w.

If a subword σ1σ2 · · · σk−1 occurs exactly k+ 1 times in a braid word w, then r
must equal k. This means the subword σ1σ2 · · · σk must occur k times due to the
form of w. Assume k 6= r , then k+ 1 ∈ S, since k 6=max(S). Since the subword
σ1σ2 · · · σk does not occur k + 1 times, k + 1 6∈ S; this is a contradiction, and
therefore k = r =max(S).

Assume there are r + 2 subwords of the form σ1σ2 · · · σr−1. This implies that
there exist r + 1 subwords of the form σ1σ2 · · · σr as seen from the simplified
braid word w. This implies that r + 1 ∈ S and therefore r 6= max(S), which is a
contradiction. This means there will not be r+2 subwords of the form σ1σ2 · · · σr−1

when r = max(S). Similarly, when there exist more than r + 2 subwords of the
form σ1σ2 · · · σr−1, there is a value k ∈ S such that k > r ; so r 6=max(S), which is
a contradiction. Therefore, only r or r + 1 subwords of the form σ1σ2 · · · σr−1 can
exist in the simplified braid word of a Klein link where m < 2n− 1. We consider
these two cases separately.

Case 1. This case examines these simplified braids with r subwords of the form
σ1σ2 · · · σr−1. From the simplified braid word form w, it is known that there are
m−n+1 subwords of the form σ1σ2 · · · σn−1, where n represents the initial number
of strands in the braid. For each stabilization, the number of strands in the braid is
decreased by one, and the number of subwords of σ1σ2 · · · σn′−1, where n′ is the
number of strands in the braid, is increased by one since the maximum index n′− 1
is decreased with each stabilization. If x is equal to the number of stabilizations
that must be used to obtain a full twist, then this relationship gives

(m− n+ 1)+ x = n− x .
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Solving this equation for x yields

x =
2n−m− 1

2
.

Case 2. Now this case will examine when r+1 subwords of the form σ1σ2 · · · σr−1

are present in the simplified braid word of a Klein link. Similar to Case 1, it is
known that there are m− n+ 1 subwords of σ1σ2 · · · σn−1, and each stabilization
decreases the number of strands in the braid by one. However, specific to this case,
it is known that there is one additional σ1σ2 · · · σn−1 subword that is unnecessary
in the formation of the full twist. Thus, where x is still the number of stabilizations
needed,

(m− n+ 1)− 1+ x = n− x .

Solving this equation for x yields

x =
2n−m

2
.

If the two cases are compared, it can be seen that the values for x only differ
by 1

2 . Thus, they can be combined with the relationship

x =
⌊2n−m

2

⌋
.

These stabilizations, which reduce the number of strands in the braid, each
correspond to the elimination of one crossing from the reduced braid word. Since
the resulting braid word contains a full twist and is positive, the braid is very
positive, and by Section 3, has a minimum number of crossings. Thus,

c(K (m, n))= m(n− 1)− n2
−n
2
−

⌊2n−m
2

⌋
. �

6. Conclusion

These theorems increase our knowledge of Klein links [Bowen et al. 2014; Catalano
et al. 2010; Shepherd et al. 2012; Freund and Smith-Polderman 2013], while
providing new properties that can be used to find additional connections between
torus links and Klein links. With previous results regarding the crossing number for
K (m, n) with m ≤ n and for m = 0 or n= 0, the crossing number for any Klein link
in this set can be calculated [Catalano et al. 2010; Shepherd et al. 2012]. Through
the use of these theorems, we have completed a catalog of Klein links that lists the
crossing number, number of components, and complete Alexander–Briggs notation
(if available) for all Klein links between K (1, 0) and K (8, 8) [Bowen et al. 2014].
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