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We construct a basis for free Lie algebras via a left greedy bracketing algorithm on Lyndon-Shirshov words. We use a new tool - the configuration pairing between Lie brackets and graphs of Sinha and Walter - to show that the left greedy brackets form a basis. Our constructions further equip the left greedy brackets with a dual monomial Lie coalgebra basis of star graphs. We end with a brief example using the dual basis of star graphs in a Lie algebra computation.

## 1. Introduction

Lie algebras are classical objects with applications in differential geometry, theoretical physics, and computer science. A Lie algebra is a vector space which has an extra nonassociative (bilinear) operation called a Lie bracket, written $[a, b]$. The Lie bracket operation satisfies anticommutativity and Jacobi relations:

$$
\begin{aligned}
\text { (anticommutativity) } & 0=[a, b]+[b, a], \\
(\text { Jacobi }) & 0=[a,[b, c]]+[c,[a, b]]+[b,[c, a]] .
\end{aligned}
$$

A free Lie algebra is a Lie algebra whose bracket operation satisfies no extra relations - only the two written above and any relations which can be generated by combining them together. For example,

$$
[a,[b, c]]-[[a, b], c]=[[c, a], b]
$$

is a relation for free Lie algebras since $[c,[a, b]]=-[[a, b], c]$ by anticommutativity, and similarly for $[b,[c, a]]$. Free Lie algebras are fundamental in that every Lie algebra can be written via generators and relations as a free Lie algebra with extra relations placed on its bracket operation.

Recall that a set of elements generates an algebra if all other elements in the algebra can be obtained via sums of products of elements from the set. A minimal

[^0]generating set is called an algebra basis. We are interested in linear bases for algebras - these are minimal sets consisting of an algebra basis along with enough products of these so that all further algebra elements can be reached using only sums.

The current work describes a new linear basis for free Lie algebras, along with a new method for finding, computing with, and proving theorems about general free Lie algebra bases. Our method uses the graph/tree pairing developed in [Sinha 2005; 2006], which yields a new way to describe Lie coalgebras via graphs as applied in [Sinha and Walter 2011] and explained further in [Walter 2010]. Since we introduce a new and different way to perform calculations in free Lie algebras, we give many detailed examples throughout. For readers interested in a history of bases of free Lie algebras, we suggest [Bokut and Chibrikov 2006, §3.2].

## 2. Notation and classical constructions

In this paper we will say alphabet for a collection of abstract letters (or variables). A word in an alphabet is a (noncommutative, associative) string (or product) of letters from the alphabet. An ordering on an alphabet (such as the standard alphabetical ordering in English) induces an ordering on words called the lexicographical (or dictionary) ordering. The cyclic permutations of a word are given by removing letters from the beginning of the word and moving them to the end.

Example 2.1. The cyclic permutations of the word $a b c d$ are $b c d a, c d a b, d a b c$. The cyclic permutations of the word $a a a b b$ are $a a b b a, a b b a a, b b a a a$ and baaab.

A word that is lexicographically strictly less than all its cyclic permutations is called a Lyndon-Shirshov word (or just a Lyndon word). For instance, aaabb is a Lyndon-Shirshov word, but $a a b b a$ and $a b b a a$ are not. Neither is $a b a b$, since it equals one of its cyclic permutations.

A linear basis for the free Lie algebra on an alphabet can be built on LyndonShirshov words using standard bracketing [Reutenauer 1993]i (see [Melançon and Reutenauer 1989; Chibrikov 2006; Stöhr 2008] for other methods). Given a Lyndon-Shirshov word $w$, its standard bracketing [ $w$ ] is recursively defined by $[w]=w$ if $w$ has length 1 , and by $[w]=[u v]=[[u],[v]]$ if $v$ is a maximally long Lyndon-Shirshov suffix of $w=u v$, with $u$ nonempty.

Example 2.2. The standard bracketing of $a a a b b$ is

$$
\begin{aligned}
{[a a a b b] } & =[[a],[a a b b]]=[a,[[a],[a b b]]] \\
& =[a,[a,[[a b],[b]]]]=[a,[a,[[a, b], b]]] .
\end{aligned}
$$

The collection of all standard bracketings of Lyndon-Shirshov words gives a linear basis for the free Lie algebra on the underlying alphabet.

The standard bracketing of a Lyndon-Shirshov word can also be described recursively from the innermost brackets to the outermost roughly as follows: Read the letters of a Lyndon-Shirshov word from right to left looking for the first occurrence of consecutive letters, $\ldots a_{i} a_{i+1} \ldots$, where $a_{i}<a_{i+1}$ (called the rightmost inversion). Replace $a_{i} a_{i+1}$ by the bracket [ $a_{i}, a_{i+1}$ ], which we will consider to be a new letter placed in the ordered alphabet in the lexicographical position of the word $a_{i} a_{i+1}$. Repeat. (For a more detailed description see [Melançon and Reutenauer 1989, §2].)

Our construction of left greedy brackets will also proceed from the innermost bracket the to outermost bracket, similar to the rewriting system presented above. However, just as with the standard bracketing, left greedy brackets can also be described from the outermost to the innermost brackets.

## 3. Left greedy brackets and star graphs

## Simple words.

Definition 3.1. Given a fixed letter $a$ in an alphabet, an $a$-simple word is a word of the form $w=a a \cdots a x$ (written $w=a^{n} x$ for short), where $x$ is any single letter not equal to $a$. The single-letter word $w=x$ (i.e., $w=a^{0} x$ ) is also an $a$-simple word (for $x \neq a$ ).

The collection of all words in an alphabet is itself an (infinite) ordered alphabet (with the lexicographical ordering). A word in the alphabet whose letters are words in another alphabet will be casually referred to as a word of words. Note that such an expression of a word as a product of subwords is equivalent to a partition of the word. Considering words as ordered sets of letters, partitions are orderpreserving surjections of sets; hence our notation for partitioning a word will be a double-headed arrow, $\rightarrow$, as defined below.

Remark 3.2. A partition of a word is equivalent to a rewriting which combines multiple subwords in parallel (compare [Mélançon 1997]). For our construction and proofs we will critically make use of the levels of nesting of partitions. We use the term partition so that our notation and our terminology reflect this emphasis.

Definition 3.3. A simple partition of a word $w$ is an expression of $w$ as subwords $w=\alpha_{1} \alpha_{2} \cdots \alpha_{k}$ where each $\alpha_{i}$ is an $a$-simple word and $a$ is the first letter of $w$. We will write $w \rightarrow \alpha_{1} \alpha_{2} \cdots \alpha_{k}$.

Note that words have at most one simple partition. The subword $\alpha_{1}$ must consist of the initial string of $a$ 's as well as the first letter of $w$ other than $a$. If the letter in $w$ following $\alpha_{1}$ is $a$, then $\alpha_{2}$ must consist of the next string of $a$ 's as well as the next letter other than $a$. If the letter following $\alpha_{1}$ is not $a$, then $\alpha_{2}$ will consist of only that one letter. (See the first line of Example 3.6.)

Remark 3.4. A simple partition of a word is equivalent to performing Lazard elimination [Lothaire 1997, Chapter 5] on the word, eliminating the first letter $a$ via the bisection $\left(a^{*}(A \backslash a), a\right)$. It appears likely that the constructions of nested partitions and fully partitioned words which will follow may also be performed via a recursive series of Lazard elimination steps along the lines of: Order all words lexicographically. Eliminate them, one at time, beginning with the least ordered word $a$. (Possibly it will be best to restrict to words of length $\leq n$ at first.)

This would give an alternate proof that the left greedy brackets form a basis. However, making the previous statement precise and showing that it gives a welldefined recursive operation which will terminate is complicated. Also, following such a path would not yield the dual basis of star graphs, which we wish to exploit in later work.

Given a simple partition $w \rightarrow \alpha_{1} \alpha_{2} \cdots \alpha_{k}$, we may recurse: The $a$-simple subwords $\alpha_{1}, \alpha_{2}$, etc. are letters in the alphabet of words. They may have a further simple partition (now as $\alpha_{1}$-simple words). This process constructs a unique nested partition of a word such that each nested level is a simple partition.
Definition 3.5. A word fully partitions if it has a series of simple partitions,

$$
w \rightarrow \omega_{1} \rightarrow \cdots \rightarrow \omega_{\ell}
$$

where $\omega_{\ell}$ is the trivial coarse partition.
Colloquially, a word fully partitions if it is a simple word of simple words of simple words etc.

Example 3.6. Words fully partition as follows (for clarity we will use distinct delimiters (, [ and \{ to indicate different nested levels of partition):

- $a \operatorname{aaab} \rightarrow(a a a a b)$.
- $a b a b b \rightarrow(a b)(a b)(b) \rightarrow[(a b)(a b)(b)]$.
- $a a b c b \rightarrow(a a b)(c)(b) \rightarrow[(a a b)(c)][(b)] \rightarrow\{[(a a b)(c)][(b)]\}$.
- $a b a b b a b a a b \rightarrow(a b)(a b)(b)(a b)(a a b) \rightarrow[(a b)(a b)(b)][(a b)(a a b)]$

$$
\rightarrow\{[(a a b)(b)][(a b)(a a b)]\} .
$$

For visual clarity, we have found that indicating nested partitions via underlining is often more understandable than using nested parentheses:

$$
\begin{aligned}
& a a a a b \rightarrow \underline{a a a a b}, \quad a b a b b \rightarrow \underline{\underline{a b} \underline{\underline{a b}} \underline{\underline{b}},} \\
& a a b c b \rightarrow \underline{\underline{\underline{a a b}} \underline{\underline{c}}} \underline{\underline{\underline{b}}}, \quad a b a b b a b a a b \rightarrow \underline{\underline{\underline{a b}}} \underline{\underline{a b}} \underline{\underline{b}} \underline{\underline{\underline{a b}}} \underline{\underline{a b}},
\end{aligned}
$$

Example 3.7. Some words do not fully partition:

- aaaa contains repetitions of only one letter.
- $a a b a$ has the same initial and final letter.
- $a b a b \rightarrow(a b)(a b)$, which is a repetition of a single subword $(a b)$.
- abaabab $\rightarrow(a b)(a a b)(a b)$, which has the same initial and final subword $(a b)$.
- $a b a b b c a b a b b \rightarrow[(a b)(a b)(b)][(c)][(a b)(a b)(b)]$, which has the same initial and final subword $[(a b)(a b)(b)]$.

The following simple lemma follows immediately from standard facts about Lyndon-Shirshov words. We give a proof below for completeness.
Lemma 3.8. Every Lyndon-Shirshov word fully partitions.
Proof. Fix a word $w$ with initial letter $a$. The only obstacle to the partition of $w$ into $a$-simple words is whether the final letter and the initial letter match. More generally, each step of the recursive partitioning can be completed as long as the initial and final subword do not match. This fails only if the word has the form $w=\alpha \chi \alpha$, where $\alpha$ and $\chi$ are subwords (the subword $\chi$ may be empty and is likely not simple).

However no Lyndon-Shirshov word has this form. If $\chi$ is empty then $w=\alpha \alpha$, which is not Lyndon-Shirshov. If $\chi$ is nonempty, then one of the cyclic reorderings of $w$ is lexicographically lower: either $\alpha \alpha \chi<\alpha \chi \alpha$ (if $\alpha<\chi$ ) or else $\chi \alpha \alpha<\alpha \chi \alpha$ (if $\chi<\alpha$ ).
Remark 3.9. Many non-Lyndon-Shirshov words also fully partition. The requirement that $w \neq \alpha \chi \alpha$ for any subwords $\alpha$ and $\chi$ is much weaker than the LyndonShirshov requirement. Via some experimentation, we have found that it is possible to use methods similar to those presented in the current work to find new bases for Lie algebras which are constructed from sets of words other than the LyndonShirshov words. It is unclear if these sets of words are also bases for the shuffle algebra.

## Left greedy brackets.

Definition 3.10. The left greedy bracketing of the $a$-simple word $w=a^{n} x$, which we denote by $\llbracket w \rrbracket$, is $\llbracket a^{n} x \rrbracket=[a,[a, \cdots[a,[a, x]] \cdots]]$, the standard right-normed bracketing. The left greedy bracketing of a simple word of simple words (and, more generally, any fully partitioned word) is defined recursively:

$$
\llbracket \alpha^{n} \chi \Perp=[\Perp \alpha \rrbracket,[\Perp \alpha \rrbracket, \ldots[\Perp \alpha \rrbracket,[\Perp \alpha \rrbracket,\lfloor\chi \rrbracket]] \cdots]] .
$$

Example 3.11. Following are some examples of left greedy bracketings of fully partitioned words. To aid understanding in the examples below, we underline to indicate their full partition into simple words. (Note that we do not require words to be Lyndon-Shirshov in order to define their left greedy bracketing.)

- $\lfloor a a a b \rrbracket=[a,[a,[a, b]]]$.

- $\|\underline{\underline{\underline{a a b}} \underline{\underline{c}} \underline{\underline{b}}}\|=[[[a,[a, b]], c], b]$.

Remark 3.12. The name left greedy is due to the fact that the bracketing of the word aaabcd begins with innermost bracket $[a, b]$ and then brackets leftwards i.e., $[a,[a,[a, b]]]$ before bracketing to the right. An alternative right greedy bracketing, would go to the right i.e., $[[[a, b], c], d]$ before bracketing leftwards. Both of these yield free Lie algebra bases, but the left greedy bracketing has a cleaner basis proof and appears to have better properties. We leave the discussion of the beneficial properties of the left greedy bracketing to a later paper.
Remark 3.13. Left greedy bracketing of Lyndon-Shirshov words is different than other bracketing methods considered in the literature. We give a few examples for comparison with other methods. Consider the Lyndon-Shirshov word $w=a a b a b b$ :
- $\lfloor a a b a b b \rrbracket=[[[a,[a, b]],[a, b]], b]$, the left greedy bracketing.
- $[a a b a b b]=[a,[[a, b],[[a, b], b]]]$, the standard Lyndon-Shirshov bracketing [Reutenauer 1993].
- $[a a b a b b]=[[a,[a, b]],[[a, b], b]]$, the bracketing of [Chibrikov 2006, §4].

Star graphs. By a graph we mean a finite directed graph whose vertices are labeled by letters.
Definition 3.14. The star graph of the $a$-simple word $w=a^{n} x$, denoted $\star(w)$, is the graph with $n$ vertices: labeled $a$, one vertex labeled $x$, and an edge from each $a$ vertex to the vertex $x$ :

The vertex $x$ is called the anchor vertex. The star graph of a simple word of simple words (and, more generally, any fully partitioned word) is defined recursively. The graph $\star\left(\alpha^{n} \chi\right)$ consists of $n$ disjoint subgraphs $\star(\alpha)$ and one disjoint subgraph $\star(\chi)$ with edges connecting the anchor vertices of the $\star(\alpha)$ to the anchor vertex of $\star(\chi)$ :


The anchor vertex of the subgraph $\star(\chi)$ serves as the anchor vertex of the star graph $\star\left(\alpha^{n} \chi\right)$.

Remark 3.15. The star graph of an $a$-simple word consisting of one letter $w=x \neq a$ is a single anchor vertex:

$$
\star(x)=\varnothing .
$$

Example 3.16. Following are some examples of star graphs. In the examples below, the anchor vertex of the subgraphs are indicated with dotted circles and the anchor vertex of the entire graph is indicated with a solid circle.

$\star(\underline{\underline{a b} \underline{\underline{a b}} \underline{\underline{b}})}=\stackrel{a \rightarrow b}{(b)} \quad a \rightarrow b$
$\star(\underline{\underline{\underline{a b b}} \underline{\underline{c}} \underline{\underline{b}}})=\stackrel{ }{a} b \leq-a \rightarrow(b)$

$$
\star(\underline{\underline{\underline{a b}} \underline{\underline{a b}} \underline{\underline{b}} \underline{\underline{\underline{a b}} \underline{\underline{a b}}})=a \rightarrow b, \quad a \rightarrow b}
$$



Remark 3.17. The name star graph comes from imagining the graph $\star\left(a^{n} b\right)$ as a sun (b) with planets ( $a$ ) orbiting around it. The recursive construction of star graphs then composes suns and their planetary systems into orbiting star clusters, into galaxies, etc.

## 4. Configuration pairing

Throughout, assume that all graphs and Lie bracket expressions have labels and letters from the same alphabet.
Definition 4.1. Given a graph $G$ and Lie bracket expression $L$, a bijection $\sigma: G \leftrightarrow L$ is a bijection between the vertices of $G$ and the positions in $L$ compatible with labels and letters (vertices of $G$ are sent to positions in $L$ labeled with the identical letter).

Example 4.2. Following are some basic examples investigating bijections between graphs and Lie bracket expressions:

- There are no bijections ${ }_{a} J^{b} \searrow_{a} \leftrightarrow[a, b]$ because there are three vertices in the graph but only two positions in the Lie bracket expression. Similarly, there are no bijections ${ }_{a} \nearrow^{b} \leftrightarrow[[a, b], a]$.
- There are no bijections ${ }_{a} J^{b} \searrow_{c} \leftrightarrow[[a, b], a]$ because there is no letter $c$ in the Lie bracket expression.
- There is only one bijection ${ }_{a} J^{b} \searrow_{c} \leftrightarrow[[b, c], a]$ given by identifying each vertex with the correspondingly labeled position in the bracket expression.
- There are two bijections $\left.{ }_{a} \nearrow^{b}\right\rangle_{a} \leftrightarrow[[a, b], a]$ since there are two ways to choose an identification between the two vertices $a$ and the two bracket positions $a$.
- More generally, there are $n$ ! bijections $\star\left(a^{n} b\right) \leftrightarrow \llbracket a^{n} b \rrbracket$.

Given a graph $G$ and a subset $V$ of the vertices of $G$, write $|V|$ for the full subgraph of $G$ with vertices from $V$-i.e., two vertices are connected by an edge in $|V|$ if and only if they are connected by an edge in $G$. Recall that a graph is connected if every two vertices can be connected by a path of edges. We will say that directed graphs are connected if they are connected, ignoring edge directions.

The configuration pairing defined in [Sinha 2006] between directed graphs and rooted trees gives a pairing between graphs and Lie bracket expressions which can be defined as follows [Walter 2010].
Definition 4.3. Given a graph $G$ and a Lie bracket expression $L$ as well as a bijection $\sigma: G \leftrightarrow L$, the $\sigma$-configuration pairing of $G$ and $L$ is

$$
\langle G, L\rangle_{\sigma}= \begin{cases}0 & \begin{array}{l}
\text { if } L \text { contains a subbracket expression }[H, K] \text { so } \\
\text { that the corresponding subgraphs }\left|\sigma^{-1} H\right| \text { and } \\
\left|\sigma^{-1} K\right| \text { are not connected graphs with exactly one } \\
\text { edge between them in } G,
\end{array} \\
(-1)^{n} & \begin{array}{l}
\text { otherwise (where } n \text { is the number of edges of } G \\
\text { whose orientation corresponds under } \sigma \text { to the right- } \\
\text { to-left orientation of positions in } L \text { ). }
\end{array}\end{cases}
$$

The configuration pairing of $G$ and $L$ is the sum over all bijections $\sigma$,

$$
\langle G, L\rangle=\sum_{\sigma: G \leftrightarrow L}\langle G, L\rangle_{\sigma} .
$$

Casually, we will say that an edge ${ }_{a} \nearrow^{b}$ in $G$ whose orientation corresponds under $\sigma$ to the right-to-left orientation of L (i.e., $\sigma(a)$ is to the right of $\sigma(b)$ in $L$ ) moves leftwards in $L$ under $\sigma$.

Example 4.4. Following are some example computations of configuration pairings. $\left.\bullet\left\langle{ }_{a} \boldsymbol{J}^{b}\right\rangle_{c},[[b, c], a]\right\rangle=-1$. There is only one bijection. In this bijection only the edge ${ }_{a} \nearrow^{b}$ moves leftwards in $[[b, c], a]$.

- $\left.\left\langle{ }_{a} \boldsymbol{J}^{a}\right\rangle_{b},[[a, b], a]\right\rangle=-1-1=-2$.
- $\left\langle{ }_{a} J^{b} \searrow_{a},[[a, a], b]\right\rangle=0$. For each of the two bijections, $\left|\sigma^{-1}([a, a])\right|$ (the subgraph) is disconnected in $G$.
- $\left\langle{ }_{a} \nearrow^{b} \searrow_{c} \nearrow^{a},[[a, b],[a, c]]\right\rangle=-1+1=0$. There are two bijections. One bijection makes ${ }_{c} \nearrow^{a}$ go leftwards. The other bijection makes ${ }_{a} \nearrow^{b}$ and also ${ }_{c} \nearrow^{a}$ go leftwards.
- The pairing of a linear (or long) graph ${ }_{a_{1}} \nearrow^{a_{2}} \nearrow^{a_{n}}$ with a bracket expression $L$ is equal to the coefficient of the term $\left(a_{1} a_{2} \cdots a_{n}\right)$ in the associative polynomial for $L$ [Walter 2010].

The configuration pairing encodes a duality between free Lie algebras and graphs modulo the Arnold and arrow-reversing identities [Sinha and Walter 2011]. In the current work we will use only that the configuration pairing is well-defined on Lie algebras - i.e., the configuration pairing vanishes on Jacobi and anticommutativity Lie bracket expressions. Thus the configuration pairing with graphs can be used to distinguish Lie bracket expressions, and in particular can be used to establish linear independence.

The main theorem will be proven essentially via recursive application of the following proposition, whose proof is trivial.

Proposition 4.5. Let $w_{1}$ and $w_{2}$ be Lyndon-Shirshov words. If $w_{1}=a^{n} b$ is $a$-simple then

$$
\left\langle\star\left(w_{1}\right), \Perp w_{2} \Perp\right\rangle= \begin{cases}n! & \text { if } w_{2}=w_{1} \\ 0 & \text { otherwise } .\end{cases}
$$

A similar result holds if $w_{2}$ is a-simple.
Proof. Suppose that $w_{1}$ and $w_{2}$ are Lyndon-Shirshov words with $\left\langle\star\left(w_{1}\right), \llbracket w_{2} \rrbracket\right\rangle \neq 0$. Note that $w_{1}$ and $w_{2}$ must be written with the same letters for any bijections $\sigma: \star\left(w_{1}\right) \leftrightarrow \llbracket w_{2} \rrbracket$ to exist. Furthermore $w_{1}$ and $w_{2}$ must share the same initial letter, since Lyndon-Shirshov words always begin with their lowest-ordered letter. Thus $w_{1}=w_{2}$.

If $w_{1}=w_{2}$, then there are $n$ ! possible bijections $\sigma: \star\left(a^{n} b\right) \leftrightarrow \llbracket a^{n} b \rrbracket$. For each of these $\left\langle\star\left(a^{n} b\right), \llbracket a^{n} b \Downarrow\right\rangle_{\sigma}=1$.

## 5. The basis theorem

Theorem 5.1. If $w_{1}$ and $w_{2}$ are Lyndon-Shirshov words, then $\left\langle\star\left(w_{1}\right), \llbracket w_{2} \rrbracket\right\rangle \neq 0$ if and only if $w_{1}=w_{2}$ (in this case it is a product of factorials).

Our desired result follows as a simple corollary.
Corollary 5.2. The left greedy bracketing of Lyndon-Shirshov words gives a basis for free Lie algebras.

Proof. A perfect pairing of graphs with left greedy brackets of Lyndon-Shirshov words implies that the left greedy brackets of Lyndon-Shirshov words are linearly
independent. Since the number of Lyndon-Shirshov words of length $n$ equals the dimension of the vector space of length- $n$ Lie bracket expressions, this is enough to show that left greedy brackets of Lyndon-Shirshov words form a basis for the free Lie algebra.
Proof of Theorem 5.1. Suppose that $w_{1}$ and $w_{2}$ are Lyndon-Shirshov words with nonzero pairing:

$$
\left\langle\star\left(w_{1}\right), \llbracket w_{2} \Perp\right\rangle \neq 0
$$

Fix a bijection $\sigma: \star\left(w_{1}\right) \leftrightarrow \llbracket w_{2} \rrbracket$. We will show that $w_{1}=w_{2}$ by inducting on the depth of the nested partition resulting from fully partitioning the Lyndon-Shirshov words $w_{1}$ and $w_{2}$.

First note, as in the proof of Proposition 4.5, that $w_{1}$ and $w_{2}$ must be written with the same letters and must share the same initial letter, call it $a$. Thus $w_{1}$ and $w_{2}$ both fully partition, where the innermost partitions are $a$-simple words.

Write $w_{2} \rightarrow\left(a^{n_{1}} b_{1}\right)\left(a^{n_{2}} b_{2}\right) \cdots\left(a^{n_{k}} b_{k}\right)$ for the innermost partition of $w_{2}$. According to its recursive definition, the bracket expression $\llbracket w_{2} \Perp$ will have subbracket expressions $\llbracket a^{n_{i}} b_{i} \rrbracket$. From the definition of the configuration pairing, these must correspond under $\sigma$ to connected, disjoint subgraphs of $\star\left(w_{1}\right)$. However, the only possible connected subgraph of a star graph (with initial letter $a$ ) using the letters $a^{n_{i}} b_{i}$ is $\star\left(a^{n_{i}} b_{i}\right)$. Note that this implies $w_{1}$ is composed of the subwords $\left(a^{n_{i}} b_{i}\right)$ (though possibly written in a different order). Furthermore, the first subword of $w_{1}$ must be ( $a^{n_{1}} b_{1}$ ) (just as in $w_{2}$ ), because Lyndon-Shirshov words must begin with their lexicographically least subword.

The induction step is equivalent to the previous case, treating subwords as letters. At the end of the previous case, for each simple subword $u$ of $w_{2}$ the subbracket expressions $\llbracket u \rrbracket$ of $\llbracket w_{2} \rrbracket$ correspond to disjoint connected subgraphs $\star(u)$ of $\star\left(w_{1}\right)$. Furthermore, the initial subword of $w_{2}$ coincides with the initial subword of $w_{1}$.

To finish the proof, we must note that $\langle\star(w), \llbracket w \rrbracket\rangle \neq 0$ when $w$ is a LyndonShirshov word, since all bijections $\sigma: \star(w) \leftrightarrow \llbracket w \rrbracket$ have $\langle\star(w), \llbracket w \rrbracket\rangle_{\sigma}>0$. In fact, a few short computations show that

$$
\begin{aligned}
\left\langle\star\left(a^{n} b\right), \llbracket a^{n} b \rrbracket\right\rangle & =n!, \\
\left\langle\star\left(\left(a^{n_{1}} b_{1}\right)^{m}\left(a^{n_{2}} b_{2}\right)\right), \llbracket\left(a^{n_{1}} b_{1}\right)^{m}\left(a^{n_{2}} b_{2}\right) \rrbracket\right\rangle & =m!\left(n_{1}!\right)^{m} n_{2}!,
\end{aligned}
$$

## 6. Projection onto the left greedy basis

Theorem 5.1 is of independent interest because it gives a direct, computational method for writing Lie bracket elements in terms of the left greedy Lyndon-Shirshov basis via projection.

Given a Lie bracket expression $L$, write $\left\{w_{k}\right\}$ for the set of Lyndon-Shirshov words written using the letters in $L$ (with multiplicity). Left greedy brackets of Lyndon-Shirshov words form a linear basis, so it is possible to write $L$ as a linear combination of the $\llbracket w_{k} \rrbracket$ :

$$
L=c_{1} \llbracket w_{1} \Perp+\cdots+c_{n} \llbracket w_{n} \rrbracket .
$$

We may compute the constants $c_{k}$ by pairing with $\star\left(w_{k}\right)$ since $\left\langle\star\left(w_{k}\right), \llbracket w_{j} \downarrow\right\rangle=0$ for $j \neq k$ by Theorem 5.1. This proves the following.
Corollary 6.1. Given a Lie bracket expression L,

$$
L=\sum_{\substack{\text { Lyndon-Shirshov } \\ \text { words } w}} \frac{\langle\star(w), L\rangle}{\langle\star(w), \llbracket w \rrbracket\rangle} \llbracket w \rrbracket .
$$

Recall that the denominators $\langle\star(w),\lfloor w \rrbracket\rangle$ are products of factorials. Interestingly, each coefficient in the expression above must be an integer (despite their large denominators).

Pairing computations are aided by the bracket/cobracket compatibility property of the configuration pairing. Bracket/cobracket compatibility states that pairings of a graph $G$ with a bracket expression $[L, K]$ may be computed by calculating pairings of $L$ and $K$ with the subgraphs obtained by cutting $G$ into two pieces by removing an edge. The following is Proposition 3.14 of [Sinha and Walter 2011].
Proposition 6.2. Bracketing Lie expressions is dual to cutting graphs:

$$
\langle G,[H, K]\rangle=\sum_{e}\left\langle G_{1}^{\hat{e}}, H\right\rangle \cdot\left\langle G_{2}^{\hat{e}}, K\right\rangle-\left\langle G_{1}^{\hat{e}}, K\right\rangle \cdot\left\langle G_{2}^{\hat{e}}, H\right\rangle
$$

Where $G_{1}^{\hat{e}}$ and $G_{2}^{\hat{e}}$ are the graphs obtained by removing edge e from $G$, ordered so that e pointed from $G_{1}^{\hat{e}}$ to $G_{2}^{\hat{e}}$ in $G$.
Remark 6.3. Applying bracket/cobracket duality and the definition of the configuration pairing yields a recursive method for computation of $\langle G, L\rangle$. Consider the outermost bracketing $L=[H, K]$. Look for edges of $G$ which can be removed to separate $G$ into subgraphs $G_{1}^{\hat{e}}$ and $G_{2}^{\hat{e}}$ whose sizes matches that of $H$ and $K$, and check that the subgraphs are written using the same letters as $H$ and $K$. If this is not possible, then the bracketing is 0 . Otherwise the bracketing is given by summing $\left\langle G_{1}^{\hat{e}}, H\right\rangle \cdot\left\langle G_{2}^{\hat{e}}, K\right\rangle$ (or the negative $-\left\langle G_{1}^{\hat{e}}, K\right\rangle \cdot\left\langle G_{2}^{\hat{e}}, H\right\rangle$ if $e$ pointed so that $G_{1}^{\hat{e}}$ corresponded to $K$ instead of $H$ ) over all such edges. Recurse. Note that removing an edge from a star graph will always result in subgraphs which are themselves star graphs (though possibly not star graphs of Lyndon-Shirshov words).
Example 6.4. Consider the Lie bracket expression $L=[[[a, b], b],[[a, b], a]]$. There are three Lyndon-Shirshov words with the letters $a a a b b b$. These words, along with their partition, left greedy bracketings, and values of $\langle\star(w), \llbracket w \rrbracket\rangle$ are:

- $a a a b b b$ which, partitions as $\underline{\underline{\underline{a a a b}} \underline{\underline{b}} \underline{\underline{b}}}$ with
$\llbracket a a a b b b \rrbracket=[[[a,[a,[a, b]]], b], b] \quad$ and $\quad\langle\star(a a a b b b), \llbracket a a a b b b \rrbracket\rangle=3!$.

$\llbracket a a b a b b \rrbracket=[[[a,[a, b]],[a, b]], b] \quad$ and $\quad\langle\star(a a b a b b), \llbracket a a b a b b \rrbracket\rangle=2!$.
- $a a b b a b$ which, partitions as $a a b \underline{b} \underline{a b}$ with
$\llbracket a a b b a b \rrbracket=[[[a,[a, b]], b],[a, b]] \quad$ and $\quad\langle\star(a a b b a b), \llbracket a a b b a b \rrbracket\rangle=2!$.
The configuration pairings with $L$ are as follows:
- $\langle\star(a a a b b b),[[[a, b], b],[[a, b], a]]\rangle=0$, because no edge of $\star(a a a b b b)$ can be removed to separate it into subgraphs one of which has a single $a$ and two $b$ 's (corresponding to the subbracket $[[a, b], b]$ ).
- $\langle\star(a a b a b b),[[[a, b], b],[[a, b], a]]\rangle=2$, because only the edge connecting $\star(a a b)$ to the remainder of the graph cuts $\star(a a b a b b)$ appropriately. This reduces the computation to

$$
-\langle\star(a a b),[[a, b], a]\rangle \cdot\langle\star(a b b),[[a, b], b]\rangle=-(-2) \cdot 1=2
$$

- $\langle\star(a a b b a b),[[[a, b], b],[[a, b], a]]\rangle=-2$, because only the edge connecting $\star(a a b)$ to the remainder of the graph cuts $\star(a a b b a b)$ appropriately. The computation reduces similarly.

Thus $L=\llbracket a a b a b b \rrbracket-\llbracket a a b b a b \rrbracket$.

## Acknowledgements

We would like to thank the reviewer for a careful and detailed reading of our submission and also for suggesting that we consider an application of Lazard elimination (see Remark 3.4) and rewriting systems on Lyndon words (see Remark 3.2).

## References

[Bokut and Chibrikov 2006] L. Bokut and E. S. Chibrikov, "Lyndon-Shirshov words, GröbnerShirshov bases, and free Lie algebras", pp. 17-39 in Non-associative algebra and its applications, edited by L. Sabinin et al., Lect. Notes Pure Appl. Math. 246, Chapman \& Hall/CRC, Boca Raton, FL, 2006. MR 2203694 Zbl 1330.17001
[Chibrikov 2006] E. S. Chibrikov, "A right normed basis for free Lie algebras and Lyndon-Shirshov words", J. Algebra 302:2 (2006), 593-612. MR 2293773 Zbl 1204.17006
[Lothaire 1997] M. Lothaire, Combinatorics on words, 2nd ed., Cambridge University Press, 1997. MR 1475463 Zbl 0874.20040
[Mélançon 1997] G. Mélançon, "Combinatorics of bases of free Lie algebras", 1997.
[Melançon and Reutenauer 1989] G. Melançon and C. Reutenauer, "Lyndon words, free algebras and shuffles", Canad. J. Math. 41:4 (1989), 577-591. MR 1012617 Zbl 0694.17003
[Reutenauer 1993] C. Reutenauer, Free Lie algebras, London Mathematical Society Monographs. New Series 7, The Clarendon Press, Oxford University Press, New York, 1993. MR 1231799 Zbl 0798.17001
[Sinha 2005] D. Sinha, "A pairing between graphs and trees", preprint, 2005. arXiv 0502547
[Sinha 2006] D. P. Sinha, "Operads and knot spaces", J. Amer. Math. Soc. 19:2 (2006), 461-486. MR 2188133 Zbl 1112.57004
[Sinha and Walter 2011] D. Sinha and B. Walter, "Lie coalgebras and rational homotopy theory, I: Graph coalgebras", Homology Homotopy Appl. 13:2 (2011), 263-292. MR 2861231 Zbl 1231.55009
[Stöhr 2008] R. Stöhr, "Bases, filtrations and module decompositions of free Lie algebras", J. Pure Appl. Algebra 212:5 (2008), 1187-1206. MR 2387595 Zbl 1192.17001
[Walter 2010] B. Walter, "Lie algebra configuration pairing", preprint, 2010. arXiv 1010.4732
Received: 2015-04-29 Revised: 2015-10-23 Accepted: 2015-10-27
benjamin@metu.edu.tr
amin.shiri@metu.edu.tr

Department of Mathematics, Middle East Technical University, Northern Cyprus Campus, Kalkanli, Guzelyurt, KKTC, 10 Mersin, Turkey
Department of Mathematics, Middle East Technical University, Northern Cyprus Campus, Kalkanli, Guzelyurt, KKTC, 10 Mersin, Turkey

# involve 

msp.org/involve

## INVOLVE YOUR STUDENTS IN RESEARCH

Involve showcases and encourages high-quality mathematical research involving students from all academic levels. The editorial board consists of mathematical scientists committed to nurturing student participation in research. Bridging the gap between the extremes of purely undergraduate research journals and mainstream research journals, Involve provides a venue to mathematicians wishing to encourage the creative involvement of students.

MANAGING EDITOR<br>Kenneth S. Berenhaut Wake Forest University, USA

| Colin Adams | Williams College, USA | Suzanne Lenhart | University of Tennessee, USA |
| :---: | :---: | :---: | :---: |
| John V. Baxley | Wake Forest University, NC, USA | Chi-Kwong Li | College of William and Mary, USA |
| Arthur T. Benjamin | Harvey Mudd College, USA | Robert B. Lund | Clemson University, USA |
| Martin Bohner | Missouri U of Science and Technology, | USA Gaven J. Martin | Massey University, New Zealand |
| Nigel Boston | University of Wisconsin, USA | Mary Meyer | Colorado State University, USA |
| Amarjit S. Budhiraja | U of North Carolina, Chapel Hill, USA | Emil Minchev | Ruse, Bulgaria |
| Pietro Cerone | La Trobe University, Australia | Frank Morgan | Williams College, USA |
| Scott Chapman | Sam Houston State University, USA | Mohammad Sal Moslehian | Ferdowsi University of Mashhad, Iran |
| Joshua N. Cooper | University of South Carolina, USA | Zuhair Nashed | University of Central Florida, USA |
| Jem N. Corcoran | University of Colorado, USA | Ken Ono | Emory University, USA |
| Toka Diagana | Howard University, USA | Timothy E. O'Brien | Loyola University Chicago, USA |
| Michael Dorff | Brigham Young University, USA | Joseph O'Rourke | Smith College, USA |
| Sever S. Dragomir | Victoria University, Australia | Yuval Peres | Microsoft Research, USA |
| Behrouz Emamizadeh | The Petroleum Institute, UAE | Y.-F. S. Pétermann | Université de Genève, Switzerland |
| Joel Foisy | SUNY Potsdam, USA | Robert J. Plemmons | Wake Forest University, USA |
| Errin W. Fulp | Wake Forest University, USA | Carl B. Pomerance | Dartmouth College, USA |
| Joseph Gallian | University of Minnesota Duluth, USA | Vadim Ponomarenko | San Diego State University, USA |
| Stephan R. Garcia | Pomona College, USA | Bjorn Poonen | UC Berkeley, USA |
| Anant Godbole | East Tennessee State University, USA | James Propp | U Mass Lowell, USA |
| Ron Gould | Emory University, USA | Józeph H. Przytycki | George Washington University, USA |
| Andrew Granville | Université Montréal, Canada | Richard Rebarber | University of Nebraska, USA |
| Jerrold Griggs | University of South Carolina, USA | Robert W. Robinson | University of Georgia, USA |
| Sat Gupta | U of North Carolina, Greensboro, USA | Filip Saidak | U of North Carolina, Greensboro, USA |
| Jim Haglund | University of Pennsylvania, USA | James A. Sellers | Penn State University, USA |
| Johnny Henderson | Baylor University, USA | Andrew J. Sterge | Honorary Editor |
| Jim Hoste | Pitzer College, USA | Ann Trenk | Wellesley College, USA |
| Natalia Hritonenko | Prairie View A\&M University, USA | Ravi Vakil | Stanford University, USA |
| Glenn H. Hurlbert | Arizona State University,USA | Antonia Vecchio | Consiglio Nazionale delle Ricerche, Italy |
| Charles R. Johnson | College of William and Mary, USA | Ram U. Verma | University of Toledo, USA |
| K. B. Kulasekera | Clemson University, USA | John C. Wierman | Johns Hopkins University, USA |
| Gerry Ladas | University of Rhode Island, USA | Michael E. Zieve | University of Michigan, USA |

## PRODUCTION

Silvio Levy, Scientific Editor
Cover: Alex Scorpan
See inside back cover or msp.org/involve for submission instructions. The subscription price for 2016 is US $\$ 160 /$ year for the electronic version, and $\$ 215 /$ year ( $+\$ 35$, if shipping outside the US) for print and electronic. Subscriptions, requests for back issues from the last three years and changes of subscribers address should be sent to MSP.
Involve (ISSN 1944-4184 electronic, 1944-4176 printed) at Mathematical Sciences Publishers, 798 Evans Hall \#3840, c/o University of California, Berkeley, CA 94720-3840, is published continuously online. Periodical rate postage paid at Berkeley, CA 94704, and additional mailing offices.

Involve peer review and production are managed by EditFLOW ${ }^{\circledR}$ from Mathematical Sciences Publishers.
PUBLISHED BY
E. mathematical sciences publishers

# involve 

An iterative strategy for Lights Out on Petersen graphs ..... 721Bruce Torrence and Robert Torrence
A family of elliptic curves of rank $\geq 4$ ..... 733FarZali Izadi and Kamran Nabardi
Splitting techniques and Betti numbers of secant powers ..... 737Reza Akhtar, Brittany Burns, Haley Dohrmann, HannahHoganson, Ola Sobieska and Zerotti Woods
Convergence of sequences of polygons ..... 751
Eric Hintikka and Xingping Sun
On the Chermak-Delgado lattices of split metacyclic p-groups ..... 765Erin Brush, Jill Dietz, Kendra Johnson-Tesch and BriannePower
The left greedy Lie algebra basis and star graphs ..... 783
Benjamin Walter and Aminreza Shiri
Note on superpatterns ..... 797Daniel Gray and Hua Wang
Lifting representations of finite reductive groups: a character relation ..... 805Jeffrey D. Adler, Michael Cassel, Joshua M. Lansky, EmmaMorgan and Yifei Zhao
Spectrum of a composition operator with automorphic symbol ..... 813
Robert F. Allen, Thong M. Le and Matthew A. Pons
On nonabelian representations of twist knots ..... 831
James C. Dean and Anh T. Tran
Envelope curves and equidistant sets ..... 839Mark Huibregtse and Adam Winchell
New examples of Brunnian theta graphs ..... 857Byoungwook Jang, Anna Kronaeur, Pratap Luitel, DanielMedici, Scott A. Taylor and Alexander Zupan
Some nonsimple modules for centralizer algebras of the symmetric group ..... 877
Craig Dodge, Harald Ellers, Yukihide Nakada and Kelly POHLAND
Acknowledgement899


[^0]:    MSC2010: primary 17B35; secondary 17B62, 16T15, 18D50.
    Keywords: Lie algebra, bases, free Lie algebra.
    This work is the result of an undergraduate research project of Shiri at the Middle East Technical University, Northern Cyprus Campus during the summer and fall of 2014.

