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Boolean (BL) systems and coupled ordinary differential equations (ODEs) are popular models for studying biological networks. BL systems can be set up without detailed reaction mechanisms and rate constants and provide qualitatively useful information, but they cannot capture the continuous dynamics of biological systems. On the other hand, ODEs are able to capture the continuous dynamic features of biological networks and provide more information on how the activities of components depend on other components and parameter values. However, a useful coupled ODE model requires details about interactions and parameter values. The introduction of the relationships between the two types of models will enable us to leverage their advantages and better understand the target network systems. In this paper, we investigate the relations between the conditions of the existence of limit cycles in ODE networks and their homologous discrete systems. We prove that for a single feedback loop, as long as the corresponding governing functions of the homologous continuous and discrete systems have the same upper and lower asymptotes, the limit cycle borne via Hopf bifurcation corresponds to the cycle of the discrete system. However, for some coupled feedback loops, besides having the same upper and lower asymptotes, parameters such as the decay rates also play crucial roles.

## 1. Introduction

Since the end of twentieth century, due to dramatic advances in technology, biological networks such as gene regulatory networks, protein interaction networks, biochemical reaction networks and neuronal networks have attracted attention from

[^0]many different research fields. Mathematical models have shown to be indispensable tools for investigating mechanisms behind biological phenomena. Network systems are often represented by directed graphs, wherein components are represented by nodes and interactions by arrows. Among various modeling frameworks, coupled differential equations (ODEs) and Boolean (BL) networks are popular for modeling regulatory networks.

An $n$-node BL network is a discrete dynamical system with the form

$$
\begin{equation*}
x_{i}(t+1)=f_{i}\left(x_{1}(t), x_{2}(t), \ldots, x_{n}(t)\right) \tag{1.1}
\end{equation*}
$$

where $x_{i}$ is the state variable of the $i$-th node and $f_{i}$ is a BL function with the value being either 0 or 1 . Since the seminal work of Kauffman [1969], BL networks have been widely used to model biological regulatory networks [Campbell et al. 2011; Thakar et al. 2012; Li et al. 2006; Saez-Rodriguez et al. 2007; Sánchez and Thieffry 2001; Albert and Othmer 2003; Espinosa-Soto et al. 2004; Albert and Wang 2009; Abou-Jaoudé et al. 2009; Glass and Kauffman 1973]. They can be set up in situations where the detailed kinetic characterization of interaction is not available and provide valuable insights [Saadatpour et al. 2013; Glass and Kauffman 1973; Snoussi 1989; Thomas and D'Ari 1990; Edwards and Glass 2000; Edwards et al. 2001; Veliz-Cuba et al. 2014]. However, BL systems cannot faithfully represent the dynamics of biological networks that evolve continuously in time [Tyson and Novák 2010].

An $n$-node ODE network has the form

$$
\dot{x}_{i}=F_{i}\left(x_{1}, x_{2} \ldots, x_{n}\right), \quad i=1,2, \ldots, n
$$

where $x_{i}$ is the state variable of the $i$-th node and $F_{i}$ describes how $x_{i}$ depends on other variables. Many researchers have used the ODE framework to study biological network systems [Tyson et al. 2001; 2003; Mogilner et al. 2006; Aldridge et al. 2006; Turner et al. 2010]. Compared with BL models, ODE systems are able to capture the continuous dynamic feature of biological networks and provide more information on how the activities of components depend on other components and parameter values. However, it requires detailed information on interactions and parameter values to set up a useful model.

Often, main dynamical features can be captured by both ODE and BL models [Davidich and Bornholdt 2008; Wittmann et al. 2009; Veliz-Cuba et al. 2014; Abou-Jaoudé et al. 2009; Ouattara et al. 2010]. Given a network, the two different types of models are subject to the same set of constraints resulting from the network structure. This leads to the expectation that their dynamics are closely related as shown in many instances [Abou-Jaoudé et al. 2009; Ouattara et al. 2010; Glass and Kauffman 1973; Veliz-Cuba et al. 2012; 2014; Wittmann et al. 2009; Mendoza and Xenarios 2006; Snoussi 1989]. It was proved under certain conditions that if a continuous network model is monotonic, has distinct upper and lower asymptotes
and has appropriate parameter values corresponding to its discrete homologue, then they may have the same set of stable steady-states, or at least a stable steady-state in the BL network implies a stable steady-state in the homologous continuous one [Glass and Kauffman 1973; Veliz-Cuba et al. 2012; Wittmann et al. 2009; Mendoza and Xenarios 2006; Snoussi 1989]. Glass and Kauffman [1973] also showed that when each node received only one input from other nodes, then a stable limit cycle gives a stable cycle in the BL system. However, the relations between the cycles of ODEs and BL models are still not clear.

To address this issue, we study the relations between the conditions needed to have a cycle in BL networks and those in their homologous ODE networks. Instead of depending on specific reaction mechanisms and rate constants, the ODE systems we consider here are rather qualitative. In this way, we can focus on the differences of the dynamics due to the contrast between discreteness and continuity. More specifically, the ODE network systems we are interested in are in the form

$$
\begin{equation*}
\dot{x}_{i}=\gamma_{i}\left(\frac{1}{1+e^{-\sigma_{i}\left(a_{i}+\sum_{j} v_{i j} x_{j}\right)}}-x_{i}\right) \tag{1.2}
\end{equation*}
$$

where $i \in\{1, \ldots, n\}, \gamma_{i}, \sigma_{i}$ and $a_{i}$ are constants, as well as $v_{i j}=\alpha_{i j}-\beta_{i j}$ ( $\alpha_{i j} \geq 0, \beta_{i j} \geq 0$ ). Here $\alpha_{i j}$ is the activating coupling from node $j$ to node $i$, and $\beta_{i j}$ is the inhibitory coupling from node $j$ to node $i$. If the coupling from node $j$ to node $i$ is positive then $v_{i j}=\alpha_{i j}$ and if the coupling is negative, then $v_{i j}=-\beta_{i j}$. Throughout this paper, we assume that there is no self-regulation, i.e., we assume that $v_{i i}=0$. This type of ODE system was first used by Reinitz et al. [1991] to model gene regulatory networks and then employed by Tyson et al. [2010] to study functional motifs in biochemical reaction networks. So we assume that using the ODE systems in (1.2) to represent biological networks are acceptable. We analytically compare the conditions for supporting a stable limit cycle and find that for a single feedback loop, as long as the corresponding governing functions of the homologous continuous and discrete systems have the same upper and lower asymptotes, a branch of limit cycle borne via Hopf bifurcation corresponds to the cycle of its discrete homologue. However, for coupled feedback loops, besides having the same upper and lower asymptotes, parameters such as the decay rates also play a crucial role.

This paper is constructed as follows. In Section 2, we express the Jacobian matrix as the function of equilibrium, which will facilitate the computation in the later sections. In Section 3, we prove that a negative feedback loop with more than 2 nodes can have stable oscillations borne from Hopf bifurcation. We show in Section 4 that a negative feedback loop of a BL network supports a cycle if and only if each node that has an inhibitor has a background activation (i.e., high basal production rate). Comparing the results from Sections 3 and 4, we conclude that with the same upper and lower asymptotes, a cycle in a BL feedback loop gives a
stable limit cycle in the homologous continuous system. In Section 5, we show that the conditions of Hopf bifurcation occurring in an ODE network, which consists of coupled positive and negative feedback loops, include a restriction on the relations between the decay rates which cannot be implied from the BL network.

## 2. Preliminary: Jacobian matrix at equilibrium

In this section, we give a form of the Jacobian matrix at equilibrium, which will be needed for the computation in the following sections.

Lemma 2.1. Let $X_{0}=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ (where $n \geq 2$ ) be an equilibrium to the system (1.2). Then the Jacobian matrix at the equilibrium is

$$
\left(\begin{array}{ccccc}
-\gamma_{1} & f_{12} & \cdots & f_{1, n-1} & f_{1 n} \\
f_{21} & -\gamma_{2} & \cdots & f_{2, n-2} & f_{2 n} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
f_{n 1} & f_{n 2} & \cdots & f_{n, n-1} & -\gamma_{n}
\end{array}\right)
$$

where

$$
f_{i j}=\gamma_{i} x_{i}\left(1-x_{i}\right) \sigma_{i} v_{i j}
$$

Proof. Denote the right-hand side of (1.2) by $f_{i}$. Then

$$
\frac{\mathrm{d} f_{i}}{\mathrm{~d} x_{i}}=-\gamma_{i}
$$

and when $j \neq i$,

$$
\begin{aligned}
\frac{\mathrm{d} f_{i}}{\mathrm{~d} x_{j}}\left(X_{0}\right) & =\gamma_{i} \frac{1}{\left(1+e^{-\sigma_{i}\left(a_{i}+\sum_{j} v_{i j} x_{j}\right)}\right)^{2}} e^{-\sigma_{i}\left(a_{i}+\sum_{j} v_{i j} x_{j}\right)} \sigma_{i} v_{i j} \\
& =\gamma_{i} x_{i}^{2} \frac{1-x_{i}}{x_{i}} \sigma_{i} v_{i j}=\gamma_{i} x_{i}\left(1-x_{i}\right) \sigma_{i} v_{i j}
\end{aligned}
$$

where the second equality is due to the fact that at the equilibrium,

$$
\frac{1}{1+e^{-\sigma_{i}\left(a_{i}+\sum_{j} v_{i j} x_{j}\right)}}=x_{i}
$$

Hence the Jacobian matrix at the equilibrium $X_{0}$ is

$$
\left(\begin{array}{ccccc}
-\gamma_{1} & f_{12} & \cdots & f_{1, n-1} & f_{1 n} \\
f_{21} & -\gamma_{2} & \cdots & f_{2, n-2} & f_{2 n} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
f_{n 1} & f_{n 2} & \cdots & f_{n, n-1} & -\gamma_{n}
\end{array}\right)
$$

where

$$
f_{i j}=\gamma_{i} x_{i}\left(1-x_{i}\right) \sigma_{i} v_{i j}
$$



Figure 1. A feedback loop with $n$ nodes.

## 3. Dynamics of negative feedback loop with ODE equations

In this section, we focus on the dynamics of feedback loops with $n$ nodes, where the arrows can be either inhibiting or activating. If there are an odd number of inhibitory arrows, then the network is a negative feedback loop; otherwise, it is a positive feedback loop.

The equations associated to the loop in Figure 1 are

$$
\left\{\begin{array}{l}
\dot{x}_{1}=\gamma_{1}\left(\frac{1}{1+e^{-\sigma_{1}\left(a_{1}+v_{1, n} x_{n}\right)}}-x_{1}\right),  \tag{3.3}\\
\dot{x}_{i}=\gamma_{i}\left(\frac{1}{1+e^{-\sigma_{i}\left(a_{i}+v_{i, i-1} x_{i-1}\right)}}-x_{i}\right),
\end{array}\right.
$$

where $i \in\{2, \ldots, n\}$ and $v_{i, j}=\alpha_{i j}-\beta_{i j}\left(\alpha_{i j}>0, \beta_{i j}>0\right)$.
Next we show a result that has been proved in a couple of papers including [Leite and Wang 2010]. Since it is a simple proof, we reproduce it for our system as follows.
Lemma 3.1. Suppose the network associated to system (3.3) is a negative feedback loop. Then the system has a unique equilibrium.

Proof. An equilibrium $X_{0}=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ of system (3.3) satisfies

$$
\left\{\begin{array}{l}
\frac{1}{1+e^{-\sigma_{1}\left(a_{1}+v_{1, n} x_{n}\right)}}=x_{1},  \tag{3.4}\\
\frac{1}{1+e^{-\sigma_{i}\left(a_{i}+v_{i, i-1} x_{i-1}\right)}}=x_{i},
\end{array}\right.
$$

where $i \in\{2, \ldots, n\}$.
Let

$$
h_{i}(x)=\frac{1}{1+e^{-\sigma_{i}\left(a_{i}+v_{i, i-1} x\right)}}
$$

for $i \in\{1, \ldots, n\}$. Then $h_{i}$ are obviously strictly monotonic functions.
Since the coordinates of the equilibrium satisfy (3.4), we have

$$
\begin{align*}
x_{1}=h_{1}\left(x_{n}\right) & =h_{1} \circ h_{n}\left(x_{n-1}\right) \cdots \\
& =h_{1} \circ h_{n} \circ h_{n-1}\left(x_{n-2}\right) \cdots=h_{1} \circ h_{n} \circ h_{n-1} \circ \cdots \circ h_{2}\left(x_{1}\right) . \tag{3.5}
\end{align*}
$$

Note that the composition of two monotonic functions is monotonic. Since it is a negative feedback loop, $h_{1} \circ h_{n} \circ h_{n-1} \circ \cdots \circ h_{2}$ is a strictly monotonically decreasing. Hence there is at most one solution to (3.5).

Now consider the existence of the equilibrium. Note that $0 \leq x_{1} \leq 1$. When $x_{1}=0$, we know $h_{1} \circ h_{n} \circ h_{n-1} \circ \cdots \circ h_{2}\left(x_{1}\right)>0$ since $h_{i}(x)>0$ for any value of $x$. That is,

$$
h_{1} \circ h_{n} \circ h_{n-1} \circ \cdots \circ h_{2}(0)>0 .
$$

On the other hand, $h_{i}(x)<1$ for any value of $x$. It follows that

$$
h_{1} \circ h_{n} \circ h_{n-1} \circ \cdots \circ h_{2}(1)<1 .
$$

Now if we let

$$
p(x)=h_{1} \circ h_{n} \circ h_{n-1} \circ \cdots \circ h_{2}(x)-x
$$

then $p(0)>0$ and $p(1)<0$. By the intermediate value theorem, there is a value of $x$, say $x^{*}$, such that $p\left(x^{*}\right)=0$. That is, there exists a $x^{*}$ such that

$$
h_{1} \circ h_{n} \circ h_{n-1} \circ \cdots \circ h_{2}\left(x^{*}\right)=x^{*} .
$$

So we prove the existence. Therefore, there is a unique equilibrium for any negative feedback loop whose equations have the form of (3.3).
Theorem 3.2. Let $X_{0}=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ be an equilibrium of an $n$-node negative feedback loop with associated equations in the form of (3.3). Suppose $\gamma_{i}=\gamma>0$. Then:
(1) The eigenvalues of the Jacobian matrix at the equilibrium are

$$
\begin{equation*}
\lambda_{k}=-\gamma+\left|\prod_{i=1}^{n} \gamma x_{i}\left(1-x_{i}\right) \sigma_{i} v_{i, i-1}\right|^{1 / n} e^{\mathrm{i}(\pi / n+2 k \pi / n)} \tag{3.6}
\end{equation*}
$$

where $k=0,1, \ldots, n-1$.
(2) When $n=2$, the unique equilibrium is always stable.
(3) When $n \geq 3$ and $a_{i}=-\frac{1}{2} v_{i, i-1}$, a branch of periodic solutions can bifurcate from equilibrium with $x_{i}=0.5$ by varying one of the parameters $\sigma_{i}$ and fixing remaining other parameter values.
Proof. Without loss of generality, we assume $\gamma=1$ (otherwise, we can always rescale the time so that $\gamma=1$ ). By Lemma 2.1, the Jacobian matrix of the system (3.3) has the form

$$
\left(\begin{array}{ccccc}
-1 & 0 & \cdots & 0 & f_{1 n} \\
f_{21} & -1 & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & f_{n, n-1} & -1
\end{array}\right)
$$

So the characteristic equation of the Jacobian matrix at the equilibrium is

$$
0=(\lambda+1)^{n}-f_{1 n} f_{21} \ldots f_{n, n-1}=(\lambda+1)^{n}-\prod_{i=1}^{n} x_{i}\left(1-x_{i}\right) \sigma_{i} v_{i, i-1}
$$

Hence,

$$
\begin{equation*}
(\lambda+1)^{n}=\prod_{i=1}^{n} x_{i}\left(1-x_{i}\right) \sigma_{i} v_{i, i-1} \tag{3.7}
\end{equation*}
$$

Note that when the feedback loop is negative, $\prod_{i=1}^{n} v_{i, i-1}$ is negative. So is the right-hand side of (3.7). Let $\Delta=\prod_{i=1}^{n} x_{i}\left(1-x_{i}\right) \sigma_{i} v_{i, i-1}$, then $\Delta=|\Delta| e^{\mathrm{i} \pi}$. It follows that

$$
\lambda=-1+|\Delta|^{1 / n} e^{\mathrm{i}(\pi / n+2 k \pi / n)}
$$

for $0 \leq k \leq n-1$.
Note that when $n=2$,

$$
\lambda_{1}=-1+|\Delta|^{1 / 2} e^{\mathrm{i}(\pi / 2)}=-1+\mathrm{i}|\Delta|^{1 / 2}
$$

and

$$
\lambda_{2}=-1+|\Delta|^{1 / 2} e^{\mathrm{i}(\pi / 2+\pi)}=-1-\mathrm{i}|\Delta|^{1 / 2}
$$

It follows that $\operatorname{Re}\left(\lambda_{k}\right)=-1$ for $k \in\{1,2\}$. Hence, a negative feedback loop with only two nodes must only have a stable equilibrium.

When $n \geq 3$, the pair of conjugate roots $-1+|\Delta|(\cos \pi / n \pm i \sin \pi / n)$ have the largest real part: $-1+|\Delta| \cos \pi / n=-1+\left|\prod_{i=1}^{n} x_{i}\left(1-x_{i}\right) \sigma_{i} v_{i, i-1}\right| \cos \pi / n$. Note that when $a_{i}=-\frac{1}{2} v_{i, i-1}$, it is straightforward to show that $\left\{x_{i}=\frac{1}{2}\right\}$ is an equilibrium. Since the expression of eigenvalues is independent of $a_{i}$, we can vary $\sigma_{i}$ so that the real part changes from negative to positive and leaves the other eigenvalues with negative real parts. Therefore, a branch of limit cycles can be borne through Hopf bifurcation.
Remark 3.3. The theorem states that when $a_{i}=-\frac{1}{2} v_{i, i-1}$, by varying the parameter of steepness $\sigma_{i}$ a limit cycle can be obtained via Hopf bifurcation. Note that $v_{i, i-1}$ is either equal to the activating coupling parameter $\alpha_{i, i-1}$ or equal to the inhibitory coupling parameter $-\beta_{i, i-1}$ in the feedback loop. Note that $1 /\left(1+e^{-\sigma_{i} a_{i}}\right)$ is the basal production rate. That is, when node $i$ has inhibitory input, its basal production rate has to be relatively high since $a_{i}>0$.

Also with the parameter setting $a_{i}=-\frac{1}{2} v_{i, i-1}$, we have

$$
\left.\frac{1}{1+e^{-\sigma_{i}\left(a_{i}+v_{i, i-1} x_{i-1}\right)}}\right|_{x_{i-1}=1}=\frac{1}{1+e^{-1 / 2 \sigma_{i} v_{i, i-1}}}
$$

and

$$
\left.\frac{1}{1+e^{-\sigma_{i}\left(a_{i}+v_{i, i-1} x_{i-1}\right)}}\right|_{x_{i-1}=0}=\frac{1}{1+e^{1 / 2 \sigma_{i} v_{i, i-1}}}
$$



Figure 2. Two- and three-node negative feedback loops with a constant signal to node 1, as in [Tyson and Novák 2010]. The dynamics of the corresponding ODEs are equivalent to those without the signal.

We consider the values of $x_{i} \in[0,1]$. So if $v_{i, i-1}=\alpha_{i, i-1}>0$ (i.e., node $i$ has an activating input from node $i-1$ ), the sigmoidal has maximum value $(1+$ $\left.e^{-1 / 2 \sigma_{i} a_{i, i-1}}\right)^{-1}$ at $x_{i, i-1}=1$ that goes towards 1 as $\sigma_{i} \rightarrow \infty$ and has minimum value $\left(1+e^{1 / 2 \sigma_{i} a_{i, i-1}}\right)^{-1}$ at $x_{i, i}=0$ that goes towards 0 as $\sigma_{i} \rightarrow \infty$. On the other hand, if $v_{i, i-1}=-\beta_{i, i-1}<0$ (i.e., node $i$ has an inhibitory input from node $i-1$ ), the sigmoidal has maximum value $\left(1+e^{1 / 2 \sigma_{i} \beta_{i, i-1}}\right)^{-1}$ at $x_{i, i-1}=0$ that goes towards 1 as $\sigma_{i} \rightarrow \infty$ and has minimum value $\left(1+e^{-1 / 2 \sigma_{i} \beta_{i, i-1}}\right)^{-1}$ at $x_{i, i-1}=1$ that goes towards 0 as $\sigma_{i} \rightarrow \infty$.
Remark 3.4. We recall dynamics of some networks studied by Tyson et al. [2010] (reproduced in Figure 2). It was assumed that node 1 has a constant basal production that is indicated by $S$. The equations to the network in Figure 2 are in the form

$$
\left\{\begin{array}{l}
\dot{x}_{1}=\gamma_{1}\left(\frac{1}{1+e^{-\sigma_{1}\left(S+a_{1}+v_{1, n} x_{n}\right)}}-x_{1}\right)  \tag{3.8}\\
\dot{x}_{i}=\gamma_{i}\left(\frac{1}{1+e^{-\sigma_{i}\left(a_{i}+v_{i, i-1} x_{i-1}\right)}}-x_{i}\right)
\end{array}\right.
$$

where $i=2$ or $i \in\{2,3\}$ and $v_{i, j}=\alpha_{i, j}-\beta_{i, j}$.
Note that both $S$ and $a_{1}$ are constants. We can relabel $S+a_{1}$ by $a_{1}^{*}$. Then (3.8) is again in the form of the feedback loop without signal as (3.3). So the dynamics are the same as we discussed in Section 3.

## 4. Dynamics of negative feedback loop with Boolean functions

With a given interaction network, there are many ways to choose BL functions for the nodes. Here we adopt the well-cited assumptions for the associated BL functions proposed by Albert and Othmer [2003]. We make the following assumptions, which we will refer to as axioms:
(1) The effects of activators and inhibitors are never additive, but rather, inhibitors are dominant.
(2) The activity of a node will be "on" in the next time step if at least one of its activators is "on" and all inhibitors are "off".


| $\left(x_{1}, x_{2}\right)$ | $F\left(x_{1}, x_{2}\right)$ |
| :---: | :---: |
| $(0,0)$ | $(1,0)$ |
| $(1,0)$ | $(1,1)$ |
| $(1,1)$ | $(0,1)$ |
| $(0,1)$ | $(0,0)$ |



Figure 3. Left: two-node negative feedback loop that admits a cycle; middle: BL map; right: transition graph.
(3) The activity of a node will be "off" in the next time step if none of its activators are "on".
(4) If a node has a background activation, then we assume that the node has an activator that is permanently "on".

Let $I(i)$ be the set of inhibitors and $A(i)$ be the set of activators of the $i$-th node. Then we can express the axioms by the following logic function:

$$
\begin{aligned}
& x_{i}(t+1) \\
& \quad= \begin{cases}\left(\neg \underset{j \in I(i)}{\bigvee_{j}} x_{j}(t)\right) \wedge \bigvee_{k \in A(i)}^{\bigvee_{k}} x_{k}(t) & \text { when node } i \text { has no background activation, } \\
\neg \underset{j \in I(i)}{\bigvee_{j}} x_{j}(t) & \text { when node } i \text { has a background activation. }\end{cases}
\end{aligned}
$$

For example, for the network in Figure 3, node 1 receives two inputs: one inhibitor and another one is a background activator, and node 2 receives one activator from node 1 . So if $x_{1}=0$ and $x_{2}=1$, then in the next time step, $x_{1}$ remains 0 since its inhibitor node 2 is on and $x_{2}=0$ since its only activator is off. It is straightforward to check that the BL function associated to the network must be the one listed in the table in Figure 3. The dynamics of the two-node network in Figure 2 can be described by the transition graph in Figure 3. Note that this network admits a cycle.

Three-node negative feedback loop. Next we consider a network of three-node negative feedback loops. We assume one of the nodes has a background activation. Then there are three cases as shown in Figure 4.

Case I. Assume node 1 has the background activator shown in Figure 5, left. Then following the axioms, the BL functions associated to the network is the one in Figure 5, middle, and the transition diagram is as in Figure 5, right. We can see that $(1,1,0)$ is a fixed point and all other points will converge to the fixed point over the time. As a result, no cycle exists.


Figure 4. Three different background activation locations.


Figure 5. Case I, left: background signal is on node 1; middle:
BL map; right: transition graph.


Figure 6. Case II, left: background signal is on node 2; middle:
BL map; right: transition graph.

Case II. Assume node 2 has the background activation as Figure 6, left. Then the corresponding BL function and transition graph are Figure 6, middle, and Figure 6, right, respectively. Again, we can see that the system has only a stable fixed point ( $1,1,0$ ). As a result, no cycle exists.

Case III. Assume node 3 has the background activation. Similarly, we can determine its associated BL function and transition graph as in Figure 7. Different from the other two cases, there exists a cycle with length 6.


| $\left(x_{1}, x_{2}, x_{3}\right)$ | $f\left(x_{1}, x_{2}, x_{3}\right)$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| $(0,0,0)$ | $(0,0,1)$ | $\uparrow$ |  |  |
| $(0,0,1)$ | $(1,0,1)$ |  |  | $\downarrow$ |
| $(1,0,1)$ | $(1,1,1)$ | $(001)$ |  |  |
| $(1,1,1)$ | $(1,1,0)$ | $(0,1,0)$ | $(1,0,1)$ | $(1,0,0)$ |
| $(1,1,0)$ | $(0,1,0)$ | $\uparrow$ |  | $\uparrow$ |
| $(0,1,0)$ | $(0,0,0)$ |  | $\downarrow$ | $\downarrow$ |
| $(1,0,0)$ | $(0,1,1)$ | $(1,1,0)$ | $\leftarrow(1,1,1)$ | $(0,1,1)$ |
| $(0,1,1)$ | $(1,0,0)$ |  |  |  |

Figure 7. Case III, left: background signal is on node 3; middle:
BL map; right: transition graph.

$$
(0,0,0) \longleftrightarrow(111)
$$



Figure 8. BL network that admits cycles.
Similarly, we can show for the three-node network in Figure 8, the network admits cycle only if each node receives a background activation.

Dynamics of n-node negative feedback loop in Figure 2, right. The analysis of BL three-node negative feedback networks discussed in the previous section shows that a network admits cycles only if each node that receives inhibitory input has background activation. This observation can be generalized to any $n$-node negative feedback loop.

Let $x_{i}^{m}$ be the value of the state variable of node $i$ at the $m$-th time step. Then the BL system of the feedback loop in Figure 1 has the form

$$
\left\{\begin{array}{l}
x_{1}^{m+1}=f_{1}\left(x_{n}^{m}\right)  \tag{4.9}\\
x_{i}^{m+1}=f_{i}\left(x_{i-1}^{m}\right)
\end{array}\right.
$$

Lemma 4.1. Let $\mathcal{G}$ be an n-node feedback loop with associated BL system having the form of (4.9). Then for any $m>n$,

$$
x_{1}^{m+1}=f_{1} \circ f_{n} \circ f_{n-1} \circ \cdots \circ f_{2}\left(x_{1}^{m+1-n}\right)
$$

Proof. It follows straightforwardly from (4.9).

Lemma 4.2. Let $\mathcal{G}$ be a feedback loop with the associated BL system satisfying the axioms. Suppose each node with an inhibitory input from some other node has a background activation. Then
(1) if node $i$ receives a negative input, then the associated $B L$ function is $f_{i}(0)=1$ and $f_{i}(1)=0$;
(2) if node $i$ receives a positive input, then the associated BL function is $f_{i}(0)=0$ and $f_{i}(1)=1$;
and the compositions of $f_{i}$ are bijections.
Proof. Items (1) and (2) follow straightforwardly from the axioms. So all $f_{i}$ are bijections. It then follows that the compositions of $f_{i}$ are bijections.

Lemma 4.3. Let $\mathcal{C}$ be a node of an n-node feedback loop $\mathcal{G}$. Suppose the value of the state variable of $\mathcal{C}$ stays constant after a finite number of time steps. Then the associated BL system does not have nontrivial cycles.

Proof. Without loss of generality, we relabel the nodes of $\mathcal{G}$ so that $\mathcal{C}$ is node 1 and the rest of the nodes are relabeled as in Figure 1. Let $x_{i}^{m}$ be the value of the state variable of node $i$ at the $m$-th time step. Then the BL system has the form of (4.9).

Since this is a deterministic system, when the value $x_{1}$ is fixed after a finite series of steps, say $M$, then by Lemma 4.1, the values of all other $x_{i}$ will be fixed after $M+n$ time steps. So the system only has fixed points and does not admit nontrivial cycles.

Theorem 4.4. Let $\mathcal{G}$ be a negative feedback loop with the associated BL system satisfying the axioms. Then $\mathcal{G}$ admits cycles if and only if each node with a negative input from some other node has a background activation.

Proof. We first prove by contradiction that if one of the nodes with negative inputs from other nodes has no background activation, then the system does not admit cycle. Suppose node $\mathcal{C}$ of the negative feedback loop $\mathcal{G}$ has a negative input from the other node and has no background excitation. Note that if the initial state value of $\mathcal{C}$ is zero, then the value of $\mathcal{C}$ stays zero forever; if the initial state value of $\mathcal{C}$ is 1 , then because $\mathcal{C}$ has no excitation input, the value of $\mathcal{C}$ becomes zero in the next time step and remains zero forever. By Lemma 4.3, the negative feedback does not have a cycle.

Next we prove that if all suppressed nodes have background activation, then a cycle exists. It is sufficient to show that the value of each state variable changes over time. By Lemma 4.1, for any $m>n$,

$$
x_{1}^{m+1}=f_{1} \circ f_{n} \circ f_{n-1} \circ \cdots \circ f_{2}\left(x_{1}^{m+1-n}\right)
$$

Since $\mathcal{G}$ is a negative feedback loop,

$$
f_{1} \circ f_{n} \circ f_{n-1} \circ \cdots \circ f_{2}(0)=1 \quad \text { and } \quad f_{1} \circ f_{n} \circ f_{n-1} \circ \cdots \circ f_{2}(1)=0
$$

So the value of the state variable of node 1 changes every $n$ steps. Because $f_{i}$ are bijections, the values of other node states also change over time.

Comparison. Theorem 4.4 states that a BL feedback loop admits a cycle only if every node with an inhibitory input has a background activation. In the other words, the governing BL function of a node $i$ with an inhibitory (negative) input must be $f_{i}(x)=1-x$.

Compared with the results for the discrete homologue, the conditions for the continuous system are essentially the same. As discussed in Remark 3.3, each node with an inhibitory input must have a relatively high basal production rate, and as the steepness parameter $\sigma_{i}$ goes to $\infty$, the governing function is the same as the BL system.

## 5. Networks with two or more feedback loops

Dynamics of the network in Figure 9. The first network we examine is the one in Figure 9, which was studied by Tyson et al. [2010]. The authors showed that without the positive input from node 3 to node 2 (i.e., $\alpha_{23}=0$ ), the network of ODEs demonstrates oscillations in a certain range of the parameter value $S$ (with other parameter values fixed). The oscillating range of $S$ shrinks as the coupling parameter $\alpha_{23}$ increases and it disappears when $\alpha_{23}$ increases to a certain value. We show next that the effect of the parameter $\alpha_{23}$ can be captured by two BL systems:
(1) Besides functions based on the axioms, the governing function of node 2 which has two inputs, $f_{2}\left(x_{1}, x_{3}\right)$, satisfies

$$
f_{2}(1, *)=1 \quad \text { and } \quad f_{2}(0, *)=0
$$

i.e., the activity of node 2 is dominated by the activity of node 1 and the effect of node 3 is negligible. For this setting, the dynamics of the network is the same as the three-node network feedback loop in Figure 7 and it has a stable cycle. This BL system can capture the dynamics of the corresponding ODE system with $\alpha_{23}=0$ or relatively small.


Figure 9. A network consists of two feedback loops.


Figure 10. Transitions of the network in Figure 9 with the governing function for node 2 is node 2 is on if either node 1 or node 2 is on.
(2) Besides functions based on axioms, the governing function of node $2, f_{2}\left(x_{1}, x_{3}\right)$, satisfies

$$
f_{2}(1, *)=1, \quad f_{2}(*, 1)=1, \quad \text { and } \quad f_{2}(0,0)=0
$$

i.e., node 2 is on if either node 1 or node 3 is on.

This transition diagram of the system is shown in Figure 10. It is clear that the system only has a fixed point which captures the case when $\alpha_{23}$ is sufficiently large.

Remark 5.1. From this example, we can observe that ODE systems can be viewed as "organizing centers" of BL systems.

Boolean system of the network in Figure 11. Suppose the network in Figure 11 receives a signal through one of the nodes. The possible networks are as in Figure 12.

It is rather straightforward to check that when the signal goes to node 1 or 2, the corresponding BL network can only have a stable steady-state, and when the signal goes through node 3 , then it has a stable cycle: $(000) \rightarrow(001) \rightarrow(111) \rightarrow$ $(110) \rightarrow(000)$.


Figure 11. Another network consisting of two feedback loops.


Figure 12. Three possible signal input places.

Dynamics of the ODE systems of the network in Figure 11. By Lemma 2.1, the Jacobian matrix of an ODE system associated to the network in Figure 11 at an equilibrium has the form

$$
\left(\begin{array}{ccc}
-\gamma_{1} & 0 & f_{13} \\
0 & -\gamma_{2} & f_{23} \\
f_{31} & f_{32} & -\gamma_{3}
\end{array}\right)
$$

where $f_{i j}=\gamma_{i} x_{i}\left(1-x_{i}\right) \sigma_{i} v_{i j}$.
Therefore, the characteristic polynomial equation of the matrix is

$$
\begin{align*}
|\lambda I-J|= & \left(\lambda+\gamma_{1}\right)\left(\lambda+\gamma_{2}\right)\left(\lambda+\gamma_{3}\right)-\left(\lambda+\gamma_{2}\right) f_{31} f_{13}-\left(\lambda+\gamma_{1}\right) f_{32} f_{23} \\
= & \lambda^{3}+\left(\gamma_{1}+\gamma_{2}+\gamma_{3}\right) \lambda^{2}+\left(\gamma_{1} \gamma_{2}+\gamma_{2} \gamma_{3}+\gamma_{1} \gamma_{3}-f_{13} f_{31}-f_{23} f_{32}\right) \lambda \\
& +\gamma_{1} \gamma_{2} \gamma_{3}-\gamma_{2} f_{13} f_{31}-\gamma_{1} f_{23} f_{32} \tag{5.10}
\end{align*}
$$

Theorem 5.2. The condition $\gamma_{2}>\gamma_{1}$ is necessary for Hopf bifurcation to occur.
Proof. Let us label the coefficient of $\lambda^{2}$ as $c_{1}$, the coefficient of $\lambda$ as $c_{2}$ and the constant term as $c_{3}$. Then the conditions for having a pair of pure imaginary eigenvalues are:

- $\quad c_{1}=\gamma_{1}+\gamma_{2}+\gamma_{3}>0$.
- $c_{2}=\gamma_{1} \gamma_{2}+\gamma_{2} \gamma_{3}+\gamma_{1} \gamma_{3}-f_{13} f_{31}-f_{23} f_{32}>0$. It follows that

$$
\begin{equation*}
\gamma_{1} \gamma_{2}+\gamma_{2} \gamma_{3}+\gamma_{1} \gamma_{3}-f_{13} f_{31}>f_{23} f_{32} \tag{5.12}
\end{equation*}
$$

- $c_{3}-c_{1} c_{2}=0$, i.e.,

$$
\begin{align*}
\gamma_{1} \gamma_{2} \gamma_{3}- & \gamma_{2} f_{13} f_{31}-\gamma_{1} f_{23} f_{32} \\
& -\left(\gamma_{1}+\gamma_{2}+\gamma_{3}\right)\left(\gamma_{1} \gamma_{2}+\gamma_{2} \gamma_{3}+\gamma_{1} \gamma_{3}-f_{13} f_{31}-f_{23} f_{32}\right)=0 \tag{5.13}
\end{align*}
$$

It follows that

$$
\begin{align*}
&\left(\gamma_{2}+\gamma_{3}\right) f_{23} f_{32}-\gamma_{1}^{2}\left(\gamma_{2}+\gamma_{3}\right)-\gamma_{2}^{2}\left(\gamma_{1}+\gamma_{3}\right) \\
&-\gamma_{3}^{2}\left(\gamma_{1}+\gamma_{2}\right)-2 \gamma_{1} \gamma_{2} \gamma_{3}+\left(\gamma_{1}+\gamma_{3}\right) f_{13} f_{31}=0 \tag{5.14}
\end{align*}
$$

Inequality (5.12) and equation (5.14) imply that

$$
\begin{align*}
& \left(\gamma_{2}+\gamma_{3}\right)\left(\gamma_{1} \gamma_{2}+\gamma_{2} \gamma_{3}+\gamma_{1} \gamma_{3}-f_{13} f_{31}\right) \\
& \quad>\gamma_{1}^{2}\left(\gamma_{2}+\gamma_{3}\right)+\gamma_{2}^{2}\left(\gamma_{1}+\gamma_{3}\right)+\gamma_{3}^{2}\left(\gamma_{1}+\gamma_{2}\right) \\
&  \tag{5.15}\\
& \quad+2 \gamma_{1} \gamma_{2} \gamma_{3}-\left(\gamma_{1}+\gamma_{3}\right) f_{13} f_{31}
\end{align*}
$$

Simplifying (5.15), we have

$$
\begin{equation*}
-\left(\gamma_{2}-\gamma_{1}\right) f_{13} f_{31}>\gamma_{1}^{2}\left(\gamma_{2}+\gamma_{3}\right) \tag{5.16}
\end{equation*}
$$

By the condition of the network, $f_{13} f_{31}<0$, so inequality (5.16) implies $\gamma_{2}>\gamma_{1}$.


Figure 13. Bifurcation diagram at the parameter values $\sigma_{1}=\sigma_{3}=$ $\sigma_{2}=\sigma, \gamma_{1}=\gamma_{3}=1$ and $\gamma_{2}=1.5, \alpha_{13}=\beta_{31}=\alpha_{23}=\alpha_{32}=1$, $a_{1}=a_{2}=-0.5$ and $a_{3}=0$, and with the rest of the parameters being zero. Here the gray curve represents a branch of stable limit cycle, the solid black line represents a branch of stable equilibria and the black dashed line a branch of unstable equilibria.

How can we choose parameter values so that we will observe sustained oscillations that close to the Hopf bifurcation point? Suppose the bifurcation is supercritical; then near the bifurcation point, $c_{3}-c_{1} c_{2} \geq 0$ while $c_{1}$ and $c_{2}$ remain positive. Now by substituting $f_{i j}$ by $\gamma_{i} x_{i}\left(1-x_{i}\right) \sigma_{i} v_{i j}$ in inequalities (5.16), (5.12) and $c_{3}-c_{1} c_{2} \geq 0$, we obtain

$$
\begin{array}{r}
\left(\gamma_{2}-\gamma_{1}\right) \gamma_{1} \gamma_{3} x_{1} x_{3}\left(1-x_{1}\right)\left(1-x_{3}\right) \sigma_{1} \sigma_{3} \beta_{31} \alpha_{13}>\gamma_{1}^{2}\left(\gamma_{2}+\gamma_{3}\right) \\
\gamma_{1} \gamma_{2}+\gamma_{2} \gamma_{3}+\gamma_{1} \gamma_{3}+\gamma_{1} \gamma_{3} x_{1} x_{3}\left(1-x_{1}\right)\left(1-x_{3}\right) \sigma_{1} \sigma_{3} \beta_{31} \alpha_{13} \\
>\gamma_{2} \gamma_{3} x_{2} x_{3}\left(1-x_{2}\right)\left(1-x_{3}\right) \sigma_{2} \sigma_{3} \alpha_{32} \alpha_{23} \tag{5.18}
\end{array}
$$

and

$$
\begin{align*}
& \gamma_{1}^{2}\left(\gamma_{2}+\gamma_{3}\right)+\gamma_{2}^{2}\left(\gamma_{1}+\gamma_{3}\right)+\gamma_{3}^{2}\left(\gamma_{1}+\gamma_{2}\right)+2 \gamma_{1} \gamma_{2} \gamma_{3} \\
& +\left(\gamma_{1}+\gamma_{3}\right) \gamma_{1} \gamma_{3} x_{1} x_{3}\left(1-x_{1}\right)\left(1-x_{3}\right) \sigma_{1} \sigma_{3} \beta_{31} \alpha_{13} \\
& \leq\left(\gamma_{2}+\gamma_{3}\right) \gamma_{2} \gamma_{3} x_{2} x_{3}\left(1-x_{2}\right)\left(1-x_{3}\right) \sigma_{2} \sigma_{3} \alpha_{32} \alpha_{23} \tag{5.19}
\end{align*}
$$

Focusing on the equilibria with $x_{i}=0.5$, we can find a range of parameter values that satisfy conditions (5.16), (5.18) and (5.19). For example, $\sigma_{1}=\sigma_{3}=\sigma_{2}=\sigma$, $\gamma_{1}=\gamma_{3}=1$ and $\gamma_{2}=1.5, \alpha_{13}=\beta_{31}=\alpha_{23}=\alpha_{32}=1, a_{1}=a_{2}=-0.5$ and $a_{3}=0$. By setting the rest of the parameters to zero and varying the value $\sigma$, we can find a branch of limit cycle occuring through Hopf bifurcation; see Figure 13.

Comparison of discrete and continuous homologues. Now we compare the conditions for the homologous systems of the network in Figure 11. The BL system
requires that node 3 has a background activation, which is reflected in the choices of parameter values associated to basal production rates in the ODE system: $a_{1}=a_{2}=-0.5$ and $a_{3}=0$, where $a_{3}$ is actually the summation of the two parameters $a_{3}$ and signal $S$ with $a_{3}=-0.5$ and $S=0.5$. In order to realize oscillations in the continuous system, we need to find suitable values for other parameters as well. For example, we need to impose a restriction on the relation of decay rates $\gamma_{2}>\gamma_{1}$ in order to observe stable oscillations. Such requirements in the parameter values of ODE systems do not have correspondence in the BL systems.

## 6. Discussion

Glass and Kauffman [1973] showed that a stable limit cycle of a continuous network gives a cycle in its discrete homologue under the condition that each node has only one input from other nodes. In this work, we compared the conditions for each type possessing a stable cycle for the case where each node has one input and also examined two cases when some nodes have two inputs. Our strategy of focusing on the type of ODE systems in a rather abstract form enables us to perform analytical examinations and to possibly extract essential dynamical differences between the two types of network models. The strategy has the potential to be used for more extensive study of the relations as to provide more efficient algorithms for converting between continuous and discrete network systems.

## 7. Acknowledgements

We would like to thank the reviewer for the thoughtful comments. Yunjiao Wang was supported by DHS-14-ST-062-001 and seeds grant from Texas Southern University. Kigwe and Omidiran are undergraduates and were supported by the Summer Undergraduate Research Program from COSET at Texas Southern University.

## References

[Abou-Jaoudé et al. 2009] W. Abou-Jaoudé, D. A. Ouattara, and M. Kaufman, "From structure to dynamics: frequency tuning in the p53-Mdm2 network, I: Logical approach", J. Theoret. Biol. 258:4 (2009), 561-577.
[Albert and Othmer 2003] R. Albert and H. G. Othmer, "The topology of the regulatory interactions predicts the expression pattern of the segment polarity genes in Drosophila melanogaster", J. Theoret. Biol. 223:1 (2003), 1-18. MR
[Albert and Wang 2009] R. Albert and R.-S. Wang, "Discrete dynamic modeling of cellular signaling networks", pp. 281-306 in Computer methods, B, edited by M. L. Johnson and L. Brand, Methods in Enzymology 467, Academic Press, 2009.
[Aldridge et al. 2006] B. B. Aldridge, J. M. Burke, D. A. Lauffenburger, and P. K. Sorger, "Physicochemical modelling of cell signalling pathways", Nat. Cell Biol. 8:11 (2006), 1195-1203.
[Campbell et al. 2011] C. Campbell, J. Thakar, and R. Albert, "Network analysis reveals cross-links of the immune pathways activated by bacteria and allergen", Phys. Rev. E 84 (2011), art. id. 031929, 12 pp .
[Davidich and Bornholdt 2008] M. Davidich and S. Bornholdt, "The transition from differential equations to Boolean networks: a case study in simplifying a regulatory network model", J. Theoret. Biol. 255:3 (2008), 269 - 277.
[Edwards and Glass 2000] R. Edwards and L. Glass, "Combinatorial explosion in model gene networks", Chaos 10:3 (2000), 691-704. MR Zbl
[Edwards et al. 2001] R. Edwards, H. T. Siegelmann, K. Aziza, and L. Glass, "Symbolic dynamics and computation in model gene networks", Chaos 11:1 (2001), 160-169.
[Espinosa-Soto et al. 2004] C. Espinosa-Soto, P. Padilla-Longoria, and E. R. Alvarez-Buylla, "A gene regulatory network model for cell-fate determination during Arabidopsis thaliana flower development that is robust and recovers experimental gene expression profiles", Plant Cell 16:11 (2004), 2923-2939.
[Glass and Kauffman 1973] L. Glass and S. A. Kauffman, "The logical analysis of continuous, non-linear biochemical control networks", J. Theoret. Biol. 39:1 (1973), 103-129.
[Kauffman 1969] S. Kauffman, "Metabolic stability and epigenesis in randomly constructed genetic nets", J. Theoret. Biol. 22:3 (1969), 437-467.
[Leite and Wang 2010] M. C. A. Leite and Y. Wang, "Multistability, oscillations and bifurcations in feedback loops", Math. Biosci. Eng. 7:1 (2010), 83-97. MR Zbl
[Li et al. 2006] S. Li, S. M. Assmann, and R. Albert, "Predicting essential components of signal transduction networks: a dynamic model of guard cell abscisic acid signaling", PLoS Biol 4:10 (2006), art. id. e312, 17 pp.
[Mendoza and Xenarios 2006] L. Mendoza and I. Xenarios, "A method for the generation of standardized qualitative dynamical systems of regulatory networks", Theor. Biol. Med. Model. 3 (2006), art. id. $13,18 \mathrm{pp}$.
[Mjolsness et al. 1991] E. Mjolsness, D. H. Sharp, and J. Reinitz, "A connectionist model of development", J. Theoret. Biol. 152:4 (1991), 429-453.
[Mogilner et al. 2006] A. Mogilner, R. Wollman, and W. F. Marshall, "Quantitative modeling in cell biology: what is it good for?", Dev. Cell 11:3 (2006), 279-287.
[Ouattara et al. 2010] D. A. Ouattara, W. Abou-Jaoudé, and M. Kaufman, "From structure to dynamics: frequency tuning in the p53-Mdm2 network, II: Differential and stochastic approaches", J. Theoret. Biol. 264:4 (2010), 1177-1189.
[Saadatpour et al. 2013] A. Saadatpour, R. Albert, and T. C. Reluga, "A reduction method for Boolean network models proven to conserve attractors", SIAM J. Appl. Dyn. Syst. 12:4 (2013), 1997-2011. MR Zbl
[Saez-Rodriguez et al. 2007] J. Saez-Rodriguez, L. Simeoni, J. A. Lindquist, R. Hemenway, U. Bommhardt, B. Arndt, U.-U. Haus, R. Weismantel, E. D. Gilles, S. Klamt, and B. Schraven, "A logical model provides insights into T cell receptor signaling", PLoS Comput. Biol. 3:8 (2007), art. id. e163, 11 pp .
[Sánchez and Thieffry 2001] L. Sánchez and D. Thieffry, "A logical analysis of the Drosophila gap-gene system", J. Theoret. Biol. 211:2 (2001), 115-141.
[Snoussi 1989] E. H. Snoussi, "Qualitative dynamics of piecewise-linear differential equations: a discrete mapping approach", Dynam. Stability Systems 4:3-4 (1989), 189-207. MR Zbl
[Thakar et al. 2012] J. Thakar, A. K. Pathak, L. Murphy, R. Albert, and I. M. Cattadori, "Network model of immune responses reveals key effectors to single and co-infection dynamics by a respiratory bacterium and a gastrointestinal helminth", PLoS Comput. Biol. 8:1 (2012), art. id. e1002345, 19 pp.
[Thomas and D'Ari 1990] R. Thomas and R. D'Ari, Biological feedback, CRC Press, Boca Raton, 1990. Zbl
[Turner et al. 2010] D. A. Turner, P. Paszek, D. J. Woodcock, D. E. Nelson, C. A. Horton, Y. Wang, D. G. Spiller, D. A. Rand, M. R. H. White, and C. V. Harper, "Physiological levels of TNF $\alpha$ stimulation induce stochastic dynamics of NF- $\kappa$ b responses in single living cells", J. Cell Sci. 123:16 (2010), 2834-2843.
[Tyson and Novák 2010] J. J. Tyson and B. Novák, "Functional motifs in biochemical reaction networks", Annu. Rev. Phys. Chem. 61 (2010), 219-240.
[Tyson et al. 2001] J. J. Tyson, K. Chen, and B. Novak, "Network dynamics and cell physiology", Nat. Rev. Mol. Cell Biol. 2:12 (2001), 908-916.
[Tyson et al. 2003] J. J. Tyson, K. C. Chen, and B. Novak, "Sniffers, buzzers, toggles and blinkers: dynamics of regulatory and signaling pathways in the cell", Curr. Opin. Cell Biol. 15:2 (2003), 221-231.
[Veliz-Cuba et al. 2012] A. Veliz-Cuba, J. Arthur, L. Hochstetler, V. Klomps, and E. Korpi, "On the relationship of steady states of continuous and discrete models arising from biology", Bull. Math. Biol. 74:12 (2012), 2779-2792. MR Zbl
[Veliz-Cuba et al. 2014] A. Veliz-Cuba, A. Kumar, and K. Josić, "Piecewise linear and Boolean models of chemical reaction networks", Bull. Math. Biol. 76:12 (2014), 2945-2984. MR Zbl
[Wittmann et al. 2009] D. M. Wittmann, J. Krumsiek, J. Saez-Rodriguez, D. A. Lauffenburger, S. Klamt, and F. J. Theis, "Transforming Boolean models to continuous models: methodology and application to T-cell receptor signaling", BMC Syst. Biol. 3:1 (2009), 98.

Received: 2016-03-18 Revised: 2016-08-11 Accepted: 2016-08-17
wangyx@tsu.edu
bomidiran@gmail.com
fkigwe@gmail.com
varu_chilakamarri@yahoo.com

Department of Mathematics, Texas Southern University, 3100 Cleburne Street, Houston, TX 77004, United States
Department of Economics, University of Pennsylvania, Philadelphia, PA 19104, United States
Department of Engineering, Texas Southern University, Houston, TX 77004, United States

Department of Mathematics, Texas Southern University, 3100 Cleburne Street, Houston, TX 77004, United States

# involve 

msp.org/involve

## INVOLVE YOUR STUDENTS IN RESEARCH

Involve showcases and encourages high-quality mathematical research involving students from all academic levels. The editorial board consists of mathematical scientists committed to nurturing student participation in research. Bridging the gap between the extremes of purely undergraduate research journals and mainstream research journals, Involve provides a venue to mathematicians wishing to encourage the creative involvement of students.

MANAGING EDITOR<br>Kenneth S. Berenhaut Wake Forest University, USA

| Colin Adams | Williams College, USA | Suzanne Lenhart | University of Tennessee, USA |
| :---: | :---: | :---: | :---: |
| John V. Baxley | Wake Forest University, NC, USA | Chi-Kwong Li | College of William and Mary, USA |
| Arthur T. Benjamin | Harvey Mudd College, USA | Robert B. Lund | Clemson University, USA |
| Martin Bohner | Missouri U of Science and Technology, | USA Gaven J. Martin | Massey University, New Zealand |
| Nigel Boston | University of Wisconsin, USA | Mary Meyer | Colorado State University, USA |
| Amarjit S. Budhiraja | U of North Carolina, Chapel Hill, USA | Emil Minchev | Ruse, Bulgaria |
| Pietro Cerone | La Trobe University, Australia | Frank Morgan | Williams College, USA |
| Scott Chapman | Sam Houston State University, USA | Mohammad Sal Moslehian | Ferdowsi University of Mashhad, Iran |
| Joshua N. Cooper | University of South Carolina, USA | Zuhair Nashed | University of Central Florida, USA |
| Jem N. Corcoran | University of Colorado, USA | Ken Ono | Emory University, USA |
| Toka Diagana | Howard University, USA | Timothy E. O'Brien | Loyola University Chicago, USA |
| Michael Dorff | Brigham Young University, USA | Joseph O'Rourke | Smith College, USA |
| Sever S. Dragomir | Victoria University, Australia | Yuval Peres | Microsoft Research, USA |
| Behrouz Emamizadeh | The Petroleum Institute, UAE | Y.-F. S. Pétermann | Université de Genève, Switzerland |
| Joel Foisy | SUNY Potsdam, USA | Robert J. Plemmons | Wake Forest University, USA |
| Errin W. Fulp | Wake Forest University, USA | Carl B. Pomerance | Dartmouth College, USA |
| Joseph Gallian | University of Minnesota Duluth, USA | Vadim Ponomarenko | San Diego State University, USA |
| Stephan R. Garcia | Pomona College, USA | Bjorn Poonen | UC Berkeley, USA |
| Anant Godbole | East Tennessee State University, USA | James Propp | U Mass Lowell, USA |
| Ron Gould | Emory University, USA | Józeph H. Przytycki | George Washington University, USA |
| Andrew Granville | Université Montréal, Canada | Richard Rebarber | University of Nebraska, USA |
| Jerrold Griggs | University of South Carolina, USA | Robert W. Robinson | University of Georgia, USA |
| Sat Gupta | U of North Carolina, Greensboro, USA | Filip Saidak | U of North Carolina, Greensboro, USA |
| Jim Haglund | University of Pennsylvania, USA | James A. Sellers | Penn State University, USA |
| Johnny Henderson | Baylor University, USA | Andrew J. Sterge | Honorary Editor |
| Jim Hoste | Pitzer College, USA | Ann Trenk | Wellesley College, USA |
| Natalia Hritonenko | Prairie View A\&M University, USA | Ravi Vakil | Stanford University, USA |
| Glenn H. Hurlbert | Arizona State University,USA | Antonia Vecchio | Consiglio Nazionale delle Ricerche, Italy |
| Charles R. Johnson | College of William and Mary, USA | Ram U. Verma | University of Toledo, USA |
| K. B. Kulasekera | Clemson University, USA | John C. Wierman | Johns Hopkins University, USA |
| Gerry Ladas | University of Rhode Island, USA | Michael E. Zieve | University of Michigan, USA |

## PRODUCTION

Silvio Levy, Scientific Editor
Cover: Alex Scorpan
See inside back cover or msp.org/involve for submission instructions. The subscription price for 2017 is US $\$ 175 / y e a r$ for the electronic version, and $\$ 235 /$ year ( $+\$ 35$, if shipping outside the US) for print and electronic. Subscriptions, requests for back issues and changes of subscriber address should be sent to MSP.

Involve (ISSN 1944-4184 electronic, 1944-4176 printed) at Mathematical Sciences Publishers, 798 Evans Hall \#3840, c/o University of California, Berkeley, CA 94720-3840, is published continuously online. Periodical rate postage paid at Berkeley, CA 94704, and additional mailing offices.

Involve peer review and production are managed by EditFLOW ${ }^{\circledR}$ from Mathematical Sciences Publishers.
PUBLISHED BY
-I mathematical sciences publishers nonprofit scientific publishing
http://msp.org/
© 2017 Mathematical Sciences Publishers
Algorithms for finding knight's tours on Aztec diamonds ..... 721Samantha Davies, Chenxiao Xue and Carl R. Yerger
Optimal aggression in kleptoparasitic interactions ..... 735David G. Sykes and Jan Rychtář
Domination with decay in triangular matchstick arrangement graphs ..... 749
Jill Cochran, Terry Henderson, Aaron Ostrander and Ron TAYLOR
On the tree cover number of a graph ..... 767
Chassidy Bozeman, Minerva Catral, Brendan Cook, Oscar E. González and Carolyn Reinhart
Matrix completions for linear matrix equations ..... 781
Geoffrey Buhl, Elijah Cronk, Rosa Moreno, Kirsten Morris, Dianne Pedroza and Jack Ryan
The Hamiltonian problem and $t$-path traceable graphs ..... 801Kashif Bari and Michael E. O'Sullivan
Relations between the conditions of admitting cycles in Boolean and ODE ..... 813 network systemsYunjiao Wang, Bamidele Omidiran, Franklin Kigwe and KiranChilakamarri
Weak and strong solutions to the inverse-square brachistochrone problem on ..... 833circular and annular domains
Christopher Grimm and John A. Gemmer
Numerical existence and stability of steady state solutions to the distributed spruce ..... 857
budworm modelHala Al-Khalil, Catherine Brennan, Robert Decker, AslihanDemirkaya and Jamie Nagode
Integer solutions to $x^{2}+y^{2}=z^{2}-k$ for a fixed integer value $k$ ..... 881Wanda Boyer, Gary MacGillivray, Laura Morrison, C. M.(Kieka) Mynhardt and Shahla Nasserasr
A solution to a problem of Frechette and Locus ..... 893
Chenthuran Abeyakaran


[^0]:    MSC2010: 37G99.
    Keywords: feedback loops, limit cycles, Boolean networks, coupled differential equations.

