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ANALYTICAL-NUMERICAL SOLUTION OF THE INVERSE PROBLEM FOR THE
HEAT CONDUCTION EQUATION

MICHAŁ CIAŁKOWSKI, ANDRZEJ MAĆKIEWICZ,
JAN ADAM KOŁODZIEJ, UWE GAMPE AND ANDRZEJ FRĄCKOWIAK

The solution of the inverse problem for the transient heat transfer equation is considered. The partial
differential equation was discretized with respect to the space variable, and a system of ordinary differ-
ential equations of first order was obtained. The solution of the system of equations has a wave form.
The numerical results obtained from the solution of the inverse problem confirm the effectiveness of the
proposed method.

1. Introduction

Numerical solutions to linear partial differential equations can be obtained by different methods depend-
ing on the number of variables and the shape of the domain. When the unknown variable is a function of
time, one can use the finite difference method, finite element method, boundary element method or other
methods in order to conduct discretization with respect to the space variables. Consider a differential
equation of heat transfer with initial and boundary conditions as follows:

ρc
∂T
∂t
= λ∇T x, y, z ∈�⊂ R3 t ∈ (0,∞), (1-1)

with an initial and boundary condition

T (x, y, z, 0)= g(x, y, z) T (x, y, z, t) |x,y,z∈0= T0(t), t > 0, (1-2)

The solution of the matrix equation using the initial condition has the form

{
dT (t)

dt
} = [A]{T (t)}+ [B]{T0(t)} (1-3)

(see [Athans and Falb 1969]), which integrates to

{T (t)} = e[A]t {g}+
∫ t

0
e[A](t−p)

[B]{T0(p)}dp, t ≥ 0. (1-4)

The purpose of this paper is to investigate solutions to the inverse problem in the form proposed above
by using the different approximation of space-dependent temperature.

The inverse problem considered in this paper is a boundary type problem, which means seeking an
unknown boundary condition based on temperature measured in some chosen points inside the domain.
In engineering practice, the number of measured points is limited, and in the case of turbines it is typically
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only one or two points, as a result of the occurrence of stress concentration surrounding the thermoele-
ment. That is why we decided to investigate the one-dimensional problem.

During the last decades, some numerical techniques have been proposed to solve a 1-D IHCP. In [Al-
Khalidy 1998] the control volume algorithm has been combined with a digital filter method to estimate
temperature and heat flux values on the surface of a body based on the temperature measurement inside
the body. The accuracy of the method was verified by comparison with a direct analytical solution of
the problem. Lesnic and Elliott [1999] have used the Adomian’s decomposition approach for solving the
inverse heat conduction problem in which temperature and heat flux histories on the left boundary were
estimated based on temperature and heat flux on the right boundary. The mollification method was applied
to deal with noisy input data and to obtain a stable approximate solution. In [Shen 1999] two kinds of
boundary element method were employed to solve IHCP, namely a collocation method and a weighted
method. The author has used the Tikhonov’s regularization method and the truncated singular value
decomposition method for stabilization results. The conjugate gradient method supported by Fourier
analysis has been applied in [Prud’homme and Hguyen 1999] to solve the IHCP among others for the
1-D case. It was found that an unknown time-dependent heat flux may be recovered satisfactorily using a
single sensor inside the region. A Kalman filter combined with a variable forgetting factor as a weighting
function in a recursive least-squares algorithm was applied in [Lee et al. 2000] to estimate impulsive heat
flux. In this method, a spatial derivative in the 1-D heat equation was approximated by finite differences.
In [Jonas and Louis 2000] some versions of mollification method have been used to solve the 1-D IHCP.
Usually the mollification is done in the data space, but in this paper the mollification is performed in
the solution space. In [Taler and Duba 2001] the 1-D non-linear IHCP was solved by means of the
method of lines. This method is based on replacing the partial differential equation of heat conduction
by the system of ordinary differential equations through discretization of the space derivative or the time
derivative. Instead of other optimization techniques, the maximum entropy method was used in [Kim and
Lee 2002] in the solution of the IHCP. The presented results showed considerable enhancement in the
resolution of the inverse problem and bias reduction in comparison with the conventional methods. One
of the most popular methods for solving IHCP is a sequential function specification method proposed at
first by Beck [1970]. In [Lin et al. 2004] a modification of Beck’s method was presented to estimate the
heat source in the 1-D case. One base of this proposition is an application of a finite difference method
for approximation the spatial and time derivatives. Almost all of the methods mentioned above are mesh
methods which need some kind of mesh. In [Hon and Wei 2004] the meshless method, namely the method
of fundamental solution, has been used for solution the 1-D IHCP. For regularization of the results, the
authors used Tikhonov’s regularization technique equipped with the L-curve method. The IHCP in which
surface heat flux is estimated based on moving measurements inside the body was presented in [Shidfar
and Karamali 2005]. The authors use an integral equation method and a linear least-squares method.
The sequential function specification method supported by singular value decomposition was discussed
in [Cabeza et al. 2005]. In [Shidfar and Pourgholi 2006; Pourgholi et al. 2009], the ill-posed IHCP
is transformed to Cauchy’s problem by means of a linear transformation. Next, Cauchy’s problem is
solved successfully by applying Legendre polynomials. The numerical approach combining the use of
the finite difference method with the solution of ordinary differential equations has been proposed in
[Ebrahimian et al. 2007] for solving the 1-D IHCP. The least-squares method has been used to determine
the unknown boundary condition [Cabeza et al. 2005]. Four different versions of the variable metric
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method for solving the 1-D IHCP [Luksan and Spedicato 2000] with a symmetric rank-one update are
compared in [Pourshaghaghy et al. 2007]. The results indicate that the accuracy of these versions do not
differ significantly from each other. In [Deng and Hwang 2007] the 1-D IHCP is solved by means of a
Kalman filter-enhanced Bayesian back propagation neutral network. The results show that the proposed
method can predict the unknown parameters in inverse problems with acceptable error.

In [Grysa 2010] an application of the Trefftz function for solving the inverse heat conduction problem
is considered for 1-D problems, among others.

The use of hyperbolic spline functions to approximate the solution with respect to the space variable
is novel in our paper. Thanks to it, the second derivative of the approximate solution is continuous.

2. Formulation of the problem

The linear equation of heat conduction has the form

ρc
λ

∂T
∂t
=
∂2T
∂r2 +

1− 2γ
r

∂T
∂r
, Ri < r < Ra, (2-1)

where

γ =


−

1
2 for a spherical layer,

0 for a cylindrical layer,
1
2 for a plane layer,

is a parameter describing the shape of the domain (see Figure 1). The following conditions are imposed:

– The initial condition,
T (r, 0)= T0(r), Ri ≤ r ≤ Ra. (2-2)

– The boundary condition at the surface r = Ra ,

−λ
∂T
∂r

∣∣∣∣
r=Ra

= α(T − Tfluid). (2-3)

h∗1
h∗20 1

Ri Ra r

h

r∗1

r∗2

Figure 1. Notation.
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– Additional conditions resulting from the measurement of temperature at the inner points of the
region r∗k , k = 1, 2, . . . ,M :

T (r∗k , t)= fk(t). (2-4)

We will apply the substitutions

r = Ri + η(Ra − Ri ), 0≤ η ≤ 1,

ϑ =
T
Tm
, Tm =max(T0(r), Tfluid), τ =

λ

ρc
t

(Ra − Ri )2
, a =

Ri

Ra − Ri

(2-5)

to obtain the nondimensional counterparts of (2-1)–(2-4):

– The equation of heat transfer,

∂ϑ

∂τ
=
∂2ϑ

∂η2 +
1− 2γ
η+ a

∂ϑ

∂η
, η ∈ (0, 1), τ > 0. (2-6)

– The initial condition,

ϑ(η, 0)=
T0(r, η)

Tm
= g(η), η ∈ [0, 1]. (2-7)

– The boundary condition at surface r = Ra ,

∂ϑ

∂η
|η=1=

α(Ra − Ri )

λ
(ϑ −ϑfluid)= Bia(ϑ −ϑfluid), τ > 0. (2-8)

– The additional conditions in inner points η∗k , k = 1, . . . ,M :

ϑ(η∗k , τ )= fk(τ ), τ > 0. (2-9)

The solution of (2-6) can be expressed as

ϑ(η, τ )=

N∑
i=0

ϑi (τ )ϕi (η) (2-10)

where the interpolation basis functions ϕi (η) are specified on a grid of points (see Figure 2).
Taking into consideration the character of the temperature function in r direction (the character of a

hyperbolic function), the spline hyperbolic function is chosen as a base function. The unknown functions
ϑi (τ ), i = 0, . . . , N are sought by solving (2-6) in the interior marked points of the segment [0, 1]; that

   

0 N=1 K 

0 1 

Figure 2. Grid of points for interpolation of spline function.
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is, we substitute (2-10) into (2-6) to obtain N − 1 equations:

N∑
i=0

ϑi (τ )

dτ
ϕi (ηk)=

N∑
i=0

ϑi (τ )

(
d2ϕi (η)

dη2 +
1− 2γ
ηk + a

dϕi (η)

dη

)
=

N∑
i=0

ϑi (τ )ψi (ηk), k=1, . . . , N−1. (2-11)

The successive equations result from the conditions (2-8) and (2-9); that is, by substituting the solution
(2-10) to the condition (2-8) we obtain

−

N∑
i=0
ϑi (τ )ϕ

′

i (1)= Bia

(
N∑

i=0
ϑi (τ )ϕi (1)−ϑfluid

)
= Bia(ϑN (τ )−ϑfluid),

which we rewrite in the form

−

N−1∑
i=0

ϑi (τ )ϕ
′

i (1)−ϑN (τ )(ϕ
′

N (1)+ Bia)=−Biaϑfluid(τ ). (2-12)

Introducing

bi = ϕ
′

i (1), i = 0, 1, . . . , N − 1,

and

bN = ϕ
′

N (N )+ Bia,

Equation (2-12) becomes
N∑

i=0

ϑi (τ )bi = Biaϑfluid(τ ). (2-13)

The additional conditions for the temperature function result from condition (2-9) and have the form

N∑
i=0

ϑi (τ )ϕi (η
∗

k )= fk(τ ), i = 1, 2, . . . ,M. (2-14)

3. The solution of the direct problem

The idea for solving the inverse problem is based on the ability to express the solution of the direct
problem in parametric form with the boundary conditions attached. Equation (2-11) leads to the following
system of equations:

ϕ0(η1) · · · ϕN (η1)
...

...

ϕ0(ηk) · · · ϕN (ηk)
...

...

ϕ0(ηN−1) · · · ϕN (ηN−1)





dϑ0
dτ
...

dϑN−1
dτ

dϑN
dτ


=


ψ0(η1) · · · ψN (η1)
...

...

ψ0(ηk) · · · ψN (ηk)
...

...

ψ0(ηN−1) · · · ψN (ηN−1)



ϑ0
...

ϑN−1

ϑN

 (3-1)



244 M. CIAŁKOWSKI, A. MAĆKIEWICZ, J. A. KOŁODZIEJ, U. GAMPE AND A. FRĄCKOWIAK

The system (3-1) has dimension (N − 1) ∗ (N + 1). In the direct problem, a boundary condition in point
η = 1 is attached, which leads to an equation involving an (N − 1)× (N − 1) matrix:


ϕ1(η1) · · · ϕN−1(η1)
...

...

ϕ1(ηk) · · · ϕN−1(ηk)
...

...

ϕ1(ηN−1) · · · ϕN−1(ηN−1)




dϑ1

dτ
...

dϑN−1

dτ

=

ψ1(η1) · · · ψN−1(η1)
...

...

ψ1(ηk) · · · ψN−1(ηk)
...

...

ψ1(ηN−1) · · · ψN−1(ηN−1)


 ϑ0

...

ϑN−1



−

 ϕ0(η1)
...

ϕ(ηN−1)

 · dϑ (τ )0

dτ
+

 ψ0(η1)
...

ψ(ηN−1)

 ·ψ0(τ )−

 ϕN (η1)
...

ϕ(ηN−1)

 · dϑ (τ )N

dτ
+

 ψN (η1)
...

ψ(ηN−1)

 ·ψN (τ ). (3-2)

The base functions ϕi , i = 0, 1, . . . , N , are interpolation functions with the property

ϕi (ηk)=

{
0 if i 6= k,
1 if i = k,

so the vectors dϑ0/dτ and dϑN/dτ on the right-hand side of the (3-2) disappear, and the matrix of
coefficients matching vector {dϑ/dτ } is diagonal. Equation (3-2) can be then written as

{dϑ(τ)
dτ

}
= [ψ]{ϑ(τ)}+ {ψ0} ·ϑ0(τ )+{ψN } ·ϑN (τ ). (3-3)

The solution of (3-3) is equal to (see for example [Athans and Falb 1969])

{ϑ(τ)} = e[ψ]τ · {g}+
∫ τ

0
e[ψ](τ−p)[

{ψ0}ϑ0(p)+{ψN }ϑN (p)
]

dp. (3-4)

The diagonalizable matrix e[ψ] takes the form

e[ψ] = [Z ] · [diag(eλ)][Z ]−1 (3-5)

where [diag(eλ)] is the diagonal matrix with elements eλi , i = 1, . . . , N − 1 on the main diagonal and
the numbers λi are eigenvalues of the matrix [Shen 1999]. Determining the integral in expression (3-4)
for any moment of time τ requires each time the integration over the whole interval [0, τ ]. Determining
the temperature ϑ(τ) in subsequent moments of time τ and τ +1τ based on the dependence (3-4) we
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get

{ϑ(τ +1τ)}

= e[ψ](τ+1τ) · {g}+
∫ τ+1τ

0
e[ψ](τ+1τ−p)[

{ψ0}ϑ0(p)+{ψN }ϑN (p)
]

dp

= e[ψ](1τ) ·
(

e[ψ](τ+1τ) · {g}+
∫ τ

0
e[ψ](τ−p)[

{ψ0}ϑ0(p)+{ψN }ϑN (p)
]

dp
)

+

∫ τ+1τ

τ

e[ψ](τ+1τ−p)[
{ψ0}ϑ0(p)+{ψN }ϑN (p)

]
dp

= e[ψ](1τ) · {ϑ(τ)}+
∫ τ+1τ

τ

e[ψ](τ+1τ−p)
[{ψ0}ϑ0(p)+{ψN }ϑN (p)]dp

= e[ψ](1τ) · {ϑ(τ)}+1t
∫ 1

0
e[ψ]1(1−t)

{ψ0}ϑ0(τ+1τ t)dt ·
∫ 1

0
e[ψ]1(1−t)

{ψN }ϑN (τ+1τ t) dt. (3-6)

In engineering practice the measurement of temperature is usually done with constant time steps
1τ . Taking τ = τm = n ·1τ and τ +1τ = τn+1, then ϑ0 and ϑN are known at the measured points
ϑ0(τ +1τ)= ϑ0(τn+1)= ϑ

n+1
0 , ϑ0(τ )= ϑ

n
0 and similarly for ϑN (τ ). How to calculate the integral in

(3-6) is an important problem. We propose three ways to do this:

(a) Approximate the function ϑ by its average value (depending on the parameter ξ ):

1τ ·

∫ 1

0
e[ψ]1τ(1−t)

·w(τn +1τ · t)=1τ ·
∫ 1

0
e[ψ]1τ(1−t)

· dt[wnξ +wn+1(1− ξ)]

= wn
[S(2)] +wn+1

[T (2)]. (3-7)

(b) Use the mean value theorem for definite integrals:

1τ ·

∫ 1

0
e[ψ]1τ(1−t)

·w(τn +1τ · t)=1τ ·
∫ ξ

0
e[ψ]1τ(1−t)

· dt ·wn
+1τ ·

∫ 1

ξ

e[ψ]1τ(1−t)
· dt ·wn±1

= wn
[S(ξ)] +wn+1

[T (ξ)], 0< ξ < 1, (3-8)

(c) Approximate the function ϑ by its asymptotic expansion [Ciałkowski 2008]:

1τ ·

∫ 1

0
e[ψ]1τ(1−t)

·w(τn +1τ · t)=1τ ·
∫ 1

0
e[ψ]1τ(1−t)

· [wn(1− tξ )+wn+1tξ ]dt

= wn
[S] +wn+1

[T ], 0< ξ < 1. (3-9)

The function in these equations is replaced with ϑ0 or ϑN . In the integration process the matrix
exp([ψ] ·1τ) expressed in the form (3-5) is used. The choices (3-7) and (3-9) guarantee that the solution
of the inverse problem is stable. After this operation the expressions (3-7) and (3-9) take on the form

{ϑn+1
} = e[ψ]1τ · {ϑn

}+ (ϑn
0 [S] +ϑ

n+1
0 [T ]){ψ0}+ (ϑ

n
N [S] +ϑ

n+1
N [T ]){ψN }

= e[ψ]1τ · {ϑn
}+ {S0} ·ϑn

0 +{T 0} ·ϑn+1
0 +{SN } ·ϑn

N +{T N } ·ϑn+1
N . (3-10)
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The matrix exp([ψ] ·1τ) is a matrix of stability for the direct problem with a boundary condition of the
first type at the point η = 0 and η = 1. The dependence (3-10) can be written more compactly as

{ϑn+1
} = [{S}, e[ψ]1τ , {SN }]{ϑ̄n}+ {T 0}ϑn+1

0 +{T N }ϑn+1
N

= [Sψ]{ϑ̄n}+ {T 0}ϑn+1
0 +{T N }ϑn+1

N , {ϑ̄} = {ϑ0, ϑ1, . . . ϑN }, (3-11)

where dim[Sψ] = (N −1)∗ (N +1). Supplementing the vector (ϑn+1) with the elements ϑn+1
0 and ϑn+1

N
we obtain

{ϑ̄n+1
} =

 {0}T[Sψ]
{0}T

 {ϑ̄n
}+

 1
{T 0}

0

 {ϑn+1
0 }+

 0
{T N }

1

 {ϑn+1
N }

= [ ¯Sψ]{ϑ̄n
}+ + {P0}ϑn+1

0 +{P N }ϑn+1
N = [ ¯Sψ]{ϑ̄n

}+ [T T ] · {ϑn+1
0 , ϑn+1

N }
T , (3-12)

for n = 0, 1, . . . , or, in a form which takes into account the values of temperature ϑn+1
0 , ϑn+1

N at the
boundary in the subsequent moments of time:

{ϑ̄n+1
} = [ψ]n+1

·

n−1∑
k=0

[ψ]n−1+k
· {P0}ϑn+k

0 +

n−1∑
k=0

[ψ]n−1+k
· {P N }ϑk+1

N (3-13)

This gives the solution of the direct problem with a boundary condition of the first type. This series is
convergent, if the spectral radius of matrix ψ , fulfills condition ρs[ψ]< 1. The dependence (3-13) gives
a convenient method for solving the global inverse problem [Ciałkowski and Grysa 2010].

4. The solution of the inverse problem

In many practical situations it is impossible to determine temperature ϑ at the surface η = 0. However, it
is possible to measure the temperature ϑ(η, τ ) at points η = η∗k , 0< η∗k < 1, k = 1, . . . ,Mstern, τ = τn+1,
n = 0, 1, 2, . . . . The dependence (2-9) takes the form

ϑ(η∗k , τn+1)= ϑ
n+1(η∗k )=

N∑
i=0

ϕi (η
∗

k )ϑ
n+1
i = f n+1

k , k = 1, 2, . . . ,Mstern (4-1)

or separate in (4-1) temperatures ϑn+1
0 and ϑn+1

N at the ends of a segment [0, 1] we have

ϕ0(η
∗

k )ϑ
n+1
0 +

N−1∑
i=1

ϕi (η
∗

k )ϑ
n+1
i +ϕN (η

∗

k )ϑ
n+1
N = f n+1

k

or

ϕ0(η
∗

k )ϑ
n+1
0 +{ϕ(η∗k )}

T
{ϑn+1

}+ϕN (η
∗

k )ϑ
n+1
N = f n+1

k . (4-2)

Substituting relationship (3-11) into (4-2) we obtain

ϕ0(η
∗

k )ϑ
n+1
0 +{ϕ(η∗k )}

T
· ([Sψ]{ϑ̄n}+ {T 0}ϑn+1

0 +{T N }ϑn+1
N )+ϕN (η

∗

k ))ϑ
n+1
N = f n+1

k
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or

(ϕ0(η
∗

k )+{ϕ(η
∗

k )}
T
{T 0})·ϑn+1

0 +(ϕn(η
∗

k )+{ϕ(η
∗

k )}
T
{T N })·ϑn+1

N = f n+1
k −{ϕ(η∗k )}

T
[Sψ]·{ϑ̄n

}, (4-3)

for k = 1, 2, . . . ,Mstern. The boundary condition (2-13) is simplified to a similar form:

b0 ·ϑ
n+1
0 +{b}T {ϑn+1

}+ bN ·ϑ
n+1
N = Bia ·ϑ

n+1
fa

(4-4)

and after introducing the dependence (3-11) we have:

b0 ·ϑ
n+1
0 +{b}T ([Sψ]{ϑ̄n}+ {T 0}ϑn+1

0 +{T N }ϑn+1
N )+ bN ·ϑ

n+1
N = Bia ·ϑ

n+1
fa
,

or

(b0+{b}T {T 0}) ·ϑn+1
0 + (bN +{b}T {T N }) ·ϑn+1

N = Bia ·ϑ
n+1
fa
−{b}T [Sψ] · {ϑ̄n

}. (4-5)

Equations (4-3) and (4-4) create a system of equations with the unknowns ϑn+1
0 and ϑn+1

N which can be
written as follows:
ϕ0(η

∗

1)+{ϕ(η
∗

1)}
T
{T 0} · · · ϕN (η

∗

1)+{ϕ(η
∗

1)}
T
{T N }

...
...

ϕ0(η
∗

M)+{ϕ(η
∗

M)}
T
{T 0} · · · ϕN (η

∗

M)+{ϕ(η
∗

M)}
T
{T N }

b0+{b}T {T 0} · · · bN +{b}T {T N }

 ·
ϑ

n+1
0
...

ϑn+1
N



=


f n+1
1
...

f n+1
M

Bia ·ϑ
n+1
fn

−

{ϕ(η∗1)}

T
[Sψ]

...

{ϕ(η∗M)}
T
[Sψ]

{b}T [Sψ]

 · {ϑ̄n}, M = Mstern,

or

[FIB]
[
ϑn+1

0
ϑn+1

N

]
= {FBiotn+1

}− [SB]{ϑ̄n
}, dim[FIB] = dim[SB] = 2(Mstern+ 1), (4-6)

and finally [
ϑn+1

0
ϑn+1

N

]
= [FIB]+{FBiotn+1

}− [FIB]+[SB]{ϑ̄n
}. (4-7)

The solution (3-13) takes the form:

{ϑ̄n+1
} = [ ¯Sψ]{ϑ̄n

}+ [T T ]([FIB]+{FBiotn+1
}− [FIB]+[SB]{ϑ̄n

})

= ([ ¯Sψ] − [T T ][FIB]+[SB]){ϑ̄n
}+ [T T ][FIB]+{FBiotn+1

}

= [ψint ]{ϑ̄
n
}+ [T F]{FBiotn+1

}, n = 1, 2, . . . , (4-8)

where

{FBiotn+1
} = { f n+1(η∗1), . . . , f n+1(η∗M), Bia ·ϑ

n+1
fn
}

T , f n+1
= f (τn+1).
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5. The stability of the inverse problem

For the subsequent time steps τ = τn , n = 0, 1, 2, . . . we write (4-8) as

{ϑ̄1
} = [ψinv]{ϑ̄

0
}+ [FIB]+{FBiot1

},

{ϑ̄2
} = [ψinv]{ϑ̄

1
}+ [FIB]+{FBiot2

},

{ϑ̄3
} = [ψinv]{ϑ̄

2
}+ [FIB]+{FBiot3

},

{ϑ̄n
} = [ψinv]

n
{ϑ̄0
}+

n−1∑
k=0

[ψinv]
k
· [FIB]+{FBiotn−k

}.

(5-1)

If the spectral radius ρs of the matrix [ψinv] satisfies ρs([ψinv]) < 1, the Neumann series is convergent
and the solution of the inverse Equation (4-8) is stable. For the initial temperature vector {ϑ̄0} disturbed
by {δϑ̄0} and the data vector {FBiotn

} disturbed by value {δFBiotn
}, the value of disturbance {δϑ̄ } of

temperature by {ϑ̄n
} is determined from the dependence (5-1), namely

{ϑ̄n
+ δϑ̄n

} = [ψinv]
n
{ϑ̄0
+ δϑ̄0

}+

n−1∑
k=0

[ψinv]
k
· [T F]{FBiotn−k

+ δFBiotn−k
}. (5-2)

Subtracting (5-2) from the dependence (5-1), we have:

{δϑ̄n
} = [ψinv]{δϑ̄

0
}+

n−1∑
k=0

[ψinv]
k
· [T F]{δFBiotn−k

}, n = 1, 2, . . . (5-3)

The dependence (5-3) determines the propagation of the measurement errors of the initial temperature
and of the vector of measured temperatures in points η∗1, . . . , η

∗

M , M = Mstern. The distance between the
first thermoelement and the boundary η = 0 has an essential influence on the value of the spectral radius
ρs , and so does the method of determining the integral — (3-7), (3-8), or (3-9).

6. Numerical calculation

To investigate the numerical properties of the proposed method, the calculation was carried out for a
circular ring with inner radius Ri = 0.1 m and outer radius Ra = 0.209 m. We further took r∗1 = 0.108 m
and r∗2 = 0.157 m. The thermophysical properties were chosen as c = 500 J/(kg K), ρ = 7800 kg/m3, and
λ= 47.76 W/mK. For test values, we took temperatures in cylindrical ring with different heat transfer
coefficient at inner surface of ring αi = {5000, 2500, 1000, 500, 100}W/m2K, outer surface isolation
q = 0 and the temperature T fi = 535◦C, initial temperature T0 = 0◦C. Figure 3 presents the distribution
of heat transfer coefficient αI obtained from the solution of the inverse problem for the data mentioned
above.

The distribution of heat transfer coefficient is obtained from the solution of the inverse problem by
means of a different way of calculating the integral in (3-6). Integration according to the method ex-
pressed by the formula (3-8) or (3-9) leads to a nonoscillating solution of the inverse problem.

For ζ = 0.75 and method of integration (3-7), the spectral radius of the matrix is given in Figure 4
for positions of thermoelements at s1 = 8 mm and s2 = 57 mm from the inner surface. The influence the
number of spline functions on the heat transfer coefficient is given in Figure 5. Figure 6 presents inverse
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problem solution for the data taken from the exact solution. Stability of the inverse problem depends on a
length of time interval, a way of integration and the value of heat transfer coefficient on the outer side of
cylinder. The time step was equal to 0.5 s. The use of (3-7) with parameter ζ = 0.75 in our calculations
guarantees the stability of the inverse problem while at the same time identifying the value of the heat
transfer coefficient with high precision in a large time interval. Decreasing the value of parameter ζ leads
to oscillation of the heat transfer coefficient obtained from the solution of the inverse problem, Figure 7.
The arithmetic average of the subsequent values for ζ = 0.55 brings the results very near to the values
for parameter ζ = 0.75. It can then be concluded that the interval of appropriate values for the parameter
ζ is relatively broad and allows one to obtain stable results for the solution of the inverse problem using
the arithmetic average. Figure 8 demonstrates the distribution of the measured temperature in a fluid
at two inner points of a ring with radius Ri = 0.1m placed s1 = 8 mm and s2 = 57 mm from the inner
surface.
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These distributions are used to solve the inverse problem and to determine the heat transfer coefficient
at the surface r = Ri . The values of the heat transfer coefficient are shown on Figure 9, where the time
step is equal to 1t = 4 s.

7. Conclusions

We have presented a method for solving the inverse problem for the transient linear heat transfer equation
by approximating the solution with respect to the space variable with hyperbolic spline functions. The
unknown coefficients of the linear combination of spline functions were determined by fulfilling the
differential equation in the points of the net (Figure 2).

The essence of the proposed method is based on the approximation of the solution of differential equa-
tions with respect to the space variable by a twice-differentiable function. Hyperbolic spline functions
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were chosen because using a backward quotient difference for the time variable transforms the heat trans-
fer to Helmholtz’s equation with source function, the solution of which contains a hyperbolic function.
The smoothness of spline functions guarantees continuity of heat flux in each point of region which do
not have place in the finite element method (there are jumps of flux between elements). The proposed
method is appropriate for continuous temperature monitoring of casings with cylindrical or spherical
geometries. This assumption usually follows from the lack of possibility of placing a large number of
thermoelements because each hole leads to greater thermal stress.
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JAN ADAM KOŁODZIEJ, UWE GAMPE and ANDRZEJ FRĄCKOWIAK 239

Analysis of stress-strain distribution within a spinal segment
ZDENKA SANT, MARIJA CAUCHI and MICHELLE SPITERI 255

A mesh-free numerical method for the estimation of the torsional stiffness of long
bones ANITA USCILOWSKA and AGNIESZKA FRASKA 265

Rayleigh-type wave propagation in an auxetic dielectric ANDRZEJ DRZEWIECKI 277
Local gradient theory of dielectrics with polarization inertia and irreversibility of

local mass displacement VASYL KONDRAT and OLHA HRYTSYNA 285
Electromagnetoelastic waves in a vortex layer of a superconductor

BOGDAN T. MARUSZEWSKI, ANDRZEJ DRZEWIECKI AND ROMAN STAROSTA 297

1559-3959(2012)7:3;1-B

JournalofM
echanics

ofM
aterials

and
Structures

2012
V

ol.7,N
o.3


	
	
	

