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DYNAMIC BOUNDARY CONDITIONS
FOR MEMBRANES WHOSE SURFACE ENERGY DEPENDS

ON THE MEAN AND GAUSSIAN CURVATURES

SERGEY GAVRILYUK AND HENRI GOUIN

Membranes are an important subject of study in physical chemistry and biology.
They can be considered as material surfaces with a surface energy depending
on the curvature tensor. Usually, mathematical models developed in the litera-
ture consider the dependence of surface energy only on mean curvature with an
added linear term for Gauss curvature. Therefore, for closed surfaces the Gauss
curvature term can be eliminated because of the Gauss–Bonnet theorem. Rosso
and Virga (Proc. Roy. Soc. Lond. A 455:1992 (1999), 4145–4168) considered the
dependence on the mean and Gaussian curvatures in statics and under a restric-
tive assumption of the membrane inextensibility. The authors derived the shape
equation as well as two scalar boundary conditions on the contact line.

In this paper — thanks to the principle of virtual working — the equations
of motion and boundary conditions governing the fluid membranes subject to
general dynamical bending are derived without the membrane inextensibility as-
sumption. We obtain the dynamic “shape equation” (equation for the membrane
surface) and the dynamic conditions on the contact line generalizing the classical
Young–Dupré condition.

1. Introduction

The study of equilibrium, for small wetting droplets placed on a curved rigid sur-
face, is an old problem of continuum mechanics. When the droplets’ size is of
micron range the droplet volume energy can be neglected. The surface energy of
the surface S can be expressed in the form

E =
∫∫

S
σ ds,

where σ denotes the energy per unit surface. Two types of surfaces are present in
physical problems:
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• rigid surfaces (only the kinematic boundary condition is imposed) and

• free surfaces (both the kinematic and dynamic boundary conditions are im-
posed).

We will see the difference between the energy variation in the case of rigid and
free surfaces.

The simplest case corresponds to a constant surface energy σ , but in general, σ
also depends on physical parameters (temperature, surfactant concentrations, etc.
[Gouin 2014a; Rocard 1952; Steigmann and Li 1995]) and geometrical parameters
(invariants of curvature tensor). The last case is important in biology and, in particu-
lar, in the dynamics of vesicles [Alberts et al. 2002; Lipowsky and Sackmann 1995;
Seifert 1997]. Vesicles are small liquid droplets with a diameter of a few tens of mi-
crometers, bounded by an impermeable lipid membrane of a few nanometers thick.
The membranes are homogeneous down to molecular dimensions. Consequently,
it is possible to model the boundary of vesicle as a two-dimensional smooth surface
whose energy per unit surface σ is a function both of the sum (denoted by H ) and
product (denoted by K ) of principal curvatures of the curvature tensor:

σ = σ(H, K ).

In mathematical description of biological membranes, one often uses the Helfrich
energy [1973; Tu 2011]:

σ(H, K )= σ0+
κ

2
(H − H0)

2
+ κK , (1)

where σ0, H0, κ , and κ are dimensional constants. Another purely mathematical
example is the Wilmore energy [1993]:

σ(H, K )= H 2
− 4K .

This energy measures the “roundness” of the free surface. For a given volume, this
energy is minimal in case of spheres. One can also propose another surface energy
in the form

σ = σ0+ h0(H 2
− H 2

0 )
2
+ k0(K − K0)

2,

where σ0, h0, H0, k0, and K0 are dimensional constants. This kind of energy
is invariant under the change of sign of principal curvatures, (i.e., the change of
sign yields H → −H and K → K ). It can thus describe the “mirror buckling”
phenomenon: a portion of the membrane inverts to form a cap with equal but
opposite principal curvatures. It is also a homogeneous function of degree four
with respect to principal curvatures.

The equilibrium for membranes (called “shape equation” by Helfrich) is formu-
lated in numerous papers and references herein [Biscari et al. 2004; Capovilla and
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Guven 2002; Fournier 2007; Helfrich 1973; Napoli and Vergori 2010; Zhong-can
and Helfrich 1989]. The “edge conditions” (boundary conditions at the contact
line) are formulated in few papers and only in statics. In particular, in [Rosso and
Virga 1999] the shape equation and two boundary conditions are formulated for
the general dependence σ(H, K ) under the assumption of the membrane inexten-
sibility. However, the boundary conditions obtained do not contain the classical
Young–Dupré condition for the constant surface energy. In the case where the
energy depends only on H a static generalization of Young–Dupré condition was
derived in [Gouin 2014b].

The aim of our paper is to develop the theory of moving membranes which are
in contact with a solid surface. The surface energy of the membrane will be a
function both of H and K . We obtain a set of boundary conditions on the moving
interfaces (membranes) as well as on the moving edges.

The motion of a continuous medium is represented by a diffeomorphism φ of a
three-dimensional reference configuration D0 into the physical space. In order to
analytically describe the transformation, variables X = (X1, X2, X3)T single out
individual particles corresponding to material or Lagrangian coordinates, where su-
perscript “T ” means the transposition. The transformation representing the motion
of a continuous medium occupying the material volume Dt is

x = φ(t, X) or x i
= φi (t, X1, X2, X3), i = {1, 2, 3},

where t denotes the time and x = (x1, x2, x3)T denote the Eulerian coordinates.
At t fixed, the transformation possesses an inverse and has continuous derivatives
up to the second order (the dependence of the surface energy on the curvature
tensor will regularize the solutions, so the cusps and shocks do not appear).

At equilibrium, the unit normal vector to a static surface ϕ0(x)= 0 is the gradient
of the so-called signed distance function defined as follows. Let

d(x)=


min|x− ξ | if ϕ0 > 0,

0 if ϕ0 = 0,
−min|x− ξ | if ϕ0 < 0,

(2)

where the minimum is taken over points ξ at the surface, and | · | denotes the Eu-
clidean norm. The unit normal vector is

n=∇d(x).

In dynamical problems, the main difficulty in formulating boundary conditions
comes from the fact that one cannot assume that for all time t the unit normal
vector to the surface is the gradient of the signed distance function.

Indeed, if the material surface is moving, i.e., the surface position depends on
time t , the surface points of the continuum medium are also moving and they will
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depend implicitly on x. Let ϕ(t, x)= 0 be the position of the material surface at
time t . Its evolution is determined by the equation

ϕt + uT
∇ϕ = 0, (3)

where u is the velocity of particles at the surface. Equation (3) is the classical
kinematic condition for material moving interfaces. Let us derive the equation for
the norm of ∇ϕ. Taking the gradient of (3) and multiplying by ∇ϕ, one obtains

(|∇ϕ|)t + nT
∇(uT

∇ϕ)= 0, (4)

where n = ∇ϕ/|∇ϕ| is the unit normal vector to surface ϕ(t, x) = 0. It follows
from (4) that, even if initially |∇ϕ| = 1 (i.e., unit normal n is defined at t = 0 as the
gradient of the signed distance function), this property is not conserved in time.

The following definitions and notations are used in the paper. For any vectors
a, b, we write aT b for their scalar product (the line vector is multiplied by the
column vector), and abT for their tensor product (the column vector is multiplied
by the line vector). The last product is usually denoted as a⊗ b. The product of a
second-order tensor A by a vector a is denoted by Aa. Notation bT A means the
covector cT defined by the rule cT

= (AT b)T . The identity tensor is denoted by I .
The divergence of A is covector div A such that, for any constant vector h, one has

(div A)h = div(Ah),

i.e., the divergence of A is a row vector, in which each component is the divergence
of the corresponding column of A. It implies

div(Av)= (div A)v+ tr
(

A
∂v

∂x

)
,

for any vector field v. Here tr is the trace operator. If f is a real scalar function
of x, ∂ f

∂x is the linear form (line vector) associated with the gradient of f (column
vector): ∂ f

∂x = (∇ f )T .
If n is the unit normal vector to a surface, P = I − nnT is the projector on the

surface with the classical properties

P2
= P, PT

= P, Pn= 0, nT P = 0.

For any scalar field f , the vector field v, and second-order tensor field A, the tan-
gential surface gradient, tangential surface divergence, Beltrami–Laplace operator,
and tangent tensors are defined as

vtg = Pv, Atg = P A, ∇tg f = P∇ f,

divtg vtg = tr
(

P
∂vtg

∂x

)
, 1tg f = divtg(∇tg f ),
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and for any constant vector h,

divtg(Atgh)= divtg(Atg)h.

The following relations between surface operators and classical operators applied
to tangential tensors in the sense of previous definitions are valid:

divtg vtg = div vtg+ nT
(
∂n
∂x

)T

vtg, (5)

divtg vtg = nT rot(n× vtg), (6)

divtg Atg = div Atg+ nT
(
∂n
∂x

)T

Atg, (7)

divtg( f vtg)= f divtg vtg+ (∇tg f )T vtg, (8)

divtg( f Atg)= f divtg Atg+ (∇tg f )T Atg, (9)

where rot denotes the curl operator. The proof is straightforward. Indeed, since

∂(nT vtg)

∂x
= nT

(
∂vtg

∂x

)
+ vT

tg

(
∂n
∂x

)
= 0,

one has

divtg vtg = tr
(

P
∂vtg

∂x

)
= div vtg− nT

(
∂vtg

∂x

)
n= div vtg+ nT

(
∂n
∂x

)T

vtg,

which proves relation (5). To prove relation (6), one uses the following identity
valid for any vector fields a and b:

rot(a× b)= a div b− b div a+
∂a
∂x

b−
∂b
∂x

a.

We apply this identity to the vectors a = n and b = vtg. Multiplying on the left
by nT , one obtains relation (6). Relations (7), (8), and (9) are direct consequences
of relation (5).

2. Curvature tensor

The unit normal vector being prolonged in the surface vicinity, we can directly
obtain the expression of its derivative:

∂n
∂x
= P

ϕ′′

|∇ϕ|
,

where ϕ′′ is the Hessian matrix of ϕ with respect to x. One obviously has

nT ∂n
∂x
= 0.
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However, since in dynamics n is not the gradient of the signed distance function,
we cannot have the property

∂n
∂x

n= 0. (10)

The curvature tensor is defined as

R =−P
ϕ′′

|∇ϕ|
P =−

∂n
∂x

P .

Hence, in dynamics

R 6= −
∂n
∂x
.

Let us note that the derivation of the shape equation and boundary conditions in
statics always uses property (10) and the curvature tensor coming from the defini-
tion of the signed distance function. In dynamics, we cannot use these properties
and new tools should be developed.

Tensor R is symmetric and has zero as an eigenvalue:

R = RT , Rn= 0.

In the eigenbasis, tensor R is diagonal:

R =

c1 0 0
0 c2 0
0 0 0

 ,
where c1, c2 are the principal curvatures. The two invariants of curvature tensor R
are

H = c1+ c2, K = c1c2.

Invariant H is the double mean curvature, and invariant K is the Gaussian curvature.
They can also be expressed in the form

H = tr R =− tr
(
∂n
∂x

)
,

2K = (tr R)2− tr(R2)=

[
tr
(
∂n
∂x

)]2

− tr
[(
∂n
∂x

)2]
.

Lemma 1. The following identities are valid:

divtg P = H nT ,

divtg R =∇T
tg H + (H 2

− 2K )nT ,

R2
= H R− K P .
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Proof. First, let us remark that P = Ptg and R = Rtg. One can apply (7) to obtain

divtg P =− div(nnT )+ nT
(
∂n
∂x

)T

P

=−(div n)nT
− nT

(
∂n
∂x

)T

+ nT
(
∂n
∂x

)T

(I − nnT )

=−(div n)nT ,

which proves the first relation. The proof of the second relation is as follows:

div R =− div
(
∂n
∂x

)
+ div

(
∂n
∂x

nnT
)

=−
∂(div n)
∂x

+ div
(
∂n
∂x

n
)

nT
+ nT

((
∂n
∂x

)2)T

=−
∂(div n)
∂x

+ div
(
∂n
∂x

)
nnT
+ tr

((
∂n
∂x

)2)
nT
+ nT

((
∂n
∂x

)2)T

=
∂H
∂x

P + tr
((
∂n
∂x

)2)
nT
− nT

(
∂n
∂x

)T

R.

Consequently,

divtg R =
∂H
∂x

P + tr
((
∂n
∂x

)2)
nT .

Using tr
((
∂n
∂x
)2)
= tr(R2)= H 2

− 2K , we obtain the second relation of the lemma.
Now, the curvature tensor satisfies the Cayley–Hamilton theorem:

R3
− H R2

+ K R = 0.

The minimal polynomial is

R2
− H R+ K P = 0,

which proves the third relation. �

3. Virtual motion

Define a one-parameter family of virtual motions

x =8(t, X, λ)

with scalar λ ∈ O , where O is an open real interval containing zero and such that
8(t, X, 0)= φ(t, X) (the motion of the continuous medium is obtained for λ= 0).
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The virtual displacement of particle X is defined as [Gavrilyuk 2011; Serrin 1959]

δx(t, X)=
∂8(t, X, λ)

∂λ

∣∣∣∣
λ=0
.

In the following, the symbol δ means the derivative with respect to λ at fixed
Lagrangian coordinates X and t , for λ = 0. We will also denote by ζ (t, x) the
virtual displacement expressed as a function of Eulerian coordinates:

ζ (t, x)= ζ (t,φ(t, X))= δx(t, X).

4. Variational tools

We assume that Dt has a smooth boundary St with edge Ct . We respectively denote
by D0, S0, and C0 the images of Dt , St , and Ct in the reference space (of Lagrangian
coordinates). The unit vector n and its image n0 are the oriented normal vectors
to St and S0; the vector t is the oriented unit tangent vector to Ct and n′ = t × n
is the unit binormal vector (see Figure 1). F = ∂φ(t,X)

∂X ≡
∂x
∂X is the deformation

gradient. For the sake of simplicity, we will use the same notations for quantities
as F, n, etc., both in Eulerian and Lagrangian coordinates.

Lemma 2. We have the relations

δ det F = det F div ζ , (11)

δn=−P
(
∂ζ

∂x

)T

n, (12)

δ(F−1n)=−F−1 ∂ζ

∂x
n+ F−1δn, (13)

δ

(
∂n
∂x

)
=
∂δn
∂x
−
∂n
∂x
∂ζ

∂x
. (14)

Proof of relation (11). The Jacobi formula for the determinant is

δ(det F)= det F tr(F−1δF).

Also,

δF = δ
(
∂x
∂X

)
=
∂δx
∂X

.

Then

tr(F−1δF)= tr
(
∂X
∂x

∂δx
∂X

)
= tr

(
∂δx
∂X

∂X
∂x

)
= tr

(
∂ζ

∂x

)
= div ζ . �

Proof of relation (12). Surface ϕ(t, x) = 0 is a material surface. It can be repre-
sented in the Lagrangian coordinates as ϕ(t, x)= ϕ0(X), which implies that δϕ= 0.
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Also,

δ

(
∂ϕ

∂x

)
= δ

(
∂ϕ

∂X
F−1

)
=
∂δϕ

∂x
−
∂ϕ

∂x
∂ζ

∂x
=−

∂ϕ

∂x
∂ζ

∂x
.

Here we used the following expression for the variation of F−1 coming from the
relation F−1 F = I :

δF−1
=−F−1 ∂ζ

∂x
.

One also has

δ|∇ϕ| =
(∇ϕ)T δ∇ϕ

|∇ϕ|
.

Finally, taking the variation of n=∇ϕ/|∇ϕ|, one can obtain

δn= (nT n− I)
(
∂ζ

∂x

)T

n=−P
(
∂ζ

∂x

)T

n. �

Proof of relation (13).

δ(F−1n)= δ(F−1)n+ F−1δn=−F−1 ∂ζ

∂x
n+ F−1δn. �

Proof of relation (14).

δ

(
∂n
∂x

)
= δ

(
∂n
∂X

F−1
)
=
∂δn
∂X

F−1
+
∂n
∂X

δF−1
=
∂δn
∂x
−
∂n
∂x
∂ζ

∂x
. �

We denote by σ the energy per unit area of surface St . The variation of σ is δσ .
This variation depends on the physical problem through the dependence of σ on
geometrical and thermodynamical parameters. For now, we do not need to know
this variation in explicit form; the variation will be given further. The next lemma
gives the variation of the surface potential energy [Gouin 2014a; 2014b].

Lemma 3. Let us consider a material surface St of boundary edge Ct . The varia-
tion of surface energy

E =
∫∫

St

σ ds

is

δE =
∫∫

St

[δσ − (∇T
tgσ + σH nT )ζ ] ds+

∫
Ct

σn′T ζ dl,

where ds, dl are the surface and line measures, respectively.1

1It is interesting to remark that the combination δ̂σ = δσ − (∇T
tgσ)ζ is the variation of σ at fixed

Eulerian coordinates. Indeed, since the symbol δ means the variation at fixed Lagrangian coordinates,
and δ̂ is the variation at fixed Eulerian coordinates, this formula is a natural general relation between
two types of variations [Gavrilyuk and Gouin 1999; Gavrilyuk 2011].
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Proof. We suppose that the unit normal vector field is locally extended in the
vicinity of St . For any vector field w one has

rot(n×w)= n divw−w div n+
∂n
∂x
w−

∂w

∂x
n.

From relation nT n = 1, we obtain nT ∂n
∂x = 0. Using the definition of H (that is,

H =− div n), we deduce on St

nT rot(n×w)= divw+ H nTw− nT ∂w

∂x
n. (15)

The surface energy is given by

E =
∫∫

St

σ |d1x ∧ d2x|,

where di x = ∂x
∂si

dsi (i = 1, 2) and si are curvilinear coordinates on St . This integral
can also be written as

E =
∫∫

St

σ det(n, d1x, d2x)=
∫∫

S0

σ det(F F−1n, Fd10 X, Fd20 X).

Here di0 X = ∂X
∂si0

dsi0 and si0 are the corresponding curvilinear coordinates on S0.
Finally,

E=
∫∫

S0

σ(det F) det(F−1n,d10 X,d20 X)=
∫∫

S0

σ det((det F)F−1n,d10 X,d20 X).

Let us remark that (det F)F−1n is the image of n and is not the normal vector
to S0 because F is not an orthogonal transformation.

One has

δE=
∫∫

S0

δσ det F det(F−1n,d10 X,d20 X)+
∫∫

S0

σδ(det F det(F−1n,d10 X,d20 X)).

Using Lemma 2, one gets∫∫
S0

σδ(det F det(F−1n, d10 X, d20 X))

=

∫∫
St

σ div ζ det(n, d1x, d2x)+ σ det(δn, d1x, d2x)− σ det
(
∂ζ

∂x
n, d1x, d2x

)
=

∫∫
St

(
div(σζ )− (∇Tσ)ζ − σnT ∂ζ

∂x
n
)

ds.

Relation (15) yields

div(σζ )+ σH nT ζ − nT ∂(σζ )

∂x
n= nT rot(σn× ζ ).
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It implies∫∫
S0

σδ(det F det(F−1n, d10 X, d20 X))

=

∫∫
St

−(σH nT
+ (∇Tσ)P)ζ ds+

∫∫
St

nT rot(σn× ζ ) ds.

Since P∇σ ≡∇tgσ , one has∫∫
St

nT rot(σn× ζ ) ds =
∫

Ct

det(t, σn, ζ ) dl =
∫

Ct

σn′T ζ dl,

and we obtain Lemma 3. �

Lemma 4. Let σ be a function of curvature tensor R, or equivalently, a function
of H and K . Then,

∂σ

∂R
= a I + bR with a =

∂σ

∂H
+ H

∂σ

∂K
and b =−

∂σ

∂K
, (16)

where for the sake of simplicity, we indifferently write σ(R) or σ(H, K ). In par-
ticular, this implies

nT ∂σ

∂R
∂n
∂x
= 0. (17)

Proof. Since H = tr R, 2K = (tr R)2− tr(R2), and

∂ tr(Rk)

∂R
= k Rk−1,

one gets
∂σ

∂R
=

(
∂σ

∂H
+ H

∂σ

∂K

)
I −

∂σ

∂K
R.

Since

R =−
∂n
∂x

P and
∂σ

∂R
= a I + bR, (18)

we obtain

nT ∂σ

∂R
∂n
∂x
= anT ∂n

∂x
− bnT

(
∂n
∂x

)2

= 0. �

5. Variation of σ

This is a key part of the paper. The variation of the surface energy per unit area is
obtained in the general case σ = σ(H, K ). The membrane is determined by a sur-
face St having a closed contact line Ct on a rigid surface S= S1∪ S2 (see Figure 1).
The dependence on other parameters such as concentrations of surfactants on the
membranes can further be taken into account as in [Gouin 2014a; Steigmann and
Li 1995].
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St

t
n

n′1
n′n1Ct

S2
S1

A

Figure 1. A drop lies on solid surface S = S1 ∪ S2; St is a free
surface; n1 and n are the external unit normal vectors to S1 and St ,
respectively. Contact line Ct separates S1 and S2, t is the unit
tangent vector to Ct on S. Vectors n′1 = n1× t and n′ = t × n are
the binormals to Ct relative to S and St at point A of Ct , respec-
tively.

Lemma 5. The variation of surface energy σ(R) is given by the relation

δσ =− divtg

(
∂σ

∂R
Rζ + P

∂σ

∂R
δn
)
+ divtg

(
∂σ

∂R
R
)
ζ + divtg

(
P
∂σ

∂R

)
δn. (19)

Proof. Using Lemma 2, we have

δR =−δ
(
∂n
∂x

P
)
=−

(
∂δn
∂x
−
∂n
∂x
∂ζ

∂x

)
P +

∂n
∂x
δ(nnT ).

By taking account of (12) and δ(nnT )= δnnT
+ nδnT , we get

δR =−
∂δn
∂x

P +
∂n
∂x
∂ζ

∂x
P −

∂n
∂x

P
(
∂ζ

∂x

)T

nnT
−
∂n
∂x

nnT ∂ζ

∂x
P .

We deduce

δσ = tr
(
∂σ

∂R
δR
)

= tr
[
∂σ

∂R

(
−
∂δn
∂x

P +
∂n
∂x
∂ζ

∂x
P −

∂n
∂x

P
(
∂ζ

∂x

)T

nnT
−
∂n
∂x

nnT ∂ζ

∂x
P
)]
.

From (17), we get nnT ∂σ
∂R

∂n
∂x

∂ζ
∂x = 0 and nnT ∂σ

∂R
∂n
∂x nnT ∂ζ

∂x = 0.
Consequently, ∂σ

∂R
∂n
∂x P ∂ζ

∂x =−
∂σ
∂R R ∂ζ

∂x , which implies

δσ =− tr
[

P
∂σ

∂R
∂δn
∂x
+
∂σ

∂R
R
∂ζ

∂x

]
=− div

(
P
∂σ

∂R
δn
)
+ div

(
P
∂σ

∂R

)
δn− div

(
∂σ

∂R
Rζ
)
+ div

(
∂σ

∂R
R
)
ζ .
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By taking account of (5), we get

δσ =− divtg

(
P
∂σ

∂R
δn
)
+ divtg

(
P
∂σ

∂R

)
δn− divtg

(
∂σ

∂R
Rζ
)
+ divtg

(
∂σ

∂R
R
)
ζ ,

and relation (19) is proven. �

Now, we have to study term divtg
(

P ∂σ
∂R
)
δn.

Lemma 6. divtg

(
P
∂σ

∂R

)
δn=− divtg

[
P divT

tg

(
P
∂σ

∂R

)
nT ζ

]
+ divtg

[
P divT

tg

(
P
∂σ

∂R

)]
nT ζ − divtg

(
P
∂σ

∂R

)
Rζ .

Proof. Using relation (12), one obtains

divtg

(
P
∂σ

∂R

)
δn=− divtg

(
P
∂σ

∂R

)
P
(
∂ζ

∂x

)T

n

=− divtg

(
P
∂σ

∂R

)
P
[(
∂(nT ζ )

∂x

)T

−

(
∂n
∂x

)T

ζ

]
=− divtg

(
P
∂σ

∂R

)
∇tg(nT ζ )− divtg

(
P
∂σ

∂R

)
Rζ

= divtg

[
P divT

tg

(
P
∂σ

∂R

)]
nT ζ − divtg

(
P
∂σ

∂R

)
Rζ

− divtg

[
P divT

tg

(
P
∂σ

∂R

)
nT ζ

]
. �

Now, from Lemma 3 and (19), we obtain the following fundamental lemma.

Lemma 7. The variation of surface energy E =
∫∫

St
σ ds, where St has an oriented

boundary line Ct with tangent unit vector t and binormal unit vector n′ = t × n, is
given by the relation

δE =
∫∫

St

[
divtg

(
∂σ

∂R
R
)
− divtg

(
P
∂σ

∂R

)
R+ divtg

(
P divT

tg

(
P
∂σ

∂R

))
nT

− σH nT
−∇

T
tgσ

]
ζ ds

+

∫
Ct

n′T
{[
σ I −

∂σ

∂R
R− divT

tg

(
P
∂σ

∂R

)
nT
]
ζ +

∂σ

∂R
P
(
∂ζ

∂x

)T

n
}

dl.

Proof. By taking account of Lemmas 5 and 6, we get

δσ =− divtg

[
∂σ

∂R
Rζ + P

∂σ

∂R
δn+ P divT

tg

(
P
∂σ

∂R

)
nT ζ

]
+

[
divtg

(
∂σ

∂R
R
)
− divtg

(
P
∂σ

∂R

)
R+ divtg

(
P divT

tg

(
P
∂σ

∂R

))
nT
]
ζ .
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By using (6) and Lemma 3 associated with the Stokes formula, and property
n′T P = n′T , we obtain

δE =
∫∫

St

[
divtg

(
∂σ

∂R
R
)
− divtg

(
P
∂σ

∂R

)
R+ divtg

(
P divT

tg

(
P
∂σ

∂R

))
nT

− σH nT
−∇

T
tgσ

]
ζ ds

+

∫
Ct

n′T
{[
σ I −

∂σ

∂R
R− divT

tg

(
P
∂σ

∂R

)
nT
]
ζ −

∂σ

∂R
δn
}

dl.

From Lemma 2 we deduce

−n′T
∂σ

∂R
δn= n′T

∂σ

∂R
P
(
∂ζ

∂x

)T

n,

which proves Lemma 7. �

6. Equations of motion and shape equation

The vesicle occupies domain Dt with a free boundary St which is the membrane
surface, and S1 which belongs to the rigid surface S = S1 ∪ S2. S1 denotes the
footprint of Dt on S, and Ct is the closed edge (contact line) between S1 and S2

(see Figure 1).
We denote by n1 the external unit normal to S1 along contact line Ct . Then

denoting t1 =−t , one has

n′1 = t1× n1 = n1× t.

The surface energy of membrane St is denoted σ . Solid surfaces S1 and S2 have
constant surface energies denoted σ1 and σ2. The geometrical notations are shown
in Figure 1.

One can formulate the virtual work principle in the form [Germain 1973; Gouin
2007]

δAe+ δAi − δE= 0,

where δAe is the virtual work of external forces, δAi is the virtual work of inertial
forces, and δE is the variation of the total energy. The energy E is taken in the
form

E=

∫∫∫
Dt

ρε dv+
∫∫

St

σ ds+
∫∫

S1

σ1 ds,

where specific internal energy ε is a function of density ρ. As we mentioned
before, one can also include in this dependence several scalar quantities which are
transported by the flow (specific entropy, mass fractions of surfactants, etc.). From
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Lemma 2, (11), and the mass conservation law

ρ det F = ρ0(X),

we obtain the variation of the specific energy and density at fixed Lagrangian co-
ordinates in the form

δε =
p
ρ2 δρ with δρ =−ρ div ζ ,

where p is the thermodynamical pressure. Consequently, the variation of the first
term is [Berdichevsky 2009; Gavrilyuk 2011; Serrin 1959]

δ

∫∫∫
Dt

ρε dv = δ
∫∫∫

D0

ρ0ε dv0 =

∫∫∫
D0

ρ0δε dv0

=

∫∫∫
Dt

ρδε dv =−
∫∫∫

Dt

p div ζ dv.

The variation of the surface energy is given in Lemma 3. The third term is the
surface energy of S1 with energy σ1 per unit surface. The virtual work of the
external forces is given in the form

δAe =

∫∫∫
Dt

ρ f T ζ dv+
∫∫

St

T T ζ ds+
∫

Ct

σ2n′T1 ζ ds,

where ρ f is the volume external force in Dt , T is the external stress vector at the
free surface St , and σ2n′1 is the line tension vector exerted on Ct . The last term
on the right-hand side comes from Lemma 3 which can be also applied for rigid
surfaces. Finally,

δAi =−

∫∫∫
Dt

ρaT ζ dv

is the virtual work of inertial force, where a is the acceleration. The virtual work
of forces δT applied to the material volume Dt is defined as

δT=

∫∫∫
Dt

(−ρaT
+ ρ f T

−∇
T p)ζ dv+

∫∫
S1

(p+ H1σ1)nT
1 ζ ds

+

∫∫
St

[
− divtg

(
∂σ

∂R
R
)
+ divtg

(
P
∂σ

∂R

)
R

− divtg

(
P divT

tg

(
P
∂σ

∂R

))
nT
+ (p+ Hσ)nT

+∇
T
tgσ + T T

]
ζ ds

−

∫
Ct

{[
(σ1− σ2)n′T1 + σn′T − n′T divT

tg

(
P
∂σ

∂R

)
nT
− n′T

∂σ

∂R
R
]
ζ

+ n′T
∂σ

∂R
P
(
∂ζ

∂x

)T

n
}

dl. (20)
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As usual, H1 and H are the sum of principle curvatures of surfaces S1 and St ,
respectively. Terms on Dt , S1, St are in separable form with respect to the field ζ .
Expression (20) implies the equation of motion in Dt and boundary conditions
on surfaces S1, St [Schwartz 1966, Chapitre 3]. Virtual displacement ζ must be
compatible with conditions of the problem; for example, S1 is an external surface
to domain Dt and consequently ζ must be tangent to S1. This notion is developed
in [Berdichevsky 2009]. They are presented below.

6.1. Equation of motion. We consider virtual displacements ζ which vanish on
the boundary of Dt . The fundamental lemma of virtual displacements yields

ρa+∇ p = ρ f , (21)

which is the classical Newton law in continuum mechanics.

6.2. Condition on surface S1. Due to the fact that the surface S1 is — a priori —
given, the virtual displacements must be compatible with the geometry of S1. This
means that the nonpenetration condition (slip condition) is verified:

nT
1 ζ = 0. (22)

Constraint (22) is equivalent to the introduction of a Lagrange multiplier P1 into (20)
where ζ is now a virtual displacement without constraint. The corresponding term
on S1 will be modified into∫∫

S1

(p+ H1σ1−P1)nT
1 ζ ds.

Since the variation of ζ on S1 is independent, (20) implies

P1 = p+ H1σ1. (23)

This is the classical Laplace condition allowing us to obtain the normal stress com-
ponent P1n1 exerted by surface S1.

6.3. Extended shape equation. Taking account of (21) and (23), for all displace-
ment ζ on moving membrane St , one has from (20)∫∫

St

[
− divtg

(
∂σ

∂R
R
)
+ divtg

(
P
∂σ

∂R

)
R

− divtg

(
P divT

tg

(
P
∂σ

∂R

))
nT
+ (p+ Hσ)nT

+∇
T
tgσ + T T

]
ζ ds = 0.
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It implies{
p+ Hσ − divtg

[
P divT

tg

(
P
∂σ

∂R

)]}
n

+∇tgσ − divT
tg

(
∂σ

∂R
R
)
+ R divT

tg

(
P
∂σ

∂R

)
+ T = 0. (24)

Equation (24) is the most general form of the dynamical boundary condition on St .
Due to the fact that surface energy σ must be an isotropic function of curvature
tensor R, i.e., a function of two invariants H and K , we obtain (for proof, see the
Appendix) that the vector

∇tgσ − divT
tg

(
∂σ

∂R
R
)
+ R divT

tg

(
P
∂σ

∂R

)
is normal to St and consequently T can be written in the form

T =−Pn.

Here scalar P has the dimension of pressure.
One obtains from (44) (see the Appendix)

Hσ −1tga− b1tg H −∇T
tgb∇tg H − divtg(R∇tgb)

+ (2K − H 2)
∂σ

∂H
− H K

∂σ

∂K
= P− p. (25)

Relation (25) is the normal component of (24).
It is important to underline that (24) is only expressed in the normal direction

to St . This is not the case when surface energy σ also depends on physicochemical
characteristics of St , such as temperature or surfactants. In this last case, Marangoni
effects can appear producing additive tangential terms to St .

Using Lemma 1 (second equation) and expressions of scalars a and b given
by (16), we get the extended shape equation:

H
(
σ − K

∂σ

∂K

)
+ (2K − H 2)

∂σ

∂H
−1tg

∂σ

∂H
− H1tg

∂σ

∂K

−∇
T
tg H∇tg

∂σ

∂K
+ divtg

(
R∇tg

∂σ

∂K

)
= P− p. (26)

Equation (26) was also derived in [Rosso and Virga 1999] under the hypothe-
sis (10) and the assumption of inextensibility of the membrane. Our derivation
does not use these hypotheses. For example, the inextensibility property is not
natural even in the case of incompressible fluids (at fixed volume, the surface of a
three-dimensional body may vary).
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tangent plane to St

t

n

n′1
n′n1tangent plane to S1

Ct

A

θ

Figure 2. Tangent planes to membrane St and solid surface S1:
n1 and n are the unit normal vectors to S and St , external to the
domain of the vesicle; contact line Ct is shared between S and St

and t is the unit tangent vector to Ct relative to n; n′1 = n1 × t
and n′ = t × n are binormals to Ct relative to S and St at point A,
respectively. Angle θ = 〈n′, n′1〉. The normal plane to Ct at A
contains vectors n, n′, n1, n′1.

6.4. Helfrich’s shape equation. The Helfrich energy is given by (1). The shape
equation (26) can immediately be written in the form

σ0 H +
κ

2
(H − H0)[4K − H(H + H0)] − κ1tg H = P− p, (27)

which is the classical form obtained by Helfrich.2

7. Extended Young–Dupré condition on contact line Ct

Let us denote by θ = 〈n′, n′1〉 = π+〈n, n1〉 (mod 2π) the Young angle between S1

and St (see Figure 2).
Due to the fact that Ct belongs to S1, the virtual displacement on Ct is in the

form
ζ = α t +βn′1, (28)

2Let us note that Helfrich considered the vesicle as an incompressible fluid. He also assumed that
the membrane has a total constant area. Then, the virtual work can be expressed as

δT=

∫∫∫
D
ρ f T ζ dv+

∫∫
S

T T ζ ds− δ
∫∫

S
σ ds+ λ0δ

∫∫
S

ds+ δ
∫∫∫

D
p div ζ dv,

where the scalar λ0 is a constant Lagrange multiplier and p is a distributed Lagrange multiplier. The
“shape equation” is similar to (27).
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where α and β are two scalar fields defined on S1. Let us remark that condition (28)
expresses the nonpenetration condition (22) on S1. Moreover, since n, n1, n′1 be-
long to the normal plane to Ct at A (see Figure 2), one has

n= n′1 sin θ − n1 cos θ. (29)

But relation ζ T n1 = 0 implies

P
(
∂ζ

∂x

)T

n1+ P
(
∂n1

∂x

)T

ζ = 0.

Replacing (29) into (20) one has

δT=−

∫
Ct

{[
(σ1− σ2)n′T1 + σn′T − n′T divT

tg

(
P
∂σ

∂R

)
nT
− n′T

∂σ

∂R
R
]
ζ

+ n′T
∂σ

∂R
P
(
∂ζ

∂x

)T

n
}

dl

=−

∫
Ct

{[
(σ1− σ2)n′T1 + σn′T − n′T divT

tg

(
P
∂σ

∂R

)
nT
− n′T

∂σ

∂R
R

+ cos θn′T
∂σ

∂R
P
(
∂n1

∂x

)T]
ζ

+ sin θ n′T
∂σ

∂R
P
(
∂ζ

∂x

)T

n′1

}
dl = 0. (30)

We choose now the virtual displacement in the form ζ = βn′1. One has

∂ζ

∂x
= n′1(∇β)

T
+β

∂n′1
∂x

,

(
∂ζ

∂x

)T

=∇βn′T1 +β
(
∂n′1
∂x

)T

.

Since
( ∂n′1
∂x
)T n′1 = 0, it implies (

∂ζ

∂x

)T

n′1 =∇β.

The integral (30) becomes∫
Ct

{[
(σ1− σ2)n′T1 + σn′T − n′T divT

tg

(
P
∂σ

∂R

)
nT
− n′T

∂σ

∂R
R

+ cos θn′T
∂σ

∂R
P
(
∂n1

∂x

)T]
n′1β + sin θ n′T

∂σ

∂R
P∇β

}
dl = 0. (31)
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Since β and the components of ∇β can be chosen as independent, relation (31)
implies two boundary conditions. The first condition on line Ct is

sin θ n′T
∂σ

∂R
P = 0. (32)

The second condition is[
(σ1− σ2)n′T1 + σn′T − n′T divT

tg

(
P
∂σ

∂R

)
nT

− n′T
∂σ

∂R
R+ cos θ n′T

∂σ

∂R
P
(
∂n1

∂x

)T]
n′1 = 0. (33)

The case sin θ = 0 all along Ct is degenerate. If θ = 0, this corresponds to
a hydrophobic surface (the contact line is absent). If θ = π , this corresponds to
a complete wetting. In the last case n′1 = −n′, n1 = n, and the condition (33)
becomes trivial: σ1− σ2− σ = 0.

The general case corresponds to the partial wetting (sin θ 6= 0). Due to (18),

n′T
∂σ

∂R
P ≡ n′T (a I + bR)P ≡ an′T + bn′T R ≡ n′T

∂σ

∂R
.

Hence, (32) yields

n′T
∂σ

∂R
= 0. (34)

Equation (34) implies (see Lemma 4)

n′T
[(

∂σ

∂H
+ H

∂σ

∂K

)
I −

∂σ

∂K
R
]
= 0.

Consequently, n′ is an eigenvector of R. We denote by cn′ the associated eigenvalue
c2. Then

∂σ

∂H
+ H

∂σ

∂K
= cn′

∂σ

∂K
. (35)

Due to the fact that t is also an eigenvector of R with eigenvalue ct = c1 (t and n′

form the eigenbasis of R along Ct ), we get H = ct + cn′ and the equivalent to the
boundary condition (35) in the form

∂σ

∂H
+ ct

∂σ

∂K
= 0. (36)

From Lemma 4, (16), we immediately deduce

divtg

(
P
∂σ

∂R

)
=∇

T
tga+ (aH + bH 2

− 2bK )nT
+∇

T
tgbR+ b∇T

tg H. (37)
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Due to the fact that n′T n= 0, we obtain

n′T divT
tg

(
P
∂σ

∂R

)
= n′T [∇tga+ R∇tgb+ b∇tg H ] = n′T [∇a+ R∇b+ b∇H ].

Consequently, one obtains the second condition on Ct in the form

σ1− σ2+ σ cos θ − sin θ n′T (∇a+ b∇H + R∇b)= 0. (38)

This is the extended Young–Dupré condition along contact line Ct between mem-
brane St and solid surface S.3

In the case of Helfrich’s energy given by relation (1), we obtain the extended
Young–Dupré condition (38) in the form:

σ1− σ2+ σ cos θ − κ sin θ n′T∇H = 0. (39)

This last condition was previously obtained in [Gouin 2014b].

8. Surfaces of revolution

8.1. Shape equation for the surfaces of revolution. Along a revolution surface,
the invariants of the curvature tensor depend only on s, which is the curvilinear
abscissa of meridian curve denoted by 0 [Aleksandrov and Zalgaller 1967]:

H = H(s), K = K (s).

3The virtual displacement taken in the most general form (28) does not produce new boundary
conditions. Due to the linearity of the virtual work, to prove this property it is sufficient to take
ζ = α t . We obtain

∂ζ

∂x
= t(∇α)T +α

∂ t
∂x
,

(
∂ζ

∂x

)T
n′1 = α

(
∂ t
∂x

)T
n′1.

Since
∂ t
∂x
= cN tT ,

where N is the principal unit normal and c is the curvature along Ct , one obtains(
∂ζ

∂x

)T
n′1 = αct NT n′1

and

sin θ n′T
∂σ

∂R
P
(
∂ζ

∂x

)T
n′1 = αc sin θ n′T

∂σ

∂R
t NT n′1,

which is equal to zero thanks to (34).
Moreover, thanks to (34), we immediately obtain that term[
(σ1− σ2)n′T1 + σn′T − n′T divT

tg

(
P
∂σ

∂R

)
nT
− n′T

∂σ

∂R
R+ cos θ n′T

∂σ

∂R
P
(
∂n1
∂x

)T ]
tα

is vanishing. Hence, new boundary conditions do not appear on Ct .



152 SERGEY GAVRILYUK AND HENRI GOUIN

meridian plane

t = e2

n
n′1

tangent plane to S1

Ct

0

n′ = e1

n1

A

Figure 3. The case of a revolution domain. The line Ct (contact
edge between St and S1) is a circle with an axis which is the rev-
olution axis collinear to n1. The meridian curve is denoted 0;
normal vector n and binormal vector n′ are in the meridian plane
of revolution surface St . We have n′= e1 and t= e2, corresponding
to the eigenvectors of the curvature tensor R at A.

One of the eigenvectors, denoted e1, of the curvature tensor R is tangent to meridian
curve 0 (see Figure 3). Let us remark that for any function f (s), one has

∇tg f =
d f
ds

e1, 1tg f =
d2 f
ds2 .

Indeed, the first equation is the definition of the tangential gradient. The second
equality is obtained as follows:

divtg

(
d f
ds

e1

)
= tr

(
P
∂

∂x

(
d f
ds

e1

))
= tr

(
P

d
ds

(
d f
ds

e1

)
⊗ e1

)
= tr

(
d2 f
ds2 Pe1⊗ e1+ c1(s)

d f
ds

n⊗ e1

)
=

d2 f
ds2 .

The Frénet formula was used here:

de1

ds
= c1n.
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Also,

divtg(R∇tg f )= divtg

(
d f
ds

Re1

)
= divtg

(
d f
ds

c1e1

)
=

d
ds

(
c1

d f
ds

)
.

For surfaces of revolution the shape equation (26) becomes

H
(
σ − K

∂σ

∂K

)
+ (2K − H 2)

∂σ

∂H
−

d2

ds2

(
∂σ

∂H

)
− H

d2

ds2

(
∂σ

∂K

)
−

d H
ds

d
ds

(
∂σ

∂K

)
+

d
ds

(
c1

d
ds

(
∂σ

∂K

))
= P− p.

8.2. Extended Young–Dupré condition for surfaces of revolution. One has along
Ct , t = e2 and n′ = e1. It implies n′T Rt = 0. Also, one has

n′T (∇a+ b∇H + R∇b)=
da
ds
+ b

d H
ds
+ c1

db
ds
.

The Young–Dupré condition (38) becomes

σ1− σ2 cos θ − sin θ
(

da
ds
+ b

d H
ds
+ ct

db
ds

)
= 0.

Since

a =
∂σ

∂H
+ H

∂σ

∂K
, b =−

∂σ

∂K
,

one finally obtains

σ1− σ2 cos θ − sin θ
[

d
ds

(
∂σ

∂H

)
+ cn′

d
ds

(
∂σ

∂K

)]
= 0.

For the Helfrich energy (1) this expression yields

σ1− σ2 cos θ − κ
d H
ds

sin θ = 0.

9. Conclusion

Membranes can be considered as material surfaces endowed with a surface energy
density depending on the invariants of the curvature tensor: σ = σ(H, K ). By
using the principle of virtual working, we derived the boundary conditions on the
moving membranes (“shape equation”) as well as two boundary conditions on the
contact line. In limit cases, we recover classical boundary conditions. The “shape
equation” and the boundary conditions are summarized below in the nondegenerate
case (see (26), (36), and (38)) as the following:
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• The equation for the moving surface St :

H
(
σ − K

∂σ

∂K

)
+ (2K − H 2)

∂σ

∂H
−1tg

∂σ

∂H
− H1tg

∂σ

∂K

−∇
T
tg H∇tg

∂σ

∂K
+ divtg

(
R∇tg

∂σ

∂K

)
= P− p.

• The clamping condition on the moving line Ct :

∂σ

∂H
+ ct

∂σ

∂K
= 0.

Also, (t , n, n′) — which is the Darboux frame — are the eigenvectors of cur-
vature tensor R.

• Dynamic generalization of the Young–Dupré condition on Ct :

σ1− σ2+ σ cos θ − sin θn′T
(
∇tg

(
∂σ

∂H

)
+ (H P − R)∇tg

(
∂σ

∂K

))
= 0.

In the case of Helfrich’s energy the generalization of the Young–Dupré condition
is reduced to (39):

σ1− σ2+ σ cos θ − κ sin θ n′T∇tg H = 0.

The last term, corresponding to the variation of the mean curvature of St in the
binormal direction at the contact line, can dominate the other terms. It could be
interpreted as a line tension term usually added in the models with constant surface
energy [Babak 2004]. It should also be noted that the droplet volume has no effect
in the classical Young–Dupré condition. This is not the case for the generalized
Young–Dupré condition since the curvatures can become very large for very small
droplets (they are inversely proportional to the droplet size). The clamping condi-
tion for the Helfrich energy fixes the value of H on the contact line:

H = H0− ct
κ

κ
.

The new shape equation and boundary conditions can be used for solving dynamic
problems. This could be, for example, the study of the “fingering” phenomenon
appearing as a result of the nonlinear instability of a moving contact line. This
complicated problem will be studied in the future.

Appendix

Since σ = σ(H, K ), we get

∇tgσ =
∂σ

∂H
∇tg H +

∂σ

∂K
∇tgK . (40)
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From (16), we obtain

divtg

(
P
∂σ

∂R

)
=∇

T
tga+ (aH + bH 2

− 2bK )nT
+∇

T
tgbR+ b∇T

tg H. (41)

Also, one has

divtg

(
∂σ

∂R
R
)
= divtg(a R)+ divtg(bR2).

Due to (9), one has

divtg(a R)= (∇T
tga)R+ a∇T

tg H + a(H 2
− 2K )nT ,

divtg(bR2)= divtg[b(H R− K P)]

= ∇
T
tg(bH)R+ bH [∇T

tg H + (H 2
− 2K )nT

] −∇
T
tg(bK )− bK H nT .

Consequently,

divtg

(
∂σ

∂R
R
)
= (∇T

tg(a+ bH))R

+ (a+ bH)∇T
tg H −∇T

tg(bK )+ (aH 2
+ bH 3

− 2aK − 3bH K )nT . (42)

From relations (40), (41), and (42), we deduce

∇tgσ − divT
tg

(
∂σ

∂R
R
)
+ R divT

tg

(
P
∂σ

∂R

)
= (2aK + 3bH K − aH 2

− bH 3)n.

Using (41), one obtains

P divT
tg

(
P
∂σ

∂R

)
=∇tga+ R∇tgb+ b∇tg H.

One deduces

divtg

[
P divT

tg

(
P
∂σ

∂R

)]
=1tga+ divtg(R∇tgb)+ b1tg H +∇T

tgb∇tg H. (43)

From relations (40), (41), and (42), we deduce

∇tgσ − divT
tg

(
∂σ

∂R
R
)
+ R divT

tg

(
P
∂σ

∂R

)
= (2aK + 3bH K − aH 2

− bH 3)n+
∂σ

∂H
∇tg H +

∂σ

∂K
∇tgK

− R∇tg(a+ bH)− (a+ bH)∇tg H +∇tg(bK )+ R∇tga

+ (aH + bH 2
− 2bK )Rn+ R2

∇tgb+ bR∇tg H + T

= 0.
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Using relations Rn = 0, Lemma 1 (identity 3) and expressions of a and b given
by (16), we obtain

∂σ

∂H
∇tg H +

∂σ

∂K
∇tgK − R∇tg(a+ bH)− (a+ bH)∇tg H +∇tg(bK )

+ R∇tga+ (aH + bH 2
− 2bK )Rn+ R2

∇tgb+ bR∇tg H = 0.

Consequently,

∇tgσ − divT
tg

(
∂σ

∂R
R
)
+ R divT

tg

(
P
∂σ

∂R

)
= (2aK + 3bH K − aH 2

− bH 3)n.

Finally, using (43), one obtains[
p+ Hσ −1tga− b1tg H −∇T

tgb ∇tg H − divtg(R∇tgb)

+ (2aK + 3bH K − aH 2
− bH 3)

]
n+ T = 0, (44)

where all tangential terms disappear in the boundary condition on St .
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