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Let G be either the metaplectic double cover of Sp(2n, R), or SO∗(2n),
or SU( p, q). Let g be the complexified Lie algebra of G and let K be a
maximal compact subgroup of G. Let X be one of the Wallach modules
for the pair (g, K ). In other words, X corresponds to a discrete point in
the classification of unitary lowest weight modules with scalar lowest K-
type. The purpose of this paper is to calculate the Dirac cohomology of
X . Our approach is based on the explicit knowledge of the K-types of X .
We establish a bijection between certain K-types Ei of X and certain K̃ -
types Fi of the spin module, where K̃ is the spin double cover of K . The
Dirac cohomology is then realized as the set of Parthasarathy–Ranga-Rao–
Varadarajan components of Ei ⊗ Fi .

1. Introduction

Let G be a connected real reductive Lie group with a Cartan involution 2. We
assume that the group of fixed points of 2, K = G2, is a maximal compact
subgroup of G. We will denote by g = k ⊕ p the Cartan decomposition of the
complexified Lie algebra of G. The classification of the unitary dual of G is a
significant open problem in representation theory. An important necessary con-
dition for unitarity (unitarizability) of a simple Harish-Chandra module X , due
to Parthasarathy [1980], is the Dirac inequality (Proposition 3.3), a byproduct of
studying the action of the Dirac operator D on X ⊗ S where S is a spin module
for the Clifford algebra C(p) ([Parthasarathy 1972; Vogan 1997]; see Section 3 for
details.) If X is unitary, then D is Hermitian (self-adjoint) with respect to a natural
Hermitian inner product, and hence D2

≥ 0 on X⊗S. Writing this inequality more
explicitly leads directly to the Dirac inequality.

While the Dirac inequality is necessary for unitarity, it is by no means sufficient.
A careful analysis of this fact led Vogan [1997] to the notion of Dirac cohomology
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(see also [Huang and Pandžić 2002]). The Dirac cohomology HD(X) of X is
Ker D divided by the intersection Im D∩Ker D. It is a module for the spin double
cover K̃ of K . If X is unitary, we have HD(X) = Ker D = Ker D2, since D is
Hermitian. In particular, the unitary X for which the equation D2

= 0 has nonzero
solutions in X ⊗ S are precisely the ones with nonzero Dirac cohomology. These
representations are extremal in the sense that Dirac inequality becomes equality
on some of the K̃ -types of X ⊗ S. Once such a K̃ -type E is fixed, there are only
a few possible irreducible modules X with HD(X) ⊇ E . Namely, the main result
of [Huang and Pandžić 2002], conjectured by Vogan, says that such E determines
the infinitesimal character of X .

The Dirac cohomology of various classes of representations turned out to be
intimately related with several classical subjects of representation theory like char-
acters and the construction of the discrete series [Huang and Pandžić 2006]. It is
also related to nilpotent Lie algebra cohomology [Huang et al. 2006] and to (g, K )
cohomology [Huang et al. 2009; Pandžić 2004].

Modules with nonzero Dirac cohomology include finite-dimensional modules
with highest weight stable under the Cartan involution [Kostant 1999; 2003; Huang
et al. 2009]. Further examples are Aq(λ) modules with λ stable under the Cartan
involution and sufficiently regular [Huang et al. 2009]; this class of modules in-
cludes the discrete series.

Another class of modules known to have nonzero Dirac cohomology are the
unitary highest (or lowest) weight modules. Their Dirac cohomology is in principle
known by results in [Huang et al. 2006] and [Enright 1988]. In the first of these
papers we showed that the Dirac cohomology is in some sense equal to the p+

cohomology, which was in turn determined by Enright. (Recall that the K -module
p breaks up as p+⊕p− since the pair (g, k) is now Hermitian symmetric.) Enright’s
description is quite complicated and abstract; but in [Huang et al. 2006] we showed
that the Dirac cohomology can be viewed as a space of harmonic representatives of
the p+ cohomology, so one can hope for a more explicit and concrete description.

The goal of this paper is to determine the Dirac cohomology of certain unitary
lowest weight modules as directly and explicitly as possible. The modules we con-
sider are the Wallach representations of the symplectic, orthogonal and indefinite
unitary groups. Wallach modules are named after Nolan Wallach, who constructed
them in the algebraic setting [1979]; they were recovered in the analytic setting
in [Vergne and Rossi 1976].1 Together with the trivial module, Wallach modules
form the discrete part in the classification of all unitary lowest weight modules
with scalar lowest K -type [Enright et al. 1983].

The lowest weights of Wallach modules are of the form ckζ . Here k is an integer
between 1 and r − 1, where r is the split rank (real rank) of G. The constant c is

1Wallach’s priority is confirmed in the introduction of Vergne and Rossi’s paper.
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1
2 in the symplectic case, 2 in the orthogonal case and 1 in the unitary case, while
ζ is the fundamental weight of g orthogonal to the roots of k.

The Wallach representations are also important in invariant theory and the theory
of reductive dual pairs [Howe 1989; 1995]. These modules can be realized as theta
lifts of the trivial representation in compact dual pair correspondences. Further-
more, they arise in the study of the geometry of nilpotent orbits [Nishiyama et al.
2001, Section 7]. They are also important in another approach to the classification
of unitary lowest weight modules [Adams 1987]: they are the basic ones from
which all others can be obtained by cohomological induction. Finally, they appear
in mathematical physics: they are related to the generalized hydrogen atom and to
generalized MICZ-Kepler problems [Meng 2008; 2007; 2010].

We note that the continuous family of unitary highest weight modules are full
generalized Verma modules. As such they are also Aq(λ)-modules for the maximal
parabolic subalgebra q = k⊕ p− of g. Therefore their Dirac cohomology can be
calculated using the methods and results of [Huang et al. 2009]. This is another
reason we focus our consideration on Wallach representations.

In the symplectic case, together with each Wallach module V+k (k=1, . . . , r−1,
where r is the real rank of G), we study another unitary lowest weight module
V−k , with nonscalar lowest K -type. For example, the even half of the oscillator
representation is the Wallach module V+1 , and the odd half is V−1 . Studying V−k
together with V+k requires no additional work, and moreover, replacing the Wallach
module with Vk = V+k ⊕V−k makes our main result stated below more uniform. We
provide a detailed description of Wallach representations, as well as of the modules
V−k in the symplectic case, in Section 2.

Let us introduce some standard notation. Let t be the common Cartan subalgebra
of g and k. We choose positive roots for g and k with respect to t in such a way
that

(1.1) 1+(g, t)=1+(k, t)∪1(p+),

where1(p+) denotes the set of t-weights of p+. As usual, we denote by ρ the half
sum of roots in 1+(g, t), by ρc the half sum of roots in 1+(k, t), and by ρn the
half-sum of roots in1(p+). Let WG and WK be the Weyl groups of (g, t) and (k, t)
respectively. For any k-dominant weight µ ∈ t∗, we denote by Eµ the irreducible
finite-dimensional k-module with highest weight µ.

We are now ready to state our main result.

Theorem 1.2. Let G be the metaplectic double cover of Sp(2n,R); or SO∗(2n);
or SU(p, q). Let X be one of the Wallach modules for the corresponding pair
(g, K ), or in the symplectic case, the direct sum of the Wallach module V+k with
the associated module V−k . Denote by 3 ∈ t∗ the g-dominant representative of the
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infinitesimal character of X. If 31, . . . , 3m are the WG-translates of 3 which are
dominant and regular for k, then

HD(X)=
m⊕

i=1

E3i−ρc .

In the rest of the introduction we explain our strategy for proving Theorem 1.2
and comment on its extensions. It will become clear from general results about
Dirac cohomology that any irreducible K̃ -submodule of HD(X) must be of the
form E3i−ρc . Thus, our task will be to show that each E3i−ρc , in fact, appears with
multiplicity one. In order to do this, we will first demonstrate in Proposition 3.4
that any K̃-submodule of X ⊗ S appearing in HD(X) must be the Parthasarathy–
Ranga-Rao–Varadarajan (PRV) component of the tensor product of a K-type of
X and a K̃-type of the spin module S. The rest of the paper is then devoted to
case-by-case calculations showing that for each i , there is in fact a unique K-type
Eµi ⊂ X and a unique K̃-type Eσi ⊂ S such that E3i−ρc is the PRV component of
Eµi ⊗ Eσi .

We will determine µi and σi very explicitly from the shortest element wi of WG

such that wi3=3i . We denote by WX the set of all wi for i = 1, . . . ,m. We will
prove the following version of Theorem 1.2.

Theorem 1.3. In the setting of Theorem 1.2, let WX be the collection of the shortest
element wi of WG such that wi3=3i . Then

HD(X)=
⊕
w∈WX

Ew3−ρc .

Moreover, for each w ∈ WX there is a unique K-type Eµ(w) of X , appearing in
X with multiplicity one, and a unique K̃-type Eσ(w) of S, such that Ew3−ρc is the
PRV component of Eµ(w)⊗ Eσ(w).

In each of the cases we are considering, all ingredients of Theorem 1.3 will be
made completely explicit. See Theorems 4.3, 5.2 and 7.6. We actually prefer the
formulation of Theorem 1.3 because in other known cases, Dirac cohomology is
usually expressed as a sum over a subset of the Weyl group.

Finally, we note that there are several other Hermitian cases which are not con-
sidered in this paper: the cases of O(2,m) and the exceptional cases E III and E
VII [Enright et al. 1983]. In each of these cases we have obtained a result analo-
gous to Theorem 1.3. Note that there is only one Wallach module for O(2,m),
which can be constructed using the noncompact dual pair Sp(2,R) × O(p, 2)
in Sp(2(p + 2),R). It is the theta-lift of the trivial representation of Sp(2,R).
This is a special case of theta-lifting for the dual pair Sp(2k,R) × O(p, q) in
Sp(2k(p + q),R), considered in [Zhu and Huang 1997]. There is one Wallach
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module for the exceptional case E III and two Wallach modules for E VII. We do
not include these cases here to keep this paper to a reasonable size and we do plan
to consider them together with the general cases of noncompact dual pairs listed
in [Nishiyama et al. 2001, Section 3, Table 1].

2. A description of Wallach representations

Let g0 be one of the simple real Lie algebras sp(2n,R), so∗(2n,R) or su(p, q). Let
g0= k0⊕p0 be a Cartan decomposition of g0, and let g= k⊕p be the complexified
Cartan decomposition. Since the pair (g, k) is Hermitian, p decomposes as p+⊕p−

as a k-module, and we fix such a decomposition.
As in the introduction, let t be a common Cartan subalgebra for g and k. We

choose systems of positive roots for g and k with respect to t so that (1.1) holds.
Below we will make explicit choices in each of the three cases.

Let ζ be the fundamental weight of g which is orthogonal to all the roots of k.
Furthermore, let c = 1

2 if g0 = sp(2n,R), c = 2 if g0 = so∗(2n,R) and c = 1 if
g0 = su(p, q). Finally, let r be the split rank (real rank) of g0. In other words,
r is the dimension of a maximal abelian subspace of p0. It is well known (see
[Knapp 2002, p. 107], for example) that r = n if g0 = sp(2n,R), r = [n/2] if
g0 = so∗(2n,R) and r =min(p, q) if g0 = su(p, q).

For an integer k such that 1≤ k < r , the k-th Wallach representation is the uni-
tary lowest weight representation with lowest weight kcζ . This definition is taken
from [Enright and Willenbring 2004, 1.4] except that they consider highest and not
lowest weight modules, which corresponds to exchanging the roles of p+ and p−

and introducing a minus sign on the weights. The same highest weight modules are
described in a slightly different fashion in [Enright et al. 1983, Section 5], where
it is shown that these modules together with the trivial module form the discrete
part of the classification of unitary highest weight modules with one dimensional
lowest K-type. (Note that since ζ is orthogonal to all the roots of k, kcζ is indeed
the weight of a one-dimensional k-module.)

We will now describe the Wallach modules more explicitly in each of the three
cases. To do this, we also review some well known structural facts.

We start with the symplectic case, g0 = sp(2n,R). In this case, both g =

sp(2n,C) and k= gl(n,C) have rank n. So if t is a common Cartan subalgebra of
g and k, both t and its dual can be identified with Cn . It is standard to choose the
positive compact roots to be ei−e j for 1≤ i < j ≤ n, and the positive noncompact
roots to be ei + e j for i < j and 2ei , i = 1, . . . , n. If we as usual denote by ρ and
ρc the half sums of the positive roots for g respectively for k, and by ρn = ρ − ρc
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the half sum of the noncompact positive roots, then we see

ρ = (n, . . . , 1), ρc =

(n−1
2
, . . . ,−

n−1
2

)
, ρn =

(n+1
2
, . . . ,

n+1
2

)
.

(The entries of ρc and ρ decrease by one, while those of ρn are constant.)
The Weyl group WK consists of permutations of the variables, while WG also

contains arbitrary sign changes of the variables. The fundamental chamber for g is
given by the inequalities x1 ≥ x2 ≥ · · · ≥ xn ≥ 0, while the fundamental chamber
for k is given by x1 ≥ x2 ≥ · · · ≥ xn . (These are the closed fundamental chambers;
the open ones are given by strict inequalities.)

The simple roots corresponding to our choice of positive roots are ei − ei+1,
for i = 1, . . . , n − 1, and 2en . It follows that in this case ζ = (1, 1, . . . , 1) and
consequently the lowest weight of the k-th Wallach representation is(k

2
,

k
2
, . . . ,

k
2

)
.

This is also the (only) weight of the lowest K-type of the k-th Wallach module.
The infinitesimal character is obtained by subtracting ρ from the lowest weight.
We conjugate the result to the positive Weyl chamber for g and obtain

(2.1) 3=
(

n− k
2
, n−1− k

2
, . . . ,

k
2
,

k
2
−1, k

2
−1, k

2
−2, k

2
−2, . . .

)
,

which ends with 1, 1, 0 if k is even and with 1
2 ,

1
2 if k is odd.

We will also need to describe other K-types of Wallach modules. An explicit
description can be found for example in [Nishiyama et al. 2001, Corollary 6.3]. The
result is that all K-types appear with multiplicity one, and their highest weights are

(2.2)
(k

2
,

k
2
, . . . ,

k
2

)
+ (d1, d2, . . . , dk, 0, . . . , 0),

for arbitrary even integers d1 ≥ · · · ≥ dk ≥ 0.
The proof of this fact relies on a construction of Wallach representations via

Howe duality. The relevant dual pair here is

Sp(2n,R)× O(k)⊂ Sp(2nk,R).

This dual pair construction is in turn related to invariant theory, more specifically
the first and second fundamental theorems of invariant theory, as described in
[Howe 1989] and [Howe 1995, Chapters 2 and 3]. Another relevant reference
is [Kashiwara and Vergne 1978]. In the following we outline the setting of this
approach.

Let Mn,k be the complex vector space of n×k matrices with the linear action of
the orthogonal group O(k) by the right matrix multiplication. This action induces
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an action of O(k) on the algebra P(Mn,k) of polynomial functions on Mn,k by
algebra automorphisms. Let

V+k = P(Mn,k)
O(k)

be the subalgebra of the O(k)-invariants in P(Mn,k). Then V+k can be expressed as
a quotient of the algebra P(S2(Cn)) of polynomial functions by the determinantal
ideal of rank k. The symplectic Lie algebra sp(2n,R) acts on P(Mn,k) by poly-
nomial coefficient differential operators. This action commutes with the action of
O(k), and hence V+k acquires the structure of a module for sp(2n,R) and hence
also for g= sp(2n,C). Furthermore, this module is the Harish-Chandra module of
an irreducible unitary representation of the metaplectic double cover S̃p(2n,R) of
Sp(2n,R).2 This representation of S̃p(2n,R) is called the theta-lift of the trivial
representation of O(k). The corresponding (g, K ) module V+k is also referred to
as the theta-lift of the trivial representation of O(k).

In this setting it is not too difficult to prove that the K-types of V+k are indeed
given by (2.2). See [Nishiyama et al. 2001, Section 6] for more details.

It will be good for our purposes to study the Wallach representation V+k together
with another module V−k , which is obtained as the theta-lift of the sign represen-
tation of O(k), that is, as the isotypic component of the sign representation O(k)
on P(Mn,k). Its K-types are given again by (2.2), but now d1 ≥ · · · ≥ dk ≥ 1 are
arbitrary odd integers. The module V−k is another unitary lowest weight module.
However its lowest K-type is not scalar, as it has highest weight(k

2
+1, . . . , k

2
+1, k

2
. . . ,

k
2

)
,

with the first k entries equal, and the last n−k entries also equal. We will be able to
find Dirac cohomology of V−k simultaneously with V+k , with no additional work.
Moreover, replacing the Wallach module V+k with the module Vk = V+k ⊕V−k , will
actually make our results more uniform when compared with the orthogonal and
unitary case, where we do not have analogs of V−k . The module Vk can be described
as the subalgebra of the invariants of the special orthogonal group SO(k) acting on
P(Mn,k).

To conclude the discussion of the symplectic case, we mention that for k = 1,
V+1 and V−1 are respectively the even and odd oscillator (Weil, metaplectic) repre-
sentations of S̃p(2n,R).

We now consider the orthogonal case, g0 = so∗(2n,R). The Lie algebras g =

so(2n,C) and k = gl(n,C) both have rank n, and we choose a common Cartan
subalgebra t in both of them. Both t and t∗ are identified with Cn . We choose the

2In particular, this means that the relevant K here is not U (n) which is the maximal compact
subgroup of Sp(2n,R), but the double cover of U (n) which is the maximal compact subgroup of
S̃p(2n,R). This is reflected by the possible presence of half integers in the expression (2.2).
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positive compact roots to be ei−e j for 1≤ i < j ≤ n, and the noncompact positive
roots to be ei + e j for 1≤ i < j ≤ n. Thus

ρ = (n−1, . . . , 0), ρc =

(n−1
2
, . . . ,−

n−1
2

)
, ρn =

(n−1
2
, . . . ,

n−1
2

)
.

(The entries of ρc and ρ decrease by one, while those of ρn are constant.)
The Weyl group WK consists of permutations of the variables, while WG also

contains arbitrary sign changes of even number of the variables. The fundamental
chamber for g is given by the inequalities x1 ≥ x2 ≥ · · · ≥ xn−1 ≥ |xn|, while the
fundamental chamber for k is given by x1 ≥ x2 ≥ · · · ≥ xn . (These are the closed
fundamental chambers; the open ones are given by strict inequalities.)

The simple roots corresponding to our choice of positive roots are ei −ei+1, for
i = 1, . . . , n− 1, and en−1+ en . It follows that in this case ζ =

(1
2 ,

1
2 , . . . ,

1
2

)
, so

the lowest weight of the k-th Wallach representation Vk , k = 1, 2, . . . , [n2 ], is

(k, k, . . . , k).

This is also the (only) weight of the lowest K-type of Vk . The infinitesimal char-
acter is obtained by subtracting ρ from the lowest weight. We conjugate the result
to the positive Weyl chamber for g and obtain

(2.3) (n−k−1, n−k−2, . . . , k+1, k, k, k−1, k−1, . . . , 1, 1, 0).

Note that n− k− 1≥ k+ 1, so there is at least one nonrepeated entry before k, k.
All K-types of Vk are of multiplicity one, and their highest weights are

(2.4) (k, . . . , k)+ (d1, d1, d2, d2, . . . , dk, dk, 0, . . . , 0),

for arbitrary integers d1 ≥ · · · ≥ dk ≥ 0. See, for example, Corollary 6.9 of
[Nishiyama et al. 2001]. This follows from the fact that each Vk is the theta-
lift of the trivial representation of the compact factor Sp(2k) of the dual pair
SO∗(2n,R) × Sp(2k) ⊂ Sp(4nk,R). Each Vk is the Harish-Chandra module of
a unitary representation of SO∗(2n,R).

Finally, let us consider the case g0 = u(p, q). It is slightly more convenient
to work with g0 = u(p, q), which leads easily to the desired conclusion for g0 =

su(p, q).
The Lie algebras

g= u(p, q)C = gl(p+ q,C),

k= (u(p)× u(q))C = gl(p,C)× gl(q,C)

are both of rank n = p + q . Let t be a Cartan subalgebra of both g and k. Then
both t and t∗ can be identified with Cn . We choose the positive roots for t in g to
be ei − e j , 1 ≤ i < j ≤ n. Among them, the compact ones are those for which
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either 1 ≤ i < j ≤ p or p+ 1 ≤ i < j ≤ n, while the noncompact ones are those
for which 1≤ i ≤ p and p+ 1≤ j ≤ n. Thus

ρ = 1
2

(
p+q−1, p+q−3, . . . ,−(p+q−1)

)
,

ρc =
1
2

(
p−1, p−3, . . . ,−(p−1) | q−1, q−3, . . . ,−(q−1)

)
,

ρn =
1
2(q, . . . , q | −p, . . . ,−p).

(We will often separate the first p coordinates from the last q coordinates by a bar).
The Weyl group WG consists of all permutations of n = p+ q elements, while

WK consists of those permutations that permute separately the first p elements
and the last q elements. The closed fundamental chamber for g consists of all
(x1, . . . , x p+q) such that x1≥· · ·≥ x p+q , while the closed fundamental chamber for
q consists of all (x1 . . . , x p | y1, . . . , yq) such that x1 ≥ · · · ≥ x p and y1 ≥ · · · ≥ yq .

To describe the Wallach representations, we first note that the simple roots cor-
responding to our choice of positive roots are ei − ei+1, i = 1, . . . , n − 1. All of
these are compact except for ep − ep+1. It follows that ζ = (a, . . . , a | b, . . . , b)
for some a and b such that a− b= 1. For g0 = su(p, q) it would also be required
that pa + qb = 0, so it would follow that a = p/n and b = −q/n. The lowest
weights of the Wallach modules Vk , k = 1, 2, . . . ,min(p, q)− 1, would then be(kp

n
, . . . ,

kp
n

∣∣∣−kq
n
, . . . ,−

kq
n

)
.

For g0=u(p, q)we can however simplify the lowest weight by twisting the module
by central character (k(p−q))/2n(1, . . . , 1), and thus work with the lowest weight
of the form (k

2
, . . . ,

k
2

∣∣∣−k
2
, . . . ,−

k
2

)
.

This twisting of course does not change the modules very much, and we will
call the twisted modules the Wallach modules for u(p, q) and denote them by
Vk , k = 1, 2, . . . ,min(p, q)− 1.

To obtain the infinitesimal character of Vk , we as usual subtract ρ from the
lowest weight. This has the following g-dominant representative:

(2.5) 3= 1
2(p+q−1−k, p+q−3−k, . . . , p−q+1+k,

p−q−1+k, p−q−1+k, . . . , p−q+1−k, p−q+1−k,

p−q−1−k, p−q−3−k, . . . ,−p−q+1+k).

Here after multiplying by 1
2 the first row consists of q − k coordinates decreasing

by 1
2 ·2= 1, the second row consists of k pairs of equal coordinates with the value

of each pair being 1 less than the value of the previous pair, and the third row
consists of p− k coordinates decreasing by 1.
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All K-types of Vk are of multiplicity one, and their highest weights are

(2.6)
(k

2
, . . . ,

k
2

∣∣∣−k
2
, . . . ,−

k
2

)
+ (d1, . . . , dk, 0, . . . , 0

∣∣∣ 0, . . . , 0,−dk, . . . ,−d1),

for arbitrary integers d1≥· · ·≥dk≥0. See for example Corollary 6.7 of [Nishiyama
et al. 2001]. This follows from the fact that each Vk is the theta-lift of the trivial
representation of the compact factor U (k) of the dual pair

U (p, q)×U (k)⊂ Sp(2(p+ q)k,R).

Each Vk is the Harish-Chandra module of a unitary representation of the double
cover of U (p, q) defined as the preimage of U (p, q) in the metaplectic double
cover of Sp(2(p+ q)k,R).

3. Preliminaries on Dirac cohomology

In this section we review basic facts about Dirac cohomology with emphasis on
the special Hermitian setting we are considering in this paper. For more details,
see [Huang and Pandžić 2006, Chapter 3].

Let G be a connected real reductive Lie group with Cartan involution 2 and
assume that K = G2 is a maximal compact subgroup of G. Let g = k ⊕ p be
the Cartan decomposition of the complexified Lie algebra of G corresponding to
2. We fix a nondegenerate invariant symmetric bilinear form B on g, equal to the
Killing form on the semisimple part of g.

Let U (g) be the universal enveloping algebra of g and let C(p) be the Clifford
algebra of p with respect to B. The Dirac operator D ∈U (g)⊗C(p) is defined as

D =
∑

i

bi ⊗ di ,

where bi is a basis of p, and di is the dual basis with respect to B. It is easy to check
that D does not depend on the choice of the basis bi and moreover it is K -invariant
for the diagonal action of K given by adjoint actions on both factors.

In the Hermitian setting, the k-module p decomposes as p+⊕ p−, where p± are
isomorphic as modules for the semisimple part of k, while the center of k acts on
them by dual characters. Let m= dim p+= dim p−. We now choose the basis bi in
the following way. Let 1(g) be the set of roots of the compact Cartan subalgebra t

in g. Let1+(g) denote a fixed choice of positive roots which is compatible with p+,
that is, the noncompact positive roots are exactly the t-weights α1, . . . , αm of p+.
For each αi we choose a root vector ei . Let fi be the root vector for the root −αi

such that B(ei , fi )= 1. Then for the basis bi of p we choose e1, . . . em; f1, . . . fm .
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The dual basis is then f1, . . . fm; e1, . . . em , and hence

D =
m∑

i=1
ei ⊗ fi + fi ⊗ ei .

Let X be a (g, K )-module. To get a module for the algebra U (g)⊗ C(p), we
tensor X with an irreducible (spin) module S for C(p). In the Hermitian case, p is
even-dimensional, hence there is only one irreducible C(p)-module up to isomor-
phism, and it can be constructed as S =

∧
p+.

Now X⊗ S is a (U (g)⊗C(p), K̃ ) module, where K̃ is the spin double cover of
K , that is, the pullback of the double cover Spin(p0)→ SO(p0) by the action map
K → SO(p0). The action of U (g)⊗C(p) on X⊗ S is the obvious one, and K̃ acts
on both factors, on X through K and on S through the spin group Spin(p0)⊂C(p).
The copy of k in U (g)⊗C(p) corresponding to K̃ is

k1 =
{
Y ⊗ 1+ 1⊗α(Y )

∣∣ Y ∈ k
}
.

Here α is the complexification of the map k0 → so(p0) ∼=
∧2 p0 ↪→ C(p0) given

by the adjoint action followed by the skew symmetrization.
Now the Dirac operator D acts on X⊗ S, and the Dirac cohomology of X is the

K̃ -module
HD(X)= Ker D/(Im D ∩Ker D).

If X is unitary, then it is well known that D is self-adjoint with respect to the inner
product on X ⊗ S induced by the invariant inner product on X and the usual inner
product on S (see [Wallach 1988, p. 367] or [Huang and Pandžić 2006, p. 63].) It
follows that Ker D ∩ Im D = 0, and hence

HD(X)= Ker D = Ker D2.

We will now summarize some earlier results. We denote by Eγ the irreducible
K̃ -module with highest weight γ ∈ t∗.

Theorem 3.1 [Huang and Pandžić 2002]. Let X be an irreducible unitary (g, K )-
module with infinitesimal character3∈ t∗. Assume that the K̃ -module Eγ appears
in X ⊗ S. Then the following are equivalent:

(1) the γ -isotypic component of X ⊗ S is contained in HD(X);

(2) 3 is conjugate to γ + ρc under the Weyl group WG =W (g, t);

(3) ‖3‖ = ‖γ + ρc‖.

The implication (1) ⇒ (2) is true without the unitarity assumption. This is
one of the main results of [Huang and Pandžić 2002], conjectured by Vogan. The
implication (2) ⇒ (3) is obvious. Let us briefly recall why (3) implies (1). By
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[Parthasarathy 1972] (see [Huang and Pandžić 2006, Proposition 3.1.6]),

(3.2) D2
=−(�g+‖ρ‖

2)+ (�k1 +‖ρc‖
2).

Here �g is the Casimir element of U (g) and �k1 is the Casimir element of U (k1).
Since �g acts on X by the scalar ‖3‖2−‖ρ‖2 and �k1 acts on a K̃-type Eγ by the
scalar ‖γ+ρc‖

2
−‖ρc‖

2, we see that D2
=0 on the isotypic component (X⊗S)(γ )

if and only if ‖3‖ = ‖γ + ρc‖.
Another useful consequence of the fact that D is self-adjoint for unitary X , and

hence D2
≥ 0, is Parthasarathy’s Dirac inequality:

Proposition 3.3 [Parthasarathy 1980, Lemma 2.5]. Let X be a unitary (g, K )-
module with infinitesimal character 3 ∈ t∗. Let Eγ be any K̃ -type contained in
X ⊗ S. Then

‖3‖ ≤ ‖γ + ρc‖.

This simply follows from writing out the inequality D2
≥ 0 on the isotypic

component (X ⊗ S)(γ ), using (3.2).
The following remark will be useful for our calculations.

Proposition 3.4. Let X be an irreducible unitary (g, K )-module with infinitesimal
character 3. Assume that HD(X) contains a K̃ -type

Eγ ⊂ Eµ⊗ Eσ ⊂ X ⊗ S,

where Eµ ⊂ X and Eσ ⊂ S. Then Eγ is the PRV component of Eµ⊗ Eσ , that is, γ
is conjugate to σ plus the lowest weight of Eµ under the Weyl group WK of k.

Proof. By Proposition 3.3, for any Eγ ′ ⊂ X ⊗ S, we have

‖γ ′+ ρc‖ ≥ ‖3‖.

Moreover, since D2
= ‖γ ′ + ρc‖

2
− ‖3‖2 on Eγ ′ , and D2

≥ 0, the expression
‖γ ′+ρc‖ is the smallest possible when γ ′ = γ . In particular, this is true for all γ ′

such that Eγ ′ is contained in Eµ⊗Eσ , which means that Eγ is the PRV component
of Eµ⊗ Eσ [Parthasarathy et al. 1967; Wallach 1988, 9.1.6]. �

We can now describe the setting for calculating Dirac cohomology of an irre-
ducible unitary (g, K ) module X more precisely. We are looking for K̃ -types Eγ
in X ⊗ S such that γ + ρc is conjugate to the infinitesimal character 3 of X by
some w ∈ WG . We can assume that 3 is g-dominant. The following obvious fact
will be useful.

Proposition 3.5. The only possible K̃ -types in HD(X) are of the form Ew3−ρc ,
with w ∈ WG such that w3 is dominant regular for k. In particular, w is in W 1,
where W 1

⊂WG consists of those w that take the fundamental Weyl chamber for g

into the fundamental Weyl chamber for k.



DIRAC COHOMOLOGY OF WALLACH REPRESENTATIONS 175

Each coset of WK in WG contains exactly one element of W 1. In particular, W 1

has |WG |/|WK | elements.
On the other hand, it is well known (see [Wallach 1988] or [Huang and Pandžić

2006, Section 2.3], for instance) that the spin module S for k decomposes as

S =
⊕
σ∈W 1

Eσρ−ρc .

Thus we see that for a K -type Eµ of X and a K̃ -type Eσρ−ρc of S, the PRV com-
ponent of Eµ⊗ Eσρ−ρc will contribute to HD(X) if and only if

w3− ρc = (σρ− ρc+µ
−)′.

Here µ− denotes the lowest weight of Eµ, and (σρ − ρc + µ
−)′ denotes the k-

dominant WK -conjugate of σρ − ρc +µ
−. This will be the starting point for our

calculations. It will turn out that the calculation is slightly simpler if we add ρn to
both sides of the equation:

(3.6) w3− ρc+ ρn = (σρ− ρc+ ρn +µ
−)′.

Note that since ρn is WK -invariant, it is legitimate to put it inside the parentheses
on the right side.

To end this section, let us note that for unitary lowest weight modules the Dirac
cohomology never vanishes.

Proposition 3.7. Let X be an irreducible unitary lowest weight (g, K )-module
with lowest K -type Eµ. Then Eµ ⊗ C · 1 ⊂ X ⊗ S is contained in HD(X). In
particular, HD(X) is not zero.

Proof. This is straightforward: both Eµ ⊂ X and C · 1 ⊂ S are annihilated by all
fi ∈ p−. Thus every term of D =

∑
ei ⊗ fi + fi ⊗ ei kills Eµ⊗C · 1. �

4. The case of sp(2n, R)

We are going to use the facts about the structure of the pair (g, k) which we re-
viewed in Section 2. Besides that, we also need to describe the subset W 1

⊂ WG

consisting of those w ∈ WG which conjugate the fundamental chamber for g into
the fundamental chamber for k. Alternatively, W 1 can be described as the set of
the minimal length representatives of the left WK -cosets in WG .

In the symplectic case, W 1 may be parametrized by Zn
2 . Namely, for any choice

of sign changes ε = (ε1, . . . , εn), there is a unique permutation τ of the variables
such that for any g-dominant (x1, . . . xn), τ(ε1x1, . . . , εnxn) is k-dominant. We will
be slightly imprecise and identify ε with the corresponding element of W 1.

Recall that the modules we are interested in are Vk = V+k ⊕ V−k , where k in an
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integer such that 1 ≤ k ≤ n − 1. The infinitesimal character of Vk was given in
(2.1). We now rewrite it as

(4.1) 3=
(k

2
+n−k, k

2
+n−k−1, . . . , k

2
,

k
2
−1, k

2
−1, k

2
−2, k

2
−2, . . .

)
,

ending in the same way as before, by 1, 1, 0 if k is even and by 1
2 ,

1
2 if k is odd.

By Proposition 3.5, any w involved in (3.6) must put a minus on exactly one
member of each pair of repeated coordinates. It does not matter which of the two
gets a minus, since w3 will be the same in each case. In other words, we see that

w = ε1ε2 . . . εn−k+1(±∓)(±∓) . . . (±∓)(±),

where each of the pairs in parentheses can be (+−) or (−+), while the last sign
(±) appears when k is even. All such choices give the same w3, which is thus
determined by the sequence ε1ε2 . . . εn−k+1. We will therefore work only with w
of the form

(4.2) w = ε1ε2 . . . εn−k+1(+−)(+−) . . . (+−)(+).

This means that of all possible w defining the same weight w3 we choose the
shortest one. Namely, each time when we have (−+) instead of (+−), it requires
an additional transposition to keep g-dominant weights k-dominant.

Theorem 4.3. The Dirac cohomology of Vk is

HD(Vk)=
⊕
w

Ew3−ρc ,

with the summation over all w as in (4.2). All ingredients of the formula (3.6) are
uniquely determined by w: σ is given by

σ =−− · · ·− ε1ε2 . . . εn−k,

and the corresponding K -type in Vk is the one with highest weight of the form (2.2)
given by

d1 = · · · = dk = the number of pluses in the sequence ε = (ε1, . . . , εn−k+1).

In particular, HD(V+k ) contains all Ew3−ρc with w such that the number of pluses
in the sequence ε is even, while HD(V−k ) contains all Ew3−ρc) with w such that
the number of pluses in the sequence ε is odd.

Proof. By (2.2), the lowest weights of the K -types of Vk appearing in the right side
of (3.6) are

(0, . . . , 0, dk, . . . , d1)+
(k

2
, . . . ,

k
2

)
.
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Since (k/2, . . . , k/2) is invariant under WK , we can subtract it from both sides of
(3.6). Now we can write out the new left side of (3.6) using the expression (4.1)
for 3 and (4.2) for w. To do this, let

i1 > i2 > · · ·> ir and j1 < j2 < · · ·< js

be the integers in [0, n − k] such that εn−k+1−it = +, t = 1, . . . , r , respectively
εn−k+1− ju =−, u = 1, . . . , s. This means that r + s = n− k+ 1, and that

{i1, . . . , ir , j1, . . . , js} = {0, 1, . . . , n− k}.

Note that the sequence ε1, . . . , εn−k+1 is completely determined by is and js and
vice versa.

Now we have

(4.4) w3− ρc+ ρn −

(k
2
, . . . ,

k
2

)
= (i1+1, . . . , ir+r, r, . . . , r, r− j1, r+1− j2, . . . , n−k− js).

Note that r appears in k− 1 places, from the (r + 1)-st place to the (r + k− 1)-st.
On the other hand, the right side of (3.6) after subtracting (k/2, . . . , k/2) be-

comes

(4.5)
(
σρ− ρc+ ρn + (0, . . . , 0, dk, . . . , d1)

)′
.

(Recall that the prime means taking the k-dominant WK -conjugate.)
Since the largest component of (4.4) is i1+ 1≤ n− k+ 1, we see that for (3.6)

to hold, σρ cannot have entries n, n− 1, . . . , n− k + 1. Thus the starting k signs
of σ are all minuses, that is,

(4.6) σ =− · · ·− δ1 . . . δn−k .

Using similar notation as before, we see that

σρ = (I1, . . . , Ia,−J1, . . . ,−Jb,−(n−k+1),−(n−k+2), . . . ,−n),

where I1 > · · · > Ia and J1 < · · · < Jb are integers in [1, n − k] determined by
δ1, . . . , δn−k . In particular, a+ b = n− k,

{I1, . . . , Ia, J1, . . . , Jb} = {1, . . . , n− k},

and I s and J s correspond to δs via

δn−k+1−Iu =+, δn−k+1−Jv =−,

for all indices u and v.
It is now easily seen that (4.5) equals

(4.7) (I1+1, . . . , Ia+a,−J1+a+1, . . . ,−Jb+a+b, dk, . . . , d1)
′.
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Thus w3−ρc contributes to HD(Vk) if and only if (4.4) equals (4.7). Clearly, this
is the case if I s are equal to is, J s are equal to js, and all ds are equal to r . In this
case, δi = εi for i = 1, . . . , n− k. Thus to prove the theorem, we must show that
this is the only possibility.

Either ir = 0 and j1 > 0, or ir > 0 and j1 = 0. The proof in each of these two
cases is analogous, so we will assume that ir = 0 and j1 > 0. Thus (4.4) is

(4.8) (i1+1, . . . , ir−1+r−1, r, . . . , r, r− j1, . . . , n−k− js),

where the k entries from r -th to (r − 1+ k)-th are equal to r , entries before these
k are ≥ r , and entries after the k rs are < r .

We claim that a = r −1. To see this, assume first that a < r −1. Since only the
first a or the last k entries of (4.7) can be ≥ a+1, and since r > a+1, we see that
the number of entries of (4.7) that are ≥ r is at most a+ k. On the other hand, the
number of entries of (4.8) that are ≥ r is r −1+ k > a+ k. Hence (4.7) cannot be
equal to (4.8) or (4.4) in this case.

Similarly, if a > r − 1, then the first a ≥ r entries of (4.7) are ≥ a+ 1> r . On
the other hand, the r -th entry of (4.8) is r .

So indeed a = r −1. Now we see that the first a terms or (4.7) are ≥ a+1= r ,
and the next b terms are all < a + 1 = r . On the other hand, (4.8) has r − 1+ k
entries ≥ r . So we conclude that for (4.7) to be equal to (4.8), d1, . . . , dk must all
be equal to r . Hence also I s must be equal to is and J s must be equal to js, as
claimed. �

Theorem 4.3 explicitly exhibits the pairs (µ, σ̄ ) ∈ t∗ × t∗, such that Eµ is a
K -type of the module X = Vk and Eσ̄ is a K̃ -type of the spin module S, and such
that the PRV component of Eµ ⊗ Eσ̄ contributes to the Dirac cohomology of X .
(Recall that both Vk and the spin module are multiplicity free as k-modules.)

We now make this even more explicit by exhibiting the highest weight vectors
of Eµ and Eσ̄ , and also the lowest weight vectors of Eµ. These are known by
[Howe 1995]. Recall that p+ ∼= S2Cn , the space of n× n symmetric matrices, and
that up to a twist by the character detk/2n , Vk can be identified as a K -module with
the quotient of the symmetric algebra of p+ by the k-th symmetric determinantal
ideal, generated by minors of order k+ 1. For 1 ≤ i ≤ k, let δi and δ′i be the i × i
upper left and lower right corner minors of the symmetric matrix with generators
in p+.

Proposition 4.9. Let d1 ≥ . . .≥ dk ≥ 0, dk+1 = 0. The element

δ
d1−d2
1 . . . δ

dk−dk+1
k ∈ S(p+)

has k-highest weight (2d1, . . . , 2dk, 0, . . . , 0) and a nonzero image in the k-th de-
terminantal quotient.
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Conversely, every highest weight vector in the k-th determinantal quotient of
S(p+) has this form. The corresponding lowest weight vectors are obtained by
replacing each δi with δ′i .

Up to another twist by a character of k = gl(n,C), the spin module is isomorphic
to the exterior algebra 3(p+). A weight basis of p+ gives rise to the basis of the
exterior algebra consisting of decomposable skew-symmetric tensors. It turns out
that the highest weight vectors are decomposable. Let us introduce the following
partial order on the set of pairs A = {(i, j) : 1≤ i ≤ j ≤ n}:

(i, j)≤ (l,m) ⇐⇒ i ≤ l and j ≤ m.

Proposition 4.10. For any lower-closed subset of A, the exterior product of the
corresponding elements of p+ is a highest weight vector of 3(p+). Conversely,
every highest weight vector is proportional to the exterior product of the elements
of a weight basis of p+ corresponding to a lower-closed subset of A.

The set A is a lattice triangle, the upper half of the lattice n×n square 1≤ i, j ≤ n.
If A is represented graphically by dots in the lattice, the lower-closed subsets of A
are formed by subsets that are closed under leftward and downward “slides”. Each
such subset is uniquely determined by its lattice boundary, consisting of alternating
horizontal and vertical segments connecting the vertical axis i = 0 with the bisector
i = j .

To end this section, we note that the modules we are considering include the even
and odd oscillator representations; thus we recover the results of [Adams 1994].

5. The case of so∗(2n, R)

We are going to use the facts about the structure of the pair (g, k)which we reviewed
in Section 2. Besides that, we also need to describe the subset W 1

⊂ WG . In the
orthogonal case, W 1

⊂WG may be parametrized by Zn−1
2 . Namely, for any choice

of even number of sign changes ε = (ε1, . . . , εn), there is a unique permutation
τ of the variables such that for any g-dominant (x1, . . . xn), τ(ε1x1, . . . , εnxn) is
k-dominant. We will be slightly imprecise and identify ε with the corresponding
element of W 1.

Recall that the modules we are interested in are Vk , where 1≤ k ≤ [n/2]− 1 is
an integer and the lowest weight of Vk is (k, k, . . . , k).

The infinitesimal character 3 of Vk was given in (2.3). By Proposition 3.5,
any w involved in (3.6) must put a minus on exactly one member of each pair of
repeated coordinates of 3. It does not matter which of the two gets a minus, since
w3 will be the same in each case. In other words, we see that

w = ε1ε2 . . . εn−2k−1(±∓)(±∓) . . . (±∓)(±).
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Here each of the pairs in parentheses can be (+−) or (−+), while the last sign
is determined so that the total number of minuses is even. All such choices give
the same w3, which is thus determined by the sequence ε1ε2 . . . εn−2k−1. We will
therefore work only with w of the form

(5.1) w = ε1ε2 . . . εn−2k−1(+−)(+−) . . . (+−)(±),

with the last sign determined as before. In other words, we choose the shortest
possible w in each case.

Theorem 5.2. The Dirac cohomology of Vk is

HD(Vk)=
⊕
w

Ew3−ρc ,

with the summation over all w as in (5.1). All ingredients of the formula (3.6) are
uniquely determined by w: σ is given by

σ =−− · · ·− ε1ε2 . . . εn−2k−1±,

with the last sign determined so that the total number of minuses is even. The
corresponding K -type in Vk is the one with the highest weight of the form (2.4)
given by

d1 = · · · = dk = the number of pluses in the sequence ε = (ε1, . . . , εn−2k−1).

Proof. By (2.4), the lowest weights of the K -types of Vk appearing in the right side
of (3.6) are

(0, . . . , 0, dk, dk, . . . , d1, d1)+ (k, . . . , k).

Since (k, . . . , k) is invariant under WK , we can subtract it from both sides of (3.6).
Now we can write out the new left side of (3.6) using the expression (2.3) for 3
and (5.1) for w. To do this, let

i1 > i2 > · · ·> ir , j1 < j2 < · · ·< js

be the integers in [1, n− 2k− 1] such that

w3= (i1+k, . . . , ir+k, k, k−1, . . . ,−k,− j1−k, . . . ,− js−k).

This means that r + s = n− 2k− 1, and that

{i1, . . . , ir , j1, . . . , js} = {1, 2, . . . , n− 2k− 1}.

In terms of the sequence ε1, . . . , εn−2k−1, the is and js are described by requiring
εn−2k−it =+, t = 1, . . . , r , respectively εn−2k− ju =−, u = 1, . . . , s. The sequence
ε1, . . . , εn−2k−1 is completely determined by the is and the js and vice versa.
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Now we see that

(5.3) w3− ρc+ ρn − (k, . . . , k)

= (i1, i2+1, . . . , ir+r−1, r, r, . . . , r, r+1− j1, r+2− j2, . . . , r+s− js).

Here r appears in 2k + 1 places, from the (r + 1)-st place to the (r + 2k + 1)-st.
Note also that r is the number of pluses in the sequence ε1, . . . , εn−2k−1.

On the other hand, the right side of (3.6) becomes, after subtracting (k, . . . , k),

(5.4)
(
σρ−ρc+ρn+(0, . . . , 0, dk, dk, . . . , d1, d1)

)′
.

(Recall that the prime means taking the k-dominant WK -conjugate.)
Since the largest component of (5.3) is i1 ≤ n− 2k− 1, we see that for (3.6) to

hold, σρ cannot have entries n− 1, n− 2, . . . , n− 2k. Thus the starting 2k signs
of σ are all minuses, that is,

(5.5) σ =− · · ·− δ1 . . . δn−2k .

Note that δn−2k is determined by the other δs, because the number of minuses must
be even.

Using similar notation as before, we see that

σρ =
(
I1, . . . , Ia, 0,−J1, . . . ,−Jb,−(n−2k),−(n−2k+1), . . . ,−(n−1)

)
,

where I1 > · · · > Ia and J1 < · · · < Jb are integers in [1, n− 2k − 1] determined
by δ1, . . . , δn−2k−1. In particular, a+ b = n− 2k− 1,

{I1, . . . , Ia, J1, . . . , Jb} = {1, 2, . . . , n− 2k− 1},

and I s and J s correspond to δs via

δn−2k−Iu =+, δn−2k−Jv =−,

for all indices u and v.
It is now easily seen that (5.4) equals

(5.6) (I1, I2+1, . . . , Ia+a−1, a, a+1− J1,

a+ 2− J2, . . . , a+ b− Jb, dk, dk, . . . , d1, d1)
′.

Thus Ew3−ρc contributes to HD(Vk) if and only if (5.3) equals (5.6). Clearly, this
is the case if I s are equal to is, J s are equal to js, and all ds are equal to r . In this
case, δi = εi for i = 1, . . . , n− 2k− 1. Thus to prove the theorem, we must show
that this is the only possibility.

So let us assume that (5.3) equals (5.6). Either ir = 1 and j1 > 1, or ir > 1 and
j1 = 1. The proof in each of these two cases is analogous, so we will assume that
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ir = 1 and j1 > 1. Thus (5.3) is

(5.7) (i1, . . . , ir−1+r−2, r, . . . , r, r+1− j1, . . . , r+s− js).

Here the first r +2k+1 entries are ≥ r while the last s entries are < r . Moreover,
at least 2k+ 2 entries are equal to r - the entries starting with the r -th entry.

We claim that a = r . To see this, assume first that a < r . Then a and a+u− Ju

for u = 1, . . . , b are all ≤ a < r . So there are at least b+ 1 = n− 2k − a entries
< r in (5.6), and therefore at most 2k+a < 2k+r entries ≥ r . But we saw that in
(5.7) there are exactly r + 2k+ 1 entries are ≥ r , so (5.7) (i.e., (5.3)) cannot equal
(5.6).

Assume now that a > r . Then at least the first a+1> r +1 entries of (5.6) are
≥ a > r , but the (r + 1)-st entry of (5.7) is equal to r , so again (5.7) (i.e., (5.3))
cannot equal (5.6).

So we indeed see that a = r and b = s. We now claim that Ir = 1. Namely,
if Ir > 1, then the first r entries of (5.6) are > r , but in (5.7) only the first r − 1
entries can be > r . So indeed Ir = 1 and hence J1 > 1. This implies that s entries
of (5.6), r + 1− J1, r + 2− J2, . . . , r + s − Js , are < r . Since (5.7) has exactly
s entries that are < r , namely r + 1− j1, . . . , r + s − js , we conclude that these
entries must be equal, that is, that Ju = ju , u = 1, . . . , s. It now follows that also
It = it , t = 1, . . . , r , and finally that all ds must be equal to r , as claimed in the
theorem. �

We leave it to the reader to formulate and prove analogs of Proposition 4.9 and
Proposition 4.10.

6. Some combinatorics of shuffles

We now turn to some properties of shuffles, needed in the next section. An (r, s)
shuffle is a permutation

i1, . . . , ir , j1, . . . , js

of the numbers 1, 2, . . . , r + s such that

i1 < i2 < · · ·< ir , j1 < j2 < · · ·< js .

To each such shuffle we associate the (r+ s)-tuple L = (L1, . . . , Lr | L ′1, . . . , L ′s),
where

(6.1) Lu = s+ u− iu and L ′v = v− jv,

for u = 1, . . . , r and v = 1, . . . , s. Clearly,

(6.2) s ≥ L1 ≥ · · · ≥ Lr ≥ 0≥ L ′1 ≥ · · · ≥ L ′s ≥−r.
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Note also that it is easy to recover the shuffle from L:

iu = s+ u− Lu and jv = v− L ′v,

for u = 1, . . . , r and v = 1, . . . , s. On the other hand, if we take an arbitrary L
satisfying (6.2), and calculate is and js as above, we will not necessarily obtain a
shuffle. In that case L is not attached to any shuffle.

Let x ∈ {0, 1, . . . , r} be the unique index such that

ix ≤ s but ix+1 > s.

(If all iu ≤ s we take x = r and if all iu > s we take x = 0.) Thus to get all numbers
1, . . . , s, besides i1, . . . , ix we must use j1, . . . , js−x . In other words,

js−x ≤ s and js−x+1 > s.

There are two cases: either ix = s and js−x < s, or ix < s and js−x = s. This
immediately leads to the following lemma.

Lemma 6.3. If x is as above, then exactly one of the following cases holds:

Case 1 : L x = x, L ′s−x >−x

Case 2 : L x > x, L ′s−x =−x

In each case, L x ≥ x ≥ L x+1, while L ′s−x ≥−x ≥ L ′s−x+1.

One can characterize x as the unique number in {0, . . . , r} such that L x = x or
L ′s−x =−x (but not both). In this way, one can see what x is directly from L .

Here is the result we are going to need in next section.

Proposition 6.4. Let i1, . . . , ir , j1, . . . , js be an (r, s) shuffle and let

L = (L1, . . . , Lr | L ′1, . . . , L ′s)

be attached to this shuffle as above. Let x ∈ {0, . . . , r} be as above. Let M be an
(r + s)-tuple obtained from L by replacing one or several pairs of the form a,−a
by x,−x , and then rearranging to descending order. Then M cannot be attached
to a shuffle.

Proof. Assume that we are in Case 1, so L x = x and L ′s−x >−x , while L ′s−x+1 ≤

−x . Note that after the changes we will still have Mx = x . If we were to replace
any (a,−a) with a< x (and hence −a>−x), we would end up with Ms−x =−x .
So Cases 1 and 2 happen simultaneously for M and thus by Lemma 6.3, M cannot
be attached to a shuffle. So we can assume that all a are > x . Let us choose a to
be the biggest possible, and let u < x be the index such that Lu = a and Lu+1 < a.

It follows that

iu = s+ u− Lu = s− a+ u, while iu+1 = s+ u+ 1− Lu+1 > s− a+ u+ 1.
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This implies that

js−a < s− a+ u, while js−a+1 = s− a+ u+ 1.

Namely, the numbers 1, 2, . . . , s−a+u include i1, . . . , iu and not iu+1, hence they
must also include j1, . . . , js−a . Also, s − a + u + 1 is not among the is, hence it
must be js−a+1.

This now tells us that

L ′s−a = s− a− js−a >−u, while L ′s−a+1 = s− a+ 1− js−a+1 =−u.

Since none of L ′1, . . . , L ′s−x is changed, and s− a+ 1≤ s− x , we see that

M ′s−a = L ′s−a >−u, while M ′s−a+1 = L ′s−a+1 =−u.

On the other hand, since Lu = a is replaced by x ,

Mu = Lu+1 < a.

We can now calculate kc = s+c−Mc, c= 1, . . . , r and ld = d−Md , d = 1, . . . , s,
and check that k1, . . . , kr , l1, . . . , ls is not a shuffle. Indeed, since Lu was the first
of the Ls that got changed, we see that

ku−1 = iu−1 < iu = s− a+ u, while ku = s+ u−Mu > s− a+ u,

so none of the kcs equals s− a+ u. On the other hand,

ls−a = js−a < s− a+ u, while ls−a+1 = js−a+1 = s− a+ u+ 1,

so none of the lds can be s− a+ u either.
The situation in Case 2 is analogous. We first use Lemma 6.3 to conclude that

this time all replaced pairs a,−a must satisfy a < x . We take the smallest (last)
such a and pick index v such that Lv = a while Lv−1 > a. We then argue that the
supposed shuffle attached to M cannot contain the number s− a+ v. �

Remark 6.5. Using very similar reasoning as above it is not difficult to obtain the
full conditions for an L satisfying (6.2) to be attached to a shuffle. We omit this
since Proposition 6.4 is all we need.

7. The case of u( p, q)

We are going to use the facts about the structure of the pair (g, k)which we reviewed
in Section 2. Besides that, we also need to describe the subset W 1

⊂ WG . In the
unitary case, W 1 consists of (p, q) shuffles, that is, each w ∈W 1 is a permutation
i1, . . . , i p, j1 . . . , jq of 1, 2, . . . , p+ q such that i1 < · · ·< i p and j1 < · · ·< jq .

The modules we are interested in are Vk , where 1 ≤ k ≤ min(p, q)− 1 is an
integer, of lowest weight µ0= (k/2, . . . , k/2 | −k/2, . . . ,−k/2). The modules Vk
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were described in Section 2. In particular, the infinitesimal character 3 of Vk was
given in (2.5). We rewrite 3 as 3=31−32, where

31 =
1
2(p+q+1−k, p+q+1−k, . . . , p+q+1−k),

32 = (1, 2, . . . , q−k, q−k+1, q−k+1, . . . , q, q, q+1, q+2, . . . , q+ p−k).

We now want to write down (3.6) in our present case. We will first modify it by
subtracting our lowest K -type µ0 from both sides. Since µ0 is WK -invariant, it can
be put inside the parentheses on the right side. To see what the left side is, note
that 31 is WG-invariant, and calculate

31−ρc+ρn−µ0 = (q−k+1, q−k+2, . . . , q−k+ p | 1, 2, . . . , q).

Thus, after subtracting µ0 the left side of (3.6) becomes

(7.1) (q − k+ 1, q − k+ 2, . . . , q − k+ p | 1, 2, . . . , q)−w32.

We are now going to apply Proposition 3.5, which says that w3 must be dominant
regular for k. We already mentioned that w ∈ W 1, that is, w is a (p, q) shuffle.
Regularity of w3 means that the first p coordinates of w3 must be strictly de-
creasing, and so must the last q coordinates. This means that w must split apart
each pair of equal coordinates in 3. Hence we can take w to be a permutation of
the form

(7.2)
w=

(
i1, i2,...,ix ,q−k+1,q−k+3,...,q+k−3,q+k−1, ix+k+1, ix+k+2,...,i p

∣∣
j1, j2,..., jy,q−k+2,q−k+4,...,q+k−2,q+k, jy+k+1, jy+k+2,..., jq

)
.

Here
1≤ i1 < · · ·< ix ≤ q − k,
1≤ j1 < · · ·< jy ≤ q − k

q + k+ 1≤ ix+k+1 < · · ·< i p ≤ p+ q,
q + k+ 1≤ jy+k+1 < · · ·< jq ≤ p+ q,

and all iu and jv are different integers. In particular, it follows that i1, . . . , ix and
j1, . . . , jy exactly exhaust all numbers 1, . . . , q−k, and consequently x+y=q−k.
(For each given w3, there are other choices for w leading to the same w3, and
the w we choose is the shortest among them.)

It now follows that

w32 = (i1, . . . , ix , q−k+1, q−k+2, . . . , q, ix+k+1−k, . . . , i p−k |

j1, . . . , jy, q−k+1, q−k+2, . . . , q, jy+k+1−k, . . . , jq−k).
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Plugging this into (7.1) we get for the left side of (3.6) the expression

(7.3)
(q−k+1− i1,...,q−k+ x− ix ,x,x,...,x,q+k+ x+1− ix+k+1,...,q+ p− i p|

1− j1,...,y− jy, y−q+k, y−q+k,...,y−q+k, y+k+1− jy+k+1+k,...,q− jq+k).

There are k components equal to x in (7.3), and also k components equal to
y− q + k =−x .

To analyze the right side of (3.6), we first write

ρ = 1
2(p+q+1, p+q+1, . . . , p+q+1)−(1, 2, . . . , p+q).

After a short calculation, this leads to

σρ− ρc+ ρn = (q + 1, q + 2, . . . , q + p | 1, 2, . . . , q)

−σ(1, 2, . . . , p | p+ 1, p+ 2, . . . , p+ q).

By (2.6), a general K -type of Vk has lowest weight

µ0+ (0, . . . , 0, dk, . . . , d1 | −d1, . . . ,−dk, 0, . . . , 0),

for some integers d1 ≥ d2 ≥ · · · ≥ dk ≥ 0. Thus, after subtracting µ0, the right side
of (3.6) becomes

(7.4)
(
(q+1, . . . , q+ p | 1, . . . , q)−σ(1, . . . , p | p+1, . . . , p+q)

+(0, . . . , 0, dk, . . . , d1 | −d1, . . . ,−dk, 0, . . . , 0)
)′
.

Now since i1 ≥ 1, the first component of (7.3) is ≤ q − k. Since (7.3) must be
equal to (7.4), the first component of σ(1, . . . , p | p + 1, . . . , p + q) must be
≥ k + 1. (Namely, adding some du 6= 0 to a component can only make it larger.)
This further implies that σ(1, . . . , p | p + 1, . . . , p + q) has 1, . . . , k among the
last q coordinates.

Similarly, since jq ≤ p+q, the last component of (7.3) is ≥−p+k. Hence, the
last component of σ(1, . . . , p | p+1, . . . , p+q) must be ≤ p+q−k. (Namely,
subtracting some du 6= 0 from a component can only make it smaller.) This further
implies that σ(1, . . . , p | p+1, . . . , p+q) has p+q−k+1, p+q−k+2, . . . , p+q
among its first p components. Since σ ∈W 1, we conclude that

σ(1, . . . , p | p+1, . . . , p+q)=

(I1, . . . , Ip−k, p+q−k+1, . . . , p+q | 1, . . . , k, J1, . . . , Jq−k),

for some k+1≤ I1< · · ·< Ip−k ≤ p+q−k and k+1≤ J1< · · ·< Jq−k ≤ p+q−k,
such that all Iu are different from all Jv; equivalently,

{I1, . . . , Ip−k, J1 . . . , Jq−k} = {k+1, k+2, . . . , p+q−k}.
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Plugging this into (7.4), we get

(7.5) (q+1− I1, . . . , q+ p−k− Ip−k, dk, . . . , d1 |

−d1, . . . ,−dk, k+1− J1, . . . , q− Jq−k)
′.

The question now is how we can make (7.5) equal to (7.3). Finding the answer to
this question is equivalent to proving the following theorem.

Theorem 7.6. The Dirac cohomology of Vk is

HD(Vk)=
⊕
w

Ew3−ρc ,

with the summation over all w as in (7.2). All ingredients of the formula (3.6) are
uniquely determined by w:

The permutation

σ = (I1, . . . , Ip−k, p+q−k+1, . . . , p+q | 1, . . . , k, J1, . . . , Jq−k)

is given by

σ = (i1+k, . . . , ix+k, ix+k+1−k, . . . , i p−k, p+q−k+1, . . . , p+q |

1, . . . , k, j1+k, . . . , jy+k, jy+k+1−k, . . . , jq−k),

where y = q − k− x.
The corresponding K -type in Vk is given by

d1 = · · · = dk = x .

Proof. We already know that for Ew3−ρc to contribute to HD(Vk), w must be as in
(7.2). Moreover, it is straightforward to check that if we choose σ and d1, . . . , dk

as in the statement of the theorem, then we do get equality of (7.5) and (7.3), and
hence a contribution of Ew3−ρc to HD(Vk).

It thus remains to show that there is no possible other choice of I1, . . . , Ip−k ,
J1, . . . , Jq−k and d1, . . . , dk that would make the expressions (7.5) and (7.3) equal.

To see this, let us first relate (7.5) and (7.3) to shuffles. Let us set r = p − k,
s = q − k, and define

i ′u = iu for u = 1, . . . , x, i ′u = iu+k − 2k for u = x + 1, . . . , r,

j ′v = ju for u = 1, . . . , y, j ′v = jv+k − 2k for u = x + 1, . . . , r.

Then it is easy to check that i ′1, . . . , i ′r , j ′1, . . . , j ′s is an (r, s) shuffle, and the (r+s)-
tuple L1 associated to this shuffle as in (6.1) is exactly (7.3) with the k terms x and
k terms −x omitted.

We further define

I ′u = Iu − k, u = 1, . . . , r, J ′v = Jv − k, v = 1, . . . , s.
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Then obviously I ′1, . . . , I ′r , J ′1, . . . , J ′s is an (r, s) shuffle, and the (r+s)-tuple L2

associated to this shuffle as in (6.1) is exactly (7.5) with the terms dk, . . . , d1 and
−d1, . . . ,−dk omitted.

Let us now suppose that (7.5) and (7.3) are equal, but not in the way stated in the
theorem. This would mean that some of the di are not equal to x , and consequently
the corresponding −di are not equal to −x . These pairs di ,−di therefore have to
appear in (7.3) with the terms x and −x omitted, that is in L1. Then there must be
an equal number of pairs x,−x among the entries of (7.5) with the terms dk, . . . , d1

and −d1, . . . ,−dk omitted, that is, among the entries of L2. The rest of L2 must
agree with the rest of L1. Thus, L2 is obtained from L1 by taking several pairs of
the form a,−a and replacing them by x,−x . Since both L1 and L2 are obtained
from shuffles, this is impossible by Proposition 6.4. This proves the theorem. �

We leave it to the reader to formulate and prove analogs of Proposition 4.9 and
Proposition 4.10.
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