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# TWO KAZDAN-WARNER-TYPE IDENTITIES FOR THE RENORMALIZED VOLUME COEFFICIENTS AND THE GAUSS-BONNET CURVATURES OF A RIEMANNIAN METRIC 

Bin Guo, Zheng-Chao Han and Haizhong Li

We prove two Kazdan-Warner-type identities involving the renormalized volume coefficients $v^{(2 k)}$ of a Riemannian manifold ( $M^{n}, g$ ), the GaussBonnet curvature $G_{2 r}$, and a conformal Killing vector field on ( $M^{n}, g$ ). In the case when the Riemannian manifold is locally conformally flat, we find

$$
v^{(2 k)}=(-2)^{-k} \sigma_{k} \quad \text { and } \quad G_{2 r}(g)=\frac{4^{r}(n-r)!r!}{(n-2 r)!} \sigma_{r}
$$

and our results reduce to earlier ones established by Viaclovsky in 2000 and the second author in 2006.

## 1. Introduction

Theorem A [Viaclovsky 2000b; Han 2006a]. Let $(M, g)$ be a compact Riemannian manifold of dimension $n \geq 3$, let $\sigma_{k}\left(g^{-1} \circ A_{g}\right)$ be the $\sigma_{k}$ curvature of $g$, and let $X$ be a conformal Killing vector field on $(M, g)$. When $k \geq 3$, assume also that $(M, g)$ is locally conformally flat. Then

$$
\begin{equation*}
\int_{M}\left\langle X, \nabla \sigma_{k}\left(g^{-1} \circ A_{g}\right)\right\rangle d v_{g}=0 . \tag{1-1}
\end{equation*}
$$

Recall that on an $n$-dimensional Riemannian manifold ( $M, g$ ) with $n \geq 3$, the full Riemannian curvature tensor Rm decomposes as

$$
R m=W_{g} \oplus\left(A_{g} \odot g\right),
$$

where $W_{g}$ denotes the Weyl tensor of $g$,

$$
A_{g}=\frac{1}{n-2}\left(\operatorname{Ric}_{g}-\frac{R_{g}}{2(n-1)} g\right)
$$

denotes the Schouten tensor, and $\odot$ is the Kulkarni-Nomizu wedge product. Under a conformal change of metrics $g_{w}=e^{2 w} g$, where $w$ is a smooth function over the

[^0]manifold, the Weyl curvature changes pointwise as $W_{g_{w}}=e^{2 w} W_{g}$. Thus, essential information about the Riemannian curvature tensor under a conformal change of metrics is reflected by the change in the Schouten tensor. One often tries to study the Schouten tensor through the elementary symmetric functions $\sigma_{k}\left(g^{-1} \circ A_{g}\right)$ (which we later denote as $\sigma_{k}(g)$ ) of the eigenvalues of the Schouten tensor, called the $\sigma_{k}$ curvatures of $g$, by studying how they deform under conformal change of metrics.

Question. For all $k \geq 1$, can we generalize Theorem A without the condition that $(M, g)$ is locally conformally flat?

In this note, we show the answer is yes. The renormalized volume coefficients $v^{(2 k)}(g)$ of a Riemannian metric $g$, were introduced in the physics literature in the late 1990s in the context of AdS/CFT correspondence - see [Graham 2009] for a mathematical discussion - and were shown in [Graham and Juhl 2007] to be equal to $\sigma_{k}\left(g^{-1} A_{g}\right)$, up to a scaling constant, when $(M, g)$ is locally conformally flat. In fact, in the normalization we are going to adopt,

$$
\begin{equation*}
v^{(2)}(g)=-\frac{1}{2} \sigma_{1}(g) \quad \text { and } \quad v^{(4)}(g)=\frac{1}{4} \sigma_{2}(g) . \tag{1-2}
\end{equation*}
$$

For $k=3$, Graham and Juhl [2007, page 5] have also listed the formula

$$
\begin{equation*}
v^{(6)}(g)=-\frac{1}{8}\left(\sigma_{3}(g)+\frac{1}{3(n-4)}\left(A_{g}\right)^{i j}\left(B_{g}\right)_{i j}\right) \tag{1-3}
\end{equation*}
$$

where

$$
\left(B_{g}\right)_{i j}:=\frac{1}{n-3} \nabla^{k} \nabla^{l} W_{l i k j}+\frac{1}{n-2} R^{k l} W_{l i k j}
$$

is the Bach tensor of the metric. Just as $\int_{M} \sigma_{k}\left(g^{-1} \circ A_{g}\right) d v_{g}$ is conformally invariant when $2 k=n$ and ( $M, g$ ) is locally conformally flat, Graham [2009] showed that $\int_{M} v^{(2 k)}(g) d v_{g}$ is also conformally invariant on a general manifold when $2 k=n$. Chang and Fang [2008] showed that, for $n \neq 2 k$, the Euler-Lagrange equations for the functional $\int_{M} v^{(2 k)}(g) d v_{g}$ under conformal variations subject to the constraint $\operatorname{Vol}_{g}(M)=1$ satisfies $v^{(2 k)}(g)=$ const, which is a generalized characterization for the curvatures $\sigma_{k}\left(g^{-1} \circ A_{g}\right)$ when $(M, g)$ is locally conformally flat, as given by Viaclovsky [2000a].

In this note, we will first show that the curvatures $v^{(2 k)}(g)$ will play the role of $\sigma_{k}\left(g^{-1} \circ A_{g}\right)$ in (1-1) for a general manifold. Graham [2009] also gives an explicit expression of $v^{(8)}(g)$, but the explicit expression of $v^{(2 k)}(g)$ for general $k$ is not known because they are algebraically complicated; see [Graham 2009, page 1958]. Thus the study of the $v^{(2 k)}(g)$ curvatures involves significant challenges not shared by that of $\sigma_{k}(g)$ : First, $v^{(2 k)}(g)$ for $k \geq 3$ depends on derivatives of curvature of $g$; in fact, these depend on derivatives of curvatures of order up to $2 k-4$. Second, the $v^{(2 k)}(g)$ are defined in [Graham 2009] via an indirect, highly nonlinear inductive
algorithm. Despite these difficulties, we can use some properties of these $v^{(2 k)}(g)$ curvatures to prove the following.

Theorem 1.1. Let $(M, g)$ be a compact Riemannian manifold of dimension $n \geq 3$, and let $X$ be a conformal Killing vector field on $\left(M^{n}, g\right)$. For $k \geq 1$, we have

$$
\begin{equation*}
\int_{M}\left\langle X, \nabla v^{(2 k)}(g)\right\rangle d v_{g}=0 . \tag{1-4}
\end{equation*}
$$

Remark 1.2. From (1-2), we know that Theorem 1.1 is equivalent to Theorem A when $k=1,2$, or when $\left(M^{n}, g\right)$ is locally conformally flat for $k \geq 3$.

One main reason for interest in identities such as (1-1) and (1-4) is that they play crucial roles in analyzing potentially blowing up conformal metrics with a prescribed curvature function, with $v^{(2 k)}(g)$ prescribed in this case. Although little is known about this problem at this stage, Theorem 1.1 establishes one ingredient for attacking this problem.

Our second result involves the Gauss-Bonnet curvatures $G_{2 r}$ for $2 r \leq n$, introduced by H. Weyl in 1939 and defined by

$$
G_{2 r}(g)=\delta_{i_{1} i_{2} \cdots i_{2 r-1} i_{2 r}}^{j_{1} j_{2} \cdots j_{2 r-1} j_{2 r}} R_{j_{1} j_{2}}^{i_{1} i_{2}} \cdots R^{i_{2 r-1} i_{2 r}}{ }_{j_{2 r-1} j_{2 r}},
$$

where $\delta_{i_{1} i_{2} \cdots i_{2 r-1} i_{2 r}}^{j_{1} j_{2} \cdots j_{2 r r} j_{2 r}}$ is the generalized Kronecker symbol; see also [Labbi 2008]. Note that $G_{2}=2 R$, with $R$ the scalar curvature.

Theorem 1.3. Let $\left(M^{n}, g\right)$ be a compact Riemannian manifold, and let $X$ be a conformal Killing vector field. Then for the Gauss-Bonnet curvatures defined above, we have

$$
\int_{M}\left\langle X, G_{2 r}(g)\right\rangle d v_{g}=0 .
$$

Remark 1.4. When $(M, g)$ is locally conformally flat, we see that the Gauss curvature satisfies

$$
G_{2 r}(g)=\frac{4^{r}(n-r)!r!}{(n-2 r)!} \sigma_{r},
$$

so Theorem 1.3 reduces to Theorem A.
Remark 1.5. M. Labbi [2008] proved that the first variation of the functional $\int_{M} G_{2 r} d v_{g}$ within metrics with constant volume gave the so-called generalized Einstein metric, and this functional has the variational property for $2 r<n$ and is a topological invariant for $2 r=n$. In fact, if $n=2 r$, this functional is the Gauss-Bonnet integrand up to a constant [Chern 1944].

In the next section, we first provide a general proof for Theorem 1.1 by adapting an ingredient in a preprint version [Han 2006b] of [Han 2006a], and using of a variation formula for $v^{(2 k)}(g)$ established in [Graham 2009] and [Chang and Fang 2008]. Because of the explicit expression for $v^{(6)}(g)$ and potential applications to
other related problems in low dimensions, we provide in Section 3 a self-contained proof for Theorem 1.1 in the case $k=3$. We prove Theorem 1.3 in Section 4.

## 2. Proof of Theorem 1.1

We will need the following variation formula for $v^{(2 k)}(g)$; see [Graham 2009].
Proposition 2.1. Under the conformal transformation $g_{t}=e^{2 t \eta} g$, the variation of $v^{(2 k)}\left(g_{t}\right)$ is given by

$$
\begin{equation*}
\left.\frac{\partial}{\partial t}\right|_{t=0} v^{(2 k)}\left(g_{t}\right)=-2 k \eta v^{(2 k)}+\nabla_{i}\left(L_{(k)}^{i j} \eta_{j}\right), \tag{2-1}
\end{equation*}
$$

where $L_{(k)}^{i j}$ is defined as in [Graham 2009] by

$$
L_{(k)}^{i j}=-\left.\sum_{l=1}^{k} \frac{1}{l!} v^{(2 k-2 l)}(g) \partial_{\rho}^{l-1} g^{i j}(\rho)\right|_{\rho=0},
$$

with $g_{i j}(\rho)$ denoting the extension of $g$ such that

$$
g_{+}=\frac{(d \rho)^{2}-2 \rho g(\rho)}{4 \rho^{2}}
$$

is an asymptotic solution to $\operatorname{Ric}\left(g_{+}\right)=-n g_{+}$near $\rho=0$.
An integral version of (2-1) first appeared in [Chang and Fang 2008]:

$$
\int_{M}\left(\left.\frac{\partial}{\partial t}\right|_{t=0}\left(v^{(2 k)}\left(g_{t}\right)\right)+2 k \eta v^{(2 k)}(g)\right) d v_{g}=0
$$

Proof of Theorem 1.1 in the case $n \neq 2 k$. Let $X$ be a conformal vector field on $M$. Let $\phi_{t}$ denote the local one-parameter family of conformal diffeomorphisms of $(M, g)$ generated by $X$. Thus for some smooth function $\omega_{t}$ on $M$, we have

$$
\phi_{t}^{*}(g)=e^{2 \omega_{t}} g=: g_{t}
$$

We have the properties

$$
\begin{align*}
& \phi_{t}^{*} v^{(2 k)}(g)=v^{(2 k)}\left(\phi_{t}^{*} g\right)=v^{(2 k)}\left(e^{2 \omega_{t}} g\right),  \tag{2-2}\\
& \dot{\omega}:=\left.\frac{d}{d t}\right|_{t=0} \omega_{t}=\frac{\operatorname{div} X}{n}  \tag{2-3}\\
& \left.\frac{\partial}{\partial t}\right|_{t=0}\left(g_{t}^{-1} \circ A\left(g_{t}\right)\right)=-\nabla^{2} \dot{\omega}-2 \dot{\omega} g^{-1} \circ A(g),  \tag{2-4}\\
& \left.\frac{\partial}{\partial t}\right|_{t=0} \operatorname{div}_{g_{t}} X=n X \eta=n\langle X, \nabla \eta\rangle \tag{2-5}
\end{align*}
$$

Using (2-2), (2-3), and (2-1), we have

$$
\begin{aligned}
\left\langle X, \nabla v^{(2 k)}(g)\right\rangle & =\left.\frac{\partial}{\partial t}\right|_{t=0}\left(v^{(2 k)}\left(g_{t}\right)\right) \\
& =-2 k \dot{\omega} v^{(2 k)}+\nabla_{i}\left(L_{(k)}^{i j} \dot{\omega}_{j}\right) \\
& =-\frac{2 k}{n}(\operatorname{div} X) v^{(2 k)}+\nabla_{i}\left(L_{(k)}^{i j} \dot{\omega}_{j}\right) \\
& =-\frac{2 k}{n} \operatorname{div}\left(v^{(2 k)} X\right)+\frac{2 k}{n}\left\langle X, \nabla v^{(2 k)}(g)\right\rangle+\frac{1}{n} \nabla_{i}\left(L_{(k)}^{i j}(\operatorname{div} X)_{j}\right),
\end{aligned}
$$

from which it follows that

$$
\begin{equation*}
\left(1-\frac{2 k}{n}\right)\left\langle X, \nabla v^{(2 k)}(g)\right\rangle=-\frac{2 k}{n} \operatorname{div}\left(v^{(2 k)} X\right)+\frac{1}{n} \nabla_{i}\left(L_{(k)}^{i j}(\operatorname{div} X)_{j}\right) \tag{2-6}
\end{equation*}
$$

Theorem 1.1 in the case $2 k \neq n$ follows directly by integrating (2-6) over $M$.
Proof of Theorem 1.1 in the case $2 k=n$. As in [Han 2006b], we will prove that for any conformal metric $g_{1}=e^{2 \eta} g$ of $g$,

$$
\int_{M}\left\langle X, v^{(2 k)}\left(g_{1}\right)\right\rangle d v_{g_{1}}=\int_{M}\left\langle X, v^{(2 k)}(g)\right\rangle d v_{g}=-\int_{M} \operatorname{div}_{g} X v^{(2 k)}(g) d v_{g},
$$

that is, $\int_{M}\left\langle X, v^{(2 k)}(g)\right\rangle d v_{g}$ is independent of the particular choice of metric in the conformal class. We only have to prove that

$$
\begin{equation*}
\left.\frac{\partial}{\partial t}\right|_{t=0} \int_{M} \operatorname{div}_{g_{t}} X v^{(2 k)}\left(g_{t}\right) d v_{g_{t}}=0 \quad \text { for } g_{t}=e^{2 t \eta} g \tag{2-7}
\end{equation*}
$$

We prove (2-7) by direct computations using Proposition 2.1. Indeed,

$$
\begin{aligned}
\left.\frac{\partial}{\partial t}\right|_{t=0} & \int_{M} \operatorname{div}_{g_{t}} X v^{(2 k)}\left(g_{t}\right) d v_{g_{t}} \\
& =\int_{M}\left(n\langle X, \nabla \eta\rangle v^{(2 k)}+\operatorname{div} X\left(-2 k \eta v^{(2 k)}+\nabla_{i}\left(L_{(k)}^{i j} \eta_{j}\right)\right)+n \eta \operatorname{div} X v^{(2 k)}\right) d v_{g} \\
& =\int_{M}\left(n\langle X, \nabla \eta\rangle v^{(2 k)}+\operatorname{div} X \nabla_{i}\left(L_{(k)}^{i j} \eta_{j}\right)\right) d v_{g} \\
& =\int_{M}\left(\left\langle n v^{(2 k)} X, \nabla \eta\right\rangle-L_{(k)}^{i j}(\operatorname{div} X)_{i} \eta_{j}\right) d v_{g} \\
& =\int_{M}\left(-\operatorname{div}\left(n v^{(2 k)} X\right)+\nabla_{j}\left(L_{(k)}^{i j}(\operatorname{div} X)_{i}\right)\right) \eta d v_{g}=0
\end{aligned}
$$

in the case $n=2 k$ by (2-6).
The remaining argument is an adaptation of an argument of Bourguignon and Ezin [1987]: either the connected component of the identity of the conformal group $C_{0}(M, g)$ is compact, and then there is a metric $\hat{g}$ conformal to $g$ admitting $C_{0}(M, g)$ as a group of isometries, from which it follows that $\operatorname{div}_{\hat{g}} X \equiv 0$ and therefore (1-4) holds; or, $C_{0}(M, g)$ is noncompact, and then by a theorem of

Obata and Ferrand, $(M, g)$ is conformal to the standard sphere, in which case we can pick the canonical metric to compute the integral on the left hand side of (1-4) and conclude that it is zero.

## 3. A self-contained proof of Theorem 1.1 in the case $k=3$

We aim to give a direct, self-contained derivation for a more explicit version of (2-1); namely, under conformal change of metric $g_{t}=e^{2 t \eta} g$,

$$
\begin{equation*}
\left.\frac{\partial}{\partial t}\right|_{t=0} v^{(6)}\left(g_{t}\right)=-6 v^{(6)}(g) \eta+\nabla^{j}\left(\left(\frac{T_{i j}^{(2)}(g)}{8}+\frac{B_{i j}(g)}{24(n-4)}\right) \nabla^{i} \eta\right) \tag{3-1}
\end{equation*}
$$

where $T_{i j}^{(2)}(g)$ is the Newton tensor associated with $A_{g}$, as defined in Reilly [1977]:
Definition. For an integer $k \geq 0$, the $k$-th Newton tensor is

$$
T_{i j}^{(k)}=\frac{1}{k!} \sum \delta_{i_{1} \cdots i_{k} i}^{j_{1} \cdots j_{k} j} A_{i_{1} j_{1}} \cdots A_{i_{k} j_{k}}
$$

where $\delta_{i_{1} \cdots i_{k} i}^{j_{1} \cdots j_{k} j}$ is the generalized Kronecker symbol.
With (3-1) we can repeat the proof in the last section to prove Theorem 1.1 in the case $k=3$.

First we recall the transformation laws for the tensors $B_{i j}$ and $A_{i j}$ under conformal change of metric $g_{t}=e^{2 t \eta} g$ - see [Chang and Fang 2008]:

$$
\begin{aligned}
& A_{i j}\left(g_{t}\right)=A_{i j}-t \nabla_{i j}^{2} \eta+t^{2} \nabla_{i} \eta \nabla_{j} \eta-\frac{1}{2} t^{2}|\nabla \eta|_{g}^{2} g_{i j} \\
& B_{i j}\left(g_{t}\right)=e^{-2 t \eta}\left(B_{i j}+(n-4) t\left(C_{i j k}+C_{j i k}\right) \nabla^{k} \eta+(n-4) t^{2} W_{i k j l} \nabla^{k} \eta \nabla^{l} \eta\right)
\end{aligned}
$$

where $C_{i j k}:=A_{i j, k}-A_{i k, j}$ are the components of the Cotton tensor, with $A_{i j, k}$ the components of the covariant derivative of the Schouten tensor $A_{i j}$.

Thus

$$
\begin{aligned}
& \left.\frac{\partial}{\partial t}\right|_{t=0} A^{i j}\left(g_{t}\right)=-\nabla^{i j} \eta-4 A^{i j}(g) \eta, \\
& \left.\frac{\partial}{\partial t}\right|_{t=0} B_{i j}\left(g_{t}\right)=(n-4)\left(C_{i j k}+C_{j i k}\right) \nabla^{k} \eta-2 \eta B_{i j}
\end{aligned}
$$

Proposition 3.1 [Viaclovsky 2000a; Han 2006b; Hu and Li 2004]. We have
(i) $k \sigma_{k}(g)=\sum_{i, j} T_{i j}^{(k-1)} A_{i j}$
(ii) $\sum_{i} T_{i i}^{(k)}=(n-k) \sigma_{k}(g)$.
(iii) $\sum_{l} \nabla^{l} W_{l i j k}=-(n-3) C_{i j k}$.

Using the relation between $v^{(6)}$ and $\sigma_{3}(g)$, and with $A^{i j} B_{i j}$ as in (1-3), we find

$$
\begin{aligned}
& -\left.8 \frac{\partial}{\partial t}\right|_{t=0} v^{(6)}\left(g_{t}\right) \\
& =T_{i j}^{(2)}(g)\left(-\nabla^{i j} \eta-2 \eta A^{i j}(g)\right) \\
& \quad+\frac{1}{3(n-4)}\left(-B_{i j}(g) \nabla^{i j} \eta+(n-4) A^{i j}(g)\left(C_{i j k}+C_{j i k}\right) \nabla^{k} \eta-6 \eta A^{i j} B_{i j}\right) \\
& =-6\left(\sigma_{3}(g)+\frac{1}{3(n-4)} A^{i j} B_{i j}\right) \eta-\left(T_{i j}^{(2)}(g)+\frac{B_{i j}(g)}{3(n-4)}\right) \nabla^{i j} \eta+\frac{2}{3} A^{i j}(g) C_{i j k} \nabla^{k} \eta \\
& =48 v^{(6)}(g) \eta-\nabla^{j}\left(\left(T_{i j}^{(2)}(g)+\frac{B_{i j}(g)}{3(n-4)}\right) \nabla^{i} \eta\right) \\
& \quad+\left(\sum_{j}\left(T_{i j, j}^{(2)}(g)+\frac{B_{i j, j}(g)}{3(n-4)}\right)+\frac{2}{3} A^{k l} C_{k l i}\right) \nabla^{i} \eta,
\end{aligned}
$$

where we used (1-3) and Proposition 3.1(i). The following lemma implies that

$$
\sum_{j}\left(T_{i j, j}^{(2)}(g)+\frac{B_{i j, j}(g)}{3(n-4)}\right)+\frac{2}{3} A^{k l} C_{k l i}=0
$$

thus establishing (3-1).
Lemma 3.2. (i) $\sum_{j} T_{i j, j}^{(2)}=-A^{p q} C_{p q i}$.
(ii) $\sum_{j} B_{i j, j}=(n-4) A^{k l} C_{k l i}$.

Proof of (i). In normal coordinates, we have

$$
\sum_{j} T_{i j, j}^{(2)}=\sum\left(\frac{1}{2!} \sum \delta_{i_{1} i_{2} i}^{j_{1} j_{2} j} A_{i_{1} j_{1}} A_{i_{2} j_{2}}\right)_{j}=\sum \delta_{i_{1} i_{2} i}^{j_{1} j_{2} j} A_{i_{1} j_{1}} A_{i_{2} j_{2}, j}=-A^{p q} C_{p q i}
$$

where we used

$$
\delta_{i_{1} i_{2} i}^{j_{1} j_{2} j}=\left|\begin{array}{ccc}
\delta_{i_{1} j_{1}} & \delta_{i_{1} j_{2}} & \delta_{i_{1} j} \\
\delta_{i_{2} j_{1}} & \delta_{i_{2} j_{2}} & \delta_{i_{2} j} \\
\delta_{i j_{1}} & \delta_{i j_{2}} & \delta_{i j}
\end{array}\right|
$$

and $\sum_{i} A_{i i, j}=\sum_{i} A_{i j, i}$, itself a consequence of the second Bianchi identity.
Proof of (ii). First, using Proposition 3.1(iii) and substituting $R_{i j}$ in terms of $A_{i j}$ in the definition of the Bach tensor $B_{i j}$, we obtain

$$
\begin{aligned}
B_{i j} & =-\sum_{k} C_{i k j, k}+\sum_{k, l} A_{k l} W_{l i k j} \\
& =-\sum_{k}\left(A_{i k, j k}-A_{i j, k k}\right)+\sum_{k, l} A_{k l} W_{l i k j}
\end{aligned}
$$

Thus

$$
\begin{aligned}
& \sum_{j} B_{i j, j} \\
&=-\sum_{j, k}\left(A_{i k, j k j}-A_{i j, k k j}\right)+\sum_{k, l, j}\left(A_{k l, j} W_{l i k j}+A_{k l} W_{l i k j, j}\right) \\
&=-\sum_{j, k}\left(A_{i k, j k j}-A_{i k, j j k}\right)+\sum_{k, l, j} A_{k l, j} W_{l i k j}-(n-3) \sum_{k, l} A_{k l} C_{k i l} \\
&=-\sum_{j, k, m}\left(A_{i k, m} R_{m j k j}+A_{i m, j} R_{m k k j}+A_{m k, j} R_{m i k j}\right) \\
&+\sum_{k, l, j} A_{k l, j} W_{l i k j}+(n-3) \sum_{k, l} A_{k l} C_{k l i} \\
&= \sum_{j, k, m}\left(-A_{m k, j} R_{m i k j}+A_{k m, j} W_{m i k j}\right)+(n-3) \sum_{k, l} A_{k l} C_{k i l} \\
&= \sum_{j, k, m} A_{m k, j}\left(-A_{m k} g_{i j}+A_{m j} g_{i k}-g_{m k} A_{i j}+g_{m j} A_{i k}\right)+(n-3) \sum_{k, l} A_{k l} C_{k l i} \\
&= \sum_{m, k}\left(-A_{m k, i} A_{m k}+A_{m i, k} A_{m k}-A_{m k, j} g_{m k} A_{i j}+A_{m j, k} g_{m k} A_{i j}\right) \\
&+(n-3) \sum_{k, l} A_{k l} C_{k l i} \\
&= \sum_{m, k} A_{m k}\left(A_{m i, k}-A_{m k, i}\right)+(n-3) \sum_{k, l} A_{k l} C_{k l i} \\
&= \sum_{m, k} A_{m k} C_{m i k}+(n-3) \sum_{k, l} A_{k l} C_{k l i} \\
&=(n-4) \sum_{k, l} A_{k l} C_{k l i}
\end{aligned}
$$

where we have used

$$
R_{m i k j}=W_{m i k j}+A_{m k} g_{i j}-A_{m j} g_{i k}+g_{m k} A_{i j}-g_{m j} A_{i k}
$$

Proof of Theorem 1.1 in the special case $k=3$. We use the notation of Section 2. Let $\phi_{t}$ be the local one-parameter family of conformal diffeomorphisms of $(M, g)$ generated by $X$. For $g_{t}=\phi_{t}^{*}(g)=e^{2 \omega_{t}} g$, similarly to (3-1), we have

$$
\begin{align*}
\left\langle X, v^{(6)}\right\rangle & =\left.\frac{\partial}{\partial t}\right|_{t=0} v^{(6)}\left(g_{t}\right) \\
& =-6 v^{(6)}(g) \dot{\omega}+\sum_{i, j} \nabla^{j}\left(\left(\frac{T_{i j}^{(2)}(g)}{8}+\frac{B_{i j}(g)}{24(n-4)}\right) \nabla^{i} \dot{\omega}\right) \tag{3-2}
\end{align*}
$$

if $n \neq 2 k$. Then integrating (3-2) we can get Theorem 1.1.
If $n=2 k$, then by use of (3-1) and (3-2), we can prove that $\int_{M}\left\langle X, v^{(6)}(g)\right\rangle d v_{g}$ is independent of the particular choice of the metric within the conformal class. The remainder of the proof repeats verbatim that of Section 2.

## 4. Proof of Theorem 1.3

In this section, we will prove Theorem 1.3 using a method similar to the one used in Section 2. Let ( $M^{n}, g$ ) be a compact Riemannian manifold, and denote by $R_{i j k l}$ the Riemann curvature tensor in local coordinates. Define a tensor $P_{r}$ by

$$
P_{r_{i}}^{j}=\delta_{i i_{1} i_{2} \cdots i_{2 r-1} i_{2 r}}^{j j_{1} j_{2} \cdots j_{2 r r} j_{2 r}} R_{j_{1} j_{2}}^{i_{1} i_{2}} \cdots R_{j_{2 r-1} j_{2 r}}^{i_{2 r-1} i_{2 r}} \quad \text { for } 2 r \leq n,
$$

where $\delta_{i i_{1} i_{2} \cdots i_{2 r-1} i_{2 r}}^{j j_{1} j_{2} \cdots j_{2 r-1} j_{2 r}}$ is the generalized Kronecker symbol.
Lemma 4.1. The tensor $P_{r}$ is divergence free, that is,

$$
P_{r_{i, j}}^{j}=0 \quad \text { for any } i
$$

This property was present in [Labbi 2008] and [Lovelock 1971], although with different notation and formalism. Since we define the tensor $P_{r}$ explicitly as above, and the property of $P_{r}$ in Lemma 4.1 is a direct consequence of the Bianchi identity, we include a proof here.

Proof. We have

$$
\begin{aligned}
& P_{r, j}^{j}=r \delta_{i i_{1} i_{2} \ldots i_{2 r-1} i_{2 r}}^{j j_{1} j_{2} \ldots j_{2 r-1} j_{2 r}} R_{j_{1} i_{1} i_{2}, j}^{i_{1}{ }_{2}} \cdots R^{i_{2 r-1} i_{2 r}}{ }_{j_{2 r-1} j_{2 r}}
\end{aligned}
$$

$$
\begin{aligned}
& -r \delta_{i i_{1} i_{2} \cdots i_{2 r-1} i_{2 r}}^{j_{1} j_{2} j_{2} j_{2 r 1} j_{2 r}} R^{i_{1} i_{2}}{ }_{j j_{1}, j_{2}} \cdots R^{i_{2 r-1} i_{2 r}}{ }_{j_{2 r-1} j_{2 r}} \\
& =-2 r \delta_{i i_{1} i_{2} \cdots i_{2 r-1} i_{2 r}}^{j_{1} j_{2} \cdots j_{2 r-1} j_{2 r}} R^{i_{1} i_{2}}{ }_{j_{1} j_{2}, j} \cdots R^{i_{2 r-1} i_{2 r}}{ }_{j_{2 r-1} j_{2 r}} \\
& =-2 P_{r_{i, j}}^{j} \text {, }
\end{aligned}
$$

where we have used the second Bianchi identity. It then follows that $P_{r_{i, j}}^{j}=0$.
Lemma 4.2. The generalized Kronecker symbol satisfies

$$
\sum_{i, j=1}^{n} \delta_{j}^{i} \delta_{i i_{1} \ldots i_{r}}^{j j_{1} \ldots j_{r}}=(n-r) \delta_{i_{1} \ldots i_{r}}^{j_{1} \ldots j_{r}} \quad \text { for any } 1 \leq i_{1}, \ldots, j_{r} \leq n \text { and } r \leq n
$$

The proof follows by a direct calculation from the definition.
Let $X$ be a conformal vector field, and denote by $\phi_{t}$ the one-parameter subgroup of diffeomorphisms generated by $X$. Then there exists a family of functions $\omega_{t}$ such
that $g_{t}=\phi_{t}^{*} g=e^{2 \omega_{t}} g$. We have (2-3), $\omega_{0}=0$, and

$$
\begin{equation*}
G_{2 r}\left(g_{t}\right)=\phi_{t}^{*} G_{2 r}(g) \tag{4-1}
\end{equation*}
$$

Under the conformal change of metric $g_{t}=e^{2 \omega_{t}} g$, we have the formula (see for example [Chow et al. 2006])

$$
\begin{equation*}
R_{k l}^{i j}\left(g_{t}\right)=e^{-2 \omega_{t}}\left(R_{k l}^{i j}-(\alpha \odot g)_{k l}^{i j}\right), \tag{4-2}
\end{equation*}
$$

where we denote $\alpha_{i j}=\left(\omega_{t}\right)_{i j}-\left(\omega_{t}\right)_{i}\left(\omega_{t}\right)_{j}+\frac{1}{2}\left|\nabla \omega_{t}\right|^{2} g_{i j}$ for convenience (note that $\left(\omega_{t}\right)_{i j}$ is the covariant derivative with respect to the fixed metric $g$ ) and $\odot$ is the Kulkarni-Nomizu product, defined by

$$
(\alpha \odot g)_{i j k l}=\alpha_{i k} g_{j l}+\alpha_{j l} g_{i k}-\alpha_{i l} g_{j k}-\alpha_{j k} g_{i l}
$$

From (4-2) we see that

$$
\begin{align*}
& G_{2 r}\left(g_{t}\right)=e^{-2 r \omega_{t}} \delta_{i_{1} i_{2} \ldots i_{2 r-1} i_{2 r}}^{j_{1} j_{2} \ldots j_{2 r-1} j_{2 r}}  \tag{4-3}\\
& \quad \cdot\left(R_{j_{1} j_{2}}^{i_{1} i_{1}}-(\alpha \odot g)^{i_{1} i_{2}}{ }_{j_{1} j_{2}}\right) \cdots\left(R_{j_{2 r-1} j_{2 r}}^{i_{2 r-1} i_{2 r}}-(\alpha \odot g)^{i_{2 r-1} i_{2 r}}{ }_{j_{2 r-1} j_{2 r}}\right) .
\end{align*}
$$

Taking derivative with respect to $t$ on both sides of (4-1) and using (4-3), we see by using (2-3) that

$$
\begin{align*}
\langle X, & \left.G_{2 r}(g)\right\rangle \\
& =\left.\frac{\partial}{\partial t}\right|_{t=0} G_{2 r}\left(g_{t}\right) \\
& =-2 r \dot{\omega} G_{2 r}(g)-r \delta_{i_{1} i_{2} \cdots j_{2 r r-1} i_{2 r}}^{j_{1} j_{2} j_{2 r}}\left(\left.\frac{\partial \alpha}{\partial t}\right|_{t=0} \odot g\right)^{i_{1} i_{2}}{ }_{j_{1} j_{2}} R_{j_{3} j_{4}}^{i_{3} i_{4}} \cdots R^{i_{2 r-1} i_{2 r}}{ }_{j_{2 r-1} j_{2 r}} \\
& =-2 r \dot{\omega} G_{2 r}(g)-4 r(n-2 r+1) P_{r-1}{ }_{i}^{j} \dot{\omega}_{j}^{i}  \tag{4-4}\\
& =-2 r \frac{\operatorname{div} X}{n} G_{2 r}(g)-\frac{4 r(n-2 r+1)}{n} P_{r-1}{ }_{i}^{j}(\operatorname{div} X)_{j}^{i} \\
& =-2 r \frac{\operatorname{div} X}{n} G_{2 r}(g)-\frac{4 r(n-2 r+1)}{n} \nabla_{j}\left(P_{r-1}{ }_{i}^{j}(\operatorname{div} X)^{i}\right) .
\end{align*}
$$

where we have used Lemma 4.2 in the third equality and Lemma 4.1 in the last. Integrating (4-4) over $M$ and using the divergence theorem, we see that

$$
\begin{equation*}
\int_{M}\left\langle X, G_{2 r}(g)\right\rangle d v=-2 r \int_{M} \frac{\operatorname{div} X}{n} G_{2 r}(g) d v=\frac{2 r}{n} \int_{M}\left\langle X, G_{2 r}(g)\right\rangle d v \tag{4-5}
\end{equation*}
$$

Hence, if $n>2 r$, it follows from (4-5) that $\int_{M}\left\langle X, G_{2 r}(g)\right\rangle d v=0$. If $n=2 r$, we follow ideas in Section 2, that is, we need to prove that the integral

$$
\int_{M} G_{2 r}(g) \operatorname{div}_{g} X d v_{g}
$$

is independent of a particular choice of metric within a conformal class. Let $g_{1}=$ $e^{2 \eta} g\left(\eta \in C^{\infty}(M)\right)$ be any metric in the conformal class [ $g$ ]. Considering a family of metrics $g_{t}=e^{2 t \eta} g$ connecting $g$ and $g_{1}$, we need to prove that

$$
\left.\frac{\partial}{\partial t}\right|_{t=0} \int_{M} G_{2 r}\left(g_{t}\right) \operatorname{div}_{g_{t}} X d v_{g_{t}}=0
$$

By a direct computation, we have

$$
\begin{aligned}
& \left.\frac{\partial}{\partial t}\right|_{t=0} \int_{M} G_{2 r}\left(g_{t}\right) \operatorname{div}_{g_{t}} X d v_{g_{t}} \\
& \quad=\int_{M}\left(\left.\frac{\partial}{\partial t}\right|_{t=0} G_{2 r}\left(g_{t}\right) \operatorname{div} X+\left.G_{2 r}(g) \frac{\partial}{\partial t}\right|_{t=0} \operatorname{div}_{g_{t}} X+n \eta G_{2 r}(g) \operatorname{div} X\right) d v_{g} \\
& =\int_{M}\left(-2 r \eta G_{2 r}(g) \operatorname{div} X-4 r(n-2 r+1) P_{r-1}{ }_{i}^{j} \eta_{j}^{i} \operatorname{div} X\right. \\
& \\
& =\int_{M}\left(-2 r \eta G_{2 r}(g)\langle\nabla \eta, X\rangle+n G_{2 r}(g) \operatorname{div} X \eta\right) d v_{g} \\
& =0,
\end{aligned}
$$

where we have used (2-5) in the second equality, the divergence theorem in the third and (4-4) in the last. The remainder of the proof follows the idea of [Bourguignon and Ezin 1987] as in Section 2. Hence we complete the proof of Theorem 1.3.
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# GONALITY OF A GENERAL ACM CURVE IN $\mathbb{P}^{\mathbf{3}}$ 

Robin Hartshorne and Enrico Schlesinger


#### Abstract

Let $C$ be an ACM (projectively normal) nonsingular curve in $\mathbb{P}_{\mathbb{C}}^{3}$ not contained in a plane, and suppose $C$ is general in its Hilbert scheme - this is irreducible once the postulation is fixed. Answering a question posed by Peskine, we show the gonality of $C$ is $d-l$, where $d$ is the degree of the curve and $l$ is the maximum order of a multisecant line of $C$. Furthermore $l=4$ except for two series of cases, in which the postulation of $C$ forces every surface of minimum degree containing $C$ to contain a line as well. We compute the value of $l$ in terms of the postulation of $C$ in these exceptional cases. We also show the Clifford index of $C$ is equal to gon $(C) \mathbf{- 2}$.


## 1. Introduction

Let $C$ be a nonsingular projective curve over an algebraically closed field $\mathbb{K}$. The gonality of $C$, written $\operatorname{gon}(C)$, is the minimum degree of a surjective morphism $C \rightarrow \mathbb{P}^{1}$, or equivalently the minimum positive integer $k$ such that there exists a $g_{k}^{1}$ on $C$.

For curves of genus $g \geq 1$ the gonality varies between 2 , the value it takes on hyperelliptic curves, and $\left[\frac{1}{2}(g+3)\right]$, which by Brill-Noether theory is the gonality of a general curve of genus $g$. It may be regarded as the most fundamental invariant of the algebraic structure of $C$ after the genus, providing a stratification of the moduli space of curves of genus $g$.

When a curve is embedded in some projective space, it is natural to wonder whether the gonality may be related to extrinsic properties of the curve. Here is a classical result in this direction, already known to Noether [Ciliberto 1984; Hartshorne 1986]:

Theorem 1.1. A smooth curve $C \subset \mathbb{P}^{2}$ of degree $d \geq 3$ has gonality gon $(C)=d-1$, and any morphism $C \rightarrow \mathbb{P}^{1}$ of degree $d-1$ is obtained by projecting $C$ from one of its points.

[^1]See [Hartshorne 2002] for a proof and references. It is a simple exercise to prove the statement using the method of [Lazarsfeld 1986], which associates a vector bundle on $\mathbb{P}^{2}$ to a basepoint-free pencil on $C$. It is this method that we will exploit in the proof of our result.

One may ask a similar question for a curve $C \subset \mathbb{P}^{3}$. If $L$ is a line in $\mathbb{P}^{3}$, projection from $L$ induces a morphism $\pi_{L}: C \rightarrow \mathbb{P}^{1}$, whose degree is the degree of $C$ minus the number of points of intersection of $C$ and $L$. Thus the morphisms $\pi_{L}$ of minimal degree are those corresponding to maximal order multisecant lines. We define

$$
l=l(C)=\max \left\{\operatorname{deg}(C \cap L): L \text { a line in } \mathbb{P}^{3}\right\}
$$

By analogy with the plane curves case one might wonder whether

$$
\begin{equation*}
\operatorname{gon}(C)=\operatorname{deg}(C)-l(C) \tag{1-1}
\end{equation*}
$$

for a curve in $\mathbb{P}^{3}$, in which case following the terminology of [Hartshorne 2002] we say the gonality of $C$ is computed by multisecants. Of course, this is usually not the case. For example, a general curve of genus $g$ has gonality $\left[\frac{1}{2}(g+3)\right]$ and can be embedded in $\mathbb{P}^{3}$ as a nonspecial linearly normal curve of degree $g+3$. Since the Grassmannian of lines in $\mathbb{P}^{3}$ has dimension 4, and the set of lines meeting $C$ is a codimension one subvariety, one expects $l(C)$ to be 4 , and so

$$
\operatorname{deg}(C)-l(C)=g-1>\left[\frac{1}{2}(g+3)\right]=\operatorname{gon}(C)
$$

See [Hartshorne 2002, Examples 2.8 and 2.9] for specific counterexamples.
On the other hand, if the embedding of $C$ in $\mathbb{P}^{3}$ is very special, one may hope the gonality of $C$ is computed by multisecants. In this vein Peskine raised the question:
Question 1.2. If $C$ is a smooth $A C M$ curve in $\mathbb{P}^{3}$, is its gonality computed by multisecants?

Here ACM means arithmetically Cohen-Macaulay: a curve in $\mathbb{P}^{3}$ is ACM if the natural maps $H^{0}\left(\mathbb{P}^{3}, \mathcal{O}(n)\right) \rightarrow H^{0}\left(C, \mathscr{O}_{C}(n)\right)$ are surjective for every $n \geq 0$.

Some special cases have been treated in the literature. Early results about uniqueness of the linear series $\left|O_{C}(1)\right|$ for complete intersections and other ACM curves are in [Ciliberto and Lazarsfeld 1984]. Basili [1996] has proven that the gonality of a smooth complete intersection is indeed computed by multisecants. Ellia and Franco [2001] showed that the maximum order $l$ of a multisecant to a general complete intersection of type $(a, b)$ is 4 if $a \geq b \geq 4$ as one expects. Lazarsfeld [1997, 4.12] finds lower bounds for the gonality of a complete intersection curve in $\mathbb{P}^{n}$.

Results from [Martens 1996] and [Ballico 1997] show that the gonality of a smooth curve $C \subset \mathbb{P}^{3}$ on a smooth quadric surface is computed by multisecants.

In [Hartshorne 2002] it is shown that if a smooth curve $C \subset \mathbb{P}^{3}$ is $A C M$, lies on a smooth cubic surface $X$, and is general in its linear system on $X$, then its gonality is computed by multisecants. Farkas [2001] has shown that smooth ACM curves $C \subset \mathbb{P}^{3}$ lying on certain smooth quartic surfaces that do not contain rational or elliptic curves have gonality computed by multisecants.

In this paper, we show that, with the exception of very few cases we cannot decide, the gonality of a general ACM curve is indeed computed by multisecants. We have to make sense of the expression general ACM curve. To obtain an irreducible parameter space for ACM curves one needs to fix the Hilbert function, that is, the sequence of integers $h^{0}\left(O_{C}(n)\right)$. This is more conveniently expressed by its second difference or $h$-vector:

$$
h_{C}(n)=h^{0}\left(0_{C}(n)\right)-2 h^{0}\left(0_{C}(n-1)\right)+h^{0}\left(0_{C}(n-2)\right)
$$

which has the advantage of being finitely supported while still nonnegative. We will denote by $A(h)$ the Hilbert scheme parametrizing ACM curves in $\mathbb{P}^{3}$ with $h$ vector $h$. By a theorem of Ellingsrud (see Remark 6.4), the Hilbert scheme $A(h)$ is smooth and irreducible. Thus by a general ACM curve we will mean a curve in a Zariski open nonempty subset of $A(h)$. We believe it is reasonable to assume that $C$ is general in the statement of our theorem, because it might happen that a special ACM curve had a low degree pencil unrelated to the line bundle $\mathrm{O}_{C}(1)$.

Theorem 1.3. Assume $\mathbb{K}=\mathbb{C}$ is the field of complex numbers. Let $C \subset \mathbb{P}^{3}$ be a nonplanar smooth $A C M$ curve. If $C$ is general in the Hilbert scheme $A\left(h_{C}\right)$, then

$$
\operatorname{gon}(C)=d-l,
$$

where $d=\operatorname{deg}(C)$ and $l=l(C)$ is the maximum order of a multisecant line to $C$, except perhaps when the degree $d$, the genus $g$ and the least degree $s$ of a surface containing C form one of the following triples: $(15,26,5),(16,30,5),(21,50,6)$, $(22,55,6),(23,60,6),(28,85,7),(29,91,7),(36,133,8)$.

For curves $C$ contained in a quadric or a cubic surface, the statement follows from the references cited above. So our contribution is for curves not lying on a cubic surface.

We can also determine the integer $l(C)$ in terms of the $h$-vector of $C$. Most of the time $l(C)=4$, with two families of exceptions. These exceptional cases arise because the $h$-vector forces surfaces of minimal degree containing $C$ to contain a line as well; this line is then a multisecant of order higher than expected. If $s$ as above denotes the least degree of a surface containing $C$, we let

$$
t=\min \left\{n: h^{0}\left(\mathscr{I}_{C}(n)\right)-h^{0}\left(\mathbb{O}_{\mathbb{p}^{3}}(n-s)\right)>0\right\},
$$

so that $(s, t)$ is the smallest type of a complete intersection containing $C$. We denote by $e$ the index of speciality of $C: e=\max \left\{n: h^{1} \mathscr{O}_{C}(n)>0\right\}$.

The value of $l(C)$ is given as follows:
Theorem 1.4. Let $C \subset \mathbb{P}_{\mathbb{C}}^{3}$ be a general smooth $A C M$ curve with $s \geq 4$. Let $l=l(C)$ denote the maximum order of a multisecant line to $C$. Then $l=4$, unless

- the $h$-vector of C satisfies $h(e+1)=3$ and $h(e+2)=2$, in which case $l=e+3$ and $C$ has a unique ( $e+3$ )-secant line, or
- $t>s+3$ and the $h$-vector of $C$ satisfies $h(t)=s-2$ and $h(t+1)=s-3$, but not $h(e+1)=3, h(e+2)=2$, in which case $l=t-s+1$ and $C$ has a unique $(t-s+1)$-secant line.

Nollet [1998] has found a sharp bound for the maximal order $l=l(C)$ of a multisecant line in terms of the $h$-vector of $C$, valid for any irreducible ACM curve. If $C$ is not a complete intersection, the bound is the largest integer $n$ for which $h_{C}(n-1)-h_{C}(n)>1$. Since this number is at least $s$, we see that $l(C)$ and the gonality of $C$ vary in the family $A(h)$, provided $s \geq 5$, and the gonality of the general curve is $d-4$ (in fact the argument of Theorem 4.1 shows that $l(C)$ varies in the linear system $|C|$ on a smooth surface $X$ of degree $s \geq 5$ ). On the other hand, in the special case $h(e+1)=3$ and $h(e+2)=2$, then Nollet's bound is precisely $e+3$, so that $l(C)$ is constant in $A(h)$.

Finally, in most cases we can prove that every pencil computing the gonality of $C$ arises from a maximum order multisecant: the finite list of exceptions is given in Theorem 9.1. In particular, $C$ has a finite number of pencils of minimal degree, and therefore its Clifford index is $\operatorname{Cliff}(C)=\operatorname{gon}(C)-2=d-l(C)-2$.

It would be interesting to investigate linear series $g_{k}^{r}$ on general ACM curves also for $r \geq 2$. For results in this direction we refer to [Lopez and Pirola 1995].

Outline of proof and structure of the paper. Since the conclusions of our result are semicontinuous on the Hilbert scheme $A(h)$, it suffices to show the existence of a single curve $C$ for which the result holds. Let $C$ be a smooth ACM curve in $\mathbb{P}^{3}$ with given $h$-vector $h$, not lying on any surface of degree at most 3. In Section 3 we review the classical result that for every smooth space curve $D$ of degree at least 10 there exists a line $L$ that is at least a 4 -secant line of $D$. Thus gon $(C) \leq d-4$. Next, if $C$ is general in $A(h)$, it is contained in a smooth surface $X$ of degree $s$. We prove in Corollary 4.2 that, if $C$ is general in its linear system on $X$ and $L$ is an $l$-secant line of $C$ with $l \geq 5$, then $L$ is contained in $X$. In fact, we prove a slightly more general result, which gives explicit conditions for a space curve not to have 5-secant lines:

Theorem 4.1. Let $C \subset \mathbb{P}_{\mathbb{K}}^{3}$ be a curve contained in an irreducible surface $X$ of degree s. Suppose $C$ is a Cartier divisor on $X$ and

$$
H^{0}\left(\mathbb{P}^{3}, \mathscr{I}_{C}(s-2)\right)=0, \quad H^{1}\left(\mathbb{P}^{3}, \mathscr{I}_{C}(m)\right)=0 \text { for } m=s-2, s-3, s-4 .
$$

If $C$ is general in its linear system on $X$, then $\operatorname{deg}(C \cap L) \leq 4$ for every line $L$ not contained in $X$, and $C$ has only finitely many 4 -secant lines not contained in $X$.

In particular, if $X$ does not contain a line, then $C$ does not have an $l$-secant line for any $l \geq 5$.

At this point to prove our main theorem we need to show that every pencil of minimal degree arises from a multisecant line. The proof uses the technique from [Lazarsfeld 1986], which associates to a basepoint-free pencil on $C$ a vector bundle $\mathscr{E}$ on the surface $X$, as explained in Section 5. In Section 6 we review enough liaison theory for ACM curves to be able to show that the bundle $\mathscr{E}$ is Bogomolov unstable. Thus it has a destabilizing divisor $A \in \operatorname{Pic}(X)$, whose degree $x=A . H$ satisfies stringent numerical restrictions in terms of the intersection numbers $A^{2}$, $A . C$ and $C^{2}$.

To use these constraints effectively we need to control the Picard group of $X$. The hypothesis that the ground field is $\mathbb{C}$ allows us to apply the Noether-Lefschetz type theorem of [Lopez 1991, II.3.1] or the more recent [Brevik and Nollet 2008] to conclude that, if $C$ is general in $A(h)$ and $X$ is very general among surfaces of minimal degree containing $C$, then $\operatorname{Pic}(X)$ is freely generated by $H$ and the irreducible components of a curve $\Gamma$ that is general among curves minimally linked to $C$. Such a $\Gamma$ is a general $A C M$ curve, but it may not be irreducible. Thus we are led to establish a structure theorem for general ACM curves. Section 7 is devoted to the proof of this result. It generalizes Gruson-Peskine's theorem [1978], according to which the general ACM curve in $A(h)$ is smooth and irreducible if $h$ is of decreasing type ("has no gaps"):
Theorem 7.21. Let $A(h)$ denote the Hilbert scheme parametrizing ACM curves in $\mathbb{P}_{\mathbb{K}}^{3}$ with $h$-vector $h$. If $\Gamma$ is general in $A(h)$, then

$$
\Gamma=D_{1} \cup D_{2} \cup \cdots \cup D_{r}
$$

where $r-1$ is the number of Gruson-Peskine gaps of $h$, and the $D_{i}$ are distinct smooth irreducible ACM curves whose h-vectors are determined by the gap decomposition of $h$ as explained in Section 7. Furthermore, for every $1 \leq i_{1}<i_{2}<$ $\cdots<i_{h} \leq r$, the curve

$$
D_{i_{1}} \cup D_{i_{2}} \cup \cdots \cup D_{i_{h}}
$$

is still ACM.
Thus we can write the destabilizing divisor as $A=a H+\sum a_{i} D_{i}$. In the proof of the main Theorem 9.1, using the fact that the curves $D_{i}$ and their unions are ACM,
together with the numerical constraints on $x=A . H$ we show $-s-1 \leq x<0$. We then play this inequality against the bounds of Corollary 8.9 , which are essentially upper bounds for the genus of an ACM curve lying on $X$ in terms of the degree of the curve and of degree of $X$. In fact, these bounds are a refinement of the bounds for the genus of an ACM curve proven in [Gruson and Peskine 1978] (see Remark 8.8). The end result is that there are only two possibilities for $A$ : either $-A=H$ (the plane section) or $-A=H-L$ for some line $L$ on $X$.

Corollary 5.7 shows that in case $A=-H$ the pencil arises from a multisecant line not contained in $X$, while in case $A=L-H$ the pencil arises from $L$. This shows pencils of minimal degree on $C$ all arise from multisecant lines, thus completing the proof of the theorem.

## 2. Notation and terminology

A linear system of degree $k$ and projective dimension $r$ on $C$ is denoted with the symbol $g_{k}^{r}$, and a $g_{k}^{1}$ is called a pencil. The gonality of $C$, written $\operatorname{gon}(C)$, is the least positive integer $k$ such that there exists a $g_{k}^{1}$ on $C$. Since a pencil of least degree is automatically basepoint-free, the gonality of $C$ is the least degree of a surjective morphism $C \rightarrow \mathbb{P}^{1}$. One can further notice that a $g_{k}^{1}$ with $k=\operatorname{gon}(C)$ is complete, so that $h^{0}\left(C, \mathscr{O}_{C}(Z)\right)=2$ for every divisor $Z$ in the pencil.
Definition 2.1. Assume $C \subset \mathbb{P}^{3}$ is a nonplanar curve. Given a line $L$, let $\pi_{L}: C \rightarrow$ $\mathbb{P}^{1}$ be obtained projecting $C$ from $L$, and let $\mathscr{L}(L)$ denote the $g_{k}^{1}$ corresponding to $\pi_{L}$. Note that $\mathscr{L}(L)$ is obtained from the pencil cut out on $C$ by planes through $L$ removing its base locus, which coincides with the scheme theoretic intersection $C \cap L$. In particular,

$$
\operatorname{deg}\left(\pi_{L}\right)=\operatorname{deg} \mathscr{L}(L)=\operatorname{deg}(C)-\operatorname{deg}(C . L)
$$

and $\mathscr{L}(L)$ is complete if $\operatorname{deg}(C . L) \geq 2$. We say that a $g_{k}^{1}$ on $C$ arises from a multisecant if it is of the form $\mathscr{L}(L)$ for some line $L$. We say the gonality of $C$ can be computed by multisecants if there exists a line $L$ such that $\mathscr{L}(L)$ has degree gon $(C)$.

## 3. Existence of 4-secant lines

The following statement is classical and well known, but it seems hard to find a reference.

Proposition 3.1. Let $C$ be a smooth irreducible curve of degree $d \geq 10$ in $\mathbb{P}^{3}$. Then $C$ has an $l$-secant line $L$ with $l \geq 4$. In particular, the gonality of $C$ is at most $d-4$.

Proof. The statement is clear if $\operatorname{deg}(C) \geq 4$ and $C$ is contained in a plane or $\operatorname{deg}(C) \geq 7$ and $C$ is contained in a quadric surface. If $C$ is not contained in a
quadric surface, we will show the Cayley number of 4-secants

$$
\mathscr{C}(d, g)=\frac{(d-2)(d-3)^{2}(d-4)}{12}-\frac{g\left(d^{2}-7 d+13-g\right)}{2}
$$

is positive. The existence of $L$ then follows from intersection theory as explained in [Le Barz 1987] or in [Arbarello et al. 1985]. For fixed $d \geq 7$, the number $\mathscr{C}(d, g)$ is a decreasing function of $g$, because the partial derivative with respect to $g$ is

$$
g-\frac{d^{2}-7 d+13}{2}
$$

which is negative because $g \leq d^{2} / 4-d+1$ when $C$ is not contained in a plane.
But $C$ is not even contained in a quadric surface; thus its genus is bounded above by $\frac{1}{6} d(d-3)+1$, and

$$
\mathscr{C}(d, g) \geq \mathscr{C}\left(d, \frac{1}{6} d(d-3)+1\right)=\frac{d(d-3)(d-6)(d-9)}{72}
$$

which is positive for $d \geq 10$.
Remark 3.2. The result is sharp, because a smooth complete intersection of two cubic surfaces has degree 9 and no 4 -secant line.

## 4. Nonexistence of $\mathbf{5}$-secant lines

Theorem 4.1. Let $C \subset \mathbb{P}^{3}$ be a curve contained in an irreducible surface $X$ of degree s. Suppose $C$ is a Cartier divisor on $X$ and

$$
H^{0}\left(\mathbb{P}^{3}, \Phi_{C}(s-2)\right)=0, \quad H^{1}\left(\mathbb{P}^{3}, \Phi_{C}(m)\right)=0 \text { for } m=s-2, s-3, s-4 .
$$

If $C$ is general in its linear system on $X$, then $\operatorname{deg}(C . L) \leq 4$ for every line $L$ not contained in $X$, and $C$ has only finitely many 4 -secant lines not contained in $X$.

In particular, if $X$ does not contain a line, then $C$ does not have an $l$-secant line for any $l \geq 5$.

Proof. The statement is obvious if $s \leq 3$, so assume $s \geq 4$. The hypotheses imply $h^{1} \mathcal{O}(D)=0$ for $D=C, C-H, C-2 H$ because, by Serre duality,

$$
h^{1}\left(\mathbb{P}^{3}, \mathscr{I}_{C}(m)\right)=h^{1}\left(X, О_{X}(m H-C)\right)=h^{1}\left(X, \widehat{O}_{X}(C+(s-4-m) H)\right)
$$

Similarly, $H^{2}\left(O_{X}(C-n H)\right)$ is dual to

$$
H^{0}\left(O_{X}((s-4+n) H-C)\right)=H^{0}\left(X, \mathscr{I}_{C, X}(s-4+n)\right),
$$

which by assumption is zero for $n \leq 2$. Thus we see that $h^{0} \mathbb{O}_{X}(D)=\chi \mathcal{O}_{X}(D)$ for $D=C, C-H, C-2 H$.

Let $L$ be a line not contained in $X$, and let $V$ be the scheme theoretic intersection of $X$ and $L$. Then $V$ has degree $s$, and there is an exact sequence

$$
0 \rightarrow \widehat{O}_{X}(-2 H) \rightarrow \widehat{O}_{X}(-H)^{\oplus 2} \rightarrow \Phi_{V, X} \rightarrow 0
$$

Twisting by $\mathrm{O}_{X}(C)$ and taking cohomology we see that

$$
h^{0}\left(\mathscr{I}_{V}(C)\right)=2 h^{0}\left(\mathbb{O}_{X}(C-H)\right)-h^{0}\left(\mathbb{O}_{X}(C-2 H)\right)
$$

Therefore

$$
\begin{aligned}
h^{0}\left(\mathbb{O}_{X}(C)\right)-h^{0}\left(\mathscr{I}_{V}(C)\right) & =h^{0}\left(\mathbb{O}_{X}(C)\right)-2 h^{0}\left(\mathbb{O}_{X}(C-H)\right)+h^{0}\left(\mathbb{O}_{X}(C-2 H)\right) \\
& =\chi\left(\mathbb{O}_{X}(C)\right)-2 \chi\left(\mathbb{O}_{X}(C-H)\right)+\chi\left(\mathbb{O}_{X}(C-2 H)\right)=s .
\end{aligned}
$$

This shows that the points of $V$ impose independent conditions on the linear system $|C|$. It follows that the family of curves in $|C|$ meeting $L$ in a scheme of length $l \leq s$ has codimension $l$ in $|C|$. This implies the statement because $L$ varies in a four-dimensional family.
Corollary 4.2. Let $C \subset \mathbb{P}^{3}$ be an ACM curve. Suppose that $C$ is contained in a smooth surface $X \subset \mathbb{P}^{3}$ of degree $s=s_{C}$, and that $C$ is general in its linear system on $X$. Then $\operatorname{deg}(C . L) \leq 4$ for any line $L$ not contained in $X$.

In particular, if $X$ does not contain a line, then $C$ does not have an $l$-secant line for any $l \geq 5$.
Proof. The statement follows from Theorem 4.1 because $C$ is ACM precisely when $H^{1}\left(\mathbb{P}^{3}, \Phi_{C}(m)\right)=0$ for every $m$.

## 5. Gonality of curves on a smooth surface: Lazarsfeld's method

In this section we explain a construction due to Lazarsfeld [1986; 1997] that will be crucial in proving that every pencil of minimal degree on a general ACM curve arises from a multisecant.

When a curve $C$ is contained in a smooth surface $X$, we associate a rank two vector bundle on $X$ to a basepoint-free $g_{k}^{1}$ on $C$ as follows. The basepoint-free $g_{k}^{1}$ is determined by a degree $k$ line bundle $O_{C}(Z)$ on $C$, and a surjective map of $0_{C}$-modules

$$
\beta: \mathbb{O}_{C}^{\oplus 2} \rightarrow \mathbb{O}_{C}(Z)
$$

(Note that, since $k \geq 1$, the map $H^{0}(\beta): H^{0}\left(0_{C}^{\oplus 2}\right) \rightarrow H^{0}\left(0_{C}(Z)\right)$ is injective.)
Definition 5.1. Suppose $C$ is an integral curve on the smooth projective surface $X$, and $\mathscr{L}$ is a basepoint-free pencil on $C$ defined by $\beta: \mathbb{O}_{C}^{\oplus 2} \rightarrow \mathscr{O}_{C}(Z)$. Let

$$
\alpha: \mathbb{O}_{X}^{\oplus 2} \rightarrow \mathbb{O}_{C}(Z)
$$

denote the map obtained composing $\beta$ with the natural surjection $\mathscr{O}_{X}^{\oplus 2} \rightarrow \mathbb{O}_{C}^{\oplus 2}$.


Proposition 5.2. Let $\mathscr{E}$ be the bundle associated to a pencil of degree $k$ on $C$ as in the previous definition. Then
(a) $\mathscr{E}$ is a rank two vector bundle on $X$.
(b) $H^{0}(\mathscr{C})=0$.
(c) $c_{1}(\mathscr{E})=\mathcal{O}_{X}(-C)$ and $c_{2}(\mathscr{E})=\operatorname{deg}(Z)$, so that

$$
\Delta(\mathscr{C}) \stackrel{\text { def }}{=} c_{1}^{2}(\mathscr{C})-4 c_{2}(\mathscr{C})=C^{2}-4 k
$$

(Here we consider the first Chern class as an element of $A^{1}(X) \cong \operatorname{Pic}(X)$, while we view the $c_{1}^{2}$ and $c_{2}$ as integers, via the degree map for zero cycles.)

Proof. By definition of $\mathscr{E}$ there is an exact sequence:

$$
0 \rightarrow \mathscr{E} \rightarrow \mathbb{O}_{X}^{\oplus 2} \rightarrow \mathbb{O}_{C}(Z) \rightarrow 0
$$

Since $\mathscr{O}_{C}$ has rank zero and projective dimension 1 as an $\mathbb{O}_{X}$-module, $\mathscr{E}$ is a rank two vector bundle on $X$, whose Chern classes can be computed from the above sequence. If $H^{0}(\mathscr{C})$ were not zero, then $H^{0}(\alpha): H^{0}\left(0_{C}^{\oplus 2}\right) \rightarrow H^{0}\left(O_{C}(Z)\right)$ would not be injective, so $\alpha$ would induce a surjective map $\mathbb{O}_{C} \rightarrow \mathbb{O}_{C}(Z)$, contradicting $\operatorname{deg} Z=k \geq 1$.

We recall the definition of Bogomolov instability for rank two vector bundles on a surface, and Bogomolov's theorem which gives a numerical condition for instability.

Definition 5.3. Let $\mathscr{E}$ be a rank two vector bundle on $X$. One says that $\mathscr{E}$ is $B o$ gomolov unstable if there exist a finite subscheme $W \subset X$ (possibly empty) and divisors $A$ and $B$ on $X$ sitting in an exact sequence

$$
\begin{equation*}
0 \rightarrow \mathscr{O}_{X}(A) \rightarrow \mathscr{E} \rightarrow \mathscr{I}_{W} \otimes \mathcal{O}_{X}(B) \rightarrow 0 \tag{5-1}
\end{equation*}
$$

where $(A-B)^{2}>0$ and $(A-B) . H>0$ for some (hence every) ample divisor $H$. We say $A$ is a destabilizing divisor of $\mathscr{E}$. It is unique up to linear equivalence.
Theorem 5.4 ([Bogomolov 1978]; compare [Huybrechts and Lehn 1997, 7.3.3] and [Lazarsfeld 1997, 4.2]). Suppose the ground field $\mathbb{K}$ has characteristic zero. Let $\mathscr{E}$ be a rank two vector bundle on the smooth projective surface $X$, and let $\Delta(\mathscr{E})=c_{1}(\mathscr{E})^{2}-4 c_{2}(\mathscr{E})$.

If $\Delta(\mathscr{E})>0$, then $\mathscr{E}$ is Bogomolov unstable.
Following Lazarsfeld's approach, we will show in Section 6 that the bundle associated to a pencil computing the gonality of a smooth ACM curve satisfies $\Delta(\mathscr{E})>0$, hence it is Bogomolov unstable, and there is a destabilizing divisor $A$. To work effectively we will need the following technical result that will be useful in two ways. First it immediately implies that, when $-A=H$ (plane section) or
$-A=H-L$ (plane section minus a line), the given pencil arises from a multisecant; later on the inequalities $A^{2} \geq 0$ and $A . H<0$ will be used to exclude all other possibilities for $A$.

Proposition 5.5. Suppose $X$ is a smooth projective surface, $C$ is an integral curve on $X$, and $|Z|$ is a complete basepoint-free pencil on $C$. Let $\mathscr{E}$ be the rank 2 bundle on $X$ associated to $|Z|$. Suppose there is an exact sequence

$$
\begin{equation*}
0 \rightarrow \mathscr{O}_{X}(A) \xrightarrow{h} \mathscr{E} \rightarrow \Phi_{W} \otimes \mathscr{O}_{X}(B) \rightarrow 0 \tag{5-2}
\end{equation*}
$$

with $W$ zero-dimensional and $B$ not effective. Then the linear system $|-A|$ on $X$ contains two effective curves $D_{1}$ and $D_{2}$ with the following properties:
(a) $D_{1}$ and $D_{2}$ meet properly in a 0 -dimensional scheme $V$ containing $W$.
(b) $D_{1}$ and $D_{2}$ meet $C$ properly, and, if $R$ is the base locus of the pencil cut out on $C$ by C. $D_{1}$ and C. $D_{2}$, then

$$
\mathfrak{O}_{C}(Z) \cong \mathbb{O}_{X}(-A) \otimes \mathbb{O}_{C}(-R)
$$

that is, the pencil $|Z|$ is obtained by first restricting $D_{1}$ and $D_{2}$ to $C$ and then removing the base locus $R$.
(c) $R$ is the residual scheme to $W$ in $V$, that is, there is an exact sequence

$$
0 \rightarrow \mathscr{O}_{W} \rightarrow \mathfrak{O}_{V} \rightarrow \mathfrak{O}_{R} \rightarrow 0
$$

In particular $h^{0} \mathscr{\Phi}_{W}(-A) \geq 2, A . H<0$ for every ample divisor $H$, and $A^{2} \geq 0$.
Remark 5.6. The proposition applies if $\mathscr{E}$ is Bogomolov unstable with destabilizing sequence (5-2). Indeed in this case, if $H$ is an ample divisor on $X$, then $(A-B) . H>0$. Since $c_{1}(\mathscr{E})=A+B=-C$ in $\operatorname{Pic}(X)$, we compute

$$
-2 B \cdot H=(A-B) \cdot H+C \cdot H>0
$$

Therefore $B$ is not effective.
Proof of Proposition 5.5. Dualizing $0 \rightarrow \mathscr{E} \rightarrow \mathscr{O}_{X}^{\oplus 2} \rightarrow \mathscr{O}_{C}(Z) \rightarrow 0$ we obtain an exact sequence

$$
0 \rightarrow \mathscr{O}_{X}^{\oplus 2} \rightarrow \mathscr{E}(C) \rightarrow \mathscr{O}_{C}(C-Z) \rightarrow 0
$$

We now look at the composite map $g: \mathbb{O}_{X}^{\oplus 2} \rightarrow \mathscr{E}(C) \rightarrow \mathscr{I}_{W}(-A)$.
This map is nonzero, otherwise $\mathbb{O}_{X}^{\oplus 2}$ would map injectively into the kernel of $\mathscr{E}(C) \rightarrow \mathscr{I}_{W}(-A)$, which is $\mathcal{O}_{X}(C+A)$, absurd. Hence the image of $g$ has rank one, and has the form $\mathscr{I}_{Y}(-A)$ for some proper subscheme $Y \subset X$ containing $W$. Then $\mathscr{I}_{Y}=\mathscr{I}_{V}(-D)$ where $D$ is the divisorial part of $Y$, and $V$ is zero dimensional. We obtain an exact sequence

$$
0 \rightarrow \operatorname{Ker}(g) \rightarrow \mathbb{O}_{X}^{\oplus 2} \rightarrow \mathscr{I}_{V}(-A-D) \rightarrow 0
$$

It follows $\operatorname{Ker}(g)=0_{X}(A+D)$ and $-A-D$ is effective. A diagram chase shows there is an exact sequence

$$
0 \rightarrow \mathbb{O}_{X}(A+D) \rightarrow \mathbb{O}_{X}(C+A) \rightarrow \mathbb{O}_{C}(C-Z)
$$

from which we see there is an effective curve $C_{0}$ linearly equivalent to $C-D$ contained in $C$. Since $C$ is irreducible, this implies either $D=C$ or $D=0$.

Now $-A-D$ is effective, so, if we had $D=C$, then $B=-A-C$ would be effective, contradicting the hypotheses. Hence the only possibility is $D=0$.

Putting everything together we obtain a commutative diagram with exact rows:


Now let $D_{1}$ and $D_{2}$ the divisors defined by the sections $s_{1}$ and $s_{2}$ of $\mathcal{O}_{X}(-A)$. The first row of the diagram shows $D_{1}$ and $D_{2}$ meet properly in the zero dimensional scheme $V$, which contains $W$ by construction. The two sections remain independent in $H^{0}\left(\mathrm{O}_{C}(Z)\right)$ because $H^{0}(\mathscr{E})=0$. Hence $D_{1}$ and $D_{2}$ meet $C$ properly, and $D_{1} . C$ and $D_{2} . C$ span a pencil on $C$.

By the snake lemma, the kernel of the vertical map $\mathscr{I}_{V}(-A) \rightarrow{ }_{O}^{C}(Z)$ is $\mathscr{I}_{W}(B)=\mathscr{I}_{W}(-A-C)$, hence a diagram chase produces an exact sequence

$$
0 \rightarrow \mathfrak{O}_{C}(Z) \rightarrow \mathbb{O}_{X}(-A) \otimes \mathbb{O}_{C} \rightarrow \mathbb{O}_{V} / \mathbb{O}_{W} \rightarrow 0
$$

which proves the rest of the statement.
Corollary 5.7. Assume $X \subset \mathbb{P}^{3}$ is a smooth surface with plane section $H$, containing a smooth irreducible curve C. Suppose $C$ is not contained in a plane. Let $|Z|$ be a complete basepoint-free pencil on $C$, and let $\mathscr{E}$ be the bundle on $X$ associated to $|Z|$.
(a) If there is an exact sequence

$$
0 \rightarrow \mathcal{O}_{X}(A) \rightarrow \mathscr{E} \rightarrow \mathscr{I}_{W}(B) \rightarrow 0
$$

with $W$ zero dimensional and $A+H$ effective, then there is a line $L$ such that $|Z|=\mathscr{L}(L)$ is the pencil cut out on $C$ by planes through L. Furthermore, if $X$ does not contain $L$, then $A=-H$ and $W$ is the residual scheme to $C \cap L$ in $X \cap L$, while, if $X$ contains $L$, then $A=L-H$ and $W$ is empty.
(b) Assume $C$ is linearly normal and $|Z|$ is the pencil cut out on $C$ by planes through a line $L$ meeting $C$ in a scheme of length at least 2 . Then there exists an exact sequence as above with $A=-H$ if $X$ does not contain $L$ and $A=L-H$ if $X$ contains $L$.

Proof. (a) The divisor $B$ is not effective; otherwise

$$
B+(A+H)=(-A-C)+(A+H)=H-C
$$

would be effective, which contradicts the assumption that $C$ is not contained in plane.

Thus we may apply Proposition 5.5 to the given exact sequence to conclude the linear system $|-A|$ contains a pencil. By assumption $P=A+H$ is effective, and therefore in order that $|-A|=|H-P|$ may contain a pencil it is necessary that $P$ be empty or a line.

If $P$ is empty, by 5.5 the are two plane sections $D_{1}=H_{1} \cap X$ and $D_{2}=H_{2} \cap X$ of $X$ meeting in a zero dimensional scheme $V$, hence the line $L=H_{1} \cap H_{2}$ is not contained in $X$. Proposition 5.5 b shows $|Z|$ is obtained removing from the pencil spanned by $C \cap H_{1}$ and $C \cap H_{2}$ its base locus $C \cap L$, that is, $|Z|=\mathscr{L}(L)$, and Proposition 5.5 c shows $W$ is the residual scheme to $C \cap L$ in $X \cap L$.

Finally, if $P$ is a line, then $D_{1}$ and $D_{2}$ belong to $|H-P|$, hence their intersection $V=D_{1} \cap D_{2}$ is empty. It follows from Proposition 5.5 that $|Z|=\mathscr{L}(P)$ and that and $W$ is empty.
(b) By the definition of $\mathscr{E}$ there is an exact sequence

$$
0 \rightarrow \mathscr{E} \rightarrow \mathscr{O}_{X}^{\oplus 2} \rightarrow \widehat{O}_{C}(Z) \rightarrow 0
$$

Comparing this sequence with

$$
0 \rightarrow \mathbb{O}_{C} \rightarrow \mathbb{O}_{C}(Z) \rightarrow \mathbb{O}_{Z} \rightarrow 0
$$

we obtain

$$
0 \rightarrow \mathbb{O}_{X}(-C) \rightarrow \mathscr{E} \rightarrow \mathscr{I}_{Z, X} \rightarrow 0
$$

Now twist by $H$ and take cohomology to get a long exact sequence

$$
0 \rightarrow H^{0}\left(\mathbb{O}_{X}(H-C)\right) \rightarrow H^{0}(\mathscr{E}(H)) \rightarrow H^{0}\left(\Phi_{Z, X}(H)\right) \rightarrow H^{1}\left(\mathbb{O}_{X}(H-C)\right)
$$

Since $Z$ is contained in a plane, $h^{0}\left(\mathscr{I}_{Z, X}(H)\right)>0$, while $H^{1}\left(0_{X}(H-C)\right)=$ $H^{1}\left(\mathscr{I}_{C}(H)\right)=0$ because $C$ is linearly normal. Hence $\mathscr{E}(H)$ has a section, and after removing torsion in the cokernel if necessary we find an exact sequence:

$$
0 \rightarrow \mathscr{O}_{X}(P-H) \rightarrow \mathscr{E} \rightarrow \mathscr{I}_{W}(H-P-C) \rightarrow 0
$$

with $W$ zero dimensional and $P$ effective. Now (b) follows from (a).

## 6. ACM curves

In this section we show that, if $C$ is an ACM curve of degree $d$ having a pencil of minimal degree $k \leq d-4$ on a smooth surface of degree $s=s_{C}$, then the bundle $\mathscr{E}$ associated to the given pencil satisfies $\Delta(\mathscr{E})>0$ (except for a small list of cases
given in Proposition 6.10); hence, if the ground field has characteristic zero, it is Bogomolov unstable. The proof is based on the structure of the biliaison class of ACM curves which we now briefly recall. We also include some information about the minimal link $\Gamma$ of a curve $C$, which we will need later.

Given a curve $C$ in $\mathbb{P}^{3}$ its fundamental numerical invariants are, besides its degree $d_{C}$ and its arithmetic genus $g(C)=1-\chi\left(O_{C}\right)$ :

- its index of speciality $e(C)=\max \left\{n: h^{1} \mathscr{O}_{C}(n)>0\right\}$;
- the minimal degree $s_{C}$ of a surface containing $C$;
- the integer $\left.t_{C}=\min \left\{n: h^{0}\left(\mathscr{I}_{C}(n)\right)-h^{0}\left(\mathbb{O}_{\mathbb{P}^{3}}\left(n-s_{C}\right)\right)>0\right)\right\}$. If $C$ is integral or more generally if $C$ lies on an integral surface of degree $s_{C}$, the integer $t_{C}$ is the smallest $n$ such that $C$ is contained in a complete intersection of two surfaces of degree $s_{C}$ and $n$.

When $C$ is ACM, all its basic numerical invariants can be computed from the Hilbert function. It is convenient to express the Hilbert function through its second difference function, the so called $h$-vector $h_{C}$ of $C$ - see [Migliore 1998, §1.4] because $h_{C}$ is a finitely supported function. Thus one defines

$$
h_{C}(n)=h^{0}\left(\mathscr{O}_{C}(n)\right)-2 h^{0}\left(\mathscr{O}_{C}(n-1)\right)+h^{0}\left(\mathbb{O}_{C}(n-2)\right) .
$$

If $s=s(C)$ and $e=e(C)$, the function $h_{C}$ satisfies

$$
\left\{\begin{array}{l}
h(n)=n+1 \text { if } 0 \leq n \leq s-1  \tag{6-1}\\
h(n) \geq h(n+1) \text { if } n \geq s-1, \\
h(e+2)>0 \quad \text { and } \quad h(n)=0 \quad \text { for } n \geq e+3
\end{array}\right.
$$

Thus we may write $h$ as

$$
h_{C}=\left\{1,2, \ldots, s, h_{C}(s), \ldots, h_{C}(e+2)\right\} .
$$

with $s=h_{C}(s-1) \geq h_{C}(s) \geq h_{C}(s+1) \geq \cdots \geq h_{C}(e+2)$.
We say that a finitely supported function $h: \mathbb{N} \rightarrow \mathbb{N}$ is an $h$-vector if it satisfies (6-1) for some $s \geq 1$. Every $h$-vector arises as the $h$-vector of an ACM curve in $\mathbb{P}^{3}$; see [Martin-Deschamps and Perrin 1990, Theorem V.1.3, p. 111] and Remark 7.7 below. It will be convenient to allow the identically zero function among $h$-vectors, and think of it as the $h$-vector of the empty curve. In terms of the $h$-vector, the fundamental invariants of $C$ are:

Proposition 6.1. For an $A C M$ curve $C$ in $\mathbb{P}^{3}$, with $h$-vector $h_{C}$, we have
(1) $d_{C}=\sum h_{C}(n)$,
(2) $g(C)=1+\sum(n-1) h_{C}(n)$,
(3) $e(C)+2=\max \left\{n: h_{C}(n)>0\right\}$,
(4) $s_{C}=\min \left\{n \geq 0: h_{C}(n)<n+1\right\}$, and
(5) $t_{C}=\min \left\{n \geq 0: h_{C}(n-1)>h_{C}(n)\right\}$.

Consistently with these formulas, for the empty curve we define $s=0, d=0$, $g=1, e=-\infty$.

Remark 6.2. If $C$ is an ACM curve with $s_{C}=s$, then

$$
d_{C}=\sum h_{C}(n) \geq \sum_{n=0}^{s-1}(n+1)=\frac{1}{2} s(s+1)
$$

The $h$-vectors of integral curves have a special form:
Definition 6.3 [Maggioni and Ragusa 1988]. An $h$-vector is of decreasing type if $h(a)>h(a+1)$ implies that for each $n \geq a$ either $h(n)>h(n+1)$ or $h(n)=0$.

Remark 6.4. By a result from [Ellingsrud 1975] (see also [Martin-Deschamps and Perrin 1990, p. 5; corollaire 1.2 on p. 134; §1.7, p. 139]), the Hilbert scheme $A(h)$ of ACM curves in $\mathbb{P}^{3}$ with a given $h$-vector is smooth and irreducible, even when $h$ is not of decreasing type.

Gruson and Peskine [1978] (see also [Maggioni and Ragusa 1988] and [Nollet 1998]) showed that, if $C$ is an integral ACM curve, then $h_{C}$ is of decreasing type, and conversely, if $h$ is an $h$-vector of decreasing type, then there exists a smooth irreducible ACM curve $C$ with $h_{C}=h$. Thus an $h$-vector $h$ is of decreasing type if and only if the general curve $C$ in $A(h)$ is smooth and irreducible.

If $C$ is not irreducible, it may happen that every pair of surfaces $X_{1}$ and $X_{2}$ containing $C$ of minimal degrees $s_{C}$ and $t_{C}$ have a common component. Nollet [1998, Proposition 1.5] generalized the result of Gruson and Peskine by showing that if $C$ is contained in a complete intersection of type $\left(s_{C}, t_{C}\right)$, then $h_{C}$ is of decreasing type. We partially reproduce his argument here:
Lemma 6.5. (i) Suppose an ACM curve $D$ is contained in a complete intersection $Y$ of type $\left(s_{D}, t_{D}\right)$, and let $\Gamma$ be the curve and linked to $D$ by $Y$. Then

$$
e(\Gamma)+3<s_{D} .
$$

(ii) Let $\Gamma$ be an ACM curve, and suppose $a \leq b$ are integers such that $a \geq e(\Gamma)+3$ and $b \geq e(\Gamma)+4$. Then the $h$-vector of a curve $D$ linked to $\Gamma$ by a complete intersection of type $(a, b)$ is of decreasing type. If $a \geq e(\Gamma)+4$, then $s_{D}=a$ and $t_{D}=b$. If $a=e(\Gamma)+3$, then $s_{D}=a$ and $t_{D}=b-1$.

Proof. If $\Gamma$ and $D$ are linked by a complete intersection $Y$ of type $(a, b)$, we have, by [Migliore 1998, 5.2.19],

$$
h_{\Gamma}(n)=h_{Y}(n)-h_{D}(a+b-2-n)=h_{Y}(a+b-2-n)-h_{D}(a+b-2-n) .
$$

Suppose first $a=s_{D}$ and $b=t_{D}$. Then

$$
h_{\Gamma}\left(s_{D}-1\right)=h_{Y}\left(t_{Y}-1\right)-h_{D}\left(t_{D}-1\right)=s_{Y}-s_{D}=0 .
$$

Therefore $e(\Gamma)+3 \leq s_{D}-1$.
Next suppose $b \geq a \geq e(\Gamma)+4$. Then $s_{D} \leq a$ because $D \subseteq Y$, and

$$
h_{D}(b-1)=h_{Y}(a-1)-h_{\Gamma}(a-1)=h_{Y}(a-1)=a
$$

while

$$
h_{D}(b)=h_{Y}(a-2)-h_{\Gamma}(a-2) \leq h_{Y}(a-2)=a-1
$$

hence $s_{D}=a$ and $t_{D}=b$.
If $a=e(\Gamma)+3$ and $b \geq e(\Gamma)+4$, then a similar calculation shows $h_{D}(b-2)=a$ and $h_{D}(b-1)<a$, so that $s_{D}=a$ and $t_{D}=b-1$.

It remains to show $h_{D}$ is of decreasing type. Let $u=s(\Gamma)$. Then $u \leq e(\Gamma)+3 \leq a$ and $h_{\Gamma}(n)=h_{Y}(n)=n+1$ for $n \leq u-1$; hence $h_{D}(n)=0$ for $n \geq a+b-1-u$.

Since $h_{\Gamma}(n) \geq h_{\Gamma}(n+1)$ for $n \geq u-1$, we see that for $b-1 \leq m \leq a+b-2-u$

$$
\begin{aligned}
h_{D}(m)-h_{D}(m+1) & =h_{Y}(m)-h_{Y}(m+1)-h_{\Gamma}(a+b-2-m)+h_{\Gamma}(a+b-1-m) \\
& =1-\partial h_{\Gamma}(a+b-1-m) \geq 1
\end{aligned}
$$

which shows that $h_{D}$ is of decreasing type.
Fix a smooth surface $X \subset \mathbb{P}^{3}$ of degree $s$. Two curves $C$ and $D$ on $X$ are said to be biliaison equivalent if $C$ is linearly equivalent to $D+n H$ for some integer $n$.

Definition 6.6. A curve $C$ on a surface $X$ is minimal on $X$ if $C-H$ is not effective.
Proposition 6.7. A curve $C$ is minimal on a smooth surface $X$ if and only if

$$
e(C)+3<\operatorname{deg}(X)
$$

Proof. To say $C$ is minimal is equivalent to saying $h^{0}\left(\mathbb{O}_{X}(C-H)\right)=0$. By duality on $X$ this is the same as $h^{2}\left(\mathscr{I}_{C}(s-3)\right)=0$, where $s=\operatorname{deg}(X)$. On the other hand, $h^{2}\left(\mathscr{I}_{C}(s-3)\right)=h^{1}\left(\mathscr{O}_{C}(s-3)\right)$, so the condition says $s-3>e(C)$, or equivalently, $e(C)+3<s$.

Definition 6.8. We say that an $h$-vector is $s$-minimal if the corresponding curve satisfies $e+3<s$. We say that an $h$-vector is $s$-basic if it is the $h$-vector of an integral curve $C$ satisfying $s_{C}=t_{C}=s$. Thus the $s$-basic $h$-vectors are those $h$-vectors of decreasing type that begin with a string

$$
\{1,2, \ldots, s-1, s, m\}
$$

with $m=h(s) \leq s-1$.
Table 1 on the next page lists $s$-basic $h$-vectors for $s=4$ and $s=5$.

|  | $d$ | $g$ | $h$-vector $\quad C$ | $C^{2}-4(d-4)$ | $C^{2}-4(d-5)$ | $\lambda(\Gamma=t H-C)$ | $q(\lambda)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{aligned} & \forall \\ & \\| \\ & \\| \end{aligned}$ | 10 | 11 | 1,2, 3, 4 | -4 | 0 | 1,2,3 | 20 |
|  | 11 | 14 | 1, 2, 3, 4, 1 | -2 | 2 | 2,3 | 17 |
|  | 12 | 17 | 1, 2, 3, 4, 2 | 0 | 4 | 1,3 | 16 |
|  | 13 | 20 | 1,2,3,4,3 | 2 | 6 | 1,2 | 17 |
|  | 13 | 21 | 1,2,3,4,2,1 | 4 | 8 | 3 | 9 |
|  | 14 | 24 | 1,2,3,4,3,1 | 6 | 10 | 2 | 12 |
|  | 15 | 28 | 1,2, 3, 4, 3, 2 | 10 | 14 | 1 | 9 |
|  | 16 | 33 | 1,2,3, 4, 3, 2, 1 | 16 | 20 | $\varnothing$ | 0 |
| $\begin{aligned} & n \\ & i \\| \\ & n \end{aligned}$ | 15 | 26 | 1,2,3,4, 5 | -9 | -5 | 1,2,3, 4 | 50 |
|  | 16 | 30 | 1,2,3,4, 5, 1 | -6 | -2 | 2, 3, 4 | 46 |
|  | 17 | 34 | 1, 2, 3, 4, 5, 2 | -3 | 1 | 1,3,4 | 44 |
|  | 18 | 38 | 1,2, 3, 4, 5, 3 | 0 | 4 | 1,2,4 | 44 |
|  | 18 | 39 | 1,2,3, 4, 5, 2, 1 | 2 | 6 | 3, 4 | 34 |
|  | 19 | 42 | 1,2,3, 4, 5, 4 | 3 | 7 | 1,2,3 | 46 |
|  | 19 | 43 | 1,2,3,4, 5, 3, 1 | 5 | 9 | 2, 4 | 36 |
|  | 20 | 47 | $1,2,3,4,5,4,1$ | 8 | 12 | 2,3 | 40 |
|  | 20 | 48 | 1,2,3,4,5,3,2 | 10 | 14 | 1,4 | 30 |
|  | 21 | 52 | 1,2,3, 4, 5, 4, 2 | 13 | 17 | 1,3 | 36 |
|  | 21 | 54 | 1, 2, 3, 4, 5, 3, 2, 1 | 17 | 21 | 4 | 16 |
|  | 22 | 57 | 1,2,3, 4, 5, 4, 3 | 18 | 22 | 1,2 | 34 |
|  | 22 | 58 | $1,2,3,4,5,4,2,1$ | 20 | 24 | 3 | 24 |
|  | 23 | 63 | 1,2, 3, 4, 5, 4, 3, 1 | 25 | 29 | 2 | 24 |
|  | 24 | 69 | 1,2,3, 4, 5, 4, 3, 2 | 32 | 36 | 1 | 16 |
|  | 25 | 76 | 1,2,3, 4, 5, 4, 3, 2, 1 | 141 | 45 | $\varnothing$ | 0 |
| $\begin{aligned} & 6 \\ & \\| \\ & \\| \end{aligned}$ | 21 | 50 | $1,2,3,4,5,6$ | -12 | -8 | 1,2,3,4, 5 | 105 |
|  | 22 | 55 | $1,2,3,4,5,6,1$ | -8 | -4 | 2, 3, 4, 5 | 100 |
|  | 23 | 60 | 1,2,3,4, 5, 6, 2 | -4 | 0 | 1,3,4,5 | 97 |
|  | 24 | 65 | $1,2,3,4,5,6,3$ | 0 | 4 | 1,2,4,5 | 96 |
| $\underset{N}{N}$ | 28 | 85 | 1,2,3,4,5,6,7 | -12 | -8 | 1,2,3, 4, 5, 6 | 196 |
|  | 29 | 91 | $1,2,3,4,5,6,7,1$ | -7 | -3 | 2, 3, 4, 5, 6 | 190 |
|  | 30 | 97 | $1,2,3,4,5,6,7,2$ | -2 | 2 | 1,3, 4, 5, 6 | 186 |
| $\begin{gathered} \infty \\ \\| \\ \\| \end{gathered}$ | 35 | 130 | 1,2,3, 4, 5, 6, 7, 4, 3 | 329 | 33 | 1,2, 5, 6 | 154 |
|  |  |  | $1,2,3,4,5,6,7,8$ | -8 | -4 | $1,2,3,4,5,6,7$ | 336 |
|  | $37$ | $140$ | $1,2,3,4,5,6,7,8,1$ | $1 \quad-2$ | 2 | 2, 3, 4, 5, 6, 7 | 329 |
|  | 45 |  | 1,2,3, 4, 5, 6, 7, 8, 9 | $9 \quad 1$ | 5 | 1,2,3,4, 5, 6, 7, 8 | 540 |

Table 1. $s$-basic $h$-vectors and $s$-minimal biliaison types.

Proposition 6.9. Suppose $C$ is an ACM curve contained in a smooth surface $X$ of degree $s_{C}$. Let $s=s_{C}, t=t_{C}$ and $e=e(C)$. Then $e+3 \geq t \geq s$ and
(a) $h_{C}$ is of decreasing type;
(b) if $\Gamma \in|t H-C|$, then $e(\Gamma)+3<s$ and $\Gamma$ is minimal on $X$;
(c) $C-m H$ is effective if and only if $m \leq e+4-s$;
(d) if $C_{1} \in|C-(t-s) H|, h_{C_{1}}$ is s-basic;
(e) if $C_{2} \in|C-(t-s+1) H|, h_{C_{2}}$ is of decreasing type.

There is a one to one correspondence $h_{\Gamma} \mapsto h_{C_{1}}$ mapping s-minimal $h$-vectors to $s$-basic $h$-vectors.

Proof. Since $C$ is ACM, the ideal sheaf $\mathscr{I}_{C, \mathbb{P}^{3}}$ is $(e+3)$-regular, hence $e+3 \geq t$. By definition of $t$, we have $t \geq s$, and $C$ is contained in a surface $F$ of degree $t$ that does not contain $X$. Therefore $C$ is contained in the complete intersection $X \cap F$ of type $(s, t)$. Let $\Gamma \in|t H-C|$ be the curve linked to $C$ by $X \cap F$ : then $e\left(\Gamma_{0}\right)+3<s$ and $\Gamma$ is minimal (by either Lemma 6.5 or by definition of $t$ ).

Each of the curves $C, C_{1}, C_{2}$ is linked to a curve in the linear system $|\Gamma|$ by a complete intersection of type $(s, t),(s, s)$, or $(s-1, s)$, respectively. By Lemma 6.5 the $h$-vectors of $C, C_{1}$ and $C_{2}$ are of decreasing type, and $h_{C_{1}}$ is $s$-basic.

There is a unique 1-basic $h$-vector, namely $h_{0}=\{1\}$, the $h$-vector of a line. Every ( $s-1$ )-basic $h$-vector gives rise to two $s$-basic $h$ vectors by performing a type $A$ or type $B$ transformation, defined as follows: (1) A type $A=A_{s}$ transformation consists of inserting an $s$ to an $(s-1)$-basic h-vector $h=\{1,2, \ldots, s-1, m, \ldots\}$ to transform it into the $s$-basic vector $h^{\prime}=\{1,2, \ldots, s-1, s, m \ldots\}$. Geometrically, if $h$ is the $h$-vector of a curve $C$ on a surface $X$ of degree $s, h^{\prime}$ is the $h$-vector of the effective divisor $C+H$ on $X$. (2) A type $B$ transformation consists of inserting a string $s, s-1$ to an $(s-1)$-basic h-vector $h=\{1,2, \ldots, s-1, m, \ldots\}$ to transform it into the $s$-basic vector $h^{\prime \prime}=\{1,2, \ldots, s-1, s, s-1, m \ldots\}$. Geometrically, this operation breaks into two steps: suppose $h$ is the $h$-vector of a curve $C$ on a surface $X_{1}$ of degree $s-1$. Let $C_{1}=C+H$ be obtained by adding to $C$ a plane section of $X_{1}$, then pick a surface $X_{2}$ of degree $s$ containing $C_{1}$, and finally let $C_{2}=C_{1}+H$ be obtained by adding to $C_{1}$ a plane section of $X_{2}$. Then $h^{\prime \prime}$ is the $h$-vector of $C_{2}$.

Conversely, any $s$-basic $h$-vector with $m=h(s) \leq s-2$ arises from a type $A$ transformation of an (s-1)-basic $h$-vector, while any $s$-basic $h$-vector with $m=$ $h(s)=s-1$ arises from a type $B$ transformation of an ( $s-1$ )-basic $h$-vector. In particular, the number of $s$-basic $h$-vectors is $2^{s-1}$ (see Table 1 ).
Proposition 6.10. Let $C$ be an integral ACM curve in $\mathbb{P}^{3}$ with $s_{C} \geq 4$. Suppose $C$ is contained in a smooth surface $X$ of degree $s=s(C)$. Suppose $C$ has a basepointfree pencil of degree $k$, and let $\mathscr{E}$ be the bundle on $X$ associated to such a pencil.
(a) If $k \leq d-5$, then $\Delta(\mathscr{E})>0$ unless

- $s=4$ and $(d, g)=(10,11)$, or
- $s=5$ and $(d, g)=(15,26),(16,30)$, or
- $s=6$ and $(d, g)=(21,50),(22,55),(23,60)$, or
- $s=7$ and $(d, g)=(28,85),(29,91)$, or
- $s=8$ and $(d, g)=(36,133)$.
(b) If $k=d-4$, then $\Delta(\mathscr{E})>0$ unless
- $s=4$ and $(d, g)=(10,11),(11,14),(12,17)$, or
- $s=5$ and $(d, g)=(15,26),(16,30),(17,34),(18,38)$, or
- $s=6$ and $(d, g)=(21,50),(22,55),(23,60),(24,65)$, or
- $s=7$ and $(d, g)=(28,85),(29,91),(30,97)$, or
- $s=8$ and $(d, g)=(36,133),(37,140)$.

Proof. We can compute $\Delta(\mathscr{E})$ in terms of $d=d_{C}$ and $g=g(C)$ :

$$
\Delta(\mathscr{E})=C^{2}-4 k=2 g-2-(s-4) d-4 k=\delta_{s}(d, g)+4(d-k),
$$

where we have set $\delta_{s}(C)=\delta_{s}(d, g)=2 g-2-d s$. One can easily verify the following facts:
(1) Let $C \subseteq X_{s}$ be a curve on a surface $X$ of degree $s$ in $\mathbb{P}^{3}$, and consider the divisor $C+H$ on $X_{s}$. Then

$$
\delta_{s}(C+H)-\delta_{s}(C)=2 d-3 s
$$

In particular, if $d \geq \frac{1}{2} s(s+1)$ and $s \geq 3, \delta_{s}(C+H)>\delta_{s}(C)$.
(2) Suppose $C \subseteq X_{s+1}$ is a curve on a surface $X$ of degree $s+1$ in $\mathbb{P}^{3}$, and consider the divisor $C+H$ on $X_{s+1}$ Then

$$
\delta_{s+1}(C+H)-\delta_{s}(C)=d-3(s+1)
$$

In particular, if $d \geq \frac{1}{2} s(s+1)$ and $s \geq 6, \delta_{s+1}(C+H) \geq \delta_{s}(C)$, and the inequality is strict unless $s=6$ and $d=21$.
To prove the proposition, we have seen that $\Delta(\mathscr{E})$ can be computed in terms of $d, g, s, k$, which depend only on the $h$-vector and the choice of $s, k$. Therefore, using the two remarks (1), (2) just made and using biliaisons on each surface to reduce to $s$-basic $h$-vectors, and using the transformations of type $A$ and $B$ mentioned before the statement, it would be sufficient to prove that $\Delta>0$ for all $s$-basic $h$-vectors with $s=4$. Unfortunately this is not so, as $\Delta \leq 0$ for the first three 4 -basic $h$-vectors (see Table 1). Still the two remarks show that $\Delta$ becomes positive using the transformations of type $A$ and $B$, with the only exceptions listed in the statement. Table 1 displays all $h$-vectors for which $\Delta \leq 0$ for $k=d-4$ and $k=d-5$.

## 7. General ACM curves

We now generalize the results of [Gruson and Peskine 1978] by giving a description of a general ACM curve $C$ with a given $h$-vector $h$, even when $h$ is not of decreasing type. We show (Theorem 7.21) that $C$ is a union of smooth ACM subcurves whose $h$-vectors are determined by that of $C$. The basic step is Proposition 7.18, which is a special case of [Davis 1985, Corollary 4.2], and says that $C$ is the union of two ACM subcurves whenever $h_{C}$ is not of decreasing type. As a corollary we show the existence of multisecant lines for ACM curves with $h$-vector of special types.

Definition 7.1. Let $C_{0}$ and $C$ be two curves in $\mathbb{P}^{3}$.
(a) Following [Martin-Deschamps and Perrin 1990] we say that $C$ is obtained by an elementary biliaison of height $h$ from $C_{0}$ if there exists a surface $X$ in $\mathbb{P}^{3}$ containing $C_{0}$ and $C$ so that $\mathscr{I}_{C, X} \cong \mathscr{I}_{C_{0}, X}(-h)$. In the language of generalized divisors [Hartshorne 1994] this means $C$ is linearly equivalent to $C_{0}+h H$ on $X$, where $H$ denotes the plane section.
(b) As a particular case, we say $C$ is obtained by a trivial biliaison of height $h$ if $\mathscr{I}_{C, X}=\mathscr{I}_{C_{0}, X} \Phi_{Y, X}$ where $Y$ is a complete intersection of $X$ and a surface of degree $h$. If $Y$ meets $C_{0}$ properly, this means $C$ is the union of $C_{0}$ and $Y$.
(c) By a special biliaison of degree $k$ we mean an elementary biliaison of height one $C \sim C_{0}+H$ on a surface of degree $k \geq e\left(C_{0}\right)+4$. The condition $k \geq$ $e\left(C_{0}\right)+4$ guarantees $s_{C}=s_{C_{0}}+1$ and $k=e(C)+3$ by [Martin-Deschamps and Perrin 1990, p. 68].

Proposition 7.2 (Lazarsfeld-Rao property). Suppose $C$ is an ACM curve with index of speciality $e$. Then $C$ can be obtained by a special biliaison of degree $k=e+3$ from some ACM curve $C_{0}$ satisfying $s_{C_{0}}=s_{C}-1$.

Proof. One knows - see for example [Strano 2004] - that an ACM curve $C$ with index of speciality $e$ can be obtained by an elementary biliaison of height 1 on a surface $X$ of degree $e+3$ from an ACM curve $C_{0}$ satisfying

$$
s_{C_{0}}=s_{C}-1 \quad \text { and } \quad e\left(C_{0}\right)<e(C)
$$

Since $\operatorname{deg}(X)=e+3 \geq e\left(C_{0}\right)+4$, this is a special biliaison.
Remark 7.3. When $s_{C}=1$, the curve $C_{0}$ above is the empty curve, which is therefore convenient to allow among ACM curves.

Corollary 7.4. Let $C$ be an ACM curve. Then there exist positive integers $k_{1}<$ $k_{2}<\cdots<k_{u}$ such that $C$ is obtained from the empty curve by a chain of $u$ special biliaisons of degrees $k_{1}, \ldots, k_{u}$. The sequence $\lambda_{C}=\left(k_{1}, k_{2}, \ldots, k_{u}\right)$ is uniquely
determined by $C$, and we will call it the biliaison type of $C$. Morever, we have

$$
\begin{gathered}
d_{C}=\sum_{i=1}^{u} k_{i}, \quad g(C)=1+\frac{1}{2} \sum_{i=1}^{u} k_{i}\left(k_{i}-3\right)+\sum_{i=1}^{u}\left(s_{C}-i\right) k_{i}, \\
s_{C}=u, \quad t_{C}-s_{C}+1=k_{1}, \quad e(C)+3=k_{u} .
\end{gathered}
$$

Example 7.5. If $C \subset \mathbb{P}^{3}$ is ACM , then $d_{C} \geq \frac{1}{2} s_{C}\left(s_{C}+1\right)$, with equality if and only if $\lambda_{C}=\left(1,2,3, \ldots, s_{C}-1, s_{C}\right)$.
Remark 7.6. The biliaison type $\lambda_{C}$ was introduced from a different point of view in [Green 1998], and it essentially the same thing as the numerical character $\left\{n_{j}\right\}$ of [Gruson and Peskine 1978]: the precise relationship, if $s=s_{C}$, is

$$
n_{j}-j=k_{s-j} \quad \text { for } j=0, \ldots, s-1
$$

The biliaison type (hence the numerical character) is equivalent to the $h$-vector of $C$. Indeed, $h_{C}$ can be recovered from $\lambda_{C}$ because one knows how $h_{C}$ vector varies in an elementary biliaison, while $\lambda_{C}$ can be computed out of $h_{C}$ via the formula

$$
k_{i}=\#\left\{n: h_{C}(n) \geq s_{C}+1-i\right\} .
$$

One can visualize $h_{C}$ and $\lambda_{C}$ as follows. In the first quadrant of the $(x, y)$ plane, draw a dot at $(n, p)$ if $n$ and $p$ are integers satisfying $1 \leq p \leq h(n)$. Then $h(n)$ is the number of dots on the vertical line $x=n$, while $k_{i}$ is the number of dots on the horizontal line $y=s-i+1$. In particular, $k_{1}=t_{C}-s_{C}+1$ is the number of dots on the top horizontal line $y=s$, and $k_{s}=e(C)+3$ is the number of dots on the bottom line $y=1$.
Remark 7.7. The statement that every $h$-vector arises as the $h$-vector of an ACM curve in $\mathbb{P}^{3}$ is equivalent to the statement that every finite, strictly increasing sequence of positive integers $\lambda=\left(k_{1}, \ldots, k_{u}\right)$ occurs as $\lambda_{C}$ for some ACM curve $C \subset \mathbb{P}^{3}$. We can see this by induction on $u$. When $u=1, \lambda=(k)$ is the biliaison type of a plane curve of degree $k$. If $u>1$, by induction there is an ACM curve $C_{0}$ with $\lambda_{C_{0}}=\left(k_{1}, \ldots, k_{u-1}\right)$. Now $s_{C_{0}} \leq e\left(C_{0}\right)+3=k_{u-1}<k_{u}$. Therefore we can find a surface $X$ of degree $k_{u}$ containing $C_{0}$, and construct $C$ from $C_{0}$ by a biliaison of height one on $X$. Since $e\left(C_{0}\right)+3<k_{u}$, the biliaison is special, hence $\lambda_{C}$ equals the given $\lambda$. A refined version of this construction is in Theorem 7.21.
Definition 7.8. A sequence $\lambda=\left(k_{1}, k_{2}, \ldots, k_{u}\right)$ has a gap at $i$ if $k_{i+1}-k_{i} \geq 3$.
For example, the sequence $\lambda_{C}$ of Figure 1 has a gap at $i=2$.
Davis [1985] shows that a gap in $\lambda_{C}$ forces $C$ to break in the union of two ACM subcurves. We now give a more geometric proof of this result. For this we need some preliminary remarks. While in general the union $C$ of two ACM curves $B$ and $D$ can fail to be ACM, it is certainly ACM if $I_{D} / I_{C}$ is isomorphic to $R_{B}$ up to


Figure 1. Biliaison type and $h$-vector.
a twist. This condition is satisfied when $C$ is obtained from $B$ by a trivial biliaison, and also when $C$ is obtained from $B$ by a chain of elementary biliaisons "trivial on $B$ " (Lemma 7.16 below). Here are some preliminary examples.

Example 7.9. If $C$ is obtained from a curve $B$ by a trivial biliaison of height $h$ on a surface $X$, "adding" to $C$ the complete intersection $Y$ of $X$ with a surface of degree $h$, then

$$
I_{Y} / I_{C} \cong \frac{I_{Y} / I_{X}}{I_{C} / I_{X}} \cong \frac{H_{*}^{0}\left(\mathscr{I}_{Y, X}\right)}{H_{*}^{0}\left(\mathscr{I}_{C, X}\right)} \cong \frac{H_{*}^{0}\left(O_{X}(-h)\right)}{H_{*}^{0}\left(\mathscr{I}_{B, X}(-h)\right)} \cong R_{B}(-h)
$$

Example 7.10. Let $D \subset \mathbb{P}^{3}$ be a curve, and $L$ a line not contained in $D$. Set $C=D \cup L$, and let $f$ be the degree of the scheme theoretic intersection $D \cap L$. Then $\mathscr{I}_{D, C} \cong \mathscr{\Phi}_{D \cap L, L} \cong \mathscr{O}_{L}(-f)$. If $D$ is ACM, it follows that $C=D \cup L$ is ACM if and only if $I_{D} / I_{C} \cong R_{L}(-f)$.

By the same argument, if $B$ and $D$ are two ACM curves meeting properly and $\mathscr{I}_{B \cap D, B} \cong \mathbb{O}_{B}(-f)$, then $C=B \cup D$ is ACM if and only if $I_{D} / I_{C} \cong R_{B}(-f)$.

From another point of view, suppose $B$ and $D$ are two ACM curves contained in a smooth surface $X$, and let $C=B+D$. Then

$$
\mathscr{O}_{B}(-D) \stackrel{\text { def }}{=} \mathscr{O}_{X}(-D) \otimes \mathscr{O}_{B} \cong \mathscr{I}_{D, C}
$$

If $\mathbb{O}_{B}(-D) \cong \mathbb{O}_{B}(-f)$, then $C$ is ACM if and only if $I_{D} / I_{C} \cong R_{B}(-f)$.
The condition $I_{D} / I_{C} \cong R_{B}(-f)$ implies that $C$ is obtained by a "generalized liaison addition" of $B$ and $D$ in the sense of [Geramita and Migliore 1994]. The following proposition is essentially a special case of Theorem 1.3 of that reference.

Proposition 7.11. Suppose that $C$ contains two subcurves $B$ and $D$, and that for some integer $f$ there is an isomorphism of $R_{C}$-modules:

$$
\begin{equation*}
I_{D} / I_{C} \cong R_{B}(-f) \tag{7-1}
\end{equation*}
$$

(a) There is a surface $S$ of degree $f$ containing $D$ but not $C$, and the curve $D$ is the scheme theoretic intersection of $C$ and $S$. In particular, $f \geq s_{D}$.
(b) The degrees and genera of $B, C$ and $D$ are related by the formulas

$$
d_{C}=d_{B}+d_{D}, \quad g(C)=g(B)+g(D)+f d_{B}-1
$$

If $B$ and $D$ have no common component, then $C$ is the scheme-theoretic union of $B$ and $D, \mathscr{I}_{B \cap D, B} \cong \mathcal{O}_{B}(-f)$, and B. $D=f d_{B}$.

If $C$ is contained in a smooth surface $X$, then $C=B+D$ on $X$, and $\mathbb{O}_{X}(D) \otimes \mathbb{O}_{B} \cong \mathscr{O}_{B}(f)$. In particular, $B . D=f d_{B}$.
(c) Suppose $D$ is ACM. Then $B$ is ACM if and only if $C$ is $A C M$, in which case

$$
h_{C}(n)=h_{B}(n-f)+h_{D}(n)
$$

(d) Suppose B, C and D are ACM and $f=s_{D}$. If $\max \left\{\lambda_{B}\right\}<\min \left\{\lambda_{D}\right\}$ then

$$
\lambda_{C}=\lambda_{B} \cup \lambda_{D}
$$

Proof. The hypothesis $I_{D} / I_{C} \cong R_{B}(-f)$ is equivalent to there being a form $F \in H^{0}\left(\mathbb{P}^{3}, \mathcal{O}(f)\right)$ such that the sequence

$$
0 \rightarrow I_{B} / I_{C}(-f) \rightarrow R_{C}(-f) \xrightarrow{F} R_{C} \rightarrow R_{D} \rightarrow 0
$$

is exact. In particular, $I_{D}=I_{C}+I_{S}$ where $S$ is the surface of equation $F=0$, hence $D$ is the scheme theoretic union of $C$ and $S$. Sheafifying the exact sequence

$$
0 \rightarrow I_{B}(-f) \rightarrow I_{C} \rightarrow I_{D} /(F) \rightarrow 0
$$

we obtain another exact sequence

$$
0 \rightarrow H_{*}^{1}\left(\mathscr{I}_{B}\right)(-f) \rightarrow H_{*}^{1}\left(\mathscr{I}_{C}\right) \rightarrow H_{*}^{1}\left(\mathscr{I}_{D}\right) .
$$

It follows that, if $D$ is ACM, then $H_{*}^{1}\left(\mathscr{I}_{B}\right)(-f) \cong H_{*}^{1}\left(\mathscr{I}_{C}\right)$, and $B$ is ACM if and only if $C$ is ACM.

If $B$ and $D$ are ACM, the relation between the $h$-vectors follows immediately from the exact sequence $0 \rightarrow R_{B}(-f) \rightarrow R_{C} \rightarrow R_{D} \rightarrow 0$.

The relation between the degrees and genera follows computing the Euler characteristics of the two sides of $\mathscr{I}_{D, C} \cong \mathcal{O}_{B}(-f)$.

Suppose $B$ and $D$ have no common components. The kernel of the natural surjective map

$$
\mathcal{O}_{B}(-f) \cong \mathscr{I}_{D, C} \rightarrow \mathscr{I}_{B \cap D, B}
$$

is supported on $D$ and is a subsheaf of $\mathscr{O}_{B}$. Since $B$ is locally Cohen-Macaulay and has no component in common with $D$, the kernel is zero, hence $0_{B}(-f) \cong \mathscr{I}_{B \cap D, B}$.

Suppose $C$ is contained in a smooth surface $X$. Since $D \subseteq C$, there is an effective divisor $A$ on $X$ such that $C=A+D$. Then

$$
\mathfrak{O}_{B}(-f) \cong \mathscr{I}_{D, C} \cong \mathcal{O}_{X}(-D) \otimes \mathcal{O}_{A}
$$

from which we deduce $A=B$ and $\mathscr{O}_{B}(f) \cong \mathscr{O}_{X}(D) \otimes \mathcal{O}_{B}$, hence $B . D=f d_{B}$.
We deduce (d) from (c). By assumption

$$
e(B)+3=\max \left\{\lambda_{B}\right\}<\min \left\{\lambda_{D}\right\}=t_{D}-s_{D}+1
$$

On the other hand, $h_{D}(n)=s_{D}$ if and only if $s_{D}-1 \leq n \leq t_{D}-1$, and $h_{B}\left(n-s_{D}\right)$ is nonzero if and only if $s_{D} \leq n \leq s_{D}+e(B)+2$. Since $t_{D}>s_{D}+e(B)+2$, we see $h_{D}(n)=s_{D}$ whenever $h_{B}\left(n-s_{D}\right)$ is nonzero ( $h_{B}$ so to speak sits on the top of $h_{D}$, as in Figure 1). Now it follows from $h_{C}(n)=h_{B}(n-f)+h_{D}(n)$ that $\lambda_{C}=\lambda_{B} \cup \lambda_{D}$.

Example 7.12. Figure 1 on page 289 shows the $h$-vector of a curve which is the union of a twisted cubic curve $B$ and a divisor $D$ of type $(6,5)$ on a smooth quadric surface. The biliaison types are $\lambda_{B}=\{1,2\}$ and $\lambda_{D}=\{5,6\}$.

Definition 7.13. Suppose $D_{0} \subseteq C_{0}$ are curves in $\mathbb{P}^{3}$ contained in a surface $X$, and $D$ is obtained from $D_{0}$ by an elementary biliaison of height $h$ on $X$. The biliaison is defined by an injective morphism $v: \mathscr{I}_{D_{0}, X}(-h) \rightarrow \mathbb{O}_{X}$ whose image is $\mathscr{I}_{D, X}$. Then the image of the restriction of $v$ to $\mathscr{I}_{C_{0}, X}(-h)$, is the ideal $\mathscr{I}_{C, X}$ of a curve $C \subset X$, obtained by biliaison from $C_{0}$. In this case, we say that the biliaison from $C_{0}$ to $C$ is induced by the given biliaison from $D_{0}$ to $D$. Note that $C$ contains $D$.

Remark 7.14. When $D_{0}$ is empty, a biliaison induced from $D_{0}$ is the same thing as a trivial biliaison. Indeed, in this case $v$ is multiplication by a local equation of the complete intersection $D$ in $\mathbb{O}_{X}$, and $v$ maps $\mathscr{I}_{C_{0}, X}(-h)$ onto $\mathscr{I}_{C_{0}, X} \mathscr{I}_{D, X}$.

Remark 7.15. For an elementary biliaison from $C_{0}$ to $C$ to be induced by a biliaison of $D_{0}$ it is enough that the corresponding morphism $u: \mathscr{I}_{C_{0}, X}(-h) \rightarrow \mathcal{O}_{X}$ lift to a morphism $\hat{u}: \mathscr{I}_{D_{0}, X}(-h) \rightarrow \mathcal{O}_{X}$. Indeed, $\hat{u}$ is automatically injective because its kernel $\mathscr{\mathscr { K }}$ is isomorphic to a subsheaf of $\mathscr{I}_{D_{0}, C_{0}}(-h) \subseteq{ }^{0} C_{0}(-h)$, and at the same time is a subsheaf of $\mathcal{O}_{X}(-h)$; since $\mathscr{O}_{X}$ and $\mathscr{O}_{C_{0}}$ have no common associated points, we must have $\mathscr{K}=0$.

Lemma 7.16. Suppose $C_{0}$ contains $B$ and $D_{0}$, and $I_{D_{0}} / I_{C_{0}} \cong R_{B}(-f)$. Suppose $C$ is obtained by an elementary biliaison from $C_{0}$ induced by an elementary biliaison of height h from $D_{0}$ to $D$ on a surface $X$. Then $C$ contains $D$ and $B$, and

$$
I_{D} / I_{C} \cong R_{B}(-f-h)
$$

Proof. Since the biliaison from $C_{0}$ to $C$ is induced by that from $D_{0}$ to $D, C$ contains $D$, and

$$
I_{D} / I_{C} \cong \frac{I_{D_{0}} / I_{X}(-h)}{I_{C_{0}} / I_{X}(-h)} \cong R_{B}(-f-h)
$$

In particular, $R_{B}(-h-f)$ is an $R_{C}$-module, therefore $B \subseteq C$.
Lemma 7.17. Suppose $C_{0}$ contains $B$ and $D_{0}$, and $I_{D_{0}} / I_{C_{0}} \cong R_{B}\left(-s_{D_{0}}\right)$. If $k$ is an integer such that

$$
k \geq \max \left(s_{D_{0}}+e(B)+6, e\left(C_{0}\right)+4\right)
$$

then any height-one biliaison from $C_{0}$ to $C$ on a surface of degree $k$ is induced by a biliaison from $D_{0}$ to a curve $D$ such that

$$
I_{D} / I_{C} \cong R_{B}\left(-s_{D}\right)
$$

Proof. The lemma generalizes [Martin-Deschamps and Perrin 1990, Remark 2.7c, p. 65], which treats the case $C_{0}=B$ and $D_{0}=\varnothing$. The statement in this case becomes: if $k \geq e\left(C_{0}\right)+6$, then every height-one elementary biliaison from $C_{0}$ to $C$ on a surface of degree $k$ is trivial.

To prove the statement, let $X$ be the degree $k$ surface on which the biliaison from $C_{0}$ to $C$ is defined, and apply $\operatorname{Hom}_{\mathscr{O}_{X}}\left(\cdot, \mathscr{O}_{X}\right)$ to the exact sequence

$$
0 \rightarrow \mathscr{I}_{C_{0}, X}(-1) \rightarrow \mathscr{I}_{D_{0}, X}(-1) \rightarrow \mathbb{O}_{B}\left(-s_{D_{0}}-1\right) \rightarrow 0
$$

to see that $u: \mathscr{I}_{C_{0}, X}(-1) \rightarrow \mathcal{O}_{X}$ lifts to $\hat{u}: \mathscr{I}_{D_{0}, X}(-1) \rightarrow \mathcal{O}_{X}$ if and only if the image of $u$ in $\operatorname{Ext}_{O_{X}}^{1}\left(\mathbb{O}_{B}\left(-s_{D_{0}}-1\right), \mathbb{O}_{X}\right)$ vanishes. Now by Serre duality on $X$ the latter Ext group is dual to

$$
H^{1}\left(X, \mathscr{O}_{B}\left(k-s_{D_{0}}-5\right)\right)
$$

which is zero because $k \geq s_{D_{0}}+e(B)+6$. Thus $u$ lifts to give a height-one biliaison from $D_{0}$ to a curve $D$ inducing the biliaison from $C_{0}$ to $C$. By Lemma 7.16 above $I_{D} / I_{C} \cong R_{B}\left(-s_{D_{0}}-1\right)$. Finally, since $k \geq s_{D_{0}}+1$, we have $s_{D}=s_{D_{0}}+1$.

The following proposition is a special case of [Davis 1985, Corollary 4.2].
Proposition 7.18. Suppose the biliaison type $\lambda_{C}=\left(k_{1}, k_{2}, \ldots, k_{s}\right)$ of an $A C M$ curve $C$ has a gap at $j$. Then $C$ contains ACM curves $B$ and $D$ such that

$$
\lambda_{B}=\left(k_{1}, k_{2}, \ldots, k_{j}\right), \quad \lambda_{D}=\left(k_{j+1}, k_{j+2}, \ldots, k_{s}\right), \quad \text { and } \quad I_{D} / I_{C} \cong R_{B}\left(-s_{D}\right)
$$

Furthermore, $(B, D)$ is the unique pair of ACM curves with the above properties.
Proof. Note that $s=s_{C}$. Suppose first $j=s-1$, that is, $k_{s} \geq k_{s-1}+3$. Since $k_{s}=e(C)+3$, by Proposition 7.2 $C$ is obtained by a special biliaison on a surface
$X$ of degree $k_{s}$ from an ACM curve $B$. By definition of biliaison type, $\lambda_{B}=$ $\left(k_{1}, k_{2}, \ldots, k_{s-1}\right)$. As $k_{s-1}=e(B)+3$, we see

$$
k_{s} \geq k_{s-1}+3=e(B)+6
$$

By Lemma 7.17 the biliaison is trivial, so $C$ contains a plane section $D$ of $X$, and $I_{D} / I_{C} \cong R_{B}(-1)$. Since $\lambda_{D}=(\operatorname{deg}(X))=\left(k_{s}\right)$, the statement holds when $j=s-1$

We now suppose $j<s-1$ and proceed by induction on $s-j$. By Proposition 7.2 $C$ is obtained by a special biliaison on a surface $X$ of degree $k_{s}$ from an ACM curve $C_{0}$ whose biliaison type is $\lambda_{0}:=\lambda_{C_{0}}=\left(k_{1}, k_{2}, \ldots, k_{s-1}\right)$. Thus $\lambda_{0}$ has a gap at $j$, and $s_{C_{0}}=s-1$, hence by induction $C_{0}$ contains ACM curves $B$ and $D_{0}$ such that $\lambda_{B}=\left(k_{1}, k_{2}, \ldots, k_{j}\right), \lambda_{D_{0}}=\left(k_{j+1}, k_{j+2}, \ldots, k_{s-1}\right)$, and $I_{D_{0}} / I_{C_{0}} \cong R_{B}\left(-s_{D_{0}}\right)$.

In particular, $s_{D_{0}}=s-j-1$, so that

$$
k_{s} \geq k_{j+1}+s-j-1 \geq k_{j}+3+s_{D_{0}}=e(B)+6+s_{D_{0}} .
$$

Since $k_{s}=e(C)+3 \geq e\left(C_{0}\right)+4$, by Lemma 7.17 the biliaison from $C_{0}$ to $C$ is induced by a biliaison from $D_{0}$ to a curve $D$, and $I_{D} / I_{C} \cong R_{B}\left(-s_{D}\right)$. Finally, since $D$ is obtained from $D_{0}$ by a special biliaison, $D$ is ACM and $\lambda_{D}=\lambda_{D_{0}} \cup\left(k_{s}\right)=$ $\left(k_{j+1}, k_{j+2}, \ldots, k_{s}\right)$.

It remains to prove uniqueness. Note that $s_{D}=s-j$ is determined by $C$, hence so is $t_{D}$ because

$$
t_{D}-s_{d}+1=\min \left(\lambda_{D}\right)=k_{j+1}
$$

By assumption $e(B)+3=k_{j} \leq k_{j+1}-3=t_{D}-s_{D}-2$, hence from the exact sequence

$$
0 \rightarrow \omega_{D}(m) \rightarrow \omega_{C}(m) \rightarrow \omega_{B}\left(s_{D}+m\right) \rightarrow 0
$$

we see

$$
H^{0}\left(\omega_{D}(m)\right)=H^{0}\left(\omega_{C}(m)\right) \quad \text { for every } m \leq 3-t_{D}
$$

We will show that $\Omega_{D}=H_{*}^{0}\left(\omega_{D}\right)$ is generated over the polynomial ring $R=$ $H_{*}^{0}\left(\mathbb{P}^{3}\right)$ by its elements of degree at most $3-t_{D}$. Taking this for granted for the moment, it follows that $\Omega_{D}$ is the submodule of $\Omega_{C}$ generated by

$$
\bigoplus_{m \leq 3-t_{D}} H^{0}\left(\omega_{C}(m)\right) ;
$$

hence it is determined by $C$. But $I_{D}$ is the annihilator of $\Omega_{D}$, because $R_{D}$ is Cohen-Macaulay with canonical module $\Omega_{D}$, hence $D$ is determined by $C$.

Since $t_{D}-s_{D}+1=k_{j+1}>1$, the curve $D$ is contained in a unique surface $S$ of degree $s_{D}$, and therefore $B$ is also determined, being the residual curve to $D=C \cap S$ in $C$.

To finish, we need to show $\Omega_{D}=H_{*}^{0}\left(\omega_{D}\right)$ is generated by its sections of degree at most $3-t_{D}$. For this we choose a complete intersection $Y$ of type ( $s_{D}, u$ )
containing $D$ and let $E$ be the curve linked to $D$ by $Y$. As $\Omega_{D} \cong I_{E} / I_{Y}\left(-e_{Y}\right)$ and $I_{E}$ is generated by its elements of degree at most $e(E)+3$, it is enough to show $e(Y)-t_{D} \geq e(E)$.

From $\omega_{E}(-e(Y)) \cong \mathscr{I}_{D} / \mathscr{I}_{Y}$ and $h^{0}\left(\mathscr{I}_{D}\left(t_{D}-1\right)\right)=h^{0}\left(\mathscr{I}_{Y}\left(t_{D}-1\right)\right)$, we see that $h^{0}\left(\omega\left(t_{D}-1-e(Y)\right)\right)=0$; that is, $t_{D}-e(Y) \leq-e(E)$, as desired.
Corollary 7.19. Let $C \subset \mathbb{P}^{3}$ be an irreducible, reduced ACM curve that is contained in a smooth surface $X$ of degree $s=s_{C}$. Let $t=t_{C}$ and $e=e(C)$.
(a) If $h_{C}(e+1)=3, h_{C}(e+2)=2$, then $C$ has a unique $(e+3)$-secant line $L$, and every surface of degree at most $e+2$ containing $C$ contains $L$ as well.
(b) If $h_{C}(t)=s-2, h_{C}(t+1)=s-3$ (so that $s \geq 3$ ), then $X$ contains a line $L$ that is a $(t-s+1)$-secant of $C$.
Remark 7.20. As a partial converse, we will see in the proof of Theorem 9.1 that, if, for every smooth $C$ in the Hilbert scheme $A(h)$, the general surface of degree $s$ containing $C$ contains a line, then the $h$-vector of $C$ satisfies either (a) or (b).
Proof of Corollary 7.19. Since $X$ is smooth, by definition of $t$ there is surface $X_{t}$ of degree $t$ containing $C$ but not $X$. Thus $C$ is contained in the complete intersection $Y=X \cap X_{t}$. Let $\Gamma$ the curve linked to $C$ by $Y$. Then on $X$

$$
C \sim t H-\Gamma
$$

where $H$ denotes a plane section of $X$, and $\sim$ stands for linear equivalence. By [Migliore 1998, Corollary 5.2.19],

$$
h_{\Gamma}(n)=h_{Y}(s+t-2-n)-h_{C}(s+t-2-n)
$$

Case A: $h(e+1)=3$ and $h(e+2)=2$. The formula above implies

$$
s_{\Gamma}=\min \{s, s+t-4-e\}
$$

But $t \leq e+3$ because $h_{C}(e+3)=0$, hence $s_{\Gamma}=s+t-4-e$. The conditions on $h_{C}$ then translate as follows:

$$
h_{\Gamma}\left(s_{\Gamma}\right)=h_{\Gamma}\left(s_{\Gamma}+1\right)=s_{\Gamma}-1 .
$$

If $s_{\Gamma}=1$, this implies $\Gamma=L$ is a line. If $s_{\Gamma} \geq 2$, then the condition on $h_{\Gamma}$ is equivalent to $\lambda_{\Gamma}=\left(1, k_{2}, \ldots\right)$, with $k_{2} \geq 4$ because $h_{\Gamma}(n) \geq s_{\Gamma}-1$ at least for $n=s_{\Gamma}-2, s_{\Gamma}-1, s_{\Gamma}, s_{\Gamma}+1$. By Proposition $7.18 \Gamma$ contains a line $L$ and an ACM curve $D$ with $I_{D} / I_{\Gamma} \cong R_{L}\left(1-s_{\Gamma}\right)$. We can treat the two cases simultaneously if we take $D$ to be the empty curve when $s_{\Gamma}=1$.

By Proposition 7.11, $\Gamma=L+D$ on $X$, and $L . D=s_{\Gamma}-1$. Thus

$$
C \cdot L=(t H-L-D) \cdot L=t+s-2-s_{\Gamma}+1=s+t-s_{\Gamma}-1=e+3 .
$$

In particular, every surface of degree at most $e+2$ containing $C$ contains $L$ as well. On the other hand, $C+L$ is an ACM curve, because it is linearly equivalent to $D+t H$. Therefore

$$
I_{C} / I_{C+L} \cong R_{L}(-C . L)=R_{L}(-e-3)
$$

It follows that $h_{C \cup L}(n)$ and $h_{C}(n)$ differ only for $n=e+3$, where their value is 1 and 0 respectively. In particular, $h_{C \cup L}(e+2)=h_{C}(e+2)=2$ and $h_{C \cup L}(e+3)=1$, so that by [Nollet 1998, Proposition 1.5] the homogeneous ideal of $C \cup L$ is generated by its forms of degree at most $e+2$, hence by the forms in $I_{C}$ of degree at most $e+2$.

Suppose now $M$ is an ( $e+3$ )-secant line of $C$. Then the homogeneous ideals of $C$ and $C \cup M$ coincide in degrees at most $e+2$. It follows that the ideal of $C \cup L$ is contained in that of $C \cup M$, hence $C \cup L=C \cup M$ and $L=M$. Therefore $L$ is the unique $(e+3)$-secant of $C$.
Case B: $h_{C}(t)=s-2$ and $h_{C}(t+1)=s-3$. Then $h_{\Gamma}(s-3)=h_{\Gamma}(s-2)=1$ and $h_{\Gamma}(s-1)=0$. This implies either $\lambda_{\Gamma}=(s-1)$, or $\lambda_{\Gamma}=\left(\ldots, k_{u-1}, s-1\right)$ with $s-1-k_{u-1} \geq 3$. By Proposition 7.18, $\Gamma$ contains a plane curve $P$ of degree $s-1$ and an ACM curve $B$ (possibly empty) such that $I_{P} / I_{\Gamma} \cong R_{B}(-1)$.

By Proposition 7.11, $\Gamma=B+P$ on $X$, and $B . P=d_{B}$. Let $L$ be the line residual to $P$ in the intersection of $X$ with the plane of $P$. Then $B . L=B . H-B . P=0$; hence

$$
C \cdot L=(t H-B-P) \cdot L=((t-1) H-B+L) \cdot L=t-1+2-s=t-s+1
$$

Given any sequence $\lambda=\left(k_{1}, k_{2}, \ldots, k_{u}\right)$ with $r-1$ gaps (for any $r \geq 1$ ), we can decompose $\lambda$ uniquely as

$$
\begin{equation*}
\lambda=\lambda_{1} \cup \lambda_{2} \cup \cdots \cup \lambda_{r} \tag{7-2}
\end{equation*}
$$

where each $\lambda_{i}$ has no gaps and, if $a_{i}$ and $b_{i}$ denote respectively the minimum and the maximum integer in $\lambda_{i}$, we have $a_{i+1}-b_{i} \geq 3$. We call (7-2) the gap decomposition of $\lambda$.
Theorem 7.21. Let $A(\lambda)$ denote the Hilbert scheme parametrizing ACM curves having biliaison type $\lambda$. If $C$ is general in $A(\lambda)$, then $C$ is reduced and for every $f \geq e(C)+3$, there exists a smooth surface $F$ of degree $f$ containing $C$.

Let $\lambda=\lambda_{1} \cup \lambda_{2} \cup \cdots \cup \lambda_{r}$ be the gap decomposition of $\lambda$. Then:
(a) Every ACM curve $C \in A(\lambda)$ contains $A C M$ subcurves $D_{i}, i=1,2, \ldots, r$, such that $\lambda_{D_{i}}=\lambda_{i}$.
(b) If $C$ is general in $A(\lambda)$, we have

$$
C=D_{1} \cup D_{2} \cup \cdots \cup D_{r}
$$

where the $D_{i}$ are distinct smooth irreducible ACM curves satisfying $\lambda_{D_{i}}=\lambda_{i}$; for every $1 \leq i_{1}<i_{2}<\cdots<i_{h} \leq r$, the curve

$$
D_{i_{1}} \cup D_{i_{2}} \cup \cdots \cup D_{i_{h}}
$$

is ACM and has biliaison type $\lambda_{i_{1}} \cup \lambda_{i_{2}} \cup \cdots \cup \lambda_{i_{h}}$.
Remark 7.22. The $D_{i}$ in Theorem 7.21 (for $i \geq 2$ ) are not necessarily general in $A\left(\lambda_{i}\right)$ : this is because they are forced to lie on surfaces containing $D_{j}$ for $j<i$.
Proof of Theorem 7.21. Recall that by a theorem of Ellingsrud $A(\lambda)$ is irreducible (see Remark 6.4). By Proposition 7.18 and induction on the number of gaps we see that for each $i, 1 \leq i \leq r$, there are ACM curves $C_{i}$ and $D_{i}$ with the following properties:
(1) $C_{r}=C$ and $C_{1}=D_{1}$.
(2) If $2 \leq i \leq r, C_{i}$ contains $C_{i-1}$ and $D_{i}$, and $I_{D_{i}} / I_{C_{i}}=R_{C_{i-1}}\left(-s_{D_{i}}\right)$.
(3) $\lambda_{D_{i}}=\lambda_{i}$ for every $1 \leq i \leq r$.
(4) $\lambda_{C_{i}}=\lambda_{1} \cup \lambda_{2} \cup \cdots \cup \lambda_{i}$ for every $1 \leq i \leq r$.

We claim that for every $1 \leq i_{1}<i_{2}<\cdots<i_{h} \leq r$ there are ACM curves $E_{i_{1}, i_{2}, \ldots, i_{h}} \subseteq C_{i_{h}}$ such that
(1) if $h=1, E_{i}=D_{i}$, and, if $h=r, E_{1,2, \ldots, r}=C$;
(2) if $2 \leq h \leq r, E_{i_{1}, i_{2}, \ldots, i_{h}}$ contains $E_{i_{1}, i_{2}, \ldots, i_{h-1}}$ and $D_{i_{h}}$, and

$$
I_{D_{i_{h}}} / E_{i_{1}, i_{2}, \ldots, i_{h}}=R_{E_{i_{1}, i_{2}, \ldots, i_{h-1}}}\left(-s_{D_{i_{h}}}\right)
$$

(3) $\lambda_{E_{i_{1}, i_{2}, \ldots, i_{h}}}=\lambda_{i_{1}} \cup \lambda_{i_{2}} \cup \cdots \cup \lambda_{i_{h}}$.

We prove the statement by induction on $h$. When $h=1$ there is nothing to prove. Suppose $h>1$. By the induction hypothesis, there is a curve $A=E_{i_{1}, i_{2}, \ldots, i_{h-1}} \subseteq$ $C_{i_{h-1}}$ with the properties above. Let $B=C_{i_{h}-1}$. By Lemma 7.23 below there exists a curve $C_{0} \subseteq C_{i_{h}}$ containing $B$ and $D_{i_{h}}$ such that $I_{D_{i_{h}}} / I_{C_{0}} \cong R_{A}\left(-s_{D_{i_{h}}}\right)$. Since $A$ and $D_{i_{h}}$ are ACM, it follows from Proposition 7.11 that $C_{0}$ is ACM as well. We define $E_{i_{1}, i_{2}, \ldots, i_{h}}$ to be $C_{0}$. Then $E_{i_{1}, i_{2}, \ldots, i_{h}}$ has the required properties (the formula for the biliaison type follows from part (d) of the same proposition).

To see the components $D_{i}$ of a generic $C$ are smooth, we follow the original proof of [Gruson and Peskine 1978, 2.5]. More precisely we show that, if

$$
\lambda=\lambda_{1} \cup \lambda_{2} \cup \cdots \cup \lambda_{r}
$$

is the gap decomposition of $\lambda=\left(k_{1}, \ldots, k_{s}\right)$, there exists an ACM curve $C$ with $\lambda_{C}=\lambda$ satisfying the following properties:
(1) $C$ is contained in a smooth surface for every $f \geq k_{s}=e(C)+3$.
(2) $C=D_{1} \cup D_{2} \cup \cdots \cup D_{r}$, where the $D_{i}$ are smooth irreducible ACM curves satisfying $\lambda_{D_{i}}=\lambda_{i}$; in particular, $C$ is reduced.
(3) $\omega_{D_{r}}\left(-e\left(D_{r}\right)\right)$ has a section whose scheme of zeros is smooth (contains no multiple points).

We prove this statement by induction on $s$ as in [Gruson and Peskine 1978, 2.5]. For $s=1$, the statement is about plane curves and is well known (note that $e(C)+3=d_{C}$ for a plane curve $C$ ).

Assume now the statement is true for $\lambda$, fix a curve $C$ with the properties above, and consider $\lambda^{+}=\lambda \cup\left\{k_{s+1}\right\}$. We have two cases to consider:
Case 1: $k_{s+1} \leq k_{s}+3$. In this case $\lambda^{+}$has a gap at $s$, and its gap decomposition is $\lambda^{+}=\lambda_{1} \cup \lambda_{2} \cup \cdots \cup \lambda_{r} \cup\left\{k_{s+1}\right\}$.

By assumption, $k_{s+1} \geq k_{s}+3=e(C)+6$; thus there exists a smooth surface $X$ of degree $k_{s+1}$ containing $C$. Let $D_{r+1}$ be a general plane section of $X$, and let $C^{+}=C \cup D_{r+1}$. Then $D_{r+1}$ is smooth with $\lambda=\left(k_{s+1}\right)$, thus $C^{+}$satisfies (2) with respect to $\lambda^{+}$. It also satisfies (3) because $\omega_{D_{r+1}}\left(-e\left(D_{r+1}\right)\right) \cong 0_{D_{r+1}}$. By construction $C^{+}$lies on the smooth surface $X$ of degree $k_{s+1}=e\left(C^{+}\right)+3$. The fact that $C^{+}$is contained in a smooth surface of degree $f$, for every $f>e\left(C^{+}\right)+3$, follows now from the fact that $\Phi_{C^{+}}\left(e\left(C^{+}\right)+3\right)$ is generated by its global sections; see, for example, [Peskine and Szpiro 1974] and [Nollet 1998, Corollary 2.9]. Thus $C^{+}$also satisfies (1), and we are done in case 1.
Case 2: $k_{s+1}=k_{s}+1$ or $k_{s}+2$. In this case the gap decomposition of $\lambda^{+}$is

$$
\lambda^{+}=\lambda_{1} \cup \lambda_{2} \cup \cdots \cup \lambda_{r-1} \cup \lambda_{r}^{+}
$$

where $\lambda_{r}^{+}=\lambda_{r} \cup\left\{k_{s+1}\right\}$.
We can still find a smooth surface $X$ of degree $k_{s+1}$ containing $C$ because $k_{s+1}>$ $e(C)+3$. In particular, $X$ contains $D_{r}$. The proof of [Gruson and Peskine 1978, 2.5] shows that the general curve $D_{r}^{+}$in the linear system $D_{r}+H$ on $X$ is smooth with $\lambda_{D_{r}^{+}}=\lambda_{r}^{+}$, and that $\omega_{D_{r}^{+}}\left(-e\left(D_{r}^{+}\right)\right)$has a section whose scheme of zeros is smooth. Thus

$$
C^{+}=D_{1} \cup D_{2} \cup \cdots \cup D_{r}^{+}
$$

has the required properties (note that $e\left(C^{+}\right)+3=k_{s+1}=\operatorname{deg}(X)$ ).
Lemma 7.23. Suppose $C \subset \mathbb{P}^{3}$ is a curve, with subcurves $B, D$ such that

$$
I_{D} / I_{C} \stackrel{\beta}{\cong} R_{B}(-f)
$$

If $A$ is a subcurve of $B$, there exists a unique curve $C_{0}$ with the following properties:
(1) $C_{0}$ is contained in $C$.
(2) $C_{0}$ contains $A$ and $D$, and there is an isomorphism $I_{D} / I_{C_{0}} \stackrel{\alpha}{\cong} R_{A}(-f)$ which makes commutative the diagram

$$
\begin{array}{ccc}
I_{D} / I_{C} & \xrightarrow{\beta} & R_{B}(-f) \\
\downarrow & & \downarrow \\
I_{D} / I_{C_{0}} & \xrightarrow{\cong} & R_{A}(-f)
\end{array}
$$

where the vertical arrows are induced by the inclusions $C_{0} \subseteq C$ and $A \subseteq B$.
If $A$ and $D$ have no common components, then $C_{0}=A \cup D$.
Proof. The inclusion

$$
I_{A} / I_{B}(-f) \hookrightarrow R_{B}(-f) \stackrel{\beta^{-1}}{\cong} I_{D} / I_{C} \hookrightarrow R_{C}
$$

defines an ideal $J$ in $R_{C}$. Uniqueness is clear, because if such a $C_{0}$ exists, we must have $I_{C_{0}} / I_{C}=J$. To show existence, let $I$ be the inverse image of $J$ in the polynomial ring $R=H_{*}^{0}\left(\mathscr{O}_{\mathbb{P}^{3}}\right)$, so that $I / I_{C} \cong I_{A} / I_{B}(-f)$. The given isomorphism $I_{D} / I_{C} \stackrel{\beta}{\cong} R_{B}(-f)$ induces $I_{D} / I \stackrel{\alpha}{\cong} R_{A}(-f)$, hence an exact sequence

$$
0 \rightarrow R_{A}(-f) \rightarrow R / I \rightarrow R_{D} \rightarrow 0
$$

From this exact sequence we see that $R / I$ has depth at least one, hence $I$ is the saturated ideal of a subscheme $C_{0} \subset C$.

By construction $I_{C_{0}} / I_{C}$ and $I_{A} / I_{B}(-f)$ are isomorphic, so that the given isomorphism $I_{D} / I_{C} \stackrel{\beta}{=} R_{B}(-f)$ induces another, $I_{D} / I_{C_{0}} \stackrel{\alpha}{=} R_{A}(-f)$, with the desired properties. Finally, we can check $C_{0}$ is a locally Cohen-Macaulay curve looking at the exact sequence

$$
0 \rightarrow \mathrm{O}_{A}(-f) \rightarrow \mathrm{O}_{C_{0}} \rightarrow \mathrm{O}_{D} \rightarrow 0
$$

If $A$ and $D$ have no common components, then $C_{0}$ contains the union $A \cup D$. Since both $C_{0}$ and $A \cup D$ are locally Cohen-Macaulay curves of degree $d_{A}+d_{D}$, they must be equal.

## 8. Bounds on the quadratic form $\phi(D, D)$

Let $X \subset \mathbb{P}^{3}$ be a smooth surface of degree $s \geq 2$. We will make use of the bilinear form on $\operatorname{Pic}(X)$ :

$$
\phi(D, E)=(D \cdot H)(E \cdot H)-s(D \cdot E)=\operatorname{det}\left[\begin{array}{cc}
D \cdot H & H^{2} \\
D \cdot E & E \cdot H
\end{array}\right]
$$

This is essentially the positive definite product on $\operatorname{Pic}(X) / \mathbb{Z} H$ induced by the intersection product: by the algebraic Hodge index theorem, $\phi(D, D) \geq 0$ for any divisor $D$ on $X$, and $\phi(D, D)=0$ if and only if $D$ is numerically (hence linearly) equivalent to a multiple of $H$.

In the proof of our main theorem it will be crucial to be able to bound $\phi(D, D)$ from below in terms of the degree $d_{D}$ when $D$ is an ACM curve on $X$. Note that if $D$ is a curve on $X$, then

$$
\begin{equation*}
\phi(D, D)=d_{D}^{2}+s(s-4) d_{D}-2 s(g(D)-1) \tag{8-1}
\end{equation*}
$$

Thus, if we fix the degree $d_{D}$ and $s$, then knowing $\phi(D, D)$ is the same as knowing the genus $g(D)$, and bounding $\phi(D, D)$ from below is the same as bounding $g(D)$ from above. In fact, the bounds of this section can be seen as a refinement of the bounds on the genus of an ACM curve of [Gruson and Peskine 1978]; see Remark 8.8. The form $\phi(D, D)$ has the advantage of being invariant if we replace $D$ with $m H-D$ or $D+n H$, that is, it is invariant under liaison and biliaison on $X$. Thus one can compute $\phi(D, D)$ assuming $D$ is a minimal curve on $X$.

To compute these bounds we note that, by (8-1), the form $\phi(D, D)$ for an ACM curve $D$ depends only on the $h$-vector (or the biliaison type $\lambda$ ) of $D$ and on $s$. Since it is enough to consider only minimal curves on $X$, and there only finitely many possible biliaison types $\lambda$ of minimal curves for each $s$, our proof will proceed by a careful analysis of these $\lambda$.

We call a biliaison type $\lambda s$-minimal if it corresponds to a minimal ACM curve on a smooth surface $X$ of degree $s$. Since minimal is equivalent to $e+3<s$ by Proposition 6.7, the $s$-minimal types $\lambda$ are just those increasing sequences of positive integers $\lambda=\left(k_{1}, k_{2}, \ldots, k_{u}\right)$ satisfying $k_{u}<s$. There are $2^{s-1}$ such possible sequences (including the empty one), and by Proposition 6.9 the corresponding curves are linked by a complete intersection $(s, s)$ to curves with $s$-basic $h$-vectors. For any such $\lambda$, we let $d, g, e$ be the corresponding invariants of the associated curve $\Gamma$, and we define

$$
\begin{equation*}
q(\lambda)=\phi(\Gamma, \Gamma)=d^{2}+s(s-4) d-2 s(g-1) . \tag{8-2}
\end{equation*}
$$

Then one verifies the formula

$$
\begin{equation*}
q(\lambda)=\sum_{i=1}^{u} k_{i}(s-1)\left(s-k_{i}\right)-2 \sum_{1 \leq i<j \leq u} k_{i}\left(s-k_{j}\right) \tag{8-3}
\end{equation*}
$$

Table 1 on page 284 lists all the $s$-basic $h$-vectors and associated $s$-minimal biliaison types $\lambda$ for $s=4,5$ and a few for $s=6,7,8,9$, together with the values $q$ takes on them.

Definition 8.1. Suppose $\lambda=\left(k_{1}, k_{2}, \ldots, k_{u}\right)$ is $s$-minimal. Then we define the $s$-dual $\lambda^{\prime}$ of $\lambda$ to be

$$
\lambda^{\prime}=\left(s-k_{u}, s-k_{u-1}, \ldots, s-k_{1}\right)
$$

if $\lambda \neq \varnothing$. If $\lambda=\varnothing$, then $\lambda^{\prime}=\varnothing$. Note that, if $\lambda$ is the biliaison type of an ACM curve $\Gamma$, then $\lambda^{\prime}$ is the biliaison type of a curve linked to $\Gamma$ by a complete intersection of two surfaces of degree $s_{\Gamma}=u_{\lambda}$ and $s$ (see Section 6).
Proposition 8.2. The invariants of $\lambda^{\prime}$ are $u_{\lambda^{\prime}}=u_{\lambda}, d_{\lambda^{\prime}}=u_{\lambda} s-d_{\lambda}, q\left(\lambda^{\prime}\right)=q(\lambda)$.
Proof. The first two equalities are obvious. The equality $q\left(\lambda^{\prime}\right)=q(\lambda)$ follows from (8-3), or can be deduced from the invariance of $\phi(D, D)$ under liaison on $X$.

We say that $\lambda_{1}=\left(k_{1}, k_{2}, \ldots, k_{u}\right)$ precedes $\lambda_{2}=\left(l_{1}, l_{2}, \ldots, l_{v}\right)$ and write $\lambda_{1}<\lambda_{2}$ if $k_{u}<l_{1}$. In this case, if $\lambda_{2}$ is $s$-minimal, then

$$
\lambda_{1} \cup \lambda_{2}=\left(k_{1}, k_{2}, \ldots, k_{u}, l_{1}, \ldots, l_{v}\right)
$$

is also $s$-minimal. Note that $(\lambda \cup \mu)^{\prime}=\mu^{\prime} \cup \lambda^{\prime}$.
Example 8.3. A plane curve of degree $k<s$ on a surface $X$ of degree $s \geq 2$ is minimal. The corresponding $\lambda$ sequence is $\lambda=(k)$, and $q(\lambda)=k(s-1)(s-k)$.

More generally if $\lambda$ is the biliaison type of a complete intersection of two surfaces of degrees $a \leq b<s$ then $q(\lambda)=a b(s-a)(s-b)$.
Example 8.4. Let $\lambda=(1,2, \ldots, k-1, k)$ with $k<s$. Then $d_{\lambda}=\frac{1}{2} k(k+1)$ and

$$
q(\lambda)=d_{\lambda}\left(s^{2}-\frac{2}{3} s(2 k+1)+d_{\lambda}\right)
$$

The first statement of Proposition 8.5 below determines, once $q((k))$ is known, the function $q(\lambda)$ by induction on the number $u_{\lambda}$ of elements of $\lambda$.

Proposition 8.5. Suppose $\lambda<\mu$ are s-minimal.
(a) $q(\lambda \cup \mu)=q(\lambda)+q(\mu)-2 d_{\lambda} d_{\mu^{\prime}}$.
(b) If $\lambda<(k)$ and $(k+1)<\mu$, then

$$
q(\lambda \cup(k+1) \cup \mu)-q(\lambda \cup(k) \cup \mu)=(s-1)(s-1-2 k)-2\left(d_{\mu^{\prime}}-d_{\lambda}\right)
$$

(c) Suppose $\beta$ is another s-minimal biliaison type, and $h, k$ are two integers such that $\lambda<(h-1),(h)<\beta<(k)$, and $(k+1)<\mu$. Let $\delta=\lambda \cup(h) \cup \beta \cup(k) \cup \mu$ and $\epsilon=\lambda \cup(h-1) \cup \beta \cup(k+1) \cup \mu$. Then

$$
q(\delta)-q(\epsilon)=2 s\left(k-h-u_{\beta}\right) \geq 2 s>0
$$

We next show that $q(\lambda)$ increases if one inserts a new integer in a sequence $\lambda$.

Corollary 8.6. Let $\left(k_{1}, k_{2}, \ldots, k_{u}\right)$ be $s$-minimal.
(a) If $k_{u}<k<s$, then

$$
q\left(k_{1}, k_{2}, \ldots, k_{u}, k\right) \geq q\left(k_{1}, k_{2}, \ldots, k_{u}\right)+k(s-k)^{2}
$$

In particular, $q(\lambda) \geq(s-1)^{2}$ unless $\lambda=\varnothing$.
(b) If $k_{i}<k<k_{i+1}$, then

$$
q\left(k_{1}, k_{2}, \ldots, k_{i}, k, k_{i+1}, \ldots, k_{u}\right) \geq q\left(k_{1}, k_{2}, \ldots, k_{r}\right)+k(s-k) .
$$

Proof. Let $\lambda=\left(k_{1}, k_{2}, \ldots, k_{u}\right)$ By Proposition 8.5 we have

$$
q(\lambda \cup(k))=q(\lambda)+q(k)-2 d_{\lambda}(s-k)=q(\lambda)+(s-k)\left(k(s-1)-2 d_{\lambda}\right) .
$$

Thus the first claim follows from

$$
\begin{equation*}
d_{\lambda}=\sum_{1}^{r} k_{i} \leq \frac{1}{2} k(k-1) \tag{8-4}
\end{equation*}
$$

For the second claim, set $\lambda=\left(k_{1}, k_{2}, \ldots, k_{i}\right)$ and $\mu=\left(k_{i+1}, k_{i+2}, \ldots, k_{u}\right)$. Using Proposition 8.5 we compute

$$
q(\lambda \cup((k) \cup \mu))-q(\lambda \cup \mu)=q((k) \cup \mu)-q(\mu)+2 d_{\lambda}\left(d_{\mu^{\prime}}-d_{((k) \cup \mu)^{\prime}}\right)
$$

Now $d_{\mu^{\prime}}-d_{((k) \cup \mu)^{\prime}}=-(s-k)$, while by duality and the first claim

$$
q((k) \cup \mu)-q(\mu)=q\left(\mu^{\prime} \cup(s-k)\right)-q\left(\mu^{\prime}\right) \geq(s-k) k^{2} .
$$

Hence

$$
\begin{aligned}
q(\lambda \cup((k) \cup \mu))-q(\lambda \cup \mu) & \geq(s-k) k^{2}-2 d_{\lambda}(s-k) \\
& =(s-k)\left(k^{2}-2 d_{\lambda}\right) \geq k(s-k)
\end{aligned}
$$

where the last inequality follows from (8-4).
We now prove a lower bound for $q(\lambda)$ in terms of the residue class of $d_{\lambda}$ modulo $s$.
Proposition 8.7. Let $\lambda$ be $s$-minimal, of degree $d$ congruent to $f$ modulo $s$, with $0 \leq f<s$. Then
(a) If $u_{\lambda}=2$, so that $\lambda=(h, k)$ with $h+k \equiv f(\bmod s)$, then

$$
q(\lambda)= \begin{cases}f(s-1)(s-f)+2 h(k-1) s & \text { if } h+k<s \\ f(s-1)(s-f)+2(s-k)(s-h-1) s & \text { if } h+k \geq s\end{cases}
$$

(b) If $u_{\lambda} \geq 3$ and $s \geq 5$, we have

$$
q(\lambda) \geq 2 s+m(f, s)
$$

where $m(f, s)$ denotes the minimum of $q(\mu)$ as $\mu$ varies among s-minimal
biliaison types satisfying $u_{\mu}=2$ and $d_{\mu} \equiv f$ or $d_{\mu} \equiv s-f(\bmod s)$. In fact,

$$
m(f, s)= \begin{cases}f(s-1)(s-f)+2 s(f-2) & \text { if } 3 \leq f \leq s-f \text { or } f=s-2, s-1 \\ f(s-1)(s-f)+2 s(s-f-2) & \text { if } 3 \leq s-f \leq f \text { or } f=0,1,2\end{cases}
$$

This minimum is attained by $\lambda=(1, f-1)$ and $\lambda^{\prime}=(s-f+1, s-1)$ when $3 \leq$ $f \leq s-f$ or if $f=s-2, s-1$, and by $\lambda=(1, s-f-1)$ and $\lambda^{\prime}=(f+1, s-1)$ when $3 \leq s-f \leq f$ or $f=0,1,2$.

Proof. Part (a) is a simple computation. To prove part (b), note that the role of $f$ and $s-f$ is symmetric, reflecting the fact that $q(\lambda)=q\left(\lambda^{\prime}\right)$. Thus we can replace $\lambda$ with $\lambda^{\prime}$ whenever convenient. If $\lambda=\left(k_{1}, k_{2}, \ldots, k_{r}\right)$ and there are two indices $i<j$ such that $k_{i}-1>k_{i-1}$ and $k_{j}+1<k_{j+1}$, we replace $k_{i}$ by $k_{i}-1$ and $k_{j}$ by $k_{j}+1$ to obtain a new increasing sequence $\lambda_{1}$ with the same degree as $\lambda$, hence the same $f$. Then $q(\lambda) \geq q\left(\lambda_{1}\right)+2 s$ by Proposition $8.5(\mathrm{c})$. When $u_{\lambda}=2$, it follows that the minimum $m(f, s)$ is attained by sequences of the form $(1, k)$ or $(h, s-1)$, as in the statement. When $u_{\lambda} \geq 3$, iterating the procedure above and passing to the dual word if necessary, we may assume that $\lambda$ is one of the following sequences:

$$
\begin{array}{cl}
(1,2, \ldots, h) & 3 \leq h<s \\
(1,2, \ldots, h, s-m, s-(m-1), \ldots, s-1) & 1 \leq m \leq h, 2 \leq h \leq s-m-2 \\
(1,2, \ldots, h, k) & 2 \leq h \leq k-2 \\
(1,2, \ldots, h, k, s-m, s-(m-1), \ldots, s-1) & m \leq h, 1 \leq h \leq k-2, k \leq s-m-2
\end{array}
$$

If $\lambda=(1,2, \ldots, s-1)$, we replace it with $(2, \ldots, s-2)$, since

$$
q(1,2, \ldots, s-1)>q(2, \ldots, s-2)
$$

If $h \geq 2$, we define

$$
\mu=(2, \ldots, h-1, h+1, \ldots)
$$

to be the sequence obtained removing 1 and $h$ from $\lambda$ and adding $h+1$. If $h=1$, then $\lambda=(1, k, s-1)$ with $3 \leq k \leq s-3$, in which case we define $\mu=(k+1, s-1)$.

Then $d_{\mu}=d_{\lambda}, u_{\mu}=u_{\lambda}-1$, hence we will be done by induction on $u_{\lambda}$ if we show $q(\lambda) \geq q(\mu)+2 s$. By Proposition $8.5($ a) we can assume $\lambda=(1,2, \ldots, h)$ and $\mu=(2, \ldots, h-1, h+1)$. Then one computes $q(\lambda)-q(\mu)=2 s$.

Remark 8.8. One can show that the bound $q(\lambda) \geq f(s-1)(s-f)$ is equivalent to the bound in [Gruson and Peskine 1978] for the genus of an ACM curve of degree $d>s(s-1)$ not lying on a surface degree $s-1$. They also show that curves of maximal genus are linked to plane curves: in our notation this means $u_{\lambda}=1$ if $q(\lambda)$ attains its minimal value $f(s-1)(s-f)$.

Corollary 8.9. Let $\lambda$ be $s$-minimal of degree $d$ congruent to $f$ modulo $s$, with $0 \leq f<s$. If $u_{\lambda} \geq 2$, then

$$
q(\lambda) \geq \begin{cases}2 s(s-2) & \text { if } f=0, \\ 3 s^{2}-8 s+1 & \text { if } f=1 \text { or } f=s-1, \\ 2 s^{2}-4 s+4 & \text { if } f \notin\{0,1, s-1\}\end{cases}
$$

Proof. We may assume $s \geq 5$ because the cases $s=3,4$ are easily checked; see Table 1. If $f=0,1$ or $s-1$, the statement follows immediately from Proposition 8.7. If $f \neq 0,1, s-1$, again by the smae proposition we have

$$
q(\lambda) \geq q(f)+2 s \geq q(2)+2 s=2 s^{2}-4 s+4
$$

Corollary 8.10. Suppose $s \geq 5$ and let $\lambda$ be s-minimal. Suppose $q(\lambda) \leq(s+1)^{2}$. Then one of the following occurs:
(1) $\lambda=\varnothing$ and $q(\lambda)=0$.
(2) $\lambda=(1)$ or $\lambda=(s-1)$, and $q(\lambda)=(s-1)^{2}$.
(3) $5 \leq s \leq 7$ and $\lambda=(2)$ or $\lambda=(s-2)$, so that $q(\lambda)=2(s-1)(s-2)$.
(4) $s=6$ and $\lambda=(3)$, so that $q(\lambda)=3(s-1)(s-3)=45$.
(5) $s=5$ or 6 and $\lambda=(1, s-1)$.
(6) $s=5$ and $\lambda=(1,3)$ or $\lambda=(2,4)$, in which case $q(\lambda)=36=(s+1)^{2}$.
(7) $s=5$ and $\lambda=(1,2)$ or $\lambda=(3,4)$, in which case $q(\lambda)=34$.

Furthermore, if $q(\lambda) \leq(s-1)^{2}$, then either (1) or (2) occurs. If $(s-1)^{2}<q(\lambda) \leq s^{2}$, then either $s=4$ and $\lambda=(2)$ or $(1,3)$, or $s=5$ and $\lambda=(2)$ or (3).

Proof. Suppose first $\lambda=(f)$. Then $q(\lambda)=f(s-1)(s-f)$. One checks this is bigger than $(s+1)^{2}$ except in the cases listed in the statement.

Suppose now $u_{\lambda} \geq 2$. If $f=0$, then $q(\lambda) \geq 2 s(s-2)$ by Corollary 8.9 , and this is bigger than $(s+1)^{2}$ unless $s \leq 6$. When $s=5$ or 6 , one checks by hand the only possibility is $\lambda=(1, s-1)$.

If $f=1$ or $s-1$, the lower bound for $q(\lambda)$ is

$$
3 s^{2}-8 s+1
$$

which is bigger than $(s+1)^{2}$ unless $s \leq 5$. When $s=5$, one finds the two sequences $\lambda=(1,3)$ or $\lambda=(2,4)$.

If $f \neq 0,1, s-1$, then $q(\lambda) \geq 2 s^{2}-4 s+4$ which is bigger than $(s+1)^{2}$ unless $s \leq 5$. When $s=5$, one finds the two sequences $\lambda=(1,2)$ or $\lambda=(3,4)$ for which $q(\lambda)=34$.

## 9. Gonality of a general ACM curve

In this section we give the proof of our main result.
Theorem 9.1. Assume $\mathbb{K}$ has characteristic zero. Let $C \subset \mathbb{P}_{\mathbb{K}}^{3}$ be an irreducible, nonsingular ACM curve with $h$-vector $h$, and let $s=s_{C}, t=t_{C}, e=e(C)$ and $g=$ $g(C)$. Assume that $s \geq 4$ and that $(s, d, g)$ is not one of the following: $(4,10,11)$, $(5,15,26),(5,16,30),(6,21,50),(6,22,55),(6,23,60),(7,28,85),(7,29,91)$, (8, 36, 133).

Suppose there is a smooth surface $X$ of degree s containing $C$ with the following properties:
(1) The linear system $|t H-C|$ on $X$ contains a reduced curve $\Gamma$, such that the irreducible components $D_{1}, \ldots D_{r}$ are ACM curves, and

$$
\lambda_{\Gamma}=\lambda_{D_{1}} \cup \lambda_{D_{2}} \cup \cdots \cup \lambda_{D_{r}}
$$

is the gap decomposition of $\lambda_{\Gamma}$.
(2) The Picard group of $X$ is $\operatorname{Pic}(X)=\mathbb{Z}[H] \oplus \mathbb{Z}\left[D_{1}\right] \oplus \cdots \oplus \mathbb{Z}\left[D_{r}\right]$.
(3) $C$ is general in its linear system on $X$.

Then

$$
\operatorname{gon}(C)=d-l
$$

where $l=l(C)$ is the maximum order of a multisecant of $C$. Furthermore, with the possible exception of the values of $(s, d, g)$ listed in Proposition 6.10(b), $C$ has finitely many $g_{d-l}^{1}$; hence its Clifford index is

$$
\operatorname{Cliff}(C)=\operatorname{gon}(C)-2=d-l-2
$$

More precisely:
(a) If $h(e+1)=3, h(e+2)=2$, then the gonality of $C$ is $d-e-3$ and there is unique pencil of minimal degree, arising from the unique $(e+3)$-secant line of $C$ (compare Corollary 7.19).
(b) if $h(t)=s-2, h(t+1)=s-3, t>s+3$, but the condition of case (a) above does not occur, then the gonality of $C$ is $d-(t-s+1)$, and there is unique pencil of minimal degree, arising from the unique $(t-s+1)$-secant line of $C$.
(c) if neither case (a) nor (b) above occurs, then the gonality of $C$ is $d-4$, and every $g_{d-4}^{1}$ on $C$ arises from a 4 -secant line, unless either
(1) $(s, d, g)$ is in the list of Proposition 6.10(b), or
(2) $s=4, C \in\left|C_{0}+b H\right|$ where $b \geq 2$ and $C_{0}$ has degree 4 and arithmetic genus 1 ; in this case $\left|O_{C}(b)\right|$ is the unique $g_{d-4}^{1}$ that does not arise from a 4-secant.

Finally, if $C$ has a complete basepoint-free pencil of degree $k<d-4$, then the pencil arises either from an $(e+3)$-secant line or from a $(t-s+1)$-secant line.

Remark 9.2. The conditions on $h$ in (a) and (b) are not satisfied in any of the cases listed in Proposition 6.10(b).

Proof of Theorem 9.1. The gonality of $C$ is at most $d-4$ by Proposition 3.1.
Suppose $\mathscr{L}$ is a complete basepoint-free pencil of degree $k$ on $C$, and assume $k \leq d-4$, unless we are in one of the cases listed in Proposition 6.10(b), for which we assume $k \leq d-5$. We will classify these pencils as follows. By the same proposition the bundle $\mathscr{E}$ associated to $\mathscr{L}$ on $X$ satisfies $\Delta(\mathscr{E})>0$, and then by Bogomolov's result (Theorem 5.4) it follows that $\mathscr{E}$ is Bogomolov unstable. Let $0_{X}(A)$ be the line bundle that destabilizes $\mathscr{E}$. We will show that only the following cases can occur:
(1) for any $h$-vector, we can have $A=-H$; then by Corollary 5.7 the pencil $\mathscr{E}$ arises from a multisecant line $L$ that is not contained in $X$. Corollary 4.2 shows that $k=\operatorname{deg} \mathscr{\mathscr { L }}=d-4$ and that there is a finite set of such pencils.
(2) when $h(e+1)=3$ and $h(e+2)=2$, then $C$ has a unique $(e+3)$-secant line $L$, and $\mathscr{L}=\mathscr{L}(L)$. In this case $L \subset X$ and $A=L-H$.
(3) if $t>s+3, h(t)=s-2, h(t+1)=s-3$, then $C$ has a unique $(t-s+1)$-secant line $L$, and $\mathscr{L}=\mathscr{L}(L)$. In this case $L \subset X$ and $A=L-H$.
(4) $s=4, C \in\left|C_{0}+b H\right|$ where $b \geq 2$ and $C_{0}$ has degree 4 and arithmetic genus 1. In this case $\mathscr{\mathscr { L }}=\left|0_{C}(b)\right|$ and $A=-C_{0}$. In particular, $\operatorname{deg} \mathscr{L}=d-4$ and $\mathscr{L}$ does not arise from a multisecant.

The statement of the theorem clearly follows from this classification. For the Clifford index, we use the fact, proved in [Coppens and Martens 1991], that $\operatorname{Cliff}(C)=$ $\operatorname{gon}(C)-2$ when $C$ has a finite number of pencils of minimal degree.

We now proceed to classify the possible basepoint-free complete pencils $\mathscr{\not}$ of degree at most $d-4$. Let $A$ be the divisor that destabilizes the bundle $\mathscr{E}$ associated to $\mathscr{L}$. Recall that $A$ sits in an exact sequence

$$
0 \rightarrow \mathscr{O}_{X}(A) \rightarrow \mathscr{E} \rightarrow \mathscr{I}_{W, X}(B) \rightarrow 0
$$

where $W$ is zero-dimensional and $(A-B) . H>0$. From the exact sequence we see $A-B=2 A+C$ and

$$
(2 A+C)^{2}=(A-B)^{2} \geq \Delta(\mathscr{E})=C^{2}-4 k
$$

By Proposition 5.5 we also have $(-A) . H>0$ and $A^{2} \geq 0$.

To be able to work effectively with the above inequalities, we write $x=A . H$ for the degree of $A$, and consider the bilinear form on $\operatorname{Pic}(X)$

$$
\phi(D, E)=(D \cdot H)(E . H)-s(D \cdot E)=\operatorname{det}\left[\begin{array}{cc}
D \cdot H & H^{2} \\
D \cdot E & E \cdot H
\end{array}\right]
$$

We then obtain the following numerical constraints on $x$ :

$$
\begin{equation*}
-d<2 x<0, \quad x^{2} \geq \phi(A, A), \quad x^{2}+d x+k s \geq \phi(A, A+C) \tag{9-1}
\end{equation*}
$$

the last two inequalities being equivalent to $A^{2} \geq 0$ and $(2 A+C)^{2} \geq C^{2}-4 k$ respectively.

In $\operatorname{Pic}(X)$ we can write $A=\sum a_{i} D_{i}+c H$ with $a_{i} \in \mathbb{Z}, c \in \mathbb{Z}$. We wish to show

$$
\phi(A, A+C) \geq 0
$$

We first prove $\phi\left(D_{i}, D_{j}\right)<0$. Let $\lambda_{\Gamma}=\lambda_{1} \cup \lambda_{2} \cup \cdots \cup \lambda_{r}$ be the gap decomposition of $\lambda_{\Gamma}$, so that $\lambda_{D_{i}}=\lambda_{i}$. If $i<j, D_{i}+D_{j}$ is ACM with $\lambda_{D_{i}+D_{j}}=\lambda_{i} \cup \lambda_{j}$ by Theorem 7.21. Since $\phi(D, D)=q\left(\lambda_{D}\right)$ for an ACM curve $D$ with $s_{D}<s$, by Proposition 8.5

$$
\begin{equation*}
\phi\left(D_{i}, D_{j}\right)=-d_{\lambda_{i}} d_{\lambda_{j}^{\prime}}<0 \tag{9-2}
\end{equation*}
$$

(note that the formula $\phi\left(D_{i}, D_{j}\right)=-d_{\lambda_{i}} d_{\lambda_{j}^{\prime}}$ is correct only for $i<j$ ).
To simplify notation we let $q_{i}=\phi\left(D_{i}, D_{i}\right)$ and $b_{i}=-\sum_{j \neq i} \phi\left(D_{i}, D_{j}\right)$. We claim that $q_{i}>2 b_{i}$ for every $i$. To prove this let $E_{i}=\sum_{j \neq i} D_{j}$. Then

$$
\begin{aligned}
\phi(\Gamma, \Gamma) & =\phi\left(D_{i}+E_{i}, D_{i}+E_{i}\right)=\phi\left(D_{i}, D_{i}\right)+\phi\left(E_{i}, E_{i}\right)+2 \phi\left(D_{i}, E_{i}\right) \\
& =\phi\left(E_{i}, E_{i}\right)+q_{i}-2 b_{i}
\end{aligned}
$$

thus it is enough to show $\phi(\Gamma, \Gamma)>\phi\left(E_{i}, E_{i}\right)$, that is, $q\left(\lambda_{\Gamma}\right)>q\left(\lambda_{E_{i}}\right)$. The latter inequality holds by Corollary 8.6 ; hence $q_{i}>2 b_{i}$.

We now compute

$$
\begin{aligned}
\phi(A, A) & =\sum_{i} a_{i}^{2} \phi\left(D_{i}, D_{i}\right)+2 \sum_{i<j} a_{i} a_{j} \phi\left(D_{i}, D_{j}\right) \\
& =\sum_{i} a_{i}^{2}\left(q_{i}-b_{i}\right)-\sum_{i} a_{i}^{2} \sum_{j \neq i} \phi\left(D_{i}, D_{j}\right)+2 \sum_{i<j} a_{i} a_{j} \phi\left(D_{i}, D_{j}\right) \\
& =\sum_{i} a_{i}^{2}\left(q_{i}-b_{i}\right)-\sum_{i<j}\left(a_{i}-a_{j}\right)^{2} \phi\left(D_{i}, D_{j}\right) \\
\phi(A, C) & =\phi\left(\sum_{i} a_{i} D_{i}, t_{C} H-\sum_{j} D_{j}\right)=\phi\left(\sum_{i} a_{i} D_{i},-\sum_{j} D_{j}\right) \\
& =-\sum_{i, j} a_{i} \phi\left(D_{i}, D_{j}\right)=-\sum_{i} a_{i}\left(q_{i}-b_{i}\right)
\end{aligned}
$$

Therefore

$$
\begin{align*}
\phi(A, A) & =\sum_{i} a_{i}^{2}\left(q_{i}-b_{i}\right)-\sum_{i<j}\left(a_{i}-a_{j}\right)^{2} \phi\left(D_{i}, D_{j}\right),  \tag{9-3}\\
\phi(A, C) & =-\sum_{i} a_{i}\left(q_{i}-b_{i}\right),  \tag{9-4}\\
\phi(A, A+C) & =\sum_{i}\left(a_{i}^{2}-a_{i}\right)\left(q_{i}-b_{i}\right)-\sum_{i<j}\left(a_{i}-a_{j}\right)^{2} \phi\left(D_{i}, D_{j}\right) . \tag{9-5}
\end{align*}
$$

The last equality implies $\phi(A, A+C) \geq 0$ because the $a_{i}$ are integers, $q_{i}>$ $2 b_{i} \geq b_{i}$ and $\phi\left(D_{i}, D_{j}\right)<0$.

We now show that $\phi(A, A+C) \geq 0$ implies $x \geq-s-1$.
By hypothesis $k \leq d-4$; therefore

$$
x^{2}+d x+(d-4) s \geq x^{2}+d x+k s \geq \phi(A, A+C) \geq 0
$$

Let $\delta$ be the discriminant of the equation $x^{2}+d x+(d-4) s=0$ :

$$
\delta=d^{2}-4 s d+16 s=(d-2 s)^{2}-4 s(s-4)
$$

Let $y=d-2 s$. Since $C$ is ACM and $s=s_{C}$, we have $d \geq \frac{1}{2} s(s+1)$ by Remark 6.2, hence

$$
y-2=d-2 s-2 \geq \frac{1}{2}\left(s^{2}-3 s-4\right) \geq \frac{1}{2}\left(s^{2}-4 s\right)
$$

In fact, we can have equality only if $s=4$ and $d=10$, while the hypotheses of the theorem when $s=4$ require $d$ to be at least 11. Thus $y-2>\frac{1}{2} s(s-4)$ and

$$
\delta=y^{2}-4 s(s-4)>y^{2}-8 y+16=(y-4)^{2} .
$$

Thus $\delta$ is positive, and the equation has two real roots, one smaller than $-d / 2$, the other one, say $\bar{x}$, larger than $-d / 2$. Since $-d / 2<x<0$, we conclude $x \geq \bar{x}$. Furthermore, unless $s=4$ and $d=11$, we have $y-4 \geq 0$ under the hypotheses of the theorem, hence

$$
\bar{x}=-\frac{d}{2}+\frac{1}{2} \sqrt{\delta}>-\frac{d}{2}+\frac{1}{2} \sqrt{y^{2}-8 y+16}=-\frac{d}{2}+\frac{1}{2}(y-4)=-s-2 .
$$

The inequality $\bar{x}>-6$ holds also in case $s=4$ and $d=11$. Thus $x \geq-s-1$. Then from $x^{2} \geq \phi(A, A)$ we see that

$$
(s+1)^{2} \geq \phi(A, A)
$$

If all the $a_{i}$ are zero, then $A=c H$ (this is the case if $C$ is a complete intersection of $X$ and another surface). Since $-s-1 \leq x=\operatorname{deg} A<0$, we must have $A=-H$.

If not all the $a_{i}$ are zero, let $1 \leq i_{1}<\cdots<i_{h} \leq r$ be the indices for which $a_{i} \neq 0$. Formula (9-3) holds with this new set of indices, and shows that, if all the
coefficients $a_{i}$ are nonzero, then $\phi(A, A)$ attains its minimum when all the $a_{i}$ are equal to 1 . Thus

$$
\phi(A, A) \geq \phi(D, D)
$$

where $D=D_{i_{1}}+\cdots+D_{i_{h}}$ is the support of $A$.
Now $D$ is ACM with biliaison type $\lambda_{D}=\lambda_{i_{1}} \cup \cdots \cup \lambda_{i_{h}}$ by Theorem 7.21. If $\lambda_{D}$ is not one of the special cases listed in Corollary 8.10, then

$$
\phi(D, D)=q\left(\lambda_{D}\right)>(s+1)^{2}
$$

contradicting $(s+1)^{2} \geq \phi(A, A)$.
Suppose now $\lambda_{D}$ is one of the special cases listed in Corollary 8.10. We still have $\phi(A, A) \geq(s-1)^{2}$ because $\lambda_{D}$ is not empty. Before examining the various cases, let us remark that, if only one of the $a_{i}$ is nonzero, so that

$$
A=a D+c H
$$

with $D$ irreducible and $a \neq 0$, then either $a=1$ or $a=-1$. This follows from

$$
a^{2}=\frac{\phi(A, A)}{\phi(D, D)} \leq \frac{(s+1)^{2}}{(s-1)^{2}}<4
$$

Also note that $D$ is irreducible precisely when $\lambda_{D}$ has no gaps, that is, in all cases of Corollary 8.10 except when $s=5$ or 6 and $\lambda=(1, s-1)$.

To complete the list of Corollary 8.10, observe from Table 1 that for $s=4$ there are 7 possibilities for $\lambda_{D}$, because $\lambda \neq \varnothing$ and $u_{\lambda}<4$, namely

$$
(1),(2),(3),(1,2),(1,3),(2,3),(1,2,3)
$$

Case 1: $\lambda_{D} \neq(1), \lambda_{D} \neq(s-1)$, and, when $s=5$ or $6, \lambda_{D} \neq(1, s-1)$.
Then $\phi(D, D)>(s-1)^{2}$ and $\lambda_{D}$ has no gaps by Corollary 8.10. Thus $D$ is irreducible, $A=a D+c H$ with $a= \pm 1$ and

$$
(s+1)^{2} \geq x^{2} \geq \phi(A, A)=a^{2} \phi(D, D)>(s-1)^{2}
$$

Hence $x=-s-1$ or $x=-s$.
Case 1a: $a=1, x=-s-1$. In this case $d_{D} \equiv x \equiv-1(\bmod s)$, and by Corollary 8.10 we must have $s \leq 5$. Furthermore by the last inequality in (9-1)

$$
x^{2}+d x+(d-4) s \geq 0
$$

that is

$$
s^{2}+2 s+1-s d-d+(d-4) s \geq 0
$$

so $d \leq s^{2}-2 s+1$. This gives $d \leq 9$ if $s=4$, and $d \leq 16$ if $s=5$, while $d \geq \frac{1}{2} s(s+1)$ because $C$ is an ACM curve $s_{C}=s$. Thus we must have $s=5$, and examining the list in Corollary 8.10 we find $\lambda_{D}=(1,3)$ is the only possibility. Then, for
$\Gamma=t H-C$, we know $\lambda_{\Gamma}$ contains $\lambda_{D}=(1,3)$ in its gap decomposition and $u_{\lambda_{\Gamma}}<5$. This forces $\lambda_{\Gamma}=\lambda_{D}$, hence $D=\Gamma$ and therefore

$$
d=s t-\operatorname{deg}(\Gamma) \geq 25-4=21
$$

a contradiction, so this case does not occur.
Case 1b: $a=1, x=-s$. In this case $d_{D} \equiv x \equiv 0(\bmod s)$ and $s^{2}=x^{2} \geq q(\lambda)$. By Corollary 8.10 the only possibility is $s=4$ and $\lambda_{D}=(1,3)$, which forces $D=\Gamma=t H-C$. Furthermore, we must have $\operatorname{gon}(C)=k=d-4$ for the inequality $x^{2}+d x+k s \geq \phi(A, A+C)$ of (9-1) to hold.

Since $x=-4=\operatorname{deg}(D+c H)$, we see $c=-2$. Now pick an effective divisor $C_{0} \in|-A|=|2 H-D|$. Then $C_{0}$ is ACM with biliaison type $(1,3)$, thus $C_{0}$ is up to a deformation with constant cohomology an elliptic quartic. By construction $C \in\left|C_{0}+b H\right|$ with $b=t-2 \geq 2$. (Note that $b=2$ gives $(d, g)=(12,17)$, which is in the list of Proposition 6.10(b).) For $b \geq 2$ the restriction of $\left|C_{0}\right|$ to $C$ is $\left|O_{C}(b)\right|$, and is a $g_{d-4}^{1}$ on $C$ that does not arise from a multisecant.

Case 1c: $a=-1, x=-s-1$ or $-s$. In this case $A=-D+c H$, hence, if $D=D_{i}$, $\phi(A, A)+\phi(A, C)=2 \phi\left(D_{i}, D_{i}\right)+\sum_{j \neq i} \phi\left(-D_{i},-D_{j}\right)=2 q_{i}-b_{i} \geq \frac{3}{2} q_{i}>\frac{3}{2}(s-1)^{2}$.

Therefore

$$
x^{2}+d x+(d-4) s \geq \frac{3}{2}(s-1)^{2}
$$

which contradicts both $x=-s-1$ and $x=-s$, so this case does not occur.
Case 2: $\lambda_{D}=(1)$, so that $D$ is a line $L \subset X$, and $A=c H+a L$ with $a= \pm 1$. In this case either $\Gamma=L$ and $\lambda_{\Gamma}=(1)$, or $\lambda_{\Gamma}$ has a gap at the beginning:

$$
\lambda_{\Gamma}=(1,4, \ldots)
$$

In both cases $L=D_{1}$ is unique. The proof of Corollary 7.19 shows that the $h$ vector of $C$ satisfies $h_{C}(e+1)=3$ and $h_{C}(e+2)=2$, and that $C . L=e+3$. Thus in any case

$$
\operatorname{deg}(Z)=\operatorname{gon}(C) \leq d-e-3
$$

We wish to show that $A=L-H$ and $Z=\mathscr{L}(L)$.
Recall that the degree $x$ of $A$ must satisfy the inequalities $-s-1<x<0$ and

$$
x^{2} \geq a^{2} \phi(L, L)=(s-1)^{2}
$$

We also know $x=c s+a$ with $a= \pm 1$. Therefore $c=-1$ and either $A=-H-L$ or $A=-H+L$.

Suppose first $A=-H-L$. Since $\operatorname{deg}(X)=s \geq 4$,

$$
H^{0} \widehat{O}_{X}(H+L) \cong H^{0} \mathbb{O}_{X}(H)
$$

thus every curve $B$ in the linear system $|-A|=|H+L|$ contains the line $L$. This contradicts Proposition 5.5, according to which we can find two effective divisors in $|-A|$ meeting properly. So $A=-H-L$ is impossible. Therefore $A=-H+L$, and $Z=\mathscr{L}(L)$ by Corollary 5.7.

Case 3: $\lambda_{D}=(s-1)$, so that $D=H-L$ is a plane curve of degree $s-1$, residual to a line $L$ in a plane section of $X$. Furthermore, $A=c H+a D=(c+a) H-a L$ with $a= \pm 1$.

In this case $D=D_{r}$, thus $L$ is unique, and either $\Gamma=D_{r}$ or $\lambda_{\Gamma}$ has a gap at the end. The proof of Corollary 7.19 shows that the $h$-vector of $C$ satisfies $h_{C}(t)=s-2, h_{C}(t+1)=s-3$ and that $L$ is a $(t-s+1)$-secant line for $C$. An argument analogous to the one of the previous case shows $A=-H+L$, so that $\mathscr{L}=\mathscr{L}(L)$.

Case 4: $\quad \lambda_{D}=(1, s-1)$ with $s=5$ or 6 , hence $A=c H+a_{1} L_{1}+a_{2} P$ where $L_{1}$ is a line, $P$ is a plane curve of degree $s-1$, and $a_{1}$ and $a_{2}$ are nonzero. Note that $\phi\left(L_{1}, P\right)=-1$, therefore

$$
\begin{aligned}
\phi(A, A) & =\left(a_{1}^{2}+a_{2}^{2}\right)(s-1)^{2}-2 a_{1} a_{2} \\
& =\left(a_{1}^{2}+a_{2}^{2}\right)\left(s^{2}-2 s\right)+\left(a_{1}-a_{2}\right)^{2} \geq 2\left(s^{2}-2 s\right)>s^{2}
\end{aligned}
$$

On the other hand, $(s+1)^{2} \geq x^{2} \geq \phi(A, A)$. Therefore we must have $x=-s-1$ and $a_{1}^{2}+a_{2}^{2}<3$, that is, $a_{1}$ and $a_{2}$ can only be 1 or -1 .

Then

$$
-s-1=x=c s+a_{1}+a_{2}(s-1)
$$

from which we see $-1 \equiv a_{1}-a_{2}(\bmod s)$. This is impossible because $a_{1}= \pm 1$ and $a_{2}= \pm 1$.

This complete the list of possible cases, and proves the classification of complete basepoint-free pencils $\mathscr{L}$ of degree at most $d-4$, hence the theorem

Remark 9.3. In the first of the cases excluded in the theorem, namely $s=4$ and $(d, g)=(10,11)$, we can prove $\operatorname{gon}(C)=6=d-4$ by the method of [Hartshorne 2002].

Theorem 9.4. Assume the ground field is the complex numbers. Then the conclusions of Theorem 9.1 hold for the general ACM curve $C$ in $A(h)$.

Proof. Since the conclusions of Theorem 9.1 are semicontinuous on $A(h)$ (cf. [Arbarello and Cornalba 1981]), it is enough to show the existence of a single curve $C$ for which the hypotheses of that theorem are satisfied. To check this, let $h^{\prime}$ denote the $h$-vector of a curve $\Gamma$ linked by two surfaces of degrees $s$ and $t=t_{C}$ to $C \in A(h)$. Note that $h^{\prime}$ may not be of decreasing type, but in any case $s_{\Gamma} \leq e_{\Gamma}+3<s$ by Lemma 6.5. By Theorem 7.21 a general curve $\Gamma$ in $A\left(h^{\prime}\right)$ is reduced, its irreducible
components are ACM, with biliaison type prescribed by $\lambda_{\Gamma}$; and, since $s>e_{\Gamma}+3$, there exist smooth surfaces of any degree $\geq s-1$ containing $\Gamma$.

Now let $h_{2}$ be the $h$-vector of a curve $C_{2}$ linked to $\Gamma$ by the complete intersection of two smooth surfaces of degree $s-1$ and $s$ respectively. The flag Hilbert schemes parametrizing pairs ( $\Gamma, Y$ ), where $\Gamma \in A\left(h^{\prime}\right)$ and $Y$ is a complete intersection of type $(s-1, s)$, is irreducible [Martin-Deschamps and Perrin 1990, VII §3]. Thus a general $\Gamma$ in $A\left(h^{\prime}\right)$ can be linked to a general $C_{2} \in A\left(h_{2}\right)$. By Lemma $6.5 h_{2}$ is of decreasing type, hence we may assume $C_{2}$ is smooth, and lies on smooth surfaces of degree $s-1$ and $s$. Since we are working over the complex numbers, we can use the Noether-Lefschetz type theorem of [Lopez 1991, II 3.1]. We apply this theorem to $C_{2}$ with $d=s, e=1$, and $T$ a smooth surface of degree $s-1$ through $C_{2}$ to conclude that, if $X$ is a very general surface of degree $s$ containing $C_{2}$, then $\operatorname{Pic}(X)$ is freely generated by the classes of a plane section $H$ and of the irreducible components of $\Gamma$ (here "very general" means, as usual, outside a countable union of proper subvarieties).

Now on $X$ we can take for $C$ a general curve in the linear system

$$
\left|C_{2}+(t-s+1) H\right|=|t H-\Gamma| .
$$

The hypotheses of Theorem 9.1 are then satisfied for the smooth surface $X$ and the curve $C$.

One can simplify the argument using a more recent result [Brevik and Nollet 2008, Theorem 1.1], which allows one to work directly with $\Gamma$ rather than $C_{2}$.
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# UNIVERSAL INEQUALITIES FOR THE EIGENVALUES OF THE BIHARMONIC OPERATOR ON SUBMANIFOLDS 

Saïd Ilias and Ola Makhoul


#### Abstract

We establish universal inequalities for the eigenvalues of the clamped plate problem on compact submanifolds of Euclidean space, of spheres and of real, complex and quaternionic projective spaces. We prove similar results for the biharmonic operator on domains of Riemannian manifolds that admit spherical eigenmaps (this includes compact homogeneous Riemannian spaces) and finally on domains of hyperbolic space.


## 1. Introduction

Let $(M, g)$ be a Riemannian manifold of dimension $n$ and let $\Delta$ be the Laplacian operator on $M$.

We will be concerned with the following eigenvalue problem for the Dirichlet biharmonic operator, called the clamped plate problem:

$$
\begin{cases}\Delta^{2} u=\lambda u & \text { in } \Omega  \tag{1-1}\\ u=\frac{\partial u}{\partial v}=0 & \text { on } \partial \Omega\end{cases}
$$

where $\Omega$ is a bounded domain in $M, \Delta^{2}$ is the biharmonic operator in $M$ and $v$ is the outward unit normal. It is well known that the eigenvalues of this problem form a countable family $0<\lambda_{1} \leq \lambda_{2} \leq \cdots \rightarrow+\infty$.

For the case when $M=\mathbb{R}^{n}$, Payne, Pólya and Weinberger [1956] established the following inequality, for each $k \geq 1$ :

$$
\lambda_{k+1}-\lambda_{k} \leq \frac{8(n+2)}{n^{2} k} \sum_{i=1}^{k} \lambda_{i}
$$

[^2]Implicit in [Payne et al. 1956], as noticed by Ashbaugh [1999], is the better inequality

$$
\begin{equation*}
\lambda_{k+1}-\lambda_{k} \leq \frac{8(n+2)}{n^{2} k^{2}}\left(\sum_{i=1}^{k} \lambda_{i}^{1 / 2}\right)^{2} \tag{1-2}
\end{equation*}
$$

Later, Hile and Yeh [1984] extended ideas from earlier work on the Laplacian by Hile and Protter [1980] and proved the better bound

$$
\frac{n^{2} k^{3 / 2}}{8(n+2)} \leq\left(\sum_{i=1}^{k} \frac{\lambda_{i}^{1 / 2}}{\lambda_{k+1}-\lambda_{i}}\right)\left(\sum_{i=1}^{k} \lambda_{i}\right)^{1 / 2}
$$

Implicit in their work is the stronger inequality

$$
\frac{n^{2} k^{2}}{8(n+2)} \leq\left(\sum_{i=1}^{k} \frac{\lambda_{i}^{1 / 2}}{\lambda_{k+1}-\lambda_{i}}\right)\left(\sum_{i=1}^{k} \lambda_{i}^{1 / 2}\right)
$$

which was proved independently by Hook [1990] and Chen and Qian [1990]; see also [Chen and Qian 1993a; 1993b; 1994].

Cheng and Yang [2006] obtained the bound

$$
\begin{equation*}
\sum_{i=1}^{k}\left(\lambda_{k+1}-\lambda_{i}\right) \leq\left(\frac{8(n+2)}{n^{2}}\right)^{1 / 2} \sum_{i=1}^{k}\left(\lambda_{i}\left(\lambda_{k+1}-\lambda_{i}\right)\right)^{1 / 2} \tag{1-3}
\end{equation*}
$$

Very recently, Cheng, Ichikawa and Mametsuka [2009b] obtained an inequality for eigenvalues of Laplacian with any order $l$ on a bounded domain in $\mathbb{R}^{n}$. In particular, they showed that for $l=2$,

$$
\begin{equation*}
\sum_{i=1}^{k}\left(\lambda_{k+1}-\lambda_{i}\right)^{2} \leq \frac{8(n+2)}{n^{2}} \sum_{i=1}^{k}\left(\lambda_{k+1}-\lambda_{i}\right) \lambda_{i} \tag{1-4}
\end{equation*}
$$

For the case when $M=\mathbb{S}^{n}$, Wang and Xia [2007] showed that

$$
\begin{align*}
& \sum_{i=1}^{k}\left(\lambda_{k+1}-\lambda_{i}\right)^{2} \leq \frac{1}{n}\left(\sum_{i=1}^{k}\left(\lambda_{k+1}-\lambda_{i}\right)^{2}\left(n^{2}+(2 n+4) \lambda_{i}^{1 / 2}\right)\right)^{1 / 2}  \tag{1-5}\\
& \times\left(\sum_{i=1}^{k}\left(\lambda_{k+1}-\lambda_{i}\right)\left(n^{2}+4 \lambda_{i}^{1 / 2}\right)\right)^{1 / 2}
\end{align*}
$$

from which they deduced, using a variant of Chebyshev's inequality,

$$
\begin{equation*}
\sum_{i=1}^{k}\left(\lambda_{k+1}-\lambda_{i}\right)^{2} \leq \frac{1}{n^{2}} \sum_{i=1}^{k}\left(\lambda_{k+1}-\lambda_{i}\right)\left(2(n+2) \lambda_{i}^{1 / 2}+n^{2}\right)\left(4 \lambda_{i}^{1 / 2}+n^{2}\right) \tag{1-6}
\end{equation*}
$$

This last inequality was also obtained by a different method by Cheng, Ichikawa and Mametsuka [2009a].

On the other hand, Wang and Xia [2007] also considered the problem (1-1) on domains of an $n$-dimensional complete minimal submanifold $M$ of $\mathbb{R}^{m}$ and proved
(1-7) $\sum_{i=1}^{k}\left(\lambda_{k+1}-\lambda_{i}\right)^{2}$

$$
\leq\left(\frac{8(n+2)}{n^{2}}\right)^{1 / 2}\left(\sum_{i=1}^{k}\left(\lambda_{k+1}-\lambda_{i}\right)^{2} \lambda_{i}^{1 / 2}\right)^{1 / 2}\left(\sum_{i=1}^{k}\left(\lambda_{k+1}-\lambda_{i}\right) \lambda_{i}^{1 / 2}\right)^{1 / 2}
$$

from which they deduced the following generalization of inequality (1-4) to minimal Euclidean submanifolds:

$$
\begin{equation*}
\sum_{i=1}^{k}\left(\lambda_{k+1}-\lambda_{i}\right)^{2} \leq \frac{8(n+2)}{n^{2}} \sum_{i=1}^{k}\left(\lambda_{k+1}-\lambda_{i}\right) \lambda_{i} \tag{1-8}
\end{equation*}
$$

Recently, Cheng, Ichikawa and Mametsuka [2010] extended this last inequality to any complete Riemannian submanifold $M$ in $\mathbb{R}^{m}$ and showed

$$
\begin{equation*}
\sum_{i=1}^{k}\left(\lambda_{k+1}-\lambda_{i}\right)^{2} \leq \frac{1}{n^{2}} \sum_{i=1}^{k}\left(\lambda_{k+1}-\lambda_{i}\right)\left(n^{2} \delta+2(n+2) \lambda_{i}^{1 / 2}\right)\left(n^{2} \delta+4 \lambda_{i}^{1 / 2}\right) \tag{1-9}
\end{equation*}
$$

with

$$
\delta=\sup _{\Omega}|H|^{2}
$$

where $H$ is the mean curvature of $M$.
The goal of Section 2 of this article is to study the relation between eigenvalues of the biharmonic operator and the local geometry of Euclidean submanifolds $M$ of arbitrary codimension. The approach is based on an algebraic formula (see Theorem 2.3) we proved in [Ilias and Makhoul 2010]. This approach is useful for the unification and for the generalization of all the results in the literature. In fact, using this general algebraic inequality, we obtain (see Theorem 2.4) the inequality

$$
\begin{align*}
\sum_{i=1}^{k} f\left(\lambda_{i}\right) \leq \frac{1}{n}\left(\sum_{i=1}^{k} g\left(\lambda_{i}\right)(2(n\right. & \left.\left.+2) \lambda_{i}^{1 / 2}+n^{2} \delta\right)\right)^{1 / 2}  \tag{1-10}\\
& \times\left(\sum_{i=1}^{k} \frac{\left(f\left(\lambda_{i}\right)\right)^{2}}{g\left(\lambda_{i}\right)\left(\lambda_{k+1}-\lambda_{i}\right)}\left(4 \lambda_{i}^{1 / 2}+n^{2} \delta\right)\right)^{1 / 2}
\end{align*}
$$

where $f$ and $g$ are two functions satisfying some functional conditions (see Definition 2.1), $\delta=\sup _{\Omega}|H|^{2}$ and $H$ is the mean curvature of $M$. The family of such pairs of functions is large. And particular choices for $f$ and $g$ lead to the known results. For instance, if we take $f(x)=g(x)=\left(\lambda_{k+1}-x\right)^{2}$, then (1-10) becomes

$$
\begin{align*}
\sum_{i=1}^{k}\left(\lambda_{k+1}-\lambda_{i}\right)^{2} \leq \frac{1}{n}\left(\sum _ { i = 1 } ^ { k } \left(\lambda_{k+1}-\right.\right. & \left.\left.\lambda_{i}\right)^{2}\left(2(n+2) \lambda_{i}^{1 / 2}+n^{2} \delta\right)\right)^{1 / 2}  \tag{1-11}\\
& \times\left(\sum_{i=1}^{k}\left(\lambda_{k+1}-\lambda_{i}\right)\left(4 \lambda_{i}^{1 / 2}+n^{2} \delta\right)\right)^{1 / 2}
\end{align*}
$$

which gives easily (see Remark 2.2) inequality (1-9) of Cheng, Ichikawa and Mametsuka [2010].

In Section 3 we consider the case of manifolds admitting spherical eigenmaps and obtain similar results. As a consequence, we obtain universal inequalities for the clamped plate problem on domains of any compact homogeneous Riemannian manifold.

In Section 4, we show how one can easily obtain, from the algebraic techniques used in the previous sections, universal inequalities for eigenvalues of (1-1) on domains of hyperbolic space $\Vdash^{n}$.

All our results hold if we add a potential to $\Delta^{2}$ (that is, $\Delta^{2}+q$ where $q$ is a smooth potential). For instance, in this case instead of inequality (1-10), we obtain

$$
\begin{align*}
\sum_{i=1}^{k} f\left(\lambda_{i}\right) \leq \frac{1}{n}\left(\sum_{i=1}^{k} g\left(\lambda_{i}\right)(2(n\right. & \left.\left.+2) \bar{\lambda}_{i}^{1 / 2}+n^{2} \delta\right)\right)^{1 / 2}  \tag{1-12}\\
& \times\left(\sum_{i=1}^{k} \frac{\left(f\left(\lambda_{i}\right)\right)^{2}}{g\left(\lambda_{i}\right)\left(\lambda_{k+1}-\lambda_{i}\right)}\left(4 \bar{\lambda}_{i}^{1 / 2}+n^{2} \delta\right)\right)^{1 / 2}
\end{align*}
$$

where $\bar{\lambda}_{i}=\lambda_{i}-\inf _{\Omega} q$.
Finally, the case of the clamped problem with weight

$$
\begin{cases}\Delta^{2} u=\lambda \rho u & \text { in } \Omega  \tag{1-13}\\ u=\frac{\partial u}{\partial v}=0 & \text { on } \partial \Omega\end{cases}
$$

can be easily treated with minor changes.

## 2. Euclidean submanifolds

Before stating the main result of this section, we introduce a family of pairs of functions and a theorem obtained in [Ilias and Makhoul 2010], which will play an essential role in the proofs of all our results.

Definition 2.1. Let $\lambda \in \mathbb{R}$. A pair $(f, g)$ of functions defined on $]-\infty, \lambda[$ belongs to $\Im_{\lambda}$ if $f$ and $g$ are positive and, for any distinct $\left.x, y \in\right]-\infty, \lambda[$,

$$
\begin{equation*}
\left(\frac{f(x)-f(y)}{x-y}\right)^{2}+\left(\frac{(f(x))^{2}}{g(x)(\lambda-x)}+\frac{(f(y))^{2}}{g(y)(\lambda-y)}\right)\left(\frac{g(x)-g(y)}{x-y}\right) \leq 0 . \tag{2-1}
\end{equation*}
$$

Remark 2.2. This definition of the family $\Im_{\lambda}$ differs slightly from that given in [Ilias and Makhoul 2010], but all the results there are still valid.

A direct consequence of our definition is that $g$ must be nonincreasing.
If we multiply $f$ and $g$ of $\Im_{\lambda}$ by positive constants, the resulting functions are also in $\mathfrak{I}_{\lambda}$. In the case where $f$ and $g$ are differentiable, one can easily deduce from (2-1) the necessary condition

$$
\left((\ln f(x))^{\prime}\right)^{2} \leq \frac{-2}{\lambda-x}(\ln g(x))^{\prime}
$$

This last condition helps us to find many pairs $(f, g)$ satisfying the conditions of Definition 2.1, for example,

$$
\begin{gathered}
\left\{\left(1,(\lambda-x)^{\alpha}\right) \mid \alpha \geq 0\right\} \\
\left\{\left((\lambda-x),(\lambda-x)^{\beta}\right) \left\lvert\, \beta \geq \frac{1}{2}\right.\right\} \\
\left\{\left((\lambda-x)^{\delta},(\lambda-x)^{\delta}\right) \mid 0<\delta \leq 2\right\} .
\end{gathered}
$$

Let $\mathscr{H}$ be a complex Hilbert space with scalar product $\langle\cdot, \cdot\rangle$ and corresponding norm $\|\cdot\|$. For any two operators $A$ and $B$, we denote by $[A, B]$ their commutator, defined by $[A, B]=A B-B A$.

Theorem 2.3. Let $A: \mathscr{D} \subset \mathscr{H} \rightarrow \mathscr{H}$ be a self-adjoint operator defined on a dense domain $\mathscr{D}$, which is semibounded below and has a discrete spectrum

$$
\lambda_{1} \leq \lambda_{2} \leq \lambda_{3} \leq \cdots
$$

Let

$$
\left\{T_{p}: \mathscr{D} \rightarrow \mathscr{H}\right\}_{p=1}^{n}
$$

be a collection of skew-symmetric operators and

$$
\left\{B_{p}: T_{p}(\mathscr{D}) \rightarrow \mathscr{H}\right\}_{p=1}^{n}
$$

a collection of symmetric operators, leaving $\mathscr{D}$ invariant. Denote by

$$
\left\{u_{i}\right\}_{i=1}^{\infty}
$$

a basis of orthonormal eigenvectors of $A, u_{i}$ corresponding to $\lambda_{i}$. Let $k \geq 1$ and assume that $\lambda_{k+1}>\lambda_{k}$. Then, for any $(f, g)$ in $\Im_{\lambda_{k+1}}$

$$
\begin{align*}
\left(\sum_{i=1}^{k} \sum_{p=1}^{n} f\left(\lambda_{i}\right)\left\langle\left[T_{p}, B_{p}\right] u_{i}, u_{i}\right)\right)^{2} &  \tag{2-2}\\
\leq 4\left(\sum_{i=1}^{k} \sum_{p=1}^{n} g\left(\lambda_{i}\right)\langle \right. & {\left.\left.\left[A, B_{p}\right] u_{i}, B_{p} u_{i}\right\rangle\right) } \\
& \times\left(\sum_{i=1}^{k} \sum_{p=1}^{n} \frac{\left(f\left(\lambda_{i}\right)\right)^{2}}{g\left(\lambda_{i}\right)\left(\lambda_{k+1}-\lambda_{i}\right)}\left\|T_{p} u_{i}\right\|^{2}\right) .
\end{align*}
$$

Our first result is the following application of this inequality to the eigenvalues of the clamped plate problem (1-1) on a domain of a Euclidean submanifold:

Theorem 2.4. Let $X: M \rightarrow \mathbb{R}^{m}$ be an isometric immersion of an n-dimensional Riemannian manifold $M$ in $\mathbb{R}^{m}$. Let $\Omega$ be a bounded domain of $M$ and consider the clamped plate problem (1-1) on $\Omega$. Then for any $k \geq 1$ such that $\lambda_{k+1}>\lambda_{k}$ and for any $(f, g)$ in $\Im_{\lambda_{k+1}}$, we have

$$
\begin{align*}
\sum_{i=1}^{k} f\left(\lambda_{i}\right) \leq \frac{2}{n}\left(\sum_{i=1}^{k} g\left(\lambda_{i}\right)(2(n\right. & \left.\left.+2) \lambda_{i}^{1 / 2}+n^{2} \delta\right)\right)^{1 / 2}  \tag{2-3}\\
& \times\left(\sum_{i=1}^{k} \frac{\left(f\left(\lambda_{i}\right)\right)^{2}}{g\left(\lambda_{i}\right)\left(\lambda_{k+1}-\lambda_{i}\right)}\left(\lambda_{i}^{1 / 2}+\frac{n^{2}}{4} \delta\right)\right)^{1 / 2}
\end{align*}
$$

where $\delta=\sup _{\Omega}|H|^{2}$ and $H$ be the mean curvature vector field of the immersion $X$ (that is, which is given by $\frac{1}{n}$ trace $h$, where $h$ is the second fundamental form of $X$ ).
Proof. We apply inequality (2-2) of Theorem 2.3 with $A=\Delta^{2}, B_{p}=X_{p}$ and $T_{p}=$ [ $\Delta, X_{p}$ ], $p=1, \ldots, m$, where $X_{1}, \ldots, X_{m}$ are the components of the immersion $X$. This gives

$$
\begin{align*}
& \left(\sum_{i=1}^{k} \sum_{p=1}^{m} f\left(\lambda_{i}\right)\left\langle\left[\left[\Delta, X_{p}\right], X_{p}\right] u_{i}, u_{i}\right\rangle_{L^{2}}\right)^{2}  \tag{2-4}\\
& \leq 4\left(\sum_{i=1}^{k} \sum_{p=1}^{m} g\left(\lambda_{i}\right)\left\langle\left[\Delta^{2}, X_{p}\right] u_{i}, X_{p} u_{i}\right\rangle_{L^{2}}\right) \\
& \quad \times\left(\sum_{i=1}^{k} \sum_{p=1}^{m} \frac{\left(f\left(\lambda_{i}\right)\right)^{2}}{g\left(\lambda_{i}\right)\left(\lambda_{k+1}-\lambda_{i}\right)}\left\|\left[\Delta, X_{p}\right] u_{i}\right\|_{L^{2}}^{2}\right)
\end{align*}
$$

where $u_{i}$ are the $L^{2}$-normalized eigenfunctions. First we have, for $p=1, \ldots, m$,

$$
\left[\Delta^{2}, X_{p}\right] u_{i}=\Delta^{2} X_{p} u_{i}+2 \nabla \Delta X_{p} . \nabla u_{i}+2 \Delta\left(\nabla X_{p} \cdot \nabla u_{i}\right)+2 \Delta X_{p} \Delta u_{i}+2 \nabla X_{p} . \nabla \Delta u_{i}
$$

Thus

$$
\begin{aligned}
& \left\langle\left[\Delta^{2}, X_{p}\right] u_{i}, X_{p} u_{i}\right\rangle_{L^{2}} \\
& =\int_{\Omega} u_{i}^{2} X_{p} \Delta^{2} X_{p}+2 \int_{\Omega} X_{p} u_{i} \nabla \Delta X_{p} . \nabla u_{i}+2 \int_{\Omega} X_{p} u_{i} \Delta\left(\nabla X_{p} \cdot \nabla u_{i}\right) \\
& \quad+2 \int_{\Omega} X_{p} u_{i} \Delta X_{p} \Delta u_{i}+2 \int_{\Omega} X_{p} u_{i} \nabla X_{p} . \nabla \Delta u_{i} \\
& =\int_{\Omega} \Delta X_{p} \Delta\left(X_{p} u_{i}^{2}\right)-2 \int_{\Omega} \operatorname{div}\left(X_{p} u_{i} \nabla u_{i}\right) \Delta X_{p}+2 \int_{\Omega} \Delta\left(X_{p} u_{i}\right) \nabla X_{p} \cdot \nabla u_{i} \\
& \quad+2 \int_{\Omega} X_{p} \Delta X_{p} u_{i} \Delta u_{i}-2 \int_{\Omega} \operatorname{div}\left(X_{p} u_{i} \nabla X_{p}\right) \Delta u_{i} .
\end{aligned}
$$

A straightforward calculation gives

$$
\begin{align*}
\left\langle\left[\Delta^{2}, X_{p}\right] u_{i}, X_{p} u_{i}\right\rangle_{L^{2}}=4 \int_{\Omega} & u_{i} \Delta X_{p} \nabla X_{p} \cdot \nabla u_{i}+\int_{\Omega}\left(\Delta X_{p}\right)^{2} u_{i}^{2}  \tag{2-5}\\
& +4 \int_{\Omega}\left(\nabla X_{p} \cdot \nabla u_{i}\right)^{2}-2 \int_{\Omega}\left|\nabla X_{p}\right|^{2} u_{i} \Delta u_{i}
\end{align*}
$$

Since $X$ is an isometric immersion, we have

$$
\begin{equation*}
n H=\left(\Delta X_{1}, \ldots, \Delta X_{m}\right) \tag{2-6}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{p=1}^{m} u_{i} \Delta X_{p} \nabla X_{p} \cdot \nabla u_{i}=0, \quad \sum_{p=1}^{m}\left(\nabla X_{p} \cdot \nabla u_{i}\right)^{2}=\left|\nabla u_{i}\right|^{2} \tag{2-7}
\end{equation*}
$$

Incorporating these identities in (2-5) and summing on $p$ from 1 to $m$, we obtain

$$
\begin{align*}
\sum_{p=1}^{m}\left\langle\left[\Delta^{2}, X_{p}\right] u_{i}, X_{p} u_{i}\right\rangle_{L^{2}} & =4 \int_{\Omega}\left|\nabla u_{i}\right|^{2}-2 n \int_{\Omega} u_{i} \Delta u_{i}+n^{2} \int_{\Omega}|H|^{2} u_{i}^{2} \\
& =2(n+2) \int_{\Omega} u_{i}\left(-\Delta u_{i}\right)+n^{2} \int_{\Omega}|H|^{2} u_{i}^{2} \\
& \leq 2(n+2)\left(\int_{\Omega}\left(-\Delta u_{i}\right)^{2}\right)^{1 / 2}\left(\int_{\Omega} u_{i}^{2}\right)^{1 / 2}+n^{2} \int_{\Omega}|H|^{2} u_{i}^{2} \\
& =2(n+2) \lambda_{i}^{1 / 2}+n^{2} \int_{\Omega}|H|^{2} u_{i}^{2} \\
& \leq 2(n+2) \lambda_{i}^{1 / 2}+n^{2} \delta, \tag{2-9}
\end{align*}
$$

where the Cauchy-Schwarz inequality gave (2-8) and where $\delta=\sup _{\Omega}|H|^{2}$.
On the other hand, we have

$$
\left[\Delta, X_{p}\right] u_{i}=2 \nabla X_{p} \cdot \nabla u_{i}+u_{i} \Delta X_{p}
$$

Then

$$
\begin{aligned}
\sum_{p=1}^{m}\left\|\left[\Delta, X_{p}\right] u_{i}\right\|_{L^{2}}^{2} & =\sum_{p=1}^{m} \int_{\Omega}\left(2 \nabla X_{p} \cdot \nabla u_{i}+u_{i} \Delta X_{p}\right)^{2} \\
& =4 \sum_{p=1}^{m} \int_{\Omega}\left(\nabla X_{p} \cdot \nabla u_{i}\right)^{2}+4 \sum_{p=1}^{m} \int_{\Omega} u_{i} \Delta X_{p} \nabla X_{p} \cdot \nabla u_{i} \\
& +\sum_{p=1}^{m} \int_{\Omega}\left(\Delta X_{p}\right)^{2} u_{i}^{2}
\end{aligned}
$$

Using the identities (2-6) and (2-7), we obtain

$$
\begin{align*}
\sum_{p=1}^{m}\left\|\left[\Delta, X_{p}\right] u_{i}\right\|_{L^{2}}^{2} & =4 \int_{\Omega}\left|\nabla u_{i}\right|^{2}+n^{2} \int_{\Omega}|H|^{2} u_{i}^{2}  \tag{2-10}\\
& =4 \int_{\Omega}\left(-\Delta u_{i}\right) \cdot u_{i}+n^{2} \int_{\Omega}|H|^{2} u_{i}^{2} \\
& \leq 4\left(\int_{\Omega}\left(-\Delta u_{i}\right)^{2}\right)^{1 / 2}\left(\int_{\Omega} u_{i}^{2}\right)^{1 / 2}+n^{2} \delta \\
& =4 \lambda_{i}^{1 / 2}+n^{2} \delta
\end{align*}
$$

A direct calculation gives

$$
\begin{aligned}
\left\langle\left[\left[\Delta, X_{p}\right], X_{p}\right] u_{i}, u_{i}\right\rangle_{L^{2}} & =\int_{\Omega}\left(\Delta\left(X_{p}^{2} u_{i}\right)-2 X_{p} \Delta\left(X_{p} u_{i}\right)+X_{p}^{2} \Delta u_{i}\right) u_{i} \\
& =2 \int_{\Omega}\left|\nabla X_{p}\right|^{2} u_{i}^{2}
\end{aligned}
$$

Therefore

$$
\begin{equation*}
\sum_{p=1}^{m}\left\langle\left[\left[\Delta, X_{p}\right], X_{p}\right] u_{i}, u_{i}\right\rangle_{L^{2}}=2 \sum_{p=1}^{m} \int_{\Omega}\left|\nabla X_{p}\right|^{2} u_{i}^{2}=2 n \tag{2-11}
\end{equation*}
$$

To conclude, we simply use the estimates (2-9), (2-10) and (2-11) together with inequality (2-4).
Remarks 2.5. - As indicated in the end of the introduction, Theorem 2.4 holds for a general operator $\Delta^{2}+q$, where $q$ is a smooth potential. Indeed, this is an immediate consequence of the fact that $\left[\Delta^{2}+q, X_{p}\right]=\left[\Delta^{2}, X_{p}\right]$ and the entire proof of Theorem 2.4 works in this situation. The only modification is in the estimation of the term $\int_{\Omega}\left|\nabla u_{i}\right|^{2}$. In this case, letting $\bar{\lambda}_{i}=\lambda_{i}-\inf _{\Omega} q$, we have

$$
\int_{\Omega}\left|\nabla u_{i}\right|^{2} \leq\left(\int_{\Omega}\left(-\Delta u_{i}\right)^{2}\right)^{1 / 2}\left(\int_{\Omega} u_{i}^{2}\right)^{1 / 2}=\left(\lambda_{i}-\int_{\Omega} q u_{i}^{2}\right)^{1 / 2} \leq\left(\bar{\lambda}_{i}\right)^{1 / 2}
$$

Taking into account this modification in inequalities (2-8) and (2-10), we obtain inequality (1-12).

- If $f(x)=g(x)=\left(\lambda_{k+1}-x\right)^{2}$, then inequality (2-3) extends inequality (1-7) of Wang and Xia [2007] to any Riemannian submanifolds of $\mathbb{R}^{m}$. By using a Chebyshev inequality (for instance the one of [Cheng et al. 2009b, Lemma 1]), inequality (1-9) of Cheng, Ichikawa and Mametsuka [2010] can be easily deduced from inequality (2-3).
- If $f(x)=g(x)^{2}=\left(\lambda_{k+1}-x\right)$, then inequality (2-3) generalizes inequality (1-3) of Cheng and Yang [2006] to the case of Euclidean submanifolds.

Using the standard embeddings of the rank one compact symmetric spaces in a Euclidean space (see for instance [El Soufi et al. 2009, Lemma 3.1] for the values of $|H|^{2}$ of these embeddings), we can extend easily the previous theorem to domains or submanifolds of these symmetric spaces and obtain:

Theorem 2.6. Let $\bar{M}$ be the sphere $\mathbb{S}^{m}$, the real projective space $\mathbb{R} P^{m}$, the complex projective space $\mathbb{C} P^{m}$ or the quaternionic projective space $\mathbb{Q} P^{m}$ endowed with their respective metrics. Let $(M, g)$ be a compact Riemannian manifold of dimension $n$ and let $X: M \rightarrow \bar{M}$ be an isometric immersion of mean curvature $H$. Consider the clamped plate problem on a bounded domain $\Omega$ of $M$. For any $k \geq 1$ such that $\lambda_{k+1}>\lambda_{k}$ and for any $(f, g) \in \Im_{\lambda_{k+1}}$, we have

$$
\begin{align*}
\sum_{i=1}^{k} f\left(\lambda_{i}\right) \leq \frac{2}{n}\left(\sum_{i=1}^{k} g\left(\lambda_{i}\right)( \right. & \left.\left.(n+2) \lambda_{i}^{1 / 2}+n^{2} \delta^{\prime}\right)\right)^{1 / 2}  \tag{2-12}\\
& \times\left(\sum_{i=1}^{k} \frac{\left(f\left(\lambda_{i}\right)\right)^{2}}{g\left(\lambda_{i}\right)\left(\lambda_{k+1}-\lambda_{i}\right)}\left(\lambda_{i}^{1 / 2}+\frac{n^{2}}{4} \delta^{\prime}\right)\right)^{1 / 2}
\end{align*}
$$

where

$$
\delta^{\prime}=\sup \left(|H|^{2}+d(n)\right), \quad \text { where } d(n)= \begin{cases}1 & \text { if } \bar{M}=\mathbb{S}^{m} \\ 2(n+1) / n & \text { if } \bar{M}=\mathbb{R} P^{m} \\ 2(n+2) / n & \text { if } \bar{M}=\mathbb{C} P^{m} \\ 2(n+4) / n & \text { if } \bar{M}=\mathbb{Q} P^{m}\end{cases}
$$

Remarks 2.7. - As in [El Soufi et al. 2009, Remark 3.2], in some special geometrical situations, the constant $d(n)$ in the inequality of Theorem 2.6 can be replaced by a sharper one. For instance, when $\bar{M}=\mathbb{C} P^{m}$ and

- $M$ is odd-dimensional, then $d(n)$ can be replaced by $d^{\prime}(n)=(2 / n)(n+2-1 / n)$,
- X $M$ ) is totally real, then $d(n)$ can be replaced by $d^{\prime}(n)=2(n+1) / n$.
- When $f(x)=g(x)=\left(\lambda_{k+1}-x\right)^{2}$, and $\bar{M}$ is a sphere, (2-12) generalizes to submanifolds inequality (1-5) established by Wang and Xia for spherical domains.
- As for Theorem 2.4, the result of Theorem 2.6 holds for a more general operator $\Delta^{2}+q$, with the same modification (that is, $\bar{\lambda}_{i}^{1 / 2}$ instead of $\lambda_{i}^{1 / 2}$ ).


## 3. Manifolds admitting spherical eigenmaps

In this section, as before, we let $(M, g)$ be a Riemannian manifold and $\Omega$ be a bounded domain of $M$. A map $X:(M, g) \rightarrow \mathbb{S}^{m-1}$ is called an eigenmap if its components $X_{1}, X_{2}, \ldots, X_{m}$ are all eigenfunctions associated to the same eigenvalue $\lambda$ of the Laplacian of $(M, g)$. This is equivalent to say that the map $X$ is a harmonic map from $(M, g)$ into $\mathbb{S}^{m-1}$ with constant energy $\lambda$ (that is, $\sum_{p=1}^{m}\left|\nabla X_{p}\right|^{2}=\lambda$ ). The most important examples of such manifolds $M$ are the compact homogeneous

Riemannian manifolds. In fact, they admit eigenmaps for all the positive eigenvalues of their Laplacian; see [Li 1980].
Theorem 3.1. Let $\lambda$ be an eigenvalue of the Laplacian of $(M, g)$ and suppose that $(M, g)$ admits an eigenmap $X$ associated to this eigenvalue $\lambda$. Let $\Omega$ be a bounded domain of $M$ and consider the clamped plate problem (1-1) on $\Omega$. For any $k \geq 1$ such that $\lambda_{k+1}>\lambda_{k}$ and for any $(f, g) \in \Im_{\lambda_{k+1}}$, we have
(3-1) $\sum_{i=1}^{k} f\left(\lambda_{i}\right)$

$$
\leq\left(\sum_{i=1}^{k} g\left(\lambda_{i}\right)\left(\lambda+6 \lambda_{i}^{1 / 2}\right)\right)^{1 / 2}\left(\sum_{i=1}^{k} \frac{\left(f\left(\lambda_{i}\right)\right)^{2}}{g\left(\lambda_{i}\right)\left(\lambda_{k+1}-\lambda_{i}\right)}\left(\lambda+4 \lambda_{i}^{1 / 2}\right)\right)^{1 / 2} .
$$

Proof. As in the proof of Theorem 2.4, we apply Theorem 2.3 with $A=\Delta^{2}$, $B_{p}=X_{p}$ and $T_{p}=\left[\Delta, X_{p}\right], p=1, \ldots, m$, to obtain

$$
\begin{align*}
& \left(\sum_{i=1}^{k} \sum_{p=1}^{m} f\left(\lambda_{i}\right)\left\langle\left[\left[\Delta, X_{p}\right], X_{p}\right] u_{i}, u_{i}\right\rangle_{L^{2}}\right)^{2}  \tag{3-2}\\
& \leq 4\left(\sum_{i=1}^{k} \sum_{p=1}^{m} g\left(\lambda_{i}\right)\left\langle\left[\Delta^{2}, X_{p}\right] u_{i}, X_{p} u_{i}\right\rangle_{L^{2}}\right) \\
& \\
& \quad \times\left(\sum_{i=1}^{k} \sum_{p=1}^{m} \frac{\left(f\left(\lambda_{i}\right)\right)^{2}}{g\left(\lambda_{i}\right)\left(\lambda_{k+1}-\lambda_{i}\right)}\left\|\left[\Delta, X_{p}\right] u_{i}\right\|_{L^{2}}^{2}\right)
\end{align*}
$$

where $\left\{u_{i}\right\}_{i=1}^{\infty}$ is a complete $L^{2}$-orthonormal basis of eigenfunctions of $\Delta^{2}$ associated to $\left\{\lambda_{i}\right\}_{i=1}^{\infty}$. As in (2-11), and using the equality

$$
\sum_{p=1}^{m}\left|\nabla X_{p}\right|^{2}=\lambda
$$

we have

$$
\begin{equation*}
\sum_{p=1}^{m}\left\langle\left[\left[\Delta, X_{p}\right], X_{p}\right] u_{i}, u_{i}\right\rangle_{L^{2}}=2 \sum_{p=1}^{m} \int_{\Omega}\left|\nabla X_{p}\right|^{2} u_{i}^{2}=2 \lambda \tag{3-3}
\end{equation*}
$$

We further have
$\sum_{p=1}^{m}\left\|\left[\Delta, X_{p}\right] u_{i}\right\|_{L^{2}}^{2}$

$$
\begin{aligned}
& =\sum_{p=1}^{m} \int_{\Omega}\left(\left[\Delta, X_{p}\right] u_{i}\right)^{2} \\
& =4 \int_{\Omega} \sum_{p=1}^{m}\left(\nabla X_{p} \cdot \nabla u_{i}\right)^{2}+\int_{\Omega} \sum_{p=1}^{m}\left(\Delta X_{p}\right)^{2} u_{i}^{2}+4 \int_{\Omega} \sum_{p=1}^{m} u_{i} \Delta X_{p} \nabla X_{p} \cdot \nabla u_{i}
\end{aligned}
$$

Applying Cauchy-Schwarz and the equalities

$$
\sum_{p=1}^{m} X_{p}^{2}=1 \quad \text { and } \quad X_{p}=-\lambda X_{p}
$$

we then obtain

$$
\begin{aligned}
\sum_{p=1}^{m} \|[ & \left.\Delta, X_{p}\right] u_{i} \|_{L^{2}}^{2} \\
& \leq 4 \int_{\Omega} \sum_{p=1}^{m}\left|\nabla X_{p}\right|^{2}\left|\nabla u_{i}\right|^{2}+\lambda^{2} \int_{\Omega}\left(\sum_{p=1}^{m} X_{p}^{2}\right) u_{i}^{2}-2 \lambda \int_{\Omega} u_{i} \nabla\left(\sum_{p=1}^{m} X_{p}^{2}\right) \cdot \nabla u_{i} \\
& =4 \lambda \int_{\Omega}\left(-\Delta u_{i}\right) u_{i}+\lambda^{2} \leq 4 \lambda\left(\int_{\Omega}\left(-\Delta u_{i}\right)^{2}\right)^{1 / 2}\left(\int_{\Omega} u_{i}^{2}\right)^{1 / 2}+\lambda^{2} \\
& =4 \lambda \lambda_{i}^{1 / 2}+\lambda^{2}
\end{aligned}
$$

Similarly, we infer from (2-5) that

$$
\begin{aligned}
& \sum_{p=1}^{m}\left\langle\left[\Delta^{2}, X_{p}\right] u_{i}, X_{p} u_{i}\right\rangle_{L^{2}} \\
& \quad=\lambda^{2} \int_{\Omega} u_{i}^{2}-\lambda \int_{\Omega} \nabla\left(\sum_{p=1}^{m} X_{p}^{2}\right) \cdot \nabla u_{i}^{2}+4 \sum_{p=1}^{m} \int_{\Omega}\left(\nabla X_{p} \cdot \nabla u_{i}\right)^{2}+2 \lambda \int_{\Omega}\left(-\Delta u_{i}\right) u_{i} \\
& \quad \leq \lambda^{2}+4 \int_{\Omega} \sum_{p=1}^{m}\left|\nabla X_{p}\right|^{2}\left|\nabla u_{i}\right|^{2}+2 \lambda\left(\int_{\Omega}(-\Delta u)^{2}\right)^{1 / 2}\left(\int_{\Omega} u_{i}^{2}\right)^{1 / 2} \\
& \quad \leq \lambda^{2}+4 \lambda \lambda_{i}^{1 / 2}+2 \lambda \lambda_{i}^{1 / 2} \\
& \quad=\lambda^{2}+6 \lambda \lambda_{i}^{1 / 2}
\end{aligned}
$$

Incorporating these two bounds, together with (3-3), in inequality (3-2) gives the theorem.

Corollary 3.2. Let $(M, g)$ be a compact homogeneous Riemannian manifold without boundary and let $\lambda_{1}$ be the first nonzero eigenvalue of its Laplacian. Then the inequality (3-1) of Theorem 3.1 holds with $\lambda=\lambda_{1}$.

Remark 3.3. As before, one can get a similar result for the operator $\Delta^{2}+q$.

## 4. Domains in hyperbolic space

We turn next to the case of a domain $\Omega$ of hyperbolic space. It is easy to establish a universal inequality for eigenvalues of the clamped plate problem (1-1) on $\Omega$ in the
vein of the preceding ones. Unfortunately, until now we have not succeeded in obtaining a simple generalization for the case of domains of hyperbolic submanifolds. In what follows, we take the half-space model for $\mathbb{H}^{n}$, that is,

$$
\mathbb{H}^{n}=\left\{x=\left(x_{1}, x_{2}, \ldots, x_{n}\right) \in \mathbb{R}^{n}: x_{n}>0\right\}
$$

with the standard metric

$$
d s^{2}=\frac{d x_{1}^{2}+d x_{2}^{2}+\cdots+d x_{n}^{2}}{x_{n}^{2}}
$$

In terms of the coordinates $\left(x_{i}\right)_{i=1}^{n}$, the Laplacian of $\mathbb{H}^{n}$ is given by

$$
\Delta=x_{n}^{2} \sum_{j=1}^{n} \frac{\partial^{2}}{\partial x_{j} \partial x_{j}}+(2-n) x_{n} \frac{\partial}{\partial x_{n}}
$$

Theorem 4.1. For any $k \geq 1$ such that $\lambda_{k+1}>\lambda_{k}$, the eigenvalues $\lambda_{i}$ of the clamped problem (1-1) on the bounded domain $\Omega$ of $\mathbb{-}^{n}$ must satisfy for any $(f, g) \in \Im_{\lambda_{k+1}}$,

$$
\begin{align*}
\sum_{i=1}^{k} f\left(\lambda_{i}\right) \leq\left(\sum_{i=1}^{k} g\left(\lambda_{i}\right)\right. & \left.\left(6 \lambda_{i}^{1 / 2}-(n-1)^{2}\right)\right)^{1 / 2}  \tag{4-1}\\
& \times\left(\sum_{i=1}^{k}\left(\frac{\left(f\left(\lambda_{i}\right)\right)^{2}}{g\left(\lambda_{i}\right)\left(\lambda_{k+1}-\lambda_{i}\right)}\right)\left(4 \lambda_{i}^{1 / 2}-(n-1)^{2}\right)\right)^{1 / 2}
\end{align*}
$$

Proof. Theorem 2.3 remains valid for $A=\Delta^{2}, B_{p}=F=\ln x_{n}$ and $T_{p}=[\Delta, F]$, for all $p=1, \ldots, n$. Thus, denoting by $u_{i}$ the eigenfunction corresponding to $\lambda_{i}$, we have
(4-2) $\left(\sum_{i=1}^{k} f\left(\lambda_{i}\right)\left\langle[[\Delta, F], F] u_{i}, u_{i}\right\rangle_{L^{2}}\right)^{2}$

$$
\begin{aligned}
\leq 4\left(\sum_{i=1}^{k} g\right. & \left.\left(\lambda_{i}\right)\left\langle\left[\Delta^{2}, F\right] u_{i}, F u_{i}\right\rangle_{L^{2}}\right) \\
& \times\left(\sum_{i=1}^{k}\left(\frac{\left(f\left(\lambda_{i}\right)\right)^{2}}{g\left(\lambda_{i}\right)\left(\lambda_{k+1}-\lambda_{i}\right)}\right)\left\|[\Delta, F] u_{i}\right\|_{L^{2}}^{2}\right)
\end{aligned}
$$

We start with the calculation of

$$
\begin{aligned}
\left\langle[[\Delta, F], F] u_{i}, u_{i}\right\rangle_{L^{2}} & =\int_{\Omega}\left([\Delta, F]\left(F u_{i}\right)-F[\Delta, F] u_{i}\right) u_{i} \\
& =\int_{\Omega}\left(\Delta\left(F^{2} u_{i}\right)-2 F \Delta\left(F u_{i}\right)+F^{2} \Delta u_{i}\right) u_{i}
\end{aligned}
$$

Note that

$$
\begin{equation*}
\Delta F=1-n \quad \text { and } \quad|\nabla F|^{2}=1 \tag{4-3}
\end{equation*}
$$

Thus a direct calculation gives

$$
\begin{equation*}
\left\langle[[\Delta, F], F] u_{i}, u_{i}\right\rangle_{L^{2}}=2 \int_{\Omega}|\nabla F|^{2} u_{i}^{2}=2 \tag{4-4}
\end{equation*}
$$

On the other hand, using again the identities of (4-3), we obtain
(4-5) $\left\|[\Delta, F] u_{i}\right\|_{L^{2}}^{2}=\int_{\Omega}\left(\Delta F u_{i}+2 \nabla F \cdot \nabla u_{i}\right)^{2}$

$$
\begin{aligned}
& =\int_{\Omega}(\Delta F)^{2} u_{i}^{2}+4 \int_{\Omega}\left(\nabla F \cdot \nabla u_{i}\right)^{2}+4 \int_{\Omega} \Delta F u_{i} \nabla F \cdot \nabla u_{i} \\
& =(1-n)^{2}+4 \int_{\Omega}\left(\nabla F \cdot \nabla u_{i}\right)^{2}+4(1-n) \int_{\Omega} u_{i} \nabla F \cdot \nabla u_{i}
\end{aligned}
$$

But

$$
\int_{\Omega} u_{i} \nabla F \cdot \nabla u_{i}=-\int_{\Omega} u_{i} \nabla F \cdot \nabla u_{i}-\int_{\Omega} u_{i}^{2} \Delta F
$$

hence

$$
\begin{equation*}
\int_{\Omega} u_{i} \nabla F \cdot \nabla u_{i}=\frac{n-1}{2} . \tag{4-6}
\end{equation*}
$$

Then we infer from (4-3), (4-5) and (4-6) that
(4-7) $\left\|[\Delta, F] u_{i}\right\|_{L^{2}}^{2} \leq-(n-1)^{2}+4 \int_{\Omega}|\nabla F|^{2}\left|\nabla u_{i}\right|^{2}$

$$
\begin{aligned}
& =-(n-1)^{2}+4 \int_{\Omega}\left|\nabla u_{i}\right|^{2}=-(n-1)^{2}+4 \int_{\Omega} u_{i}\left(-\Delta u_{i}\right) \\
& \leq-(n-1)^{2}+4\left(\int_{\Omega} u_{i}^{2}\right)^{1 / 2}\left(\int_{\Omega}\left(-\Delta u_{i}\right)^{2}\right)^{1 / 2} \\
& =4 \lambda_{i}^{1 / 2}-(n-1)^{2} .
\end{aligned}
$$

Now,
(4-8) $\left[\Delta^{2}, F\right] u_{i}=\Delta^{2}\left(F u_{i}\right)-F \Delta^{2} u_{i}=\Delta\left(\Delta F u_{i}+2 \nabla F \cdot \nabla u_{i}+F \Delta u_{i}\right)-F \Delta^{2} u_{i}$

$$
=2(1-n) \Delta u_{i}+2 \Delta\left(\nabla F \cdot \nabla u_{i}\right)+2 \nabla F \cdot \nabla \Delta u_{i}
$$

thus

$$
\begin{aligned}
& \left\langle\left[\Delta^{2}, F\right] u_{i}, F u_{i}\right\rangle_{L^{2}} \\
& \quad=2(1-n) \int_{\Omega} F u_{i} \Delta u_{i}+2 \int_{\Omega} F u_{i} \Delta\left(\nabla F \cdot \nabla u_{i}\right)+2 \int_{\Omega} F u_{i} \nabla F \cdot \nabla \Delta u_{i} \\
& \quad=2(1-n) \int_{\Omega} F u_{i} \Delta u_{i}+2 \int_{\Omega} \Delta\left(F u_{i}\right) \nabla F \cdot \nabla u_{i}-2 \int_{\Omega} \operatorname{div}\left(F u_{i} \nabla F\right) \Delta u_{i} \\
& \quad=2 \int_{\Omega} \Delta F u_{i} \nabla F \cdot \nabla u_{i}+4 \int_{\Omega}\left(\nabla F \cdot \nabla u_{i}\right)^{2}-2 \int_{\Omega}|\nabla F|^{2} u_{i} \Delta u_{i}
\end{aligned}
$$

We infer from (4-3) and (4-6) that

$$
\begin{align*}
\left\langle\left[\Delta^{2}, F\right] u_{i}, F u_{i}\right\rangle_{L^{2}} & \leq-(n-1)^{2}+4 \int_{\Omega}|\nabla F|^{2}\left|\nabla u_{i}\right|^{2}+2 \int_{\Omega} u_{i}\left(-\Delta u_{i}\right)  \tag{4-9}\\
& =-(n-1)^{2}+6 \int_{\Omega} u_{i}\left(-\Delta u_{i}\right) \\
& \leq 6\left(\int_{\Omega} u_{i}^{2}\right)^{1 / 2}\left(\int_{\Omega}\left(-\Delta u_{i}\right)^{2}\right)^{1 / 2}-(n-1)^{2} \\
& =6 \lambda_{i}^{1 / 2}-(n-1)^{2}
\end{align*}
$$

Inequality (4-2) along with (4-4), (4-7) and (4-9) gives the theorem.
Remarks 4.2. - It will be interesting to look for an extension of Theorem 4.1 to domains of hyperbolic submanifolds.

- Our method works for any bounded domain $\Omega$ of a Riemannian manifold admitting a function such that $|\nabla h|$ is constant and $|\Delta h| \leq C$, where $C$ is a constant.
- As before, we have the same statement as in Theorem 4.1 for the operator $\Delta^{2}+q$; it suffices to replace $\lambda_{i}^{1 / 2}$ by $\bar{\lambda}_{i}^{1 / 2}$.
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# MULTIGRADED FUJITA APPROXIMATION 

Shin-Yao Jow

The original Fujita approximation theorem states that the volume of a big divisor $D$ on a projective variety $X$ can always be approximated arbitrarily closely by the self-intersection number of an ample divisor on a birational modification of $X$. One can also formulate it in terms of graded linear series as follows: Let $W_{\bullet}=\left\{W_{k}\right\}$ be the complete graded linear series associated to a big divisor $D$, where

$$
W_{k}=H^{0}\left(X, O_{X}(k D)\right) .
$$

For each fixed positive integer $p$, define $W_{\bullet}{ }^{(p)}$ to be the graded linear subseries of $W_{\bullet}$ generated by $W_{p}$ :

$$
W_{m}^{(p)}= \begin{cases}0 & \text { if } p \nmid m, \\ \operatorname{Image}\left(S^{k} W_{p} \rightarrow W_{k p}\right) & \text { if } m=k p .\end{cases}
$$

Then the volume of $W_{\bullet}{ }^{(p)}$ approaches the volume of $W_{\bullet}$ as $p \rightarrow \infty$. We will show that, under this formulation, the Fujita approximation theorem can be generalized to the case of multigraded linear series.

## 1. Introduction

Let $X$ be an irreducible variety of dimension $d$ over an algebraically closed field $\boldsymbol{K}$, and let $D$ be a (Cartier) divisor on $X$. When $X$ is projective, the following limit, which measures how fast the dimension of the section space $H^{0}\left(X, O_{X}(m D)\right)$ grows, is called the volume of $D$ :

$$
\operatorname{vol}(D)=\operatorname{vol}_{X}(D)=\lim _{m \rightarrow \infty} \frac{h^{0}\left(X, \mathbb{O}_{X}(m D)\right)}{m^{d} / d!}
$$

One says that $D$ is $\operatorname{big}$ if $\operatorname{vol}(D)>0$. It turns out that the volume is an interesting numerical invariant of a big divisor [Lazarsfeld 2004a, Section 2.2.C], and it plays a key role in several recent works in birational geometry [Tsuji 2000; Boucksom et al. 2004; Hacon and McKernan 2006; Takayama 2006].

[^3]When $D$ is ample, one can show that $\operatorname{vol}(D)=D^{d}$, the self-intersection number of $D$. This is no longer true for a general big divisor $D$, since $D^{d}$ may even be negative. However, Fujita [1994] showed that the volume of a big divisor can always be approximated arbitrarily closely by the self-intersection number of an ample divisor on a birational modification of $X$. This theorem, known as Fujita approximation, has several implications for the properties of volumes, and is also a crucial ingredient in [Boucksom et al. 2004] (see [Lazarsfeld 2004b, Section 11.4] for more details).

Lazarsfeld and Mustaţă [2009] (henceforth [LM]) recently obtained, among other things, a generalization of Fujita approximation to graded linear series. Recall that a graded linear series $W_{\bullet}=\left\{W_{k}\right\}$ on a (not necessarily projective) variety $X$ associated to a divisor $D$ consists of finite dimensional vector subspaces

$$
W_{k} \subseteq H^{0}\left(X, O_{X}(k D)\right)
$$

for each $k \geq 0$, with $W_{0}=\boldsymbol{K}$, such that

$$
W_{k} \cdot W_{\ell} \subseteq W_{k+\ell}
$$

for all $k, \ell \geq 0$. Here the product on the left denotes the image of $W_{k} \otimes W_{\ell}$ under the multiplication map $H^{0}\left(X, \mathscr{O}_{X}(k D)\right) \otimes H^{0}\left(X, \mathscr{O}_{X}(\ell D)\right) \rightarrow H^{0}\left(X, \widehat{O}_{X}((k+\ell) D)\right)$. In order to state the Fujita approximation for $W_{\bullet}$, they defined, for each fixed positive integer $p$, a graded linear series $W_{\bullet}^{(p)}$ which is the subgraded linear series of $W_{\bullet}$ generated by $W_{p}$ :

$$
W_{m}^{(p)}= \begin{cases}0 & \text { if } p \nmid m \\ \operatorname{Im}\left(S^{k} W_{p} \rightarrow W_{k p}\right) & \text { if } m=k p\end{cases}
$$

Then under mild hypotheses, they showed that the volume of $W_{\bullet}^{(p)}$ approaches the volume of $W_{\bullet}$ as $p \rightarrow \infty$. See [LM, Theorem 3.5] for the precise statement, as well as [LM, Remark 3.4] for how this is equivalent to the original statement of Fujita when $X$ is projective and $W_{\bullet}$ is the complete graded linear series associated to a big divisor $D$ (that is, $W_{k}=H^{0}\left(X, O_{X}(k D)\right.$ ) for all $k \geq 0$ ).

The goal of this note is to generalize the Fujita approximation theorem to multigraded linear series. We will adopt the following notation from [LM, Section 4.3]: Let $D_{1}, \ldots, D_{r}$ be divisors on $X$. For $\vec{m}=\left(m_{1}, \ldots, m_{r}\right) \in \mathbb{N}^{r}$, write $\vec{m} D=$ $\sum m_{i} D_{i}$, and put $|\vec{m}|=\sum\left|m_{i}\right|$.

Definition. A multigraded linear series $W_{\vec{\bullet}}$ on $X$ associated to the $D_{i}$ consists of finite-dimensional vector subspaces

$$
W_{\vec{k}} \subseteq H^{0}\left(X, \widehat{O}_{X}(\vec{k} D)\right)
$$

for each $\vec{k} \in \mathbb{N}^{r}$, with $W_{\overrightarrow{0}}=\boldsymbol{K}$, such that

$$
W_{\vec{k}} \cdot W_{\vec{m}} \subseteq W_{\vec{k}+\vec{m}}
$$

where the multiplication on the left denotes the image of $W_{\vec{k}} \otimes W_{\vec{m}}$ under the natural map

$$
H^{0}\left(X, \mathscr{O}_{X}(\vec{k} D)\right) \otimes H^{0}\left(X, \mathscr{O}_{X}(\vec{m} D)\right) \rightarrow H^{0}\left(X, \mathscr{O}_{X}((\vec{k}+\vec{m}) D)\right)
$$

Given $\vec{a} \in \mathbb{N}^{r}$, denote by $W_{\vec{a}, \bullet}$ the singly graded linear series associated to the divisor $\vec{a} D$ given by the subspaces $W_{k \vec{a}} \subseteq H^{0}\left(X, \mathcal{O}_{X}(k \vec{a} D)\right)$. Then put

$$
\operatorname{vol}_{W_{\bullet}}(\vec{a})=\operatorname{vol}\left(W_{\vec{a}, \bullet}\right)
$$

(assuming that this quantity is finite). It will also be convenient for us to consider $W_{\vec{a}, \bullet}$ when $\vec{a} \in \mathbb{Q}_{\geq 0}^{r}$, given by

$$
W_{\vec{a}, k}= \begin{cases}W_{k \vec{a}} & \text { if } k \vec{a} \in \mathbb{N}^{r} \\ 0 & \text { otherwise }\end{cases}
$$

Our multigraded Fujita approximation, similar to the singly graded version, is going to state that (under suitable conditions) the volume of $W_{-}$can be approximated by the volume of the following finitely generated submultigraded linear series of $W_{\vec{\bullet}}$ :

Definition. Given a multigraded linear series $W_{\bullet}$ and a positive integer $p$, define $W_{\vec{\bullet}}^{(p)}$ to be the submultigraded linear series of $W_{\vec{\bullet}}$ generated by all $W_{\vec{m}_{i}}$ with $\left|\vec{m}_{i}\right|=p$, or concretely,

$$
W_{\vec{m}}^{(p)}=\left\{\begin{array}{cl}
0 & \text { if } p \nmid|\vec{m}| \\
\sum_{\substack{\left|\vec{m}_{i}\right|=p \\
\vec{m}_{1}+\cdots+\vec{m}_{k}=\vec{m}}} W_{\vec{m}_{1}} \cdots W_{\vec{m}_{k}} & \text { if }|\vec{m}|=k p
\end{array}\right.
$$

We now state our multigraded Fujita approximation when $W_{\vec{\bullet}}$ is a complete multigraded linear series, since this is the case of most interest and allows for a more streamlined statement. The Remark on page 335 points out what assumptions on $W_{\bullet}$ are actually needed in the proof.

Theorem. Let $X$ be an irreducible projective variety of dimension $d$, and let $D_{1}$, $D_{2}, \ldots, D_{r}$ be big divisors on $X$. Let $W_{\mathbf{0}}$ be the complete multigraded linear series associated to the $D_{i}$, namely

$$
W_{\vec{m}}=H^{0}\left(X, \widehat{O}_{X}(\vec{m} D)\right)
$$

for each $\vec{m} \in \mathbb{N}^{r}$. Then given any $\varepsilon>0$, there exists an integer $p_{0}=p_{0}(\varepsilon)$ having the property that if $p \geq p_{0}$, then

$$
\begin{equation*}
\left|1-\frac{\operatorname{vol}_{W_{\mathbf{0}}(p)}(\vec{a})}{\operatorname{vol}_{W_{\mathbf{*}}}(\vec{a})}\right|<\varepsilon \tag{1}
\end{equation*}
$$

for all $\vec{a} \in \mathbb{N}^{r}$.

## 2. Proof of the Theorem

The main tool in our proof is the theory of Okounkov bodies developed systematically in [Lazarsfeld and Mustață 2009]. Given a graded linear series $W_{\bullet}$ on a $d$-dimensional variety $X$, its Okounkov body $\Delta\left(W_{\bullet}\right)$ is a convex body in $\mathbb{R}^{d}$ that encodes many asymptotic invariants of $W_{\bullet}$, the most prominent one being the volume of $W_{\bullet}$, which is precisely $d!$ times the Euclidean volume of $\Delta\left(W_{\bullet}\right)$. The idea first appeared in Okounkov's papers [1996; 2003] in the case of complete linear series of ample line bundles on a projective variety. Later it was further developed and applied to much more general graded linear series by Lazarsfeld and Mustaţǎ [2009] and also independently by Kaveh and Khovanskii [2008; 2009].
Proof of the Theorem. Let $T=\left\{\left(a_{1}, \ldots, a_{r}\right) \in \mathbb{R}_{\geq 0}^{r} \mid a_{1}+\cdots+a_{r}=1\right\}$, and let $T_{\mathbb{Q}}$ be the set of all points in $T$ with rational coordinates. The fraction inside (1) is invariant under scaling of $\vec{a}$ due to homogeneity, hence it is enough to prove (1) for $\vec{a} \in T_{\mathbb{Q}}$.

Let $\Delta\left(W_{\boldsymbol{\bullet}}\right) \subseteq \mathbb{R}^{d} \times \mathbb{R}^{r}$ be the global Okounkov cone of $W_{\boldsymbol{\bullet}}$ as in [LM, Theorem 4.19], and let $\pi: \Delta\left(W_{\overrightarrow{\mathbf{\bullet}}}\right) \rightarrow \mathbb{R}^{r}$ be the projection map. For each $\vec{a} \in T$, write $\Delta\left(W_{\vec{\bullet}}\right)_{\vec{a}}$ for the fiber $\pi^{-1}(\vec{a})$. Define in a similar fashion the convex cone $\Delta\left(W_{\vec{\bullet}}{ }^{(p)}\right)$ and the convex bodies $\Delta\left(W_{\vec{\bullet}}^{(p)}\right)_{\vec{a}}$. By [LM, Theorem 4.19],

$$
\begin{equation*}
\Delta\left(W_{\bullet}\right)_{\vec{a}}=\Delta\left(W_{\vec{a}, \bullet}\right) \quad \text { for all } \vec{a} \in T_{\mathbb{Q}} \tag{2}
\end{equation*}
$$

Although [LM, Theorem 4.19] requires $\vec{a}$ to be in the relative interior of $T$, here we know that (2) holds even for those $\vec{a}$ in the boundary of $T$ because the big cone of $X$ is open and $W_{\vec{\bullet}}$ was assumed to be the complete multigraded linear series. By the singly graded Fujita approximation, $\operatorname{vol}\left(W_{\vec{a}, \bullet}\right)$ can be approximated arbitrarily closely by $\operatorname{vol}\left(W_{\vec{a}}^{( }, \stackrel{\bullet}{\bullet}\right)$ if $p$ is sufficiently large. (Here by $W_{\vec{a}, \bullet}^{(p)}$ we mean $W_{\stackrel{\bullet}{*}}^{(p)}$ restricted to the $\vec{a}$ direction, which certainly contains $\left(W_{\vec{a}, \bullet}\right)^{(p)}$.) Hence given any finite subset $S \subset T_{\mathbb{Q}}$ and any $\varepsilon^{\prime}>0$, we have

$$
\operatorname{vol}\left(\Delta\left(W_{\vec{\bullet}}^{(p)}\right)_{\vec{a}}\right) \geq \operatorname{vol}\left(\Delta\left(W_{\vec{\bullet}}\right)_{\vec{a}}\right)-\varepsilon^{\prime} \quad \text { for all } \vec{a} \in S
$$

as soon as $p$ is sufficiently large.
Because the function $\vec{a} \mapsto \operatorname{vol}\left(\Delta\left(W_{\vec{\bullet}}\right)_{\vec{a}}\right)$ is uniformly continuous on $T$, given any $\varepsilon^{\prime}>0$, we can partition $T$ into a union of polytopes with disjoint interiors
$T=\bigcup T_{i}$, in such a way that the vertices of each $T_{i}$ all have rational coordinates, and on each $T_{i}$ we have a constant $M_{i}$ such that

$$
\begin{equation*}
M_{i} \leq \operatorname{vol}\left(\Delta\left(W_{\bullet}\right)_{\vec{a}}\right) \leq M_{i}+\varepsilon^{\prime} \quad \text { for all } \vec{a} \in T_{i} \tag{3}
\end{equation*}
$$

Let $S$ be the set of vertices of all the $T_{i}$. Then as we saw in the end of the previous paragraph, as soon as $p$ is sufficiently large we have

$$
\begin{equation*}
\operatorname{vol}\left(\Delta\left(W_{\vec{\bullet}}^{(p)}\right)_{\vec{a}}\right) \geq \operatorname{vol}\left(\Delta\left(W_{\vec{\bullet}}\right)_{\vec{a}}\right)-\varepsilon^{\prime} \quad \text { for all } \vec{a} \in S \tag{4}
\end{equation*}
$$

We claim that this implies

$$
\begin{equation*}
\operatorname{vol}\left(\Delta\left(W_{\vec{\bullet}}^{(p)}\right)_{\vec{a}}\right) \geq \operatorname{vol}\left(\Delta\left(W_{\vec{\bullet}}\right)_{\vec{a}}\right)-2 \varepsilon^{\prime} \quad \text { for all } \vec{a} \in T_{\mathbb{Q}} \tag{5}
\end{equation*}
$$

To show this, it suffices to verify it on each of the $T_{i}$. Let $\vec{v}_{1}, \ldots, \vec{v}_{k}$ be the vertices of $T_{i}$. Then each $\vec{a} \in T_{i}$ can be written as a convex combination of the vertices: $\vec{a}=\sum t_{j} \vec{v}_{j}$ where each $t_{j} \geq 0$ and $\sum t_{j}=1$. Since $\Delta\left(W_{-}^{(p)}\right)$ is convex, we have

$$
\Delta\left(W_{\vec{\bullet}}^{(p)}\right)_{\vec{a}} \supseteq \sum t_{j} \Delta\left(W_{\vec{\bullet}}^{(p)}\right)_{\vec{v}_{j}}
$$

where the sum on the right means the Minkowski sum. By (3) and (4), the volume of each $\Delta\left(W_{\vec{\bullet}}^{(p)}\right)_{\vec{v}_{j}}$ is at least $M_{i}-\varepsilon^{\prime}$, hence by the Brunn-Minkowski inequality [Kaveh and Khovanskii 2008, Theorem 5.4], we have

$$
\operatorname{vol}\left(\Delta\left(W_{\vec{\bullet}}^{(p)}\right)_{\vec{a}}\right) \geq M_{i}-\varepsilon^{\prime} \quad \text { for all } \vec{a} \in T_{i} \cap T_{\mathbb{Q}}
$$

This combined with (3) shows that (5) is true on $T_{i} \cap T_{\mathbb{Q}}$, hence it is true on $T_{\mathbb{Q}}$ since the $T_{i}$ cover $T$.

Since (1) follows from (5) by choosing a suitable $\varepsilon^{\prime}$, the proof is complete.
Remark. In the statement of the Theorem we assume that $W_{\overrightarrow{\mathbf{0}}}$ is the complete multigraded linear series associated to big divisors. But in fact since the main tool we used in the proof is the theory of Okounkov bodies established in [Lazarsfeld and Mustață 2009], in particular [LM, Theorem 4.19], the really indispensable assumptions on $W_{\cdot}$ are the same as those in [LM] (which they called Conditions $\left(\mathrm{A}^{\prime}\right)$ and $\left(\mathrm{B}^{\prime}\right)$, or $\left(\mathrm{C}^{\prime}\right)$ ). The only place in the proof where we invoke that we are working with a complete multigraded linear series is the sentence right after (2), where we want to say that (2) holds not only in the relative interior of $T$ but also in its boundary. Hence if $W_{\overrightarrow{0}}$ is only assumed to satisfy Conditions $\left(\mathrm{A}^{\prime}\right)$ and $\left(\mathrm{B}^{\prime}\right)$, or $\left(\mathrm{C}^{\prime}\right)$, then given any $\varepsilon>0$ and any compact set $C$ contained in $T \cap \operatorname{int}\left(\operatorname{supp}\left(W_{\bullet}\right)\right)$, there exists an integer $p_{0}=p_{0}(C, \varepsilon)$ such that if $p \geq p_{0}$ then

$$
\operatorname{vol}_{W_{0}(p)}(\vec{a})>\operatorname{vol}_{W_{\mathbf{0}}}(\vec{a})-\varepsilon
$$

for all $\vec{a} \in C \cap T_{\mathbb{Q}}$.
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# SOME DIRICHLET PROBLEMS ARISING FROM CONFORMAL GEOMETRY 

Qi-Rui Li and Weimin Sheng

We study the problem of finding complete conformal metrics determined by some symmetric function of the modified Schouten tensor on compact manifolds with boundary; which reduces to a Dirichlet problem. We prove the existence of the solution under some suitable conditions. In particular, we prove that every smooth compact $\boldsymbol{n}$-dimensional manifold with boundary, with $n \geq 3$, admits a complete Riemannian metric $g$ whose Ricci curvature Ric $_{g}$ and scalar curvature $\boldsymbol{R}_{g}$ satisfy

$$
\operatorname{det}\left(\operatorname{Ric}_{g}-R_{g} g\right)=\text { const }
$$

This result generalizes Aviles and McOwen's in the scalar curvature case.

## 1. Introduction

Let ( $\bar{M}^{n}, g$ ), for $n \geq 3$, be a compact, $n$-dimensional smooth Riemannian manifold with smooth boundary $\partial M$. Let $M=\bar{M} \backslash \partial M$ be the interior of $\bar{M}$, and denote the Ricci tensor and the scalar curvature by Ric and $R$ (or $\operatorname{Ric}_{g}$ and $R_{g}$ to emphasize the metric), respectively. In [2003], Gursky and Viaclovsky introduced the modified Schouten tensor

$$
A_{g}^{\tau}:=\frac{1}{n-2}\left(\operatorname{Ric}_{g}-\frac{\tau}{2(n-1)} R_{g} g\right)
$$

where $\tau \in \mathbb{R}$. We are interested in deforming the metric in the conformal class $[g]$ of a fixed back ground metric $g$ to certain complete metric $\bar{g}$ satisfying

$$
\operatorname{det}\left(\bar{g}^{-1} A_{\bar{g}}^{\tau}\right)=\text { const in } M
$$

More generally, let $\Gamma^{+}$be an open convex cone in $\mathbb{R}^{n}$ with vertex at the origin satisfying $\Gamma_{n}^{+} \subset \Gamma^{+} \subset \Gamma_{1}^{+}$, where

$$
\Gamma_{k}^{+}=\left\{\kappa=\left(\kappa_{1}, \ldots, \kappa_{n}\right) \in \mathbb{R}^{n} \mid \sigma_{j}(\kappa)>0,1 \leq j \leq k\right\},
$$

The authors were supported by NSFC 10771189 and 10831008.
MSC2000: primary 53C21; secondary 53C23.
Keywords: modified Schouten tensor, Dirichlet problem, complete metric, prescribed curvature.
and

$$
\sigma_{k}(\kappa)=\sum_{i_{1}<\cdots<i_{k}} \kappa_{i_{1}} \cdots \kappa_{i_{k}}
$$

Let $F: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a smooth symmetric function that satisfies some structure conditions in $\Gamma^{+}$, to be listed later. We ask, Does there exist a complete metric $\bar{g}$ in the conformal class [ $g$ ] such that

$$
\begin{equation*}
F\left(\bar{g}^{-1} A_{\bar{g}}^{\tau}\right)=f(x) \quad \text { in } M \tag{1-1}
\end{equation*}
$$

for some given smooth function $f \in C^{\infty}(\bar{M})$ ? In this paper, we give a partial answer in the case $\tau>n-1$. We remark that, if $F=\sigma_{1}$, then (1-1) becomes

$$
\frac{(2-\tau) n-2}{2(n-1)(n-2)} R_{\bar{g}}=f(x)
$$

In the case $\tau>n-1$ and $f(x)$ is positive, some results have appeared in [Aviles and McOwen 1988].

To find a complete conformal metric satisfying (1-1), we need to solve the Dirichlet problem for (1-1) with larger and larger boundary data. We first write this curvature equation as a partial differential equation. Recall the following formula for the transformation of $A^{\tau}$ under a conformal change of metric $\bar{g}=e^{2 u} g$ :

$$
\begin{equation*}
A_{\bar{g}}^{\tau}=\frac{\tau-1}{n-2}(\Delta u) g-\nabla^{2} u+d u \otimes d u+\frac{\tau-2}{2}|\nabla u|^{2} g+A_{g}^{\tau} . \tag{1-2}
\end{equation*}
$$

From (1-2) we may write (1-1) as

$$
F\left(\frac{\tau-1}{n-2}(\Delta u) g-\nabla^{2} u+d u \otimes d u+\frac{\tau-2}{2}|\nabla u|^{2} g+A_{g}^{\tau}\right)=f(x) e^{2 u}
$$

In this paper, we study a more general equation. Let $h(x, z): \bar{M}^{n} \times \mathbb{R}$ be some smooth positive function. Let's consider

$$
\begin{equation*}
F\left(\lambda(\Delta u) g-\nabla^{2} u+a(x) d u \otimes d u+b(x)|\nabla u|^{2} g+B\right)=h(x, u) \tag{1-3}
\end{equation*}
$$

where $\lambda>1, B$ is a symmetric 2-tensor, and $a(x)$ and $b(x)$ are smooth functions on $\bar{M}$. Suppose $F$ is homogeneous of degree one, $F=0$ on $\partial \Gamma^{+}$, and $F$ satisfies the following in $\Gamma^{+}$:
(C1) $F$ is positive;
(C2) $F$ is concave (that is, $\frac{\partial^{2} F}{\partial \kappa_{i} \partial \kappa_{j}}$ is negative semidefinite);
(C3) $F$ is monotone (that is, $\frac{\partial F}{\partial k_{i}}$ is positive).
For convenience, we define

$$
W[u]:=\nabla_{\mathrm{conf}}^{2} u+B,
$$

and

$$
\nabla_{\text {conf }}^{2} u=\lambda(\Delta u) g-\nabla^{2} u+a d u \otimes d u+b|\nabla u|^{2} g
$$

in the sequel. We call $u$ is admissible if $g^{-1} W[u] \in \Gamma^{+}$.
Theorem 1.1. For $n \geq 3$, let $\left(\bar{M}^{n}, g\right)$ be a smooth, compact Riemannian manifold with boundary $\partial M$. If
(1) $B \in \Gamma^{+}$;
(2) $h>0$ on $\bar{M} \times \mathbb{R}, \partial_{z} h(x, z)>0$ on $\bar{M} \times \mathbb{R}, \lim _{z \rightarrow+\infty} h(x, z) \rightarrow+\infty$ and $\lim _{z \rightarrow-\infty} h(x, z) \rightarrow 0$ in $M \times \mathbb{R}$; and
(3) $a(x)$ is positive on $\bar{M}$ and $\lambda a(x)+b(x)$ is nonnegative in $M$,
then there exists a unique admissible function $u \in C^{\infty}(\bar{M})$ solving the Dirichlet problem

$$
\left\{\begin{align*}
F(W[u]) & =h(x, u) & & \text { in } M  \tag{1-4}\\
u & =\varphi & & \text { on } \partial M
\end{align*}\right.
$$

where $\varphi$ is a smooth function defined on a neighborhood of $\partial M$.
We may apply Theorem 1.1 to the elementary symmetric functions and their quotients $\left(\sigma_{k} / \sigma_{l}\right)^{1 /(k-l)}$ on $\Gamma_{k}^{+}$, with $0 \leq l<k \leq n$ and $\sigma_{0}=1$ :
Corollary 1.2. For $n \geq 3$, let $\left(\bar{M}^{n}, g\right)$ be a smooth, compact Riemannian manifold with boundary $\partial M$. Let $f \in C^{\infty}(\bar{M})$, let $f>0$, and let $S$ be a Riemannian metric on $\partial M$ that is conformal to $\left.g\right|_{\partial M}$. If $A_{g}^{\tau} \in \Gamma_{k}^{+}$and $\tau>n-1$, then there exists a smooth metric $\hat{g} \in[g]$ on $\bar{M}$ satisfying

$$
\left(\frac{\sigma_{k}}{\sigma_{l}}\right)^{1 /(k-l)}\left(A_{\hat{g}}^{\tau}\right)=f \quad \text { in } M \quad \text { and }\left.\quad \hat{g}\right|_{\partial M}=S
$$

where $0 \leq l<k \leq n$.
Recently Gursky, Streets and Warren [2011] proved that any Riemannian manifold with boundary admits a negative Ricci curvature metric; see also Lohkamp [1994] and Guan [2008]. Once $\operatorname{Ric}_{g}<0$, we have $A_{g}^{2(n-1)}=\frac{1}{n-2}\left(\operatorname{Ric}_{g}-R_{g} g\right) \in \Gamma_{k}^{+}$. Therefore:

Corollary 1.3. For $n \geq 3$, every smooth compact $n$-dimensional manifold with boundary admits a Riemannian metric $g$ with its Ricci tensor Ric and scalar curvature $R$ satisfying

$$
\sigma_{k}\left(g^{-1}(\text { Ric }-R g)\right)=\text { const }>0
$$

where $1 \leq k \leq n$. In the case $k=n$, we have

$$
\operatorname{det}(\operatorname{Ric}-R g)=\text { const }>0
$$

By solving the infinite boundary data Dirichlet problem, we can produce complete metrics with constant $\sigma_{k}-A_{g}^{\tau}$ curvature, where $\tau>n-1$.
Theorem 1.4. For $n \geq 3$, let $\left(\bar{M}^{n}, g\right)$ be a smooth, compact Riemannian manifold with boundary $\partial M$. Choose any smooth positive function $f \in C^{\infty}(\bar{M})$. If $B \in \Gamma^{+}$, $a(x)$ is positive on $\bar{M}$, and $\lambda a(x)+b(x)$ is nonnegative in $M$, then there exists an admissible solution $u \in C^{\infty}(M)$ to the equation

$$
\left\{\begin{align*}
F(W[u]) & =f(x) e^{2 u} & & \text { in } M,  \tag{1-5}\\
u & =+\infty & & \text { on } \partial M .
\end{align*}\right.
$$

Moreover, there exist some constants $C>0$ and $0<\gamma \leq 1$, depending on

$$
n, \quad \lambda, \quad|f|_{C^{2}(\bar{M})}, \quad|a|_{L^{\infty}(\bar{M})}, \quad|b|_{L^{\infty}(\bar{M})}, \quad|B|_{g(\bar{M})}
$$

and the geometry of $(\bar{M}, g)$, such that

$$
-C-\gamma \log d(x) \leq u(x) \leq-\log d(x)+C \quad \text { near } \partial M,
$$

where $d(x)$ denotes the distance to $\partial M$ with respect to the metric $g$.
We can combine this with the result of [Gursky et al. 2011]:
Corollary 1.5. For $n \geq 3$, every smooth compact $n$-dimensional manifold with boundary admits a complete metric $g$ whose Ricci curvature satisfies

$$
\sigma_{k}\left(g^{-1}(\operatorname{Ric}-R g)\right)=\text { const }>0
$$

where $1 \leq k \leq n$. In the case $k=n$, we have

$$
\operatorname{det}(\operatorname{Ric}-R g)=\text { const }>0
$$

When we consider the modified Schouten tensor with $\tau \leq 0$, it seems reasonable to consider the negative cone, by seeking a complete conformal metric $\bar{g}$ in the conformal class [g], such that $\sigma_{k}\left(-\bar{g} A_{\bar{g}}^{\tau}\right)=$ const $>0$. There are some interesting results, and we refer the reader to [Guan 2008] and [Gursky et al. 2011]. In the case $\tau=1, A_{g}^{1}$ is just the classical Schouten tensor. In [2005], Schnürer fixes the metric at the boundary and realizes a prescribed value for the product of the eigenvalues of the Schouten tensor in the interior, provided there exists a subsolution. In [2007], Guan proved the existence of a conformal metric given its value on the boundary as a prescribed metric conformal to the (induced) background metric, with a prescribed curvature function of the Schouten tensor.

For compact manifolds without boundary, the problem of finding conformal metrics in $\Gamma_{k}^{+}$of constant $\sigma_{k}$ curvature (that is, of finding $g \in\left[g_{0}\right]$ such that $A_{g}^{1} \in \Gamma_{k}^{+}$and $\sigma_{k}\left(g^{-1} A_{g}^{1}\right)=$ const $)$ - known as the higher order $k$-Yamabe problem for $k \geq 2$ - has attracted enormous interest since the work [Viaclovsky 2000]
appeared. It can be viewed as a fully nonlinear version of the Yamabe problem, which was solved by Trudinger [1968], Aubin [1976] and Schoen [1984]. The solvability of the higher order $k$-Yamabe problem was shown for $k=2$ in [Sheng et al. 2007] (see also [Chang et al. 2002; Ge and Wang 2006]), for $k=n / 2$ in [Trudinger and Wang 2010], for $k>n / 2$ in [Gursky and Viaclovsky 2007], and for locally conformally flat manifolds in [Guan and Wang 2003a; Li and Li 2003; Sheng et al. 2007]. For results concerning the modified Schouten tensor on closed manifolds, see [Gursky and Viaclovsky 2003; Li and Sheng 2005] for the case $\tau<1$, and [Sheng and Zhang 2007] for the case $\tau \geq n-1$.

Our primary task is to solve the Dirichlet problem (1-4). The proof goes via the continuity method and a priori estimates. This paper is organized as follows. In Section 2, we show (1-3) is elliptic at any admissible solution. In Section 3, 4 and 5, we establish a priori estimates that are essential in proving the existence result. We then complete the proof of Theorem 1.1 in Section 6 and solve the infinite boundary data Dirichlet problem (1-5) in Section 7.

## 2. Ellipticity

In order to discuss the ellipticity properties of Equation (1-3), we define

$$
\mathscr{A}[u]:=F\left(g^{-1} W[u]\right)-h(x, u) .
$$

We then suppose that $u \in C^{2}(\bar{M})$ satisfies $\mathscr{A}[u]=0$. Let $u_{s}=u+s \psi$, then the linearized operator of $\mathscr{A}$ is

$$
\begin{aligned}
\mathscr{L} \psi & :=\left.\frac{d}{d s} \mathscr{A}\left[u_{s}\right]\right|_{s=0} \\
& =F\left(g^{-1} W[u]\right)^{i j}\left(\lambda(\Delta \psi) g_{i j}-\psi_{i j}+2 a u_{i} \psi_{j}+2 b\langle\nabla u, \nabla \psi\rangle g_{i j}\right) \\
& -h_{z}(x, u) \psi .
\end{aligned}
$$

Defining

$$
\begin{equation*}
Q^{i j}=\lambda \sum_{l}\left(F^{l l}\right) \delta^{i j}-F^{i j} \tag{2-1}
\end{equation*}
$$

we have

$$
\begin{equation*}
\mathscr{L} \psi=Q^{i j} \psi_{i j}+2 F^{i j}\left(a u_{i} \psi_{j}+b\langle\nabla u, \nabla \psi\rangle g_{i j}\right)-h_{z}(x, u) \psi . \tag{2-2}
\end{equation*}
$$

Proposition 2.1. Equation (1-3) is elliptic at any admissible solution.
Proof. Since $F^{i j}$ is positive definite in $\Gamma^{+}$, we have

$$
Q^{i j} \geq(\lambda-1) \sum_{l}\left(F^{l l}\right) \delta^{i j}>0 .
$$

Therefore, (1-3) is elliptic by (2-2).

If $\partial_{z} h(x, z)$ is positive on $\bar{M} \times \mathbb{R}$, then the coefficient of $\psi$ in the zeroth-order term of (2-2) is strictly negative, and we have this:
Corollary 2.2. If $\partial_{z} h(x, z)$ is positive on $\bar{M} \times \mathbb{R}$, then at any admissible solution of (1-3), the linearized operator $\mathscr{L}: C^{2, \alpha}(M) \rightarrow C^{\alpha}(M)$ is invertible.

## 3. The global $C^{0}$ estimates

Proposition 3.1. If $B \in \Gamma^{+}$and $\lim _{z \rightarrow+\infty} h(x, z) \rightarrow+\infty, \lim _{z \rightarrow-\infty} h(x, z) \rightarrow 0$. Then there exists some positive constant $C_{0}$, depending only upon $h, B$ and $\varphi$, such that for any $C^{2}(\bar{M})$ admissible solution $u$ of (1-4), we have

$$
|u|_{C^{0}(\bar{M})} \leq C_{0}
$$

Proof. Since $\bar{M}$ is compact, we may suppose $\tilde{x}$ is a minimum of the function $u$. If $\tilde{x} \in M$, we have

$$
\begin{aligned}
h(\tilde{x}, u(\tilde{x})) & =F\left(\lambda(\Delta u)(\tilde{x}) g-\nabla^{2} u(\tilde{x})+B(\tilde{x})\right) \\
& \geq \min _{M} F(B)>0 .
\end{aligned}
$$

Using $\lim _{z \rightarrow-\infty} h(x, z) \rightarrow 0$, we get the lower bound of $u$. Otherwise $\tilde{x} \in \partial M$, we get $u \geq \min _{\partial M} \varphi$.

The upper bound of $u$ follows by considering a maximum of the function $u$ and using the fact that $\lim _{z \rightarrow+\infty} h(x, z) \rightarrow+\infty$.

## 4. Gradient estimates

We first establish the interior gradient estimates.
Lemma 4.1. Suppose $B \in \Gamma^{+}$and $\lambda a(x)+b(x)$ is nonnegative in M. If $u \in C^{3}\left(B_{r}\right)$ is an admissible solution of (1-4) in a ball $B_{r} \subset M$, then there is a constant $C$ depending only on $|a|_{C^{1}(M)},|b|_{C^{1}(M)}, \max _{M \times\left[-C_{0}, C_{0}\right]}|h|_{C^{1}},|g|_{C^{2}(M)}, \lambda,|B|_{C^{1}(M)}$ and $|u|_{C^{0}\left(B_{r}\right)}$, such that

$$
\sup _{B_{r / 2}}|\nabla u| \leq C
$$

Proof. Consider the auxiliary function

$$
H(x)=\zeta(x) v e^{\phi(u)}
$$

where $\zeta(x) \in C_{0}^{\infty}\left(B_{r}\right)$ is a cutoff function to be chosen later, $v=\left(1+\frac{1}{2}|\nabla u|_{g}^{2}\right)$, $\phi: \mathbb{R} \longrightarrow \mathbb{R}$ is a function of the form $\phi(s)=\alpha(\beta+s)^{p}$, and $|s| \leq|u|_{C^{0}\left(B_{r}\right)}$. The constants $\alpha, \beta$ and $p$ depend only on $|u|_{C^{0}\left(B_{r}\right)}$ and $|a|_{L^{\infty}}$, such that the function $\phi(s)$ satisfies $\phi^{\prime}(s)>0$ and $\phi^{\prime \prime}(s)-\phi^{\prime 2}(s)-|a|_{L^{\infty}} \phi^{\prime}(s) \geq \varepsilon_{1}>0$ for some constant $\varepsilon_{1}$ depending on $|u|_{C^{0}\left(B_{r}\right)}$ and $|a|_{L^{\infty}}$. It is proved in [Gursky and Viaclovsky 2003] that
such a function $\phi$ always exists in the case $|a|_{L^{\infty}}=1$. With a slight modification, the proof still works for our case.

Suppose the maximum of $H$ occurs at an interior point $\tilde{x} \in B_{r}$. Take a normal coordinate system $\left(x^{1}, \ldots, x^{n}\right)$ at $\tilde{x}$ with respect to $g$ such that $W[u]_{i j}(\tilde{x})$ is diagonal. Then at $\tilde{x}$ we have

$$
0=H_{i}=\left(v \zeta_{i}+\zeta u_{l i} u_{l}+v \zeta \phi^{\prime} u_{i}\right) e^{\phi(u)}
$$

that is,

$$
\begin{equation*}
\zeta u_{l i} u_{l}=-v\left(\zeta_{i}+\zeta \phi^{\prime} u_{i}\right) \tag{4-1}
\end{equation*}
$$

and

$$
\begin{align*}
& 0 \geq H_{i j}=\zeta\left(u_{l} u_{l i j}+u_{l i} u_{l j}+u_{l}\left(u_{i} u_{l j}+u_{l i} u_{j}\right) \phi^{\prime}\right) e^{\phi(u)}  \tag{4-2}\\
& \quad+v \zeta\left(\left(\phi^{\prime 2}+\phi^{\prime \prime}\right) u_{i} u_{j}+\phi^{\prime} u_{i j}\right) e^{\phi(u)} \\
& \quad+u_{l}\left(u_{l j} \zeta_{i}+u_{l i} \zeta_{j}\right) e^{\phi(u)}+v\left(\zeta_{i j}+\phi^{\prime}\left(u_{i} \zeta_{j}+\zeta_{i} u_{j}\right)\right) e^{\phi(u)}
\end{align*}
$$

Recall that $Q^{i j}=\lambda\left(\sum_{l} F^{l l}\right) \delta^{i j}-F^{i j}$. Since $F^{i j}$ is positive definite in $\Gamma^{+}$, one obtains $\lambda\left(\sum_{l} F^{l l}\right) \delta^{i j} \geq Q^{i j} \geq \varepsilon_{0}\left(\sum_{l} F^{l l}\right) \delta^{i j}>0$, where $\varepsilon_{0}=\lambda-1$. Then (4-2) implies

$$
\begin{aligned}
0 \geq \zeta Q^{i j}\left(u_{l} u_{l i j}+u_{l i} u_{l j}\right. & \left.+2 u_{i} u_{l} u_{l j} \phi^{\prime}\right) \\
& +v \zeta Q^{i j}\left(\left(\phi^{\prime 2}+\phi^{\prime \prime}\right) u_{i} u_{j}+\phi^{\prime} u_{i j}\right) \\
& +2 u_{l} Q^{i j} u_{l i} \zeta_{j}+v Q^{i j}\left(\zeta_{i j}+2 \phi^{\prime} u_{i} \zeta_{j}\right) .
\end{aligned}
$$

By the Ricci identity, we have $u_{l i j}=u_{i j l}+R_{j l i p} u_{p}$, where $R_{i j l p}$ is the Riemannian curvature tensor of $(M, g)$. Then

$$
\begin{align*}
& 0 \geq \zeta Q^{i j}\left(u_{l} u_{i j l}+R_{j l i p} u_{p} u_{l}+2 u_{l} u_{l i} u_{j} \phi^{\prime}+v\left(\left(\phi^{\prime 2}+\phi^{\prime \prime}\right) u_{i} u_{j}+\phi^{\prime} u_{i j}\right)\right)  \tag{4-3}\\
&+2 u_{l} Q^{i j} u_{l i} \zeta_{j}+v Q^{i j}\left(\zeta_{i j}+2 \phi^{\prime} u_{i} \zeta_{j}\right)
\end{align*}
$$

Using $h(x, u)=F(W[u])=F^{i j} W[u]_{i j}$ and $h_{l}+h_{z} u_{l}=F^{i j} W[u]_{i j ; l}$, we obtain

$$
\begin{equation*}
Q^{i j} u_{i j}=-F^{i j}\left(a u_{i} u_{j}+b|\nabla u|^{2} g_{i j}+B_{i j}\right)+h(x, u), \tag{4-4}
\end{equation*}
$$

and
(4-5) $\quad u_{l} Q^{i j} u_{i j l}$

$$
\begin{array}{r}
=-F^{i j}\left(a_{l} u_{l} u_{i} u_{j}+2 a u_{i} u_{j l} u_{l}+b_{l} u_{l}|\nabla u|^{2} g_{i j}+2 b u_{k} u_{l k} u_{l} g_{i j}+u_{l} B_{i j l}\right) \\
+h_{l} u_{l}+h_{z}|\nabla u|^{2}
\end{array}
$$

Plugging (4-4) and (4-5) into (4-3), we have

$$
\begin{aligned}
0 \geq & -\zeta F^{i j}\left(a_{l} u_{l} u_{i} u_{j}+2 a u_{i} u_{j l} u_{l}+b_{l} u_{l}|\nabla u|^{2} g_{i j}+2 b u_{k} u_{l k} u_{l} g_{i j}+u_{l} B_{i j l}\right) \\
& -\zeta v \phi^{\prime} F^{i j}\left(a u_{i} u_{j}+b|\nabla u|^{2} g_{i j}+B_{i j}\right) \\
& +\zeta Q^{i j}\left(R_{j l i p} u_{p} u_{l}+2 u_{l} u_{l i} u_{j} \phi^{\prime}+v\left(\phi^{2}+\phi^{\prime \prime}\right) u_{i} u_{j}\right) \\
& +\zeta\left(h_{l} u_{l}+h_{z}|\nabla u|^{2}+v \phi^{\prime} h(x, u)\right) \\
& +2 u_{l} Q^{i j} u_{l i} \zeta_{j}+2 v \phi^{\prime} Q^{i j} u_{i} \zeta_{j}+v Q^{i j} \zeta_{i j} .
\end{aligned}
$$

Without loss of generality, we may assume $\frac{1}{2}|\nabla u|^{2} \leq v \leq|\nabla u|^{2}$, and using (4-1), we derive

$$
\begin{align*}
0 \geq & \zeta v \phi^{\prime} F^{i j}\left(a u_{i} u_{j}+b|\nabla u|^{2} g_{i j}\right)+\zeta v\left(\phi^{\prime \prime}-\phi^{\prime 2}\right) Q^{i j} u_{i} u_{j} \\
& -\zeta F^{i j}\left(a_{l} u_{l} u_{i} u_{j}+b_{l} u_{l}|\nabla u|^{2} g_{i j}+u_{l} B_{i j l}\right) \\
& -\zeta v \phi^{\prime} F^{i j} B_{i j}+\zeta Q^{i j} R_{j l i p} u_{p} u_{l} \\
+ & \zeta\left(h_{l} u_{l}+h_{z}|\nabla u|^{2}+v \phi^{\prime} h(x, u)\right) \\
& -2 v \phi^{\prime} Q^{i j} \zeta_{i} u_{j}+2 v\left(a F^{i j}+b\left(\sum F^{l l}\right) \delta^{i j}\right) \zeta_{i} u_{j}  \tag{4-6}\\
+ & v Q^{i j} \zeta_{i j}-2(v / \zeta) Q^{i j} \zeta_{i} \zeta_{j} \\
\geq & \zeta v\left(\phi^{\prime \prime}-\phi^{\prime 2}-a \phi^{\prime}\right) Q^{i j} u_{i} u_{j} \\
+ & \zeta v \phi^{\prime}(\lambda a(x)+b(x))\left(\sum F^{l l}\right)|\nabla u|^{2}-C \zeta\left(\sum F^{l l}\right)\left(v^{3 / 2}+1\right) \\
& -C \zeta(v+1)-C\left(\sum F^{l l}\right)\left(|\nabla \zeta| v^{3 / 2}+\left|\nabla^{2} \zeta\right| v+\left(|\nabla \zeta|^{2} / \zeta\right) v\right),
\end{align*}
$$

in the second inequality, we have used the definition of $Q^{i j}$ to get

$$
a \zeta v \phi^{\prime} F^{i j} u_{i} u_{j}=\lambda a \zeta \phi^{\prime}\left(\sum_{l} F^{l l}\right)|\nabla u|^{2}-a \zeta v \phi^{\prime} Q^{i j} u_{i} u_{j} .
$$

Now we choose $\zeta$ to satisfy, as in [Guan and Wang 2003b],

$$
0 \leq \zeta \leq 1, \quad|\nabla \zeta| \leq b_{0} \zeta^{1 / 2}, \quad\left|\nabla^{2} \zeta\right| \leq b_{0}
$$

for some constant $b_{0}>0$ and

$$
\zeta(x)=1 \text { in } B_{r / 2} \quad \text { and } \quad \zeta(x)=0 \text { outside } B_{r} .
$$

By virtue of (4-6), we then have

$$
0 \geq\left(\sum_{l} F^{l l}\right)\left(\varepsilon_{0} \varepsilon_{1} \zeta v^{2}-C \zeta v^{3 / 2}-C \zeta\right)-C \zeta(v+1)-C\left(\sum_{l} F^{l l}\right)\left(\zeta^{1 / 2} v^{3 / 2}+v\right)
$$

Multiplying by $\zeta$ on both sides and using that $0 \leq \zeta \leq 1$, we have

$$
\begin{equation*}
0 \geq\left(\sum_{l} F^{l l}\right)\left(\varepsilon_{0} \varepsilon_{1} \zeta^{2} v^{2}-C \zeta^{3 / 2} v^{3 / 2}-C \zeta v-C\right)-C(\zeta v+1) \tag{4-7}
\end{equation*}
$$

Note that Euler formula and concavity of $F$ imply

$$
\left(\sum_{l} F^{l l}\right)(\kappa)=F(\kappa)+\sum_{i} F^{i i}(\kappa)\left(1-\kappa_{i}\right) \geq F(e)>0 \quad \text { in } \Gamma^{+},
$$

where $e=(1, \ldots, 1)$. From (4-7), if $\varepsilon_{0} \varepsilon_{1} \zeta^{2} v^{2}-C \zeta^{3 / 2} v^{3 / 2}-C \zeta v-C \leq 0$, we have $(\zeta v)(\tilde{x}) \leq C$. Otherwise, we have

$$
0 \geq F(e)\left(\varepsilon_{0} \varepsilon_{1} \zeta^{2} v^{2}-C \zeta^{3 / 2} v^{3 / 2}-C \zeta v-C\right)-C(\zeta v+1)
$$

We then obtain $(\zeta v)(\tilde{x}) \leq C$. Hence $H \leq C$ in $B_{r}$; therefore $\sup _{B_{r / 2}}|\nabla u| \leq C$.
We now derive a priori bounds for the boundary gradient of solutions to (1-4) with smooth Dirichlet data $\varphi$. Without loss of generality, we may assume that $\varphi \in C^{\infty}(\bar{M})$ in the sequel. The method is to construct barrier functions near $\partial M$ using the boundary distance function. Let $d(x)=\operatorname{dist}_{g}(x, \partial M)$ for $x \in M$, and set

$$
M_{\delta}=\{x \in M \mid d(x)<\delta\} \quad \text { for } \delta>0
$$

Since $\partial M$ is smooth and $|\nabla d|=1$ on $\partial M$, we choose $\delta>0$ sufficiently small so that $d$ is smooth and $\frac{1}{2} \leq|\nabla d| \leq 2$ in $M_{\delta}$.

Consider the locally defined auxiliary function

$$
w^{-}:=\varphi+\theta \log \frac{\delta^{2}}{d+\delta^{2}}
$$

where $\theta$ is some small positive constant. We may directly check that

$$
\left\{\begin{align*}
\left.w^{-}\right|_{\partial M} & =\varphi  \tag{4-8}\\
\varphi+\theta \log (\delta / 2) & \leq\left. w^{-}\right|_{\{d(x)=\delta\}} \leq \varphi+\theta \log \delta
\end{align*}\right.
$$

Since

$$
\begin{aligned}
\nabla w^{-} & =\nabla \varphi-\frac{\theta}{d+\delta^{2}} \nabla d \\
\nabla^{2} w^{-} & =\nabla^{2} \varphi-\frac{\theta}{d+\delta^{2}} \nabla^{2} d+\frac{\theta}{\left(d+\delta^{2}\right)^{2}} \nabla d \otimes \nabla d
\end{aligned}
$$

we obtain

$$
\begin{aligned}
W\left[w^{-}\right]_{i j}= & \frac{(\lambda+b \theta) \theta}{\left(d+\delta^{2}\right)^{2}}|\nabla d|^{2} g_{i j}+\frac{a \theta^{2}}{\left(d+\delta^{2}\right)^{2}} d_{i} d_{j}-\frac{\theta}{\left(d+\delta^{2}\right)^{2}} d_{i} d_{j} \\
& \quad-\frac{\theta}{d+\delta^{2}}\left(\lambda \Delta d g_{i j}-d_{i j}+a\left(\varphi_{j} d_{i}+\varphi_{i} d_{j}\right)+2 b\langle\nabla \varphi, \nabla d\rangle g_{i j}\right) \\
& \quad+\lambda \Delta \varphi g_{i j}-\varphi_{i j}+a \varphi_{i} \varphi_{j}+b|\nabla \varphi|^{2} g_{i j}+B_{i j} \\
\geq & \frac{\left(\varepsilon_{0}-\left(|a|_{L^{\infty}(\bar{M})}+|b|_{L^{\infty}(\bar{M})}\right) \theta\right) \theta}{\left(d+\delta^{2}\right)^{2}}|\nabla d|^{2} g_{i j}-\frac{\theta}{d+\delta^{2}} C^{\prime} g_{i j}-C^{\prime \prime} g_{i j}
\end{aligned}
$$

where $C^{\prime}$ and $C^{\prime \prime}$ are some sufficiently large constants, depending only on $|\varphi|_{C^{2}(\bar{M})}$, $\lambda,|a|_{L^{\infty}(\bar{M})},|b|_{L^{\infty}(\bar{M})},|B|_{g(\bar{M})}$ and the geometric quantities of $(\bar{M}, g)$, independent
of $\delta$. Choosing

$$
\theta \leq \frac{\varepsilon_{0}}{2\left(|a|_{L^{\infty}(\bar{M})}+|b|_{L^{\infty}(\bar{M})}\right)} \quad \text { and } \quad \delta \leq \min \left\{1, \frac{\varepsilon_{0}}{16 C^{\prime}}, \frac{\varepsilon_{0} \theta}{64 C^{\prime \prime}}\right\}
$$

by virtue of $|\nabla d|>1 / 2$ in $M_{\delta}$, we derive

$$
\begin{align*}
W\left[w^{-}\right]_{i j} & \geq \frac{\varepsilon_{0} \theta}{8\left(d+\delta^{2}\right) \delta} g_{i j}-\frac{\theta}{d+\delta^{2}} C^{\prime} g_{i j}-C^{\prime \prime} g_{i j} \\
& =\frac{\theta}{d+\delta^{2}}\left(\frac{\varepsilon_{0}}{16 \delta}-C^{\prime}\right) g_{i j}-C^{\prime \prime} g_{i j}+\frac{\theta \varepsilon_{0}}{16 \delta\left(d+\delta^{2}\right)} g_{i j}  \tag{4-9}\\
& \geq \frac{\theta \varepsilon_{0}}{32 \delta} g_{i j}-C^{\prime \prime} g_{i j} \\
& =\frac{\theta \varepsilon_{0}}{64 \delta} g_{i j}+\left(\frac{\theta \varepsilon_{0}}{64 \delta}-C^{\prime \prime}\right) g_{i j} \geq \frac{\theta \varepsilon_{0}}{64 \delta} g_{i j},
\end{align*}
$$

in the first inequality we have used the fact $d+\delta^{2} \leq 2 \delta$, while in the second, we have used that $d+\delta^{2} \leq 2$.

To estimate the boundary gradient, we need the following maximum principle. We first give a standard definition.
Definition 4.2. We say a subsolution $w$ of (1-3) is admissible and

$$
F(W[w]) \geq h(x, w) \quad \text { in } M
$$

Changing the direction of the inequality, one gets the definition of the supsolution of (1-3).

Lemma 4.3. Suppose that $w_{1}$ and $w_{2}$ are smooth sub- and supersolutions (respectively) of (1-3) with $\left.w_{1}\right|_{\partial M}<\left.w_{2}\right|_{\partial M}$. If $\partial_{z} h(x, z)$ is positive in $M \times \mathbb{R}$, then $w_{1} \leq w_{2}$ on $\bar{M}$.
Proof. We argue by contradiction. Set $\tilde{w}=w_{2}-w_{1}$. Suppose $\tilde{w}(\tilde{x})=\min _{\bar{M}} \tilde{w}<0$ for some $\tilde{x} \in \bar{M}$; then $\tilde{x}$ must be an interior point. At this point,

$$
\nabla w_{2}(\tilde{x})=\nabla w_{1}(\tilde{x}) \quad \text { and } \quad \nabla^{2} w_{2}(\tilde{x}) \geq \nabla^{2} w_{1}(\tilde{x})
$$

Consequently

$$
\begin{aligned}
F\left(W\left[w_{2}\right]\right)(\tilde{x}) & =Q^{i j} \nabla_{i j}^{2} w_{2}(\tilde{x})+F^{i j}\left(a \nabla_{i} w_{2} \nabla_{j} w_{2}+b\left|\nabla w_{2}\right|^{2} g_{i j}+B_{i j}\right)(\tilde{x}) \\
& \geq Q^{i j} \nabla_{i j}^{2} w_{1}(\tilde{x})+F^{i j}\left(a \nabla_{i} w_{1} \nabla_{j} w_{1}+b\left|\nabla w_{1}\right|^{2} g_{i j}+B_{i j}\right)(\tilde{x}) \\
& =F\left(W\left[w_{1}\right]\right)(\tilde{x}) .
\end{aligned}
$$

We therefore have

$$
h\left(\tilde{x}, w_{2}(\tilde{x})\right) \geq F\left(W\left[w_{2}\right]\right)(\tilde{x}) \geq F\left(W\left[w_{1}\right]\right)(\tilde{x}) \geq h\left(\tilde{x}, w_{1}(\tilde{x})\right),
$$

which contradicts that $w_{1}(\tilde{x})>w_{2}(\tilde{x})$ and $\partial_{z} h(x, z)$ is positive in $M \times \mathbb{R}$.

Let $x_{0}$ be an arbitrary point on $\partial M$. We pick local coordinates in $M_{\delta}$ so that $\partial M$ is the plane $x_{n}=0$, and let $\left\{e_{\gamma}, e_{n}\right\}_{\gamma=1}^{n-1}$ be the corresponding coordinate vector fields, where $e_{n}\left(x_{0}\right)$ denotes the interior normal vector and $e_{\gamma}\left(x_{0}\right)$ the tangential direction.
Lemma 4.4. Let $u$ be a $C^{2}(\bar{M})$ admissible solution of (1-4). If $B \in \Gamma^{+}$and $\partial_{z} h(x, z)$ is positive in $M \times \mathbb{R}$, then there exists a constant $C$ depending on

$$
C_{0}, \quad \lambda, \quad|\varphi|_{C^{2}(\bar{M})}, \quad|a|_{L^{\infty}(\bar{M})}, \quad|b|_{L^{\infty}(\bar{M})}, \quad|B|_{g(\bar{M})}
$$

and the geometric quantities of $(\bar{M}, g)$, such that

$$
\left.\partial_{n} u\right|_{\partial M}>-C .
$$

Proof. Recalling (4-8) and (4-9), we have

$$
\left.w^{-}\right|_{\partial M}=\varphi \quad \text { and } \quad F\left(W\left[w^{-}\right]\right)=F^{i j} W\left[w^{-}\right]_{i j} \geq \frac{\varepsilon_{0} \theta}{64 \delta} F(e) \quad \text { on } M_{\delta}
$$

We choose $\delta$ smaller, so that

$$
F\left(W\left[w^{-}\right]\right) \geq \max _{\bar{M} \times\left[\min _{\bar{M}} \varphi \max _{\bar{M}} \varphi\right]} h(x, z) \geq h\left(x, w^{-}\right) \quad \text { on } M_{\delta} .
$$

Since $|u|_{C^{0}}(\bar{M})<C_{0}$, we can regard $w^{-}$as a local subsolution of (1-3) on $\bar{M}_{\delta}=$ $\{x \mid d(x) \leq \delta\}$. Applying Lemma 4.3 to $\bar{M}_{\delta}$, we have

$$
\frac{u(x)-u\left(x_{0}\right)}{d\left(x, x_{0}\right)} \geq \frac{w^{-}(x)-w^{-}\left(x_{0}\right)}{d\left(x, x_{0}\right)} \quad \text { for any } x_{0} \in \partial M
$$

That is, $\left.\partial_{n} u\right|_{\partial M} \geq\left.\partial_{n} w^{-}\right|_{\partial M}$, and our lemma follows.
We next prove that the $\partial_{n} u$ have an upper bound; the boundary gradient estimates follow.

Lemma 4.5. Let $u$ be a $C^{2}(\bar{M})$ admissible solution of (1-4). If $B \in \Gamma^{+}$and $\partial_{z} h(x, z)$ is positive in $M \times \mathbb{R}$, then we have

$$
\partial_{n} u\left(x_{0}\right)<C \quad \text { for any point } x_{0} \in \partial M
$$

where $C$ is a positive constant depending on $C_{0}, \lambda,|\varphi|_{C^{2}(\bar{M})},|a|_{L^{\infty}(\bar{M})},|b|_{L^{\infty}(\bar{M})}$, $|B|_{g(\bar{M})}$ and the geometric quantities of $(\bar{M}, g)$.
Proof. Since $u$ is admissible and $\Gamma^{+} \subset \Gamma_{1}^{+}$, we have

$$
c_{1} \Delta u+c_{2}|\nabla u|^{2}+\operatorname{tr} B \geq(n \lambda-1) \Delta u+(a+n b)|\nabla u|^{2}+\operatorname{tr} B>0
$$

where $c_{1}=n \lambda-1$ and $c_{2}=|a|_{L^{\infty}}+n|b|_{L^{\infty}}$. Therefore the proof reduces to constructing a local supbarrier function of the equation

$$
c_{1} \Delta v+c_{2}|\nabla v|^{2}+\operatorname{tr} B=0
$$

Let's consider $w^{+}=\varphi+\theta \log \left(\left(d+\delta^{2} / \delta^{2}\right)\right)$ in $M_{\delta}$; then

$$
\begin{aligned}
w_{i}^{+} & =\theta \frac{d_{i}}{d+\delta^{2}}+\varphi_{i} \\
w_{i j}^{+} & =-\theta \frac{d_{i} d_{j}}{\left(d+\delta^{2}\right)^{2}}+\theta \frac{d_{i j}}{d+\delta^{2}}+\varphi_{i j}
\end{aligned}
$$

We therefore have
$c_{1} \Delta w^{+}+c_{2}\left|\nabla w^{+}\right|^{2}+\operatorname{tr} B$

$$
\begin{aligned}
&=-\theta\left(c_{1}-c_{2} \theta\right) \frac{|\nabla d|^{2}}{\left(d+\delta^{2}\right)^{2}}+\left(c_{1} \Delta d+2 c_{2}\langle\nabla d, \nabla \varphi\rangle\right) \frac{\theta}{d+\delta^{2}} \\
&+c_{1}(\Delta \varphi)+c_{2}|\nabla \varphi|^{2}+\operatorname{tr} B
\end{aligned}
$$

Now we choose $\theta<c_{1} /\left(2 c_{2}\right)$. Then using $|\nabla d|^{2}>\frac{1}{2}$ in $M_{\delta}$, we derive

$$
\begin{aligned}
c_{1} \Delta w^{+}+c_{2}\left|\nabla w^{+}\right|^{2}+\operatorname{tr} B & \leq-\frac{c_{1} \theta}{4\left(d+\delta^{2}\right)^{2}}+C^{\prime} \frac{\theta}{d+\delta^{2}}+C^{\prime \prime} \\
& \leq\left(-\frac{c_{1}}{4 \delta(1+\delta)}+C^{\prime}\right) \frac{\theta}{d+\delta^{2}}+C^{\prime \prime} \quad \text { in } M_{\delta}
\end{aligned}
$$

where $C^{\prime}$ and $C^{\prime \prime}$ are two positive constants depending on

$$
|\varphi|_{C^{2}(\bar{M})}, \quad \lambda, \quad|a|_{L^{\infty}(\bar{M})}, \quad|b|_{L^{\infty}(\bar{M})}, \quad|B|_{g(\bar{M})}
$$

and the geometric quantities of $(\bar{M}, g)$, independent of $\delta$. Next we choose

$$
\delta<\min \left\{1, \frac{c_{1}}{8\left(C^{\prime}+1\right)}, \frac{\theta}{2 C^{\prime \prime}}\right\}
$$

then $c_{1} \Delta w^{+}+c_{2}\left|\nabla w^{+}\right|^{2}+\operatorname{tr} B<0$ in $M_{\delta}$.
Note that

$$
\left\{\begin{array}{l}
\left.w^{+}\right|_{\partial M}=\varphi \\
\left.w^{+}\right|_{\{x \in M \mid d(x)=\delta\}} \geq \varphi+\theta \log (1 / \delta)
\end{array}\right.
$$

Without loss of generality, we can assume $\delta$ is small; then $|u|_{C^{0}}(\bar{M})<C_{0}$ and the maximum principle imply $u \leq w^{+}$in $\bar{M}_{\delta}$. Consequently, for any $x_{0} \in \partial M$,

$$
\frac{u(x)-u\left(x_{0}\right)}{d\left(x, x_{0}\right)} \leq \frac{w^{+}(x)-w^{+}\left(x_{0}\right)}{d\left(x, x_{0}\right)}
$$

That is, $\left.\partial_{n} u\right|_{\partial M} \leq\left.\partial_{n} w^{+}\right|_{\partial M}$, and our lemma follows.
Combining Lemma 4.1, Lemma 4.4 and Lemma 4.5, we obtain this:
Proposition 4.6. Suppose $B \in \Gamma^{+}, \lambda a(x)+b(x)$ is nonnegative in $M$ and $\partial_{z} h(x, z)$ is positive in $M \times \mathbb{R}$. Then for any $C^{3}(\bar{M})$ admissible solution $u$ of (1-4), there is
a constant $C_{1}$ depending only on

$$
C_{0}, \quad \lambda, \quad|\varphi|_{C^{2}(\bar{M})}, \quad|a|_{C^{1}(\bar{M})}, \quad|b|_{C^{1}(\bar{M})}, \quad \max _{M \times\left[-C_{0}, C_{0}\right]}|h|_{C^{1}}, \quad|B|_{C^{1}(\bar{M})}
$$ and the geometric quantities of $(\bar{M}, g)$, such that $|\nabla u| \leq C_{1}$ on $\bar{M}$.

## 5. Estimates for the second derivative

As in Section 4, we begin by establishing the interior estimates.
Lemma 5.1. Let $B \in \Gamma^{+}$and $a(x)$ be positive on $\bar{M}$. Let $u \in C^{4}\left(B_{r}\right)$ be an admissible solution of (1-4) in a ball $B_{r} \subset M$; there is a constant $C$ depending only on

$$
|a|_{C^{2}(M)}, \quad|b|_{C^{2}(M)}, \quad \max _{M \times\left[-C_{0}, C_{0}\right]}|h|_{C^{2}}, \quad|g|_{C^{2}(M)}, \quad|B|_{C^{2}(M)}, \quad \lambda, \quad|u|_{C^{1}\left(B_{r}\right)}
$$

such that $\sup _{B_{r / 2}}\left|\nabla^{2} u\right| \leq C$.
Proof. Since $\Gamma^{+} \subset \Gamma_{1}^{+}$, we obtain

$$
0<\operatorname{tr} W[u]=(n \lambda-1)(\Delta u)+(a(x)+n b(x))|\nabla u|^{2}+\operatorname{tr} B .
$$

Consequently $\Delta u \geq-C$. For obtaining the upper bound of $\Delta u$, we consider the auxiliary function

$$
G(x)=\zeta(x)\left(\Delta u+\Lambda a(x)|\nabla u|^{2}\right)
$$

for some large constant $\Lambda>1$, depending only on $|a|_{L^{\infty}},|b|_{L^{\infty}}$ and $\lambda$, to be chosen later; here $\zeta(x) \in C_{0}^{\infty}\left(B_{r}\right)$ is a cutoff function as in Lemma 4.1.

Suppose $G$ achieves a maximum at an interior point $\tilde{x} \in M$. We take a normal coordinate system $\left(x^{1}, \ldots, x^{n}\right)$ with respect to $g$ such that $W[u]_{i j}(\tilde{x})$ is diagonal. Without loss of generality, we may assume $G(\tilde{x}) \geq 1$ and $\tilde{x} \in B_{r}$. Then, at $\tilde{x}$, we have

$$
0=G_{i}=\left(\Delta u+\Lambda a|\nabla u|^{2}\right) \zeta_{i}+\zeta\left(u_{l l i}+\Lambda a_{i}|\nabla u|^{2}+2 \Lambda a u_{l} u_{l i}\right)
$$

that is,

$$
\begin{equation*}
\zeta u_{l l i}=-\Lambda a_{i} \zeta|\nabla u|^{2}-2 \Lambda a \zeta u_{l} u_{l i}-\left(\Delta u+\Lambda a|\nabla u|^{2}\right) \zeta_{i} \tag{5-1}
\end{equation*}
$$

and

$$
\begin{align*}
0 \geq G_{i j}=\zeta\left(u_{l l i j}\right. & \left.+\Lambda a_{i j}|\nabla u|^{2}+2 \Lambda u_{l}\left(a_{i} u_{l j}+a_{j} u_{l i}\right)+2 \Lambda a\left(u_{l i} u_{l j}+u_{l} u_{l i j}\right)\right)  \tag{5-2}\\
+ & \left(u_{l l i}+\Lambda a_{i}|\nabla u|^{2}+2 \Lambda a u_{l} u_{l i}\right) \zeta_{j} \\
& +\left(u_{l l j}+\Lambda a_{j}|\nabla u|^{2}+2 \Lambda a u_{l} u_{l j}\right) \zeta_{i}+\left(\Delta u+\Lambda a|\nabla u|^{2}\right) \zeta_{i j} .
\end{align*}
$$

Recall that $Q^{i j}=\lambda\left(\sum_{l} F^{l l}\right) \delta^{i j}-F^{i j}$. Since $F^{i j}$ is positive definite in $\Gamma^{+}$, one obtains $\lambda\left(\sum_{l} F^{l l}\right) \delta^{i j} \geq Q^{i j} \geq \varepsilon_{0}\left(\sum_{l} F^{l l}\right) \delta^{i j}>0$, where $\varepsilon_{0}=\lambda-1$. Notice that
the Ricci identity gives $u_{l i j}=u_{i j l}+O(|\nabla u|)$ and $u_{l l i j}=u_{i j l l}+O\left(\left|\nabla^{2} u\right|+|\nabla u|\right)$. Then (5-2) implies

$$
\begin{align*}
0 \geq & Q^{i j} G_{i j} \\
= & \zeta Q^{i j}\left(u_{l l i j}+\Lambda a_{i j}|\nabla u|^{2}+4 \Lambda u_{l} a_{i} u_{l j}+2 \Lambda a\left(u_{l i} u_{l j}+u_{l} u_{l i j}\right)\right) \\
& +2 Q^{i j}\left(u_{l l i}+\Lambda a_{i}|\nabla u|^{2}+2 \Lambda a u_{l} u_{l i}\right) \zeta_{j}+\left(\Delta u+\Lambda a|\nabla u|^{2}\right) Q^{i j} \zeta_{i j}  \tag{5-3}\\
\geq & \zeta Q^{i j}\left(u_{i j l l}+2 \Lambda a\left(u_{l i} u_{l j}+u_{l} u_{i j l}\right)\right)+2 Q^{i j} u_{l l i} \zeta_{j} \\
& -C \Lambda\left(\sum_{l} F^{l l}\right)\left(\left|\nabla^{2} u\right|+1\right) .
\end{align*}
$$

Using $h_{l l}+2 h_{l z} u_{l}+h_{z} u_{l l}=F^{i j} W[u]_{i j ; l l}+F^{i j, r s} W[u]_{i j ; l} W[u]_{r s ; l}$ and the concavity of $F$, we obtain

$$
\begin{align*}
Q^{i j} u_{i j l l} \geq-2 a F^{i j}\left(u_{i l} u_{j l}\right. & \left.+u_{i} u_{j l l}\right)-2 b\left(\sum_{l} F^{l l}\right)\left(\left|\nabla^{2} u\right|^{2}+u_{k l l} u_{k}\right)  \tag{5-4}\\
& -C\left(\sum_{l} F^{l l}\right)\left(\left|\nabla^{2} u\right|+1\right)+h_{l l}+2 h_{l z} u_{l}+h_{z} u_{l l}
\end{align*}
$$

On the other hand, (4-5) implies

$$
\begin{equation*}
2 \Lambda a u_{l} Q^{i j} u_{i j l} \geq-C \Lambda\left(\sum_{l} F^{l l}\right)\left(\left|\nabla^{2} u\right|+1\right)+2 \Lambda a h_{l} u_{l}+2 \Lambda a h_{z}|\nabla u|^{2} \tag{5-5}
\end{equation*}
$$

Plugging (5-4) and (5-5) into (5-3), and employing (5-1) we have

$$
\begin{aligned}
& 0 \geq 2 \Lambda a \zeta Q^{i j} u_{l i} u_{l j}-2 a \zeta F^{i j}\left(u_{i l} u_{j l}+u_{i} u_{j l l}\right)+2 Q^{i j} u_{l l i} \zeta_{j} \\
& -2 b \zeta\left(\sum_{l} F^{l l}\right)\left(\left|\nabla^{2} u\right|^{2}+u_{k l l} u_{k}\right) \\
& -C \Lambda\left(\sum_{l} F^{l l}\right)\left(\left|\nabla^{2} u\right|+1\right)-C \Lambda\left(\left|\nabla^{2} u\right|+1\right) \\
& \geq 2 \zeta(\Lambda a \lambda-b)\left(\sum_{l} F^{l l}\right)\left|\nabla^{2} u\right|^{2}-2 a \zeta(\Lambda+1) F^{i j} u_{i l} u_{j l} \\
& \quad-C \Lambda\left(\sum_{l} F^{l l}\right)\left(\left|\nabla^{2} u\right|+1\right)-C \Lambda\left(\left|\nabla^{2} u\right|+1\right) \\
& \geq 2 \zeta\left(\varepsilon_{0} a \Lambda-a-b\right)\left(\sum_{l} F^{l l}\right)\left|\nabla^{2} u\right|^{2} \\
& -C \Lambda\left(\sum_{l} F^{l l}\right)\left(\left|\nabla^{2} u\right|+1\right)-C \Lambda\left(\left|\nabla^{2} u\right|+1\right)
\end{aligned}
$$

Since $a$ is positive on $\bar{M}$, we assume $a(x) \geq \varepsilon_{2}>0$. We now choose $\Lambda>$ $\max \left\{1,2\left(|a|_{L^{\infty}}+|b|_{L^{\infty}}\right) /\left(\varepsilon_{0} \varepsilon_{2}\right)\right\}$, and multiply $\zeta$ on both sides to produce

$$
\begin{equation*}
0 \geq \Lambda\left(\sum_{l} F^{l l}\right)\left(\varepsilon_{0} \varepsilon_{2} \zeta^{2}\left|\nabla^{2} u\right|^{2}-C \zeta\left|\nabla^{2} u\right|-C\right)-C \Lambda\left(\zeta\left|\nabla^{2} u\right|+1\right) \tag{5-6}
\end{equation*}
$$

It follows that $\left(\zeta\left|\nabla^{2} u\right|\right)(\tilde{x}) \leq C$. Therefore $\sup _{B_{r / 2}} \Delta u \leq C$.
If $\Gamma^{+} \subset \Gamma_{2}^{+}$, then $\sup _{B_{r / 2}} \Delta u \leq C$ implies that $\sup _{B_{r / 2}}\left|\nabla^{2} u\right| \leq C$. To get the Hessian bounds of $u$ in general, we simply consider the maximum of

$$
\zeta(x) \max _{\xi \in\left(T_{x} M \cap S^{n}\right)}\left(\nabla_{\xi} \nabla_{\xi} u+\Lambda a(x)\left(\nabla_{\xi} u\right)^{2}\right) .
$$

The calculation is similar.

We next derive a priori bounds for second derivatives of solutions to (1-4). The method we use is similar to that of [Guan 2007; Guan 2008; Gursky et al. 2011]. The notation below is the same as in Section 4.

We use a barrier function

$$
v(x)=p\left(q d^{2}-d\right) \quad \text { in } M_{\delta},
$$

where $p$ and $q$ are positive constants. Let's define a linear operator

$$
\begin{equation*}
\mathscr{P}(\psi)=Q^{i j} \psi_{i j}+2 F^{i j}\left(a(x) u_{i} \psi_{j}+b(x)\langle\nabla u, \nabla \psi\rangle g_{i j}\right) \tag{5-7}
\end{equation*}
$$

Then

$$
\mathscr{P} d=Q^{i j} d_{i j}+2 F^{i j}\left(a u_{i} d_{j}+b\langle\nabla u, \nabla d\rangle g_{i j}\right)
$$

and consequently

$$
\mid \mathscr{P d} d \leq C_{\#} \sum_{l} F^{l l} \quad \text { in } M_{\delta},
$$

where $C_{\#}$ depends on $\lambda,|u|_{C^{1}(\bar{M})},|a|_{L^{\infty}(\bar{M})},|b|_{L^{\infty}(\bar{M})}$ and the geometric quantities of $(\bar{M}, g)$. On the other hand, we have in $M_{\delta}$

$$
\begin{aligned}
\mathscr{P} d^{2} & =2 Q^{i j}\left(d_{i} d_{j}\right)+2 d \mathscr{P} d \\
& \geq 2 \varepsilon_{0}\left(\sum_{l} F^{l l}\right)|\nabla d|^{2}-2 d C_{\#} \sum_{l} F^{l l} \\
& \geq\left(\varepsilon_{0}-2 C_{\#} \delta\right) \sum_{l} F^{l l},
\end{aligned}
$$

where $\varepsilon_{0}=\lambda-1$ as before. After we choose

$$
q>2\left(1+C_{\#}\right) / \varepsilon_{0} \quad \text { and } \quad \delta<\min \left\{\varepsilon_{0} /\left(4 C_{\#}\right), 1 /(2 q)\right\}
$$

the function $v$ satisfies

$$
\begin{equation*}
\mathscr{P} v \geq p\left\{q\left(\varepsilon_{0}-2 C_{\#} \delta\right)-C_{\#}\right\} \sum_{l} F^{l l} \geq p \sum_{l} F^{l l} \tag{5-8}
\end{equation*}
$$

and

$$
\begin{equation*}
v \leq-\frac{1}{2} p d \quad \text { in } M_{\delta} \tag{5-9}
\end{equation*}
$$

Let $x_{0}$ be an arbitrary point on $\partial M$. Let $r(x)=\operatorname{dist}_{g}\left(x, x_{0}\right)$ to denote the distance from $x$ to $x_{0}$ with respect to the background metric. Let $\Omega_{\delta}\left(x_{0}\right)=B_{\delta}\left(x_{0}\right) \cap M_{\delta}$, where $B_{\delta}\left(x_{0}\right)=\{x \in \bar{M} \mid r(x)<\delta\}$. Since $\delta$ is small, we assume $r^{2}$ is smooth in $\Omega_{\delta}\left(x_{0}\right)$. A similar calculation implies

$$
\begin{equation*}
\frac{1}{2} \varepsilon_{0} \sum_{l} F^{l l} \leq \mathscr{P} r^{2} \leq\left(2 \lambda+\frac{1}{2} \varepsilon_{0}\right) \sum_{l} F^{l l} \quad \text { in } \Omega_{\delta}\left(x_{0}\right) . \tag{5-10}
\end{equation*}
$$

Now we pick a local coordinates in $M_{\delta}$ so that $\partial M$ is the plane $x_{n}=0$, and we let $\left\{e_{\gamma}, e_{n}\right\}_{\gamma=1}^{n-1}$ be the corresponding coordinate vector fields, where $e_{n}\left(x_{0}\right)$ denotes the interior normal vector and $e_{\gamma}\left(x_{0}\right)$ the tangential direction. Fix some $\gamma$ and consider the locally defined function $\phi=e_{\gamma}(u-\varphi)$, where $u$ is a $C^{3}(\bar{M})$ admissible solution
of (1-4). In order to derive the boundary estimates for second derivatives, we need the following lemma.

Lemma 5.2. In the notation above, there exists a constant $C$, depending only on $C_{0}, C_{1},|a|_{C^{1}(\bar{M})},|b|_{C^{1}(\bar{M})},|h|_{C^{1}\left(\bar{M} \times\left[-C_{0}, C_{0}\right]\right)}$ and $|\varphi|_{C^{3}\left(M_{\delta}\right)}$, such that

$$
|\mathscr{P} \phi| \leq C\left(1+\sum_{l} F^{l l}\right)
$$

Proof. Differentiating Equation (1-3) with respect to $e_{\gamma}$ yields

$$
\begin{aligned}
& Q^{i j} u_{i j \gamma}+2 F^{i j}\left(a u_{i \gamma} u_{j}+b u_{l} u_{l \gamma} g_{i j}\right) \\
&=-F^{i j}\left(a_{\gamma} u_{i} u_{j}+b_{\gamma}|\nabla u|^{2} g_{i j}+B_{i j \gamma}\right)+h_{z} u_{\gamma}+h_{\gamma}
\end{aligned}
$$

Exchanging derivatives implies

$$
u_{i j \gamma}=u_{\gamma i j}+(R m * \nabla u)_{i j \gamma}
$$

Combining these calculations yields

$$
\begin{aligned}
\mathscr{P} \phi= & Q^{i j} u_{\gamma i j}+2 F^{i j}\left(a u_{i} u_{\gamma j}+b u_{k} u_{\gamma k} g_{i j}\right) \\
& -Q^{i j} \varphi_{\gamma i j}-2 F^{i j}\left(a u_{i} \varphi_{\gamma j}+b u_{k} \varphi_{\gamma k} g_{i j}\right) \\
=- & F^{i j}\left(a_{\gamma} u_{i} u_{j}+b_{\gamma}|\nabla u|^{2} g_{i j}+B_{i j \gamma}\right)+h_{z} u_{\gamma}+h_{\gamma} \\
& -Q^{i j} \varphi_{\gamma i j}-2 F^{i j}\left(a u_{i} \varphi_{\gamma j}+b u_{k} \varphi_{\gamma k} g_{i j}\right)-Q^{i j}(R m * \nabla u)_{i j \gamma}
\end{aligned}
$$

Therefore

$$
|\mathscr{P} \phi| \leq C\left(\sum_{l} F^{l l}\right)+C .
$$

We are now ready to prove the boundary estimates for second derivatives.
Lemma 5.3. Let $u \in C^{3}(\bar{M})$ be an admissible solution of (1-4). Then

$$
\left|\nabla^{2} u\right| \leq C \quad \text { on } \partial M
$$

where the constant $C>0$ depends on
$C_{0}, \quad C_{1}, \quad|a|_{C^{1}(\bar{M})}, \quad|b|_{C^{1}(\bar{M})}, \quad|h|_{C^{1}\left(\bar{M} \times\left[-C_{0}, C_{0}\right]\right)}, \quad|\varphi|_{C^{3}\left(M_{\delta}\right)}, \quad|B|_{C^{1}(\bar{M})}$
and the geometric quantities of $(\bar{M}, g)$.
Proof. We require separate proofs for the different types $\nabla_{\gamma} \nabla_{\eta} u, \nabla_{\gamma} \nabla_{n} u$ and $\nabla_{n} \nabla_{n} u$ of boundary second derivatives.

Let $x_{0}$ be an arbitrary point on $\partial M$. Using that $u-\varphi=0$ on $\partial M$, we obtain

$$
\nabla_{\gamma} \nabla_{\eta}(u-\varphi)\left(x_{0}\right)=-\nabla_{n}(u-\varphi) \Pi\left(e_{\gamma}, e_{\eta}\right)\left(x_{0}\right),
$$

where $1 \leq \gamma, \eta \leq n-1$ and $\Pi$ denotes the second fundamental form of $\partial M$. We therefore have the estimates for the pure tangential second order derivatives.

Combining (5-8), (5-10) and Lemma 5.2, we have for any positive constant $\mu$

$$
\mathscr{P}\left(\phi-v+\mu r^{2}\right) \leq\left(C-p+\mu\left(2 \lambda+\frac{1}{2} \varepsilon_{0}\right)\right) \sum_{l} F^{l l}+C .
$$

Picking $\mu$ large enough and $p>\mu^{2}$, we get

$$
\mathscr{P}\left(\phi-v+\mu r^{2}\right) \leq-\frac{1}{2} p F(e)+C<0 .
$$

Thus by the maximum principle, we conclude that the minimum of $\phi-v+\mu r^{2}$ occurs on the boundary of $\Omega_{\delta}\left(x_{0}\right)$. It remains to check these boundary values. There are two components of $\partial \Omega_{\delta}\left(x_{0}\right)$ to check. Firstly, since $\phi \equiv 0$ and $v \equiv 0$ on $\partial \Omega_{\delta}\left(x_{0}\right) \cap \partial M$, we get $\phi-v+\mu r^{2} \geq 0$ on $\partial \Omega_{\delta}\left(x_{0}\right) \cap \partial M$ and $\left(\phi-v+\mu r^{2}\right)\left(x_{0}\right)=0$. Since $\mu$ is large, (5-9) implies $\phi-v+\mu r^{2}>\phi+(p / 2) d+\mu r^{2}>0$ on $\partial \Omega_{\delta}\left(x_{0}\right) \backslash \partial M$. It follows that the normal derivative of $\phi-v+\mu r^{2}$ is nonnegative, and therefore we conclude

$$
\begin{aligned}
\nabla_{n} \nabla_{\gamma} u\left(x_{0}\right) & >\nabla_{n}\left(\nabla_{\gamma} \varphi+v-\mu r^{2}\right)\left(x_{0}\right) \\
& =\nabla_{n} \nabla_{\gamma} \varphi\left(x_{0}\right)-p>-C .
\end{aligned}
$$

However, using Lemma 5.2 again, it is clear that the same argument applies to $-\phi$, and one deduces the mixed second derivative estimates

$$
\left|\nabla_{n} \nabla_{\gamma} u\right|<C .
$$

Once we bound $\nabla_{\gamma} \nabla_{\eta} u$ and $\nabla_{\gamma} \nabla_{n} u$, to estimate the double normal second derivative $\nabla_{n} \nabla_{n} u$ we only need to bound $\Delta u$. Note that $W[u]_{i j} \in \Gamma_{1}^{+}$, that is,

$$
(n \lambda-1)(\Delta u)+(a(x)+n b(x))|\nabla u|^{2}+\operatorname{tr} B>0 .
$$

Consequently $\Delta u$ is bounded from below and we have to establish an upper bound

$$
u_{n n} \leq C \quad \text { on } \partial M
$$

Without loss of generality, one can assume $u_{n n} \geq 0$ on $\partial M$ (otherwise we are done). Orthogonally decompose the matrix $W$ at $x_{0} \in \partial M$ in terms of $e_{\gamma}$ and $e_{n}$. Using the known bounds, we find

$$
\begin{aligned}
W[u]_{i j}\left(x_{0}\right) & =\left(\lambda \Delta u g_{i j}-u_{i j}+a u_{i} u_{j}+b|\nabla u|^{2} g_{i j}+B_{i j}\right)\left(x_{0}\right) \\
& \geq\left(\begin{array}{cc}
\lambda u_{n n} I_{n-1} & 0 \\
0 & (\lambda-1) u_{n n}
\end{array}\right)\left(x_{0}\right)-C \delta_{i j} \\
& \geq\left(\varepsilon_{0} u_{n n}\left(x_{0}\right)-C\right) \delta_{i j},
\end{aligned}
$$

where $C$ depends on $|u|_{C^{1}(\bar{M})},|a|_{C^{0}(\bar{M})},|b|_{C^{0}(\bar{M})},|B|_{C^{0}(\bar{M})},\left|\nabla_{\gamma} \nabla_{\eta} u\right|$ and $\left|\nabla_{\gamma} \nabla_{n} u\right|$. It is clear that

$$
\begin{aligned}
C & >\max _{M \times\left[-|u|_{C}^{0}(\bar{M}),|u|_{C^{0}(\bar{M})}\right.}|h| \\
& \geq F^{i j}\left(x_{0}\right) W[u]_{i j}\left(x_{0}\right) \\
& \geq\left(\varepsilon_{0} u_{n n}\left(x_{0}\right)-C\right) \sum_{l} F^{l l}\left(x_{0}\right) \\
& \geq\left(\varepsilon_{0} u_{n n}\left(x_{0}\right)-C\right) F(e) .
\end{aligned}
$$

Thus we obtain the upper bound as desired.
Combining Lemma 5.1 and Lemma 5.3, we have the global estimates for the second derivative.

Proposition 5.4. Suppose $B \in \Gamma^{+}$and $a(x)$ is positive on $\bar{M}$. Then for any $C^{4}(\bar{M})$ admissible solution $u$ of (1-4), there is a constant $C_{2}$ depending only on $C_{0}, C_{1}, \lambda$, $|a|_{C^{2}(\bar{M})},|b|_{C^{2}(\bar{M})},|h|_{C^{2}\left(M \times\left[-C_{0}, C_{0}\right]\right)},|\varphi|_{C^{3}(\bar{M})},|B|_{C^{2}(\bar{M})}$ and the geometric quantities of $(\bar{M}, g)$ such that

$$
\left|\nabla^{2} u\right| \leq C_{2} \quad \text { on } \bar{M}
$$

## 6. Proof of Theorem 1.1

The proof of Theorem 1.1 is standard. We only sketch it here. For $t \in[0,1]$, we consider the equations
$\left(\star_{t}\right)$

$$
\left\{\begin{aligned}
F\left(\nabla_{\mathrm{conf}}^{2} u+B^{t}\right) & =h^{t}, \\
\left.u\right|_{\partial M} & =\varphi^{t},
\end{aligned}\right.
$$

where

$$
B^{t}=t B+\frac{1-t}{F(e)} g, \quad h^{t}=(1-t) e^{2 u}+t h(x, u), \quad \varphi^{t}=t \varphi
$$

For $t=0$, the admissible solution is $u \equiv 0$ on $\bar{M}$; for $t=1$, it is our desired Equation (1-4). It is direct to check that

- $B^{t} \in \Gamma^{+}$.
- $h^{t}>0$ on $\bar{M} \times \mathbb{R}, \partial_{z} h^{t}(x, z)>0$ on $\bar{M} \times \mathbb{R}, \lim _{z \rightarrow+\infty} h^{t}(x, z) \rightarrow+\infty$ and $\lim _{z \rightarrow-\infty} h^{t}(x, z) \rightarrow 0$ in $M \times \mathbb{R}$.
- There exists a uniform constant $C>0$, independent of $t \in[0,1]$, such that $\left|B^{t}\right|_{C^{2}(\bar{M})}<C,\left|h^{t}\right|_{C^{2}(\bar{M} \times[-C, C])}<C$ and $\left|\varphi^{t}\right|_{C^{3}(\bar{M})}<C$.
Applying our a priori estimates Proposition 3.1, 4.6 and 5.4 to $\left(\star_{t}\right)$ and noting that $F$ is concave, we obtain, by Evans-Krylov estimates,

$$
\left|u_{t}\right|_{C^{2, \alpha}(\bar{M})} \leq C \quad \text { for all } t \in[0,1]
$$

Combining this with Corollary 2.2, we see by standard degree theory that $\left(\star_{t}\right)$ is solvable for $t=1$. Uniqueness follows by Lemma 4.3.

## 7. Proof of Theorem 1.4

To solve the Dirichlet problem for large boundary conditions, we need to control the behavior of the solution near the boundary. We can do this by constructing barrier functions for some suitable equation.

Recall that $F$ is concave, then

$$
F(\kappa) \leq \omega \sum \kappa_{i} \quad \text { in } \Gamma^{+}
$$

for some uniform constant $\omega>0$. For any $C^{2}(\bar{M})$ admissible function $u$ satisfying

$$
F(W[u])=f(x) e^{2 u} \quad \text { in } M,
$$

$u$ is a subsolution of the equation

$$
\begin{equation*}
b_{1} \Delta u+b_{2}|\nabla u|^{2}+b_{3}=e^{2 u}, \tag{7-1}
\end{equation*}
$$

where

$$
b_{1}=\frac{\omega(n \lambda-1)}{\min _{\bar{M}} f}, \quad b_{2}=\frac{\omega\left(|a|_{L^{\infty}}+n|b|_{L \infty}\right)}{\min _{\bar{M}} f} \quad b_{3}=\frac{\omega|\operatorname{tr} B|_{L^{\infty}}}{\min _{\bar{M}} f} .
$$

Before constructing a local supsolution of (7-1), we give some notation. Take a point $y_{0} \in M_{\delta / 4}$ near the boundary $\partial M$. Suppose $x_{0} \in \partial M$ is the point that satisfies $d\left(y_{0}\right)=\operatorname{dist}_{g}\left(x_{0}, y_{0}\right)$. Consider a geodesic running from $x_{0}$, passing through $y_{0}$, and going out a small distance to a point $z_{0}$ with $\operatorname{dist}_{g}\left(z_{0}, x_{0}\right)=\eta$. We use $r(x)$ to denote the distance from $z_{0}$ to $x$ with respect to the background metric $g$. We assume that $\delta$ and $\eta$ are small enough that $r^{2}(x)=\left(\operatorname{dist}_{g}\left(x, z_{0}\right)\right)^{2}$ is smooth in the ball $B_{\eta}\left(z_{0}\right)$. We may choose normal coordinates $\left\{e_{k}\right\}$. Then we have

$$
\Delta r^{2}\left(z_{0}\right)=2 n
$$

We now assume

$$
1 \leq \Delta r^{2} \leq 3 n \quad \text { in } B_{\eta}\left(z_{0}\right)
$$

Consider the following auxiliary function defined in $B_{\eta}\left(z_{0}\right)$ :

$$
\bar{w}(x)=-\log \left(\eta^{2}-r^{2}\right)+\theta \log \frac{\eta^{2}-r^{2}+\epsilon}{\epsilon}+\log 2+\frac{1}{2} \log \left(n b_{1}+b_{2}\right)+\log \eta
$$

where $\theta$ and $\epsilon$ are constants to be chosen later. It is easy to check that

$$
\bar{w}_{i}=\frac{2 r r_{i}}{\eta^{2}-r^{2}}-\theta \frac{2 r r_{i}}{\eta^{2}-r^{2}+\epsilon},
$$

and

$$
\bar{w}_{i j}=\frac{\nabla_{i j}^{2} r^{2}}{\eta^{2}-r^{2}}+\frac{4 r^{2} r_{i} r_{j}}{\left(\eta^{2}-r^{2}\right)^{2}}-\theta \frac{\nabla_{i j}^{2} r^{2}}{\eta^{2}-r^{2}+\epsilon}-\theta \frac{4 r^{2} r_{i} r_{j}}{\left(\eta^{2}-r^{2}+\epsilon\right)^{2}}
$$

Consequently, using $|\nabla r|=1$ and $1 \leq \Delta r^{2} \leq 3 n$ in $B_{\eta}\left(z_{0}\right)$, we derive

$$
\begin{aligned}
& b_{1} \Delta \bar{w}+b_{2}|\nabla \bar{w}|^{2}+b_{3} \\
& =b_{1} \frac{\Delta r^{2}}{\eta^{2}-r^{2}}+\frac{4\left(b_{1}+b_{2}\right) r^{2}}{\left(\eta^{2}-r^{2}\right)^{2}}-\frac{b_{1} \theta \Delta r^{2}}{\eta^{2}-r^{2}+\epsilon}-\frac{4\left(b_{1}-b_{2} \theta\right) \theta r^{2}}{\left(\eta^{2}-r^{2}+\epsilon\right)^{2}} \\
& \quad-\frac{8 b_{2} \theta r^{2}}{\left(\eta^{2}-r^{2}\right)\left(\eta^{2}-r^{2}+\epsilon\right)}+b_{3} \\
& \leq
\end{aligned} \begin{aligned}
& \quad \frac{3 n b_{1} \eta^{2}+\left(3 b_{1}+4 b_{2}\right) r^{2}}{\left(\eta^{2}-r^{2}\right)^{2}}-\frac{b_{1} \theta}{\eta^{2}-r^{2}+\epsilon}-\frac{4\left(b_{1}-b_{2} \theta\right) \theta r^{2}}{\left(\eta^{2}-r^{2}+\epsilon\right)^{2}}+b_{3}
\end{aligned}
$$

Now choosing $\theta<b_{1} /\left(2 b_{2}\right), \quad \eta<\sqrt{b_{1} \theta /\left(2 b_{3}\right)}, \quad \epsilon<\eta^{2}$, and using $r \leq \eta$, one obtains

$$
b_{1} \Delta \bar{w}+b_{2}|\nabla \bar{w}|^{2}+b_{3} \leq \frac{4\left(n b_{1}+b_{2}\right) \eta^{2}}{\left(\eta^{2}-r^{2}\right)^{2}} \leq e^{2 \bar{w}}
$$

Since $\left.\bar{w}\right|_{\partial B_{\eta}\left(z_{0}\right)}=+\infty$, maximum principle implies

$$
u \leq \bar{w} \quad \text { in } B_{\eta}\left(z_{0}\right)
$$

hence

$$
\begin{equation*}
u\left(y_{0}\right) \leq-\log d\left(y_{0}\right)+\theta \log \frac{2 \eta d\left(y_{0}\right)+\epsilon}{\epsilon}+\log 2+\frac{1}{2} \log \left(n b_{1}+b_{2}\right) \tag{7-2}
\end{equation*}
$$

Now we complete the proof as follows.
Proof of Theorem 2. We use the notation of Section 4. The argument here is similar to that in [Guan 2008]. Let's consider the locally defined auxiliary functions

$$
v_{m}^{\gamma}:=\gamma \log \frac{m \delta^{2}}{m d+\delta^{2}} \quad \text { in } M_{\delta}
$$

where $\gamma$ is some small positive constant to be chosen later and $m=1,2,3, \ldots$ It is direct to check that

$$
\begin{align*}
\left.v_{m}^{\gamma}\right|_{\partial M} & =\gamma \log m \\
\gamma \log \frac{1}{2} \delta & \leq\left. v_{m}^{\gamma}\right|_{\{d(x)=\delta\}} \leq \gamma \log \delta \tag{7-3}
\end{align*}
$$

By a direct computation, we obtain

$$
\begin{aligned}
& W\left[v_{m}^{\gamma}\right]_{i j}= \frac{(\lambda+b \gamma) \gamma m^{2}}{\left(m d+\delta^{2}\right)^{2}}|\nabla d|^{2} g_{i j}+\frac{a \gamma^{2} m^{2}}{\left(m d+\delta^{2}\right)^{2}} d_{i} d_{j}-\frac{\gamma m^{2}}{\left(m d+\delta^{2}\right)^{2}} d_{i} d_{j} \\
&-\frac{\gamma m}{m d+\delta^{2}}\left(\lambda \Delta d g_{i j}-d_{i j}\right)+B_{i j} \\
& \geq \frac{\left(\varepsilon_{0}-\left(|a|_{L^{\infty}(\bar{M})}+|b|_{L^{\infty}(\bar{M})}\right) \gamma\right) \gamma m^{2}}{\left(m d+\delta^{2}\right)^{2}}|\nabla d|^{2} g_{i j} \\
&-\frac{\gamma m}{m d+\delta^{2}} C^{\prime} g_{i j}-C^{\prime \prime} g_{i j}
\end{aligned}
$$

where $C^{\prime}$ and $C^{\prime \prime}$ are some large constants depending only on $\lambda,|B|_{g(\bar{M})}$ and the geometric quantities of $(\bar{M}, g)$, independent of $\delta$. Choosing

$$
\gamma \leq \frac{\varepsilon_{0}}{2\left(|a|_{L^{\infty}(\bar{M})}+|b|_{L^{\infty}(\bar{M})}\right)} \quad \text { and } \quad \delta \leq \min \left\{1, \frac{\varepsilon_{0}}{16 C^{\prime}}, \frac{\varepsilon_{0} \gamma}{64 C^{\prime \prime}}\right\}
$$

and observing that $|\nabla d|>1 / 2$ in $M_{\delta}$, we derive

$$
\begin{aligned}
W\left[v_{m}^{\gamma}\right]_{i j} & \geq\left(\frac{\varepsilon_{0} m}{4\left(m d+\delta^{2}\right)}-C^{\prime}\right) \frac{\gamma m}{m d+\delta^{2}} g_{i j}-C^{\prime \prime} g_{i j} \\
& \geq \frac{\varepsilon_{0} \gamma m^{2}}{8\left(m d+\delta^{2}\right)^{2}} g_{i j}-C^{\prime \prime} g_{i j} \\
& \geq \frac{\varepsilon_{0} \gamma m^{2}}{16\left(m d+\delta^{2}\right)^{2}} g_{i j}
\end{aligned}
$$

Consequently, if $\gamma \leq \min \left\{1, \frac{1}{2} \varepsilon_{0} /\left(|a|_{L^{\infty}(\bar{M})}+|b|_{L^{\infty}(\bar{M})}\right)\right\}$ and $\delta$ is small enough, then

$$
\begin{align*}
F\left(W\left[v_{m}^{\gamma}\right]\right) & \geq \frac{\varepsilon_{0} \gamma m^{2}}{16\left(m d+\delta^{2}\right)^{2}} F(e) \\
& =\frac{\varepsilon_{0} \gamma F(e)}{16 \delta^{4}} \exp \left(2 v_{m}^{\gamma} / \gamma\right)  \tag{7-4}\\
& \geq f(x) e^{2 v_{m}^{\gamma}}
\end{align*}
$$

in $M_{\delta}$. For any integer $m \geq 1$, let $u_{m} \in C^{\infty}(\bar{M})$ be the admissible solution of the Dirichlet problem

$$
\left\{\begin{aligned}
& F(W[u])=f(x) e^{2 u} \text { in } M, \\
& u=\gamma \log m \\
& \text { on } \partial M,
\end{aligned}\right.
$$

where $\gamma$ is the constant has been fixed. Then (7-3), (7-4) and Lemma 4.3 imply

$$
\begin{equation*}
u_{m} \geq v_{m}^{\gamma}=\gamma \log \frac{m \delta^{2}}{m d+\delta^{2}} \tag{7-5}
\end{equation*}
$$

Recalling (7-2), we obtain for any $m \geq 1$

$$
\begin{equation*}
u_{m} \leq-\log d+C \tag{7-6}
\end{equation*}
$$

Since $u_{m} \leq u_{m+1}$ for $m \geq 1$, and the $u_{m}$ have the boundary control (7-5) and (7-6), the limit

$$
u(x):=\lim _{m \rightarrow \infty} u_{m}(x)
$$

exists for all $x \in M$ and satisfies

$$
-C-\gamma \log d \leq u(x) \leq-\log d+C
$$

near $\partial M$.
For any compact subset $K \subset M$, by the boundary control above and the a priori estimates of Proposition 3.1, Lemma 4.1 and Lemma 5.1, we obtain

$$
\left|u_{m}\right|_{C^{2, \alpha}(K)} \leq C,
$$

where $0<\alpha<1, C=C(K)$ is independent of $m$. Thus $u$ is a solution of (1-5).
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# POLYCYCLIC QUASICONFORMAL MAPPING CLASS SUBGROUPS 

Katsuhiko Matsuzaki


#### Abstract

For a subgroup of the quasiconformal mapping class group of a Riemann surface in general, we give an algebraic condition which guarantees its discreteness in the compact-open topology. Then we apply this result to its action on the Teichmüller space.


## 1. Introduction

We consider a Riemann surface $R$ in general, not necessarily topologically finite, and a subgroup $G$ consisting of quasiconformal mapping classes of $R$. Such a group usually appears as acting on the infinite dimensional Teichmüller space of $R$ and in particular discreteness of its orbit is often discussed. In this case, the discreteness of $G$ is understood through the action on the Teichmüller space. In this paper however, we first start from a more basic viewpoint on $G$ as surface homeomorphisms and then look into its action on the Teichmüller space.

Throughout this introduction, we assume that a Riemann surface $R$ has no ideal boundary at infinity $\partial R$ for the sake of simplicity. The quasiconformal mapping class group $\operatorname{MCG}(R)$ of $R$ is the group of all quasiconformal automorphisms $g$ of $R$ modulo homotopy equivalence. We introduce a topology for this group induced by the compact-open topology of homeomorphisms of $R$. Then a subgroup $G$ of $\operatorname{MCG}(R)$ is defined to be discrete if it is discrete in this topology. Our main theorem refers to a certain algebraic condition under which $G$ is always discrete. Here we say that a group $G$ is polycyclic if $G$ is solvable and if every subgroup of $G$ is finitely generated.

Theorem 2.4. If a subgroup $G$ of $\operatorname{MCG}(R)$ is polycyclic, then $G$ is discrete.
This result is sharp in a sense that there is a counterexample for either a finitely generated solvable group or an infinitely generated abelian group.

MSC2000: primary 30F60; secondary 37F30.
Keywords: quasiconformal mapping class group, Teichmüller space, discrete, polycyclic.

In the first of the application of this theorem, we deal with stationary mapping class subgroups and consider their action on Teichmüller spaces. The quasiconformal mapping class group $\operatorname{MCG}(R)$ acts on the Teichmüller space $T(R)$ of a Riemann surface $R$ biholomorphically and isometrically. A subgroup $G \subset \operatorname{MCG}(R)$ is called stationary if there exists a compact subsurface $V$ of $R$ such that every representative $g$ of every mapping class $[g] \in G$ satisfies $g(V) \cap V \neq \varnothing$.

A basic nature of stationary subgroups in connection with their discreteness in the compact-open topology and discontinuity of the action on the Teichmüller space is that, if $G \subset \operatorname{MCG}(R)$ is stationary and discrete, then $G$ acts discontinuously on $T(R)$. Then we have the following consequence from the main theorem. Recall that we assume $\partial R=\varnothing$ until the end of this section.

Corollary 4.2. If a polycyclic subgroup $G$ of $\operatorname{MCG}(R)$ is stationary, then $G$ acts discontinuously on $T(R)$.

We expect that this result should be valid for every finitely generated stationary subgroup $G \subset \operatorname{MCG}(R)$.

In the second application of Theorem 2.4, we deal with asymptotically conformal mapping class subgroups. We say that a quasiconformal homeomorphism of a Riemann surface $R$ is asymptotically conformal if its complex dilatation vanishes at infinity of $R$. We say that a subgroup $G \subset \operatorname{MCG}(R)$ is asymptotically conformal if there exists some $p \in T(R)$ such that every element of $G$ can be realized as an asymptotically conformal automorphism of the Riemann surface $R_{p}$ corresponding to $p$. We denote by $\operatorname{MCG}_{p}(R)$ the subgroup of $\operatorname{MCG}(R)$ having this property for $p \in T(R)$.

Theorem 5.1. If an asymptotically conformal subgroup $G$ of $\mathrm{MCG}_{p}(R)$ for $p \in$ $T(R)$ is polycyclic, then the orbit $G(p)$ is a discrete set in $T(R)$.

One may ask a question about how the algebraic assumption on $G$ can be relaxed for this statement.

## 2. Discreteness of mapping class subgroups

We always assume that a Riemann surface $R$ is hyperbolic, that is, $R$ is represented by a Fuchsian group $F$ acting on the unit disk $\mathbb{D}$ and is endowed with the hyperbolic metric. The quasiconformal mapping class group $\operatorname{MCG}(R)$ for $R$ is the group of all homotopy classes $[g]$ of quasiconformal automorphisms $g$ of $R$. Here the homotopy is considered to be relative to the ideal boundary at infinity $\partial R$ of $R$, where $\partial R=(\partial \mathbb{D}-\Lambda(F)) / F$ for the limit set $\Lambda(F)$ of $F$. This means that, when $\partial R \neq \varnothing$, two quasiconformal automorphisms $g_{0}$ and $g_{1}$ are regarded as homotopic if there is a homotopy $\Phi: R \times[0,1] \rightarrow R$ between $g_{0}=\Phi(\cdot, 0)$ and $g_{1}=\Phi(\cdot, 1)$ such that its extension to each $x \in \partial R$ is constant over [0, 1].

The compact-open topology on the space of all homeomorphic automorphisms of $R$ induces a topology on $\operatorname{MCG}(R)$. More precisely, we say that a sequence of mapping classes $\left[g_{n}\right] \in \operatorname{MCG}(R)$ converges to a mapping class $[g] \in \operatorname{MCG}(R)$ in the compact-open topology if we can choose representatives $g_{n} \in\left[g_{n}\right]$ and $g \in[g]$ satisfying that $g_{n}$ converges to $g$ locally uniformly on $R$. When $R$ has the ideal boundary at infinity $\partial R$, we further require that the extensions $\bar{g}_{n}$ of the quasiconformal automorphisms $g_{n}$ to $\partial R$ converge to the extension $\bar{g}$ of $g$ in such a way that $\bar{g}_{n}$ is identical with $\bar{g}$ on a compact subset $W_{n} \subset \partial R$, where $\left\{W_{n}\right\}_{n=1}^{\infty}$ is some compact exhaustion of $\partial R$, that is, an increasing sequence of compact subsets of $\partial R$ satisfying that the closure of the union of all $W_{n}$ is $\partial R$. We call this topology on $\operatorname{MCG}(R)$ the compact-open topology relative to the boundary. If $\left[g_{n}\right]$ converges to [ $g$ ] in the compact-open topology relative to the boundary, then there are quasisymmetric automorphisms $\tilde{g}_{n}$ and $\tilde{g}$ of the unit circle $\partial \mathbb{D}$ corresponding to $\left[g_{n}\right]$ and $[g]$ respectively such that the sequence $\tilde{g}_{n}$ converges uniformly to $\tilde{g}$.

Definition. We say that a subgroup $G$ of $\operatorname{MCG}(R)$ is discrete if it is a discrete set in $\mathrm{MCG}(R)$ with respect to the compact-open topology relative to the boundary. The discreteness is equivalent to the condition that, if a sequence of mapping classes $\left\{\left[g_{n}\right]\right\}_{n=1}^{\infty} \subset \operatorname{MCG}(R)$ converges to [id], then $\left[g_{n}\right]=[\mathrm{id}]$ for all sufficiently large $n$.

Concerning the discreteness of the full mapping class group $\operatorname{MCG}(R)$, we have a simple characterization.

Proposition 2.1. The quasiconformal mapping class group $\operatorname{MCG}(R)$ is discrete if and only if $R$ is analytically finite, that is, $R$ is a compact Riemann surface from which at most finitely many points are removed.

Proof. Assume that $R$ is analytically finite. In this case, there are a finite number of simple closed geodesics $\left\{c_{i}\right\}_{i=1}^{k}$ such that, if $[g] \in \operatorname{MCG}(R)$ satisfies that $g\left(c_{i}\right)$ is freely homotopic to $c_{i}$ for every $i$, then $[g]=[\mathrm{id}]$. If a sequence of mapping classes $\left\{\left[g_{n}\right]\right\}_{n=1}^{\infty}$ converges to [id], then $g_{n}\left(c_{i}\right)$ is freely homotopic to $c_{i}$ for every $i$ and for all sufficiently large $n$. This implies that $\operatorname{MCG}(R)$ is discrete.

Conversely, assume that $R$ is not analytically finite. If $R$ is topologically finite, that is, the fundamental group $\pi_{1}(R)$ of $R$ is finitely generated, then $R$ should have the ideal boundary at infinity and clearly $\operatorname{MCG}(R)$ is not discrete in this case. If $R$ is not topologically finite, then there is an infinite sequence of simple closed geodesics $\left\{c_{n}\right\}_{n=1}^{\infty}$ diverging to the infinity of $R$, in other words, escaping from any compact subset of $R$. Let $\left[\tau_{n}\right]$ be the mapping class caused by the Dehn twist along $c_{n}$. Then $\left[\tau_{n}\right] \neq[\mathrm{id}]$ and $\left\{\left[\tau_{n}\right]\right\}_{n=1}^{\infty}$ converges to [id]. This implies that $\operatorname{MCG}(R)$ is not discrete.

We will consider the discreteness of countable subgroups of $\operatorname{MCG}(R)$. Note that $\operatorname{MCG}(R)$ is uncountable in many cases when $R$ is analytically infinite [Matsuzaki

2005]. An uncountable subgroup $G$ of $\operatorname{MCG}(R)$ is not discrete, as the following proposition asserts.
Proposition 2.2. Assume that $R$ has no ideal boundary at infinity $\partial R$. If a subgroup $G \subset \operatorname{MCG}(R)$ is uncountable, then $G$ is not discrete.
Proof. Let $\left\{c_{i}\right\}_{i=1}^{\infty}$ be the family of (free homotopy classes of) all simple closed geodesics on $R$. We first consider the images of $c_{1}$ under $G$. Since $G$ is uncountable whereas $\left\{c_{i}\right\}$ is countable, there are uncountably many elements of $G$ that map $c_{1}$ to simple closed curves freely homotopic to each other. Then, by composing the inverse of one of these elements, we have uncountably many elements of $G$ that keep $c_{1}$ in its free homotopy class. Next we consider the images of $c_{2}$ under this uncountable subset of $G$ and obtain uncountably many elements of $G$ that keep $c_{1}$ and $c_{2}$ in their free homotopy classes. By continuing this process and then by taking the diagonal, we can choose a sequence $\left\{\left[g_{n}\right]\right\}_{n=1}^{\infty}$ of elements in $G$ such that $g_{n}\left(c_{i}\right)$ is freely homotopic to $c_{i}$ for all $i=1,2, \ldots, n$ and for each $n$. This implies that $\left\{\left[g_{n}\right]\right\}$ converges to [id].

In this section, we investigate an algebraic condition on a countable subgroup $G$ of $\operatorname{MCG}(R)$ under which $G$ is always discrete. Our fundamental result is the following. The proof will be given in the next section.
Theorem 2.3. If $G \subset \operatorname{MCG}(R)$ is a finitely generated abelian group, then $G$ is discrete.

Note that both assumptions that $G$ is finitely generated and that $G$ is abelian are necessary for the above theorem as examples below show. However, we cannot have the converse statement to the theorem. In fact, for any countable group $G$, there exists a discrete subgroup of $\operatorname{MCG}(R)$ for some Riemann surface $R$ that is isomorphic to $G$. Indeed, we can construct $R$ so that its conformal automorphism group, which is always discrete unless $\pi_{1}(R)$ is abelian, contains such a subgroup.
Examples. (1) First we give an indiscrete $G \subset \operatorname{MCG}(R)$ that is abelian but not finitely generated. Let $R$ be a Riemann surface with an infinite family of mutually disjoint simple closed geodesics $\left\{c_{n}\right\}_{n=1}^{\infty}$ and $G$ a subgroup of $\operatorname{MCG}(R)$ generated by all the mapping classes $\left[\tau_{n}\right]$ caused by the Dehn twist along $c_{n}$ for each integer $n \geq 1$. Since [ $\tau_{n}$ ] converges to [id], $G$ is not discrete though $G$ is abelian.
(2) Next we give an indiscrete $G \subset \operatorname{MCG}(R)$ that is finitely generated but not abelian. Assume that there are a simple closed geodesic $c_{0}$ on $R$ and a mapping class $[g] \in \operatorname{MCG}(R)$ such that the images $\left\{g^{n}\left(c_{0}\right)\right\}_{n \in \mathbb{Z}}$ of $c_{0}$ under the iteration of a representative $g \in[g]$ are mutually disjoint. Define $c_{n}$ to be the simple closed geodesic freely homotopic to $g^{n}\left(c_{0}\right)$ and $\left[\tau_{n}\right]$ to be the mapping classes caused by the Dehn twist along $c_{n}$. Let $G$ be a subgroup of $\operatorname{MCG}(R)$ generated by two elements $[g]$ and $\left[\tau_{0}\right]$. Since $[g]^{n}\left[\tau_{0}\right]=\left[\tau_{n}\right][g]^{n}$ for every integer $n \in \mathbb{Z}$, we see that
$G$ contains the subgroup $G^{\prime}$ generated by all such $\left[\tau_{n}\right]$. Hence $G$ is not discrete as Example (1) shows.

In the second example above, the group $G$ is solvable since the commutator subgroup $[G, G]$ is contained in the abelian subgroup $G^{\prime}$. Although $G$ itself is finitely generated, $G^{\prime}$ is not, so $G$ is not discrete. Hence we consider the following stronger condition than solvability which requires all its subgroups to be finitely generated.

Definition. We say that a group $G$ is polycyclic if $G$ is solvable and if every subgroup of $G$ is finitely generated.

See [Wolf 1968] for other equivalent conditions for $G$ to be polycyclic. This name comes from the fact that $G$ is polycyclic if and only if $G$ has a finite normal chain of subgroups $G=G_{0} \triangleright G_{1} \triangleright \cdots \triangleright G_{m}=\{1\}$ such that each quotient group $G_{i-1} / G_{i}(i=1, \ldots, m)$ is cyclic. We can say that $G$ is polycyclic when $G$ is obtained in finitely many simple steps from finitely generated abelian groups.

Theorem 2.4. If $G \subset \operatorname{MCG}(R)$ is a polycyclic group, then $G$ is discrete.
This extension of Theorem 2.3 is obtained by an inductive argument which is easily seen from the following assertion.

Lemma 2.5. Assume that every subgroup of $G \subset \operatorname{MCG}(R)$ is finitely generated. If $G$ is not discrete, then neither is the commutator subgroup $[G, G]$.

Proof. Since $G$ is not discrete, there is a sequence $\left\{\left[g_{n}\right]\right\}_{n=1}^{\infty}$ in $G$ that converges to [id] as $n \rightarrow \infty$. Then we see that for every $n_{0} \geq 1$, there exist $m, n \geq n_{0}$ such that [ $g_{m}$ ] and $\left[g_{n}\right.$ ] do not commute. Indeed, if not, there is $n_{0}$ such that [ $\left.g_{m}\right]$ and $\left[g_{n}\right.$ ] commute for any $m, n \geq n_{0}$. Then a subgroup $G^{\prime}$ of $G$ generated by $\left\{\left[g_{n}\right]\right\}_{n \geq n_{0}}$ is abelian and $G^{\prime}$ is not discrete. By assumption, $G^{\prime}$ is finitely generated. However, this contradicts Theorem 2.3.

Fix some $n_{0} \geq 1$. We choose $m_{1}, n_{1} \geq n_{0}$ such that $\left[h_{1}\right]:=\left[\left[g_{m_{1}}\right],\left[g_{n_{1}}\right]\right]$ is not the identity [id]. Then we choose $m_{2}, n_{2} \geq \max \left\{m_{1}, n_{1}\right\}$ such that $\left[h_{2}\right]:=\left[\left[g_{m_{2}}\right],\left[g_{n_{2}}\right]\right]$ is not the identity. Inductively, for each $i \geq 1$, we choose $m_{i}, n_{i} \geq \max \left\{m_{i-1}, n_{i-1}\right\}$ such that $\left[h_{i}\right]:=\left[\left[g_{m_{i}}\right],\left[g_{n_{i}}\right]\right]$ is not the identity. Then every $\left[h_{i}\right]$ belongs to the commutator subgroup $[G, G]$ of $G$ and $\left[h_{i}\right]$ converges to [id] as $i \rightarrow \infty$. This implies that $[G, G]$ is not discrete.

## 3. Restraint of mapping class groups

In this section, we will prove Theorem 2.3. The proof uses a certain property of mapping class groups, not necessarily satisfied for abstract groups in general. We first explain this situation by the following example.

Example. Let $\mathfrak{S}_{\infty}$ be the infinite symmetric group acting on a countable set $X=$ $\{1,2, \ldots\}$ as permutations. We consider an element $g=(1)(23)(456) \cdots$ of $\mathfrak{S}_{\infty}$ which gives a cyclic permutation on mutually disjoint subsets of $n$ points in $X$ where $n$ runs over all positive integers. Then we see that $g^{n!}$ converges to id in the compact-open topology with respect to the discrete topology on $X$. In particular, the cyclic subgroup $\langle g\rangle$ is not discrete.

Let $X=\left\{c_{i}\right\}_{i=1}^{\infty}$ be the family of (free homotopy classes of) all simple closed geodesics on a Riemann surface $R$. The quasiconformal mapping class group $\operatorname{MCG}(R)$ acts faithfully on the countable set $X$ by the correspondence of the free homotopy class $g(c)$ to $[g] \cdot c$ for any $[g] \in \operatorname{MCG}(R)$ and for any $c \in X$. In this way, we can represent $\operatorname{MCG}(R)$ as a subgroup of $\mathfrak{S}_{\infty}$. As the above example shows, an arbitrary subgroup of $\mathfrak{S}_{\infty}$ cannot have the required property which we want to prove in Theorem 2.3. The nature in which $\operatorname{MCG}(R) \subset \mathfrak{S}_{\infty}$ originates from $R$ gives a certain restriction on the action of $\operatorname{MCG}(R)$ and we must use this constraint in order to prove our theorem. The following lemma can be regarded as one of such properties of $\operatorname{MCG}(R)$.
Lemma 3.1. For every element $[g] \in \operatorname{MCG}(R)$ of infinite order, there exists either a compact subsurface $V$ in $R$ or a compact subset $V^{\prime}$ in an arbitrarily given compact exhaustion of the ideal boundary at infinity $\partial R$ such that either the restriction $\left.g^{n}\right|_{V}$ is homotopic to $\left.\mathrm{id}\right|_{V}$ on $R$ or the extension $\bar{g}^{n}$ is the identity on $V^{\prime}$ for no positive integer $n \in \mathbb{N}$.
Proof. Suppose to the contrary that there is no such compact subsurface $V$ in $R$ nor compact subset $V^{\prime}$ in the compact exhaustion of $\partial R$. Then, for any compact subsurface $V_{1} \subset R$, there is $n_{1} \in \mathbb{N}$ such that $\left.g^{n_{1}}\right|_{V_{1}}$ is homotopic to id $\left.\right|_{V_{1}}$ on $R$. Also, for any compact subset $V_{1}^{\prime}$ in the compact exhaustion of $\partial R$, there is $n_{1}^{\prime} \in \mathbb{N}$ such that $\bar{g}^{n_{1}^{\prime}}$ is the identity on $V^{\prime}$. Set $h=g^{n_{1} n_{1}^{\prime}}$. Since $h$ is not homotopic to the identity on $R$ relative to $\partial R$, there is either some compact subsurface $V_{2} \subset R$ including $V_{1}$ such that $\left.h\right|_{V_{2}}$ is not homotopic to $\left.\mathrm{id}\right|_{V_{2}}$ on $R$ or some compact subset $V_{2}^{\prime}$ in the compact exhaustion of $\partial R$ including $V_{1}^{\prime}$ such that $\bar{h}$ is not the identity on $V_{2}^{\prime}$. We assume that the first case occurs. The argument for the second case is similar.

For that compact subsurface $V_{2}$, there is $n_{2} \in \mathbb{N}$ such that $\left.g^{n_{2}}\right|_{V_{2}}$ is homotopic to $\left.\mathrm{id}\right|_{V_{2}}$ on $R$. We may assume that $n_{2}$ is a proper multiple of $n_{1} n_{1}^{\prime}$, that is, $n_{2}=k n_{1} n_{1}^{\prime}$ for some integer $k>1$. Then $\left.\left.h\right|_{V_{1}} \sim \mathrm{id}\right|_{V_{1}},\left.\left.h\right|_{V_{2}} \nsim \mathrm{id}\right|_{V_{2}}$ and $\left.\left.h^{k}\right|_{V_{2}} \sim \mathrm{id}\right|_{V_{2}}$, where $\sim$ means that they are homotopic to each other on $R$. However, this is impossible, as we see in the following. Represent the Riemann surface $R$ by a Fuchsian group $F$ acting on the unit disk $\mathbb{D}$ and take a subgroup $F_{1}$ of $F$ corresponding to the subsurface $V_{1}$. Choose a quasisymmetric automorphism $\tilde{h}$ of $\partial \mathbb{D}$ corresponding to $h$ so that $\tilde{h}$ is the identity on the limit set $\Lambda\left(F_{1}\right) \subset \partial \mathbb{D}$ of $F_{1}$. Also, take a subgroup $F_{2}$ of $F$ corresponding to the subsurface $V_{2}$ which contains $F_{1}$.

Then the quasisymmetric automorphism $\tilde{h}$ is not the identity on the limit set $\Lambda\left(F_{2}\right)$ containing $\Lambda\left(F_{1}\right)$. This implies that there is a point $x \in \Lambda\left(F_{2}\right)-\Lambda\left(F_{1}\right)$ that is moved by $\tilde{h}$. Since the movement of $x$ is towards one direction in some interval contained in $\partial \mathbb{D}-\Lambda\left(F_{1}\right)$, it cannot return to the original place under the iteration of $\tilde{h}$. Thus $\tilde{h}^{k}(x) \neq x$, which violates the condition that $\left.\left.h^{k}\right|_{V_{2}} \sim \mathrm{id}\right|_{V_{2}}$.

Although the following fact is not special for mapping class groups, the property of discreteness is shared with a subgroup of finite index as in usual arguments. We also use this fact in the proof of Theorem 2.3.
Proposition 3.2. Let $G^{\prime}$ be a subgroup of $G \subset \operatorname{MCG}(R)$ of finite index. If $G^{\prime}$ is discrete, then so is $G$.
Proof. If $G$ is not discrete, there is a sequence of distinct elements [ $g_{n}$ ] of $G$ that converges to [id]. Since the index of $G^{\prime}$ in $G$ is finite, we may assume that the [ $g_{n}$ ] are all in the same coset, say, $G^{\prime}[h]$ for some $[h] \in G$. Then $\left[g_{n}^{\prime}\right]=\left[g_{n}\right] \cdot[h]^{-1}$ belong to $G^{\prime}$ and converge to $[h]^{-1}$. This contradicts the assumption that $G^{\prime}$ is discrete.

Now we are ready to prove our fundamental result.
Proof of Theorem 2.3. By Proposition 3.2, we may assume that $G$ is isomorphic to a free abelian group $\mathbb{Z}^{m}$ of rank $m \geq 1$. We will prove the statement of the theorem by induction with respect to $m$. First, we show that the statement is valid when $m=1$. Assume that $G \cong \mathbb{Z}$ is not discrete, that is, there is a sequence of elements in $G$ converging to [id]. When $R$ has the ideal boundary at infinity $\partial R$, some compact exhaustion of $\partial R$ is associated to this converging sequence. For a generator $[g] \in \operatorname{MCG}(R)$ of $G$, Lemma 3.1 gives either a compact subsurface $V$ of $R$ or a compact subset $V^{\prime}$ in the exhaustion of $\partial R$ as in its statement. However, since $G$ is not discrete, there is some $n \in \mathbb{N}$ such that $\left.g^{n}\right|_{V}$ is homotopic to id $\left.\right|_{V}$ on $R$ and the extension $\bar{g}^{n}$ of $g^{n}$ to $\partial R$ is the identity on $V^{\prime}$. This contradicts the choice of $V$ and $V^{\prime}$.

We assume that the statement is true for any subgroup of $\operatorname{MCG}(R)$ isomorphic to $\mathbb{Z}^{j}$ for every integer $j$ with $1 \leq j \leq m-1$. Let $G$ be a subgroup of $\operatorname{MCG}(R)$ isomorphic to $\mathbb{Z}^{m}$; we prove that $G$ is discrete. Suppose to the contrary that $G$ is not discrete. Then we have a sequence $\left[g_{n}\right] \in G$ converging to [id] as well as a compact exhaustion of $\partial R$ associated with this sequence. We will choose a subsequence of $\left[g_{n}\right]$ so that any $m$ elements in the subsequence generates a subgroup isomorphic to $\mathbb{Z}^{m}$. To this end, first observe that all the elements $\left[g_{n}\right]$ in the convergent sequence cannot be contained in a finite union of subgroups of $G$ that are isomorphic to $\mathbb{Z}^{j}$ with $1 \leq j \leq m-1$, by the induction assumption. Then choose a subsequence $\left[g_{n(i)}\right]$ in the following way. The first $m-1$ entries $\left[g_{n(1)}\right], \ldots,\left[g_{n(m-1)}\right]$ are chosen so that they are linearly independent over $\mathbb{Z}$. Suppose that we have already chosen $l$ entries $G_{l}=\left\{\left[g_{n(1)}\right], \ldots,\left[g_{n(l)}\right]\right\}$ for $l \geq m-1$.

Then take the $(l+1)$-st entry $\left[g_{n(l+1)}\right]$ so that any $m-1$ elements of $G_{l}$ together with $\left[g_{n(l+1)}\right]$ are linearly independent over $\mathbb{Z}$, in other words, $\left[g_{n(l+1)}\right]$ belongs to no maximal proper subgroup ( $\cong \mathbb{Z}^{m-1}$ ) of $G$ containing $m-1$ elements of $G_{l}$. The reason why we can choose such $\left[g_{n(l+1)}\right]$ is that, if not, all $\left[g_{n}\right]$ must be contained in the union of the finite number of subgroups of $G$ determined by any $m-1$ elements of $G_{l}$. By this construction, it is clear that any $m$ elements in the subsequence $\left[g_{n(i)}\right]$ generate a subgroup isomorphic to $\mathbb{Z}^{m}$.

Fix an arbitrary nontrivial element $\left[g_{0}\right] \in G$. By Lemma 3.1, we take either a compact subsurface $V$ of $R$ such that $\left.\left.g_{0}^{n}\right|_{V} \nsim \mathrm{id}\right|_{V}$ or a compact subset $V^{\prime}$ in the exhaustion of $\partial R$ such that $\left.\bar{g}_{0}^{n}\right|_{V^{\prime}} \neq\left.\mathrm{id}\right|_{V^{\prime}}$ for all $n \in \mathbb{N}$. We only consider the first case. The second case is similar. Since we are assuming that $\left[g_{n(i)}\right]$ converges to [id], there is some $i_{0}$ such that $\left.\left.g_{n(i)}\right|_{V} \sim \mathrm{id}\right|_{V}$ for every $i \geq i_{0}$. Take $m$ arbitrary elements $\left[g_{n(i)}\right]$ with $i \geq i_{0}$ and rename them as $\left[g_{i}\right](i=1, \ldots, m)$. Since they generate a subgroup of $G$ isomorphic to $\mathbb{Z}^{m}$, a linear combination of [ $g_{i}$ ] $(i=$ $1, \ldots, m)$ over $\mathbb{Z}$ yields some multiple of any element of $G$. This implies that $\left[g_{0}\right]^{n}$ for some $n \in \mathbb{N}$ is represented by $\left[g_{1}\right]^{k_{1}} \cdots\left[g_{m}\right]^{k_{m}}$ for some $k_{i} \in \mathbb{Z}$. However, this forces $\left.\left.g_{0}^{n}\right|_{V} \sim \mathrm{id}\right|_{V}$, which contradicts the choice of $V$.

## 4. Discontinuity of the action on the Teichmüller space

We apply our theorem to the action of mapping class subgroups on Teichmüller spaces. For a Riemann surface $R$, the Teichmüller space $T(R)$ is defined to be the set of all equivalence classes [ $f$ ] of quasiconformal homeomorphisms $f$ of $R$. Here we say that two quasiconformal homeomorphisms $f_{1}$ and $f_{2}$ of $R$ are equivalent if there exists a conformal homeomorphism $h: f_{1}(R) \rightarrow f_{2}(R)$ such that $f_{2}^{-1} \circ h \circ f_{1}$ is homotopic to the identity on $R$, where the homotopy is considered to be relative to the ideal boundary at infinity $\partial R$. The Teichmüller distance between two points $\left[f_{1}\right]$ and $\left[f_{2}\right]$ in $T(R)$ is defined by $d_{T}\left(\left[f_{1}\right],\left[f_{2}\right]\right)=$ $(1 / 2) \log K(f)$, where $f$ is an extremal quasiconformal homeomorphism in the sense that its maximal dilatation $K(f)$ is minimal in the homotopy class of $f_{2} \circ f_{1}^{-1}$. Then $d_{T}$ is a complete distance on $T(R)$. The Teichmüller space $T(R)$ can be embedded in the complex Banach space of all bounded holomorphic quadratic differentials on $R^{\prime}$, where $R^{\prime}$ is the complex conjugate of $R$. In this way, $T(R)$ is endowed with a complex structure. Consult [Lehto 1987; Nag 1988; Gardiner and Lakic 2000] for the theory of Teichmüller spaces.

Each element $[g] \in \operatorname{MCG}(R)$ acts on $T(R)$ from the left as $[g] \cdot[f]=\left[f \circ g^{-1}\right]$ for $[f] \in T(R)$. It is evident from the definition that $\operatorname{MCG}(R)$ acts on $T(R)$ isometrically with respect to the Teichmüller distance. It also acts biholomorphically on $T(R)$. Except for few cases where the dimension of $T(R)$ is lower, the action
of $\operatorname{MCG}(R)$ on $T(R)$ is faithful. Then $\operatorname{MCG}(R)$ can be represented in the group of all isometric biholomorphic automorphisms of $T(R)$.

We say that a subgroup $G \subset \mathrm{MCG}(R)$ acts at $p=[f] \in T(R)$ discontinuously if there exists a neighborhood $U$ of $p$ such that the number of the elements $[g] \in G$ satisfying $[g](U) \cap U \neq \varnothing$ is finite. We denote the orbit of $p$ under $G$ by $G(p)$ and the stabilizer subgroup of $G$ at $p$ by $\operatorname{Stab}_{G}(p)$. Then $G$ acts discontinuously at $p$ if and only if $G(p)$ is a discrete set and $\operatorname{Stab}_{G}(p)$ is a finite group. If $G$ acts discontinuously at every point $p$ in $T(R)$, then we say that $G$ acts discontinuously on $T(R)$. When $R$ is analytically finite, $\operatorname{MCG}(R)$ itself acts discontinuously on $T(R)$. However, for a Riemann surface in general, this is not always true. See [Fujikawa 2004] regarding the discontinuity of the action of mapping class groups on Teichmüller spaces.

We consider mapping class subgroups by imposing a stationary property on them in the following sense.

Definition. We call a subgroup $G$ of $\operatorname{MCG}(R)$ stationary if there exists a compact subsurface $V$ of $R$ such that every representative $g$ of every mapping class $[g] \in G$ satisfies $g(V) \cap V \neq \varnothing$.

The stationary property puts a certain normalization on a family of quasiconformal automorphisms of $R$. Under this condition, the discreteness of $G$ in the compact-open topology affects the behavior of its orbit on the Teichmüller space.
Lemma 4.1. Let $G$ be a stationary subgroup of $\operatorname{MCG}(R)$ for a Riemann surface $R$ with $\partial R=\varnothing$. If $G$ is discrete then the orbit $G(p)$ for any $p \in T(R)$ diverges to the infinity of $T(R)$, and in particular, $G$ acts discontinuously on $T(R)$.
Proof. Compactness of a family of normalized quasiconformal homeomorphisms with uniformly bounded dilatations yields that if there is a sequence $\left[g_{n}\right]$ in a stationary subgroup $G$ of $\operatorname{MCG}(R)$ such that $\left[g_{n}\right](p)$ is bounded in $T(R)$, then a subsequence of some representatives $g_{n} \in\left[g_{n}\right]$ converges to some quasiconformal automorphism of $R$ locally uniformly. However, if $G$ is discrete in the compactopen topology, then there is no such sequence. This implies that $\left[g_{n}\right](p)$ is bounded in $T(R)$ for no sequence $\left[g_{n}\right] \in G$, that is, the orbit $G(p)$ diverges to the infinity of $T(R)$.

Combining Theorem 2.4 and Lemma 4.1 immediately yields the following.
Corollary 4.2. Let $G$ be a stationary subgroup of $\operatorname{MCG}(R)$ for a Riemann surface $R$ with $\partial R=\varnothing$. If $G$ is polycyclic, then $G$ acts discontinuously on $T(R)$.

We expect that this corollary is valid for every finitely generated stationary subgroup $G$ of $\operatorname{MCG}(R)$.
Conjecture. If a finitely generated subgroup $G \subset \operatorname{MCG}(R)$ is stationary, then $G$ is discrete.

If $R$ is analytically finite, then $\operatorname{MCG}(R)$ is finitely generated and stationary. In this case, $\operatorname{MCG}(R)$ is discrete and acts on $T(R)$ discontinuously. The above conjecture can be regarded as a generalization of this property for mapping class groups of analytically finite Riemann surfaces.

There is an example of an infinitely generated (countable) stationary subgroup $G$ such that $G$ does not act discontinuously on $T(R)$. This is obtained similarly to Example (1) in Section 2 but we must further assume that the lengths of the simple closed geodesics $c_{n}$ in the example tend to zero as $n \rightarrow \infty$.

Remark. If we assume a bounded geometry condition on the hyperbolic metric on $R$, then we do not have to impose any algebraic condition on a stationary subgroup $G$ for the discontinuity of its action on $T(R)$. This result was proved in [Fujikawa 2004; Fujikawa et al. 2004]. See also these papers for the definition of the bounded geometry condition, to which we add $\partial R=\varnothing$.

## 5. Discreteness of the orbit on a fiber over the asymptotic Teichmüller space

In this section, we impose a certain analytic condition on a subgroup of the quasiconformal mapping class group and show the discreteness of its orbit in the Teichmüller space. Our condition also generalizes certain properties of the mapping class group of an analytically finite Riemann surface.

A quasiconformal homeomorphism $f$ of a Riemann surface $R$ is called asymptotically conformal if, for every $\varepsilon>0$, there exists a compact subsurface $V$ of $R$ such that the maximal dilatation of $f$ restricted to $R-V$ is less than $1+\varepsilon$. The asymptotic Teichmüller space $A T(R)$ of $R$ is defined by replacing the words "conformal automorphisms" with "asymptotically conformal automorphisms" in the definition of the Teichmüller space $T(R)$. Since a conformal automorphism is asymptotically conformal, there is a projection $\alpha: T(R) \rightarrow A T(R)$. We denote the fiber of $\alpha$ containing $p \in T(R)$ by $T_{p}$, that is, $T_{p}=\alpha^{-1}(\alpha(p))$. Consult [Earle et al. 2000; 2002; 2004; Gardiner and Lakic 2000] for the theory of asymptotic Teichmüller spaces.

The quasiconformal mapping class group $\operatorname{MCG}(R)$ acts on $T(R)$ preserving the fiber structure of $\alpha$. Hence it acts on $A T(R)$. We define $\operatorname{MCG}_{p}(R)$ to be the subgroup of $\operatorname{MCG}(R)$ consisting of all elements keeping the fiber $T_{p}$ invariant. Every element of $\mathrm{MCG}_{p}(R)$ can be realized as an asymptotically conformal automorphism of the Riemann surface $R_{p}$ corresponding to $p$. We say that a subgroup $G$ of $\operatorname{MCG}(R)$ is asymptotically conformal if $G$ is a subgroup of $\mathrm{MCG}_{p}(R)$ for some $p \in T(R)$. When $R$ is analytically finite, $A T(R)$ consists of a single point and $\operatorname{MCG}_{p}(R)$ coincides with the full $\operatorname{MCG}(R)$ for every $p \in T(R)$.

We will show the following theorem concerning the discreteness of the orbit of an asymptotically conformal subgroup.

Theorem 5.1. For a Riemann surface $R$ with $\partial R=\varnothing$, if an asymptotically conformal subgroup $G$ of $\mathrm{MCG}_{p}(R)$ is polycyclic, then the orbit $G(p)$ is a discrete set in $T(R)$.

We first prove this theorem in the case that $G$ is a finitely generated abelian group. Before the proof, we give the definition of an escaping sequence of mapping classes. A sequence $\left\{\left[g_{n}\right]\right\}_{n=1}^{\infty}$ of mapping classes in $\operatorname{MCG}(R)$ is stationary if there exists a compact subsurface $V$ of $R$ such that every representative $g_{n}$ of each mapping class $\left[g_{n}\right]$ satisfies $g_{n}(V) \cap V \neq \varnothing$. If a subgroup $G$ of $\operatorname{MCG}(R)$ is stationary in the previous sense, then every sequence in $G$ is stationary in this sense. On the contrary, a sequence $\left\{\left[g_{n}\right]\right\}_{n=1}^{\infty}$ is called escaping if, for every compact subsurface $V$ of $R$, there exists some representative $g_{n}$ of each mapping class [ $g_{n}$ ] such that $\left\{g_{n}(V)\right\}$ diverges to the infinity of $R$ (that is, escapes from every compact subset of $R$ ) as $n \rightarrow \infty$. Remark that a sequence $\left\{\left[g_{n}\right]\right\} \subset \operatorname{MCG}(R)$ can be neither stationary nor escaping, but we can always choose a subsequence either stationary or escaping.

The following lemma is crucial for considering an escaping sequence in an asymptotically conformal mapping class group. The proof has been given in [Matsuzaki 2007; 2010, Theorem 5.6].

Lemma 5.2. Assume that the fundamental group $\pi_{1}(R)$ of $R$ is noncyclic. Let $G$ be an abelian subgroup of $\operatorname{MCG}_{p}(R)$ having an escaping sequence $\left[g_{n}\right]$ such that $\left[g_{n}\right](p) \rightarrow p$ as $n \rightarrow \infty$. Then $[g](p)=p$ for every $[g] \in G$.

Then the following inductive step gives the full statement of Theorem 5.1 as we have done in Section 2.
Lemma 5.3. Assume that $\partial R=\varnothing$ and every subgroup of $G \subset \operatorname{MCG}_{p}(R)$ is finitely generated. If the orbit $G(p)$ is not a discrete set, then neither is the orbit $G_{1}(p)$ of the commutator subgroup $G_{1}=[G, G]$.
Proof of Theorem 5.1. Let $G$ be a finitely generated abelian subgroup of $\mathrm{MCG}_{p}(R)$. If $G$ is stationary, then Corollary 4.2 gives that $G$ acts discontinuously on $T(R)$, and in particular, the orbit $G(p)$ is a discrete set in $T(R)$. This is also true for a stationary sequence in $G$. If $G$ contains an escaping sequence $\left\{\left[g_{n}\right]\right\}$ such that $\left[g_{n}\right](p) \rightarrow p$ as $n \rightarrow \infty$, then Lemma 5.2 implies that $G(p)=\{p\}$ is a discrete set. Hence, if $G$ is a finitely generated abelian subgroup, then the statement of the theorem is valid. For the general case that $G$ is polycyclic, we apply Lemma 5.3 to obtain the statement.

Proof of Lemma 5.3. If $G(p)$ is not a discrete set, then we find a sequence $\left\{\left[g_{n}\right]\right\}_{n=1}^{\infty} \subset G$ such that $\left[g_{n}\right](p) \neq p$ converges to $p$ as $n \rightarrow \infty$. Then we can apply the same arguments as in the proof of Lemma 2.5. Namely, for every $n_{0} \geq 1$, there exist $m, n \geq n_{0}$ such that $\left[g_{m}\right]$ and $\left[g_{n}\right]$ do not commute. Indeed, if not,
there is $n_{0}$ such that [ $g_{m}$ ] and [ $g_{n}$ ] commute for any $m, n \geq n_{0}$. Then the finitely generated subgroup $G^{\prime}$ of $G$ generated by $\left\{\left[g_{n}\right]\right\}_{n \geq n_{0}}$ is abelian and $G^{\prime}(p)$ is not a discrete set. However, this contradicts Theorem 5.1 in the finitely generated abelian case. Note that this case has been proved without Lemma 5.3.

Fix some $n_{0} \geq 1$. Choose $m_{1}, n_{1} \geq n_{0}$ such that $\left[h_{1}\right]:=\left[\left[g_{m_{1}}\right],\left[g_{n_{1}}\right]\right] \neq[\mathrm{id}]$. Then choose $m_{2}, n_{2} \geq \max \left\{m_{1}, n_{1}\right\}$ such that $\left[h_{2}\right]:=\left[\left[g_{m_{2}}\right],\left[g_{n_{2}}\right]\right] \neq[\mathrm{id}]$. Using induction, for each $i \geq 1$, choose $m_{i}, n_{i} \geq \max \left\{m_{i-1}, n_{i-1}\right\}$ such that $\left[h_{i}\right]:=$ $\left[\left[g_{m_{i}}\right],\left[g_{n_{i}}\right]\right] \neq[\mathrm{id}]$. Then every $\left[h_{i}\right]$ belongs to the commutator subgroup $[G, G]$ of $G$. Note that all $\left[h_{i}\right]$ are not necessarily distinct. We see that $\left[h_{i}\right](p) \rightarrow p$ as $i \rightarrow \infty$. Indeed,

$$
d\left(\left[h_{i}\right](p), p\right) \leq 2 d\left(\left[g_{m_{i}}\right](p), p\right)+2 d\left(\left[g_{n_{i}}\right](p), p\right) \rightarrow 0
$$

as $i \rightarrow \infty$. If $\left[h_{i}\right](p) \neq p$ for infinitely many $i$, then we are done by passing to a subsequence. Hence we have only to consider the case that all but finitely many [ $\left.h_{i}\right] \neq[\mathrm{id}]$ belong to the stabilizer subgroup $H=\operatorname{Stab}_{G}(p)$ of $G$ for $p$, and in particular the case that $H$ is not trivial.

We may assume that $p$ is the base point of the Teichmüller space $T(R)$. Then there is a conformal automorphism group of $R$ identified with $H$. Let $\operatorname{Fix}(H)$ be the fixed point locus of $H$ in $T(R)$, which can be identified with the Teichmüller space $T(R / H)$ of the orbifold $R / H$. If $\left[g_{n}\right](p)$ does not lie in $\operatorname{Fix}(H)$, then there is some $\left[e_{n}\right] \in H$ such that $\left[e_{n}\right]\left[g_{n}\right](p) \neq\left[g_{n}\right](p)$. Set $\left[h_{n}\right]=\left[e_{n}\right]^{-1}\left[g_{n}\right]^{-1}\left[e_{n}\right]\left[g_{n}\right]$ for such $n$, which belongs to $[G, G]$ and satisfies $\left[h_{n}\right](p) \neq p$. If there are infinitely many such $n$, we have $\left[h_{n}\right](p) \rightarrow p$, which is the desired consequence. Hence we have only to consider the case that $\left[g_{n}\right](p)$ lies in $\operatorname{Fix}(H)$ for all but finitely many $n$.

The condition $\left[g_{n}\right](p) \in \operatorname{Fix}(H)$ is equivalent to $\left[g_{n}\right]^{-1}[e]\left[g_{n}\right] \in H$ for every $[e] \in H$. This is satisfied if and only if the mapping class $\left[g_{n}\right] \in \operatorname{MCG}(R)$ descends to a mapping class $\left[\hat{g}_{n}\right]$ of $R / H$. Consider the subgroup of the mapping class group $\operatorname{MCG}(R / H)$ generated by all $\left\{\left[\hat{g}_{n}\right]\right\}_{n=1}^{\infty}$. Here $\left[\hat{g}_{n}\right]$ belongs to $\operatorname{MCG}_{p}(R / H)$ for $p \in T(R / H)=\operatorname{Fix}(H)$. In the case where $H$ is a finite group, this is easily seen. In the case where $H$ is an infinite group, the present situation is possible only when [ $g_{n}$ ] belongs to $H$. Indeed, this follows from the fact that $T_{p} \cap \operatorname{Fix}(H)=\{p\}$ for the infinite group $H$ [Matsuzaki 2010, Theorem 4.2]. However, since we are dealing with the elements $\left[g_{n}\right] \in G$ satisfying $\left[g_{n}\right](p) \neq p$, this is not the case. Hence, by the same reason as before, we can choose a sequence $\left\{\left[h_{i}\right]\right\}$ in $[G, G]$ such that $\left[h_{i}\right](p) \rightarrow p$ as $i \rightarrow \infty$ and in addition that none of $\left[h_{i}\right]$ belongs to $H=\operatorname{Stab}_{G}(p)$. This implies $\left[h_{i}\right](p) \neq p$ converges to $p$ as $i \rightarrow \infty$, which completes the proof.

In the remark of the previous section, we mentioned that when $R$ satisfies the bounded geometry condition, we do not have to impose any algebraic condition
on $G$. In particular, $G$ is not necessarily finitely generated. The corresponding statement for the discreteness of the orbit of an asymptotically conformal mapping class subgroup will be the following.
Proposition 5.4. Assume that a Riemann surface $R$ satisfies the bounded geometry condition. If a subgroup $G$ of $\mathrm{MCG}_{p}(R)$ is solvable, then the orbit $G(p)$ is a discrete set in $T(R)$.

However, if $G \subset \operatorname{MCG}_{p}(R)$ is an infinitely generated (countable) group, for instance, then the orbit is not necessarily a discrete set. Our question asks for some algebraic conditions upon $G$ that guarantee this discreteness.
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# ON ZERO-DIVISOR GRAPHS OF BOOLEAN RINGS 

Ali Mohammadian


#### Abstract

The zero-divisor graph of a ring $R$ is the graph whose vertices consist of the nonzero zero-divisors of $\boldsymbol{R}$ in which two distinct vertices $a$ and $b$ are adjacent if and only if either $a b=0$ or $b a=0$. In this paper, we investigate some properties of zero-divisor graphs of Boolean rings. Among other results, we prove that for any two rings $R$ and $S$ with $\Gamma(R) \simeq \Gamma(S)$, if $R$ is Boolean and $|R|>4$, then $R \simeq S$.


## 1. Introduction

Throughout the paper, $R$ denotes a ring, not necessarily with identity, and $\mathcal{D}(R)$ denotes the set of all zero-divisors of $R$. If $X$ is either an element or a subset of $R$, then the left annihilator of $X$ is $\operatorname{Ann}_{\ell}(X)=\{a \in R \mid a X=0\}$ and the right annihilator of $X$, denoted by $\operatorname{Ann}_{r}(X)$, is similarly defined. For any subset $Y$ of $R$, we let $Y^{*}=Y \backslash\{0\}$. The zero-divisor graph of $R$, denoted by $\Gamma(R)$, is a graph with the vertex set $\mathcal{D}(R)^{*}$ such that two vertices $x$ and $y$ are joined by an undirected edge if and only if $x \neq y$ and either $x y=0$ or $y x=0$. Notice that a ring $R$ is a domain if and only if $\Gamma(R)$ is the null graph. For a commutative ring $R$ with identity, the definition of a zero-divisor graph of $R$ that was first introduced in [Beck 1988] coincides with the above definition of $\Gamma(R)$. The zero-divisor graph concept for noncommutative rings was first defined in [Redmond 2002]. The zero-divisor graphs offer a graphical representation of rings so that we may discover some new algebraic properties of rings that are hidden from the viewpoint of classical ring theorists. For an instance, using the notion of a zero-divisor graph, it has been proven in [Redmond 2004] that for any finite ring $R, \sum_{x \in R}\left|\operatorname{Ann}_{\ell}(x) \backslash \operatorname{Ann}_{r}(x)\right|$ is even. A simple proof of this result is given in [Akbari and Mohammadian 2007].

Let us recall some definitions regarding graph theory and ring theory. For a vertex $v$ of a graph $G, \mathcal{N}(v)$ denotes the set of all vertices of $G$ adjacent to $v$, and the degree of $v$ is defined by $|\mathcal{N}(v)|$. A graph $G$ is called a star if $G$ contains at least two vertices and there exists a vertex that is joined to all other vertices

[^4]and $G$ has no other edges. A path $\mathcal{P}$ in a graph $G$ is a sequence of distinct vertices $v_{1}, v_{2}, \ldots, v_{k+1}$ in which every two consecutive vertices are adjacent. The number $k$ is called the length of $\mathcal{P}$. For two vertices $u$ and $v$ in a graph $G$, the distance between $u$ and $v$, denoted by $d(u, v)$, is the length of the shortest path between $u$ and $v$, if such a path exists; otherwise, we define $d(u, v)=\infty$. The diameter of a graph $G$ is defined by $\operatorname{diam} G=\sup \{d(u, v) \mid u$ and $v$ are distinct vertices of $G\}$. In [Redmond 2002] it was shown that for any $\operatorname{ring} R$, $\operatorname{diam} \Gamma(R) \leqslant 3$. Furthermore, two graphs $G_{1}$ and $G_{2}$ are said to be isomorphic if there is a bijective map $\varphi$ between the vertex set of $G_{1}$ and the vertex set of $G_{2}$ such that the adjacency relation is preserved. Finally, we recall that a ring is called reduced if it has no nonzero nilpotent elements. A ring whose elements are all idempotent is called Boolean. We denote by $\mathbb{Z}_{n}$ the ring of integers modulo $n$ and by $\mathbb{F}_{q}$ the field with $q$ elements.

In this article we study the zero-divisor graphs of Boolean rings. We show that for any reduced ring $R$ that is not a domain, $\Gamma(R)$ is isomorphic to the zero-divisor graph of a nonreduced ring, provided that $\Gamma(R)$ is a star. As a consequence, we prove that Boolean rings with more than four elements are determined by their zero-divisor graphs.

## 2. The results

In [Akbari and Mohammadian 2006, Theorem 17], it is proven that for any finite ring $R$ that is not a field, if $\Gamma(R)$ is isomorphic to the zero-divisor graph of a reduced ring $S$, then $R \simeq S$, unless $S \simeq \mathbb{Z}_{2} \times \mathbb{F}_{q}$, where either $q=2$ or $(q+1) / 2$ is a prime power. Since for any finite field $F, \Gamma\left(\mathbb{Z}_{2} \times F\right)$ is a star, the following theorem presents an analogue of this result for the general case.
Remark 1. Let $\left\{\mathcal{A}_{i}\right\}_{i \in I}$ and $\left\{\mathcal{B}_{j}\right\}_{j \in J}$ be two families of commutative domains with identity, where $|I| \geqslant 2$. In [Anderson et al. 2003, Theorem 2.1], it is shown that $\Gamma\left(\prod_{i \in I} \mathcal{A}_{i}\right) \simeq \Gamma\left(\prod_{j \in J} \mathcal{B}_{j}\right)$ if and only if there is a bijective map $\pi: I \rightarrow J$ such that $\left|\mathcal{A}_{i}\right|=\left|\mathcal{B}_{\pi(i)}\right|$ for all $i \in I$. Hence there are many examples of nonisomorphic pairs of infinite reduced commutative rings whose zero-divisor graphs are isomorphic.

Theorem 2. Let $S$ be a reduced ring such that $S$ is not a domain and $\Gamma(S)$ is not a star. If $R$ is a ring such that $\Gamma(R) \simeq \Gamma(S)$, then $R$ is also a reduced ring.
Proof. We recall a well-known fact about reduced rings: for all elements $x$ and $y$ of a reduced ring $T, x y=0$ if and only if $y x=0$. For this, note that if $x y=0$ for some elements $x, y \in T$, then $(y x)^{2}=0$ and since $T$ is reduced, we find that $y x=0$. This fact implies that if two vertices $u$ and $v$ of $\Gamma(S)$ are adjacent, then $u v=v u=0$. We use this property frequently in what follows. We also state two properties of $\Gamma(S)$ :
(i) For every two adjacent vertices $u$ and $v$ of $\Gamma(S)$ with at least one common neighbor, $u+v$ is a vertex of $\Gamma(S)$ and $\mathcal{N}(u+v)=\mathcal{N}(u) \cap \mathcal{N}(v)$. For this, note that if $x \in \mathcal{N}(u) \cap \mathcal{N}(v)$, then $x u=x v=0$, and hence $x(u+v)=0$. Also, $u+v \neq 0$ since $u v=0$ and $S$ is reduced. Therefore, $x \in \mathcal{N}(u+v)$. Conversely, if $x \in \mathcal{N}(u+v)$, then $(x u) u=x(u+v) u=0$ and thus $u(x u)=0$. Therefore $(x u)^{2}=0$ and so $x u=0$. This means that $x \in \mathcal{N}(u)$ and with a similar argument, we find that $x \in \mathcal{N}(v)$, as required.
(ii) For every three mutually adjacent vertices $u, v$ and $w$ of $\Gamma(S)$, we have $\mathcal{N}(u) \nsubseteq$ $\mathcal{N}(v) \cup \mathcal{N}(w)$. Indeed, it easily seen that $v+w \in \mathcal{N}(u) \backslash(\mathcal{N}(v) \cup \mathcal{N}(w))$.

Suppose that $R$ is a ring with $\Gamma(R) \simeq \Gamma(S)$. So properties (i) and (ii) also hold for $\Gamma(R)$. To the contrary, assume that $a^{2}=0$ for some element $a \in R^{*}$.

Since $S$ is reduced, [Akbari and Mohammadian 2006, Corollary 4] yields that $\Gamma(R)$ has at least two vertices. Note that $a$ is not adjacent to all other vertices of $\Gamma(R)$. To prove this, suppose otherwise. Since $\Gamma(R)$ is not a star, there exist two adjacent vertices $x, y \in \mathcal{N}(a)$. So $\mathcal{N}(x) \subseteq \mathcal{N}(a) \cup \mathcal{N}(y)$, which contradicts (ii). Moreover, we have $|\mathcal{N}(a)| \geqslant 2$. For this, suppose otherwise. Since $\Gamma(R)$ is a connected graph [Redmond 2002] with at least two vertices, we may assume that $\mathcal{N}(a)=\{b\}$ for some vertex $b$ of $\Gamma(R)$. From $a+b \in \operatorname{Ann}_{\ell}(a) \cup \operatorname{Ann}_{r}(a)$, we conclude that $a+b=0$. Hence $b=-a$ and therefore $\Gamma(R)$ is a star on two vertices, a contradiction.

We claim that either $R a=\{0, a\}$ or $a R=\{0, a\}$. Suppose that there exist two elements $b \in R a \backslash\{0, a\}$ and $c \in a R \backslash\{0, a\}$. If $b \neq c$, then $a, b$ and $c$ are three mutually adjacent vertices and $\mathcal{N}(a) \subseteq \mathcal{N}(b) \cup \mathcal{N}(c)$, which contradicts (ii). Hence $b=c$. For some vertex $d \in \mathcal{N}(a) \backslash\{b\}$, the vertices $a, b$ and $d$ are mutually adjacent and $\mathcal{N}(a) \subseteq \mathcal{N}(b) \cup \mathcal{N}(d)$, which again contradicts (ii). Since $R a \neq\{0\}$ and $a R \neq\{0\}$, the claim is proved.

We assume that $R a=a R=\{0, a\}$. For any two vertices $x, y \notin \mathcal{N}(a)$, we have $x a=y a=a$. Thus $(x y) a=a$ and so $x y \neq 0$. This means that every edge of $\Gamma(R)$ has at least one endpoint in $\mathcal{N}(a)$. Working towards a contradiction, assume that no two vertices in $\mathcal{N}(a)$ are adjacent. This means that $\Gamma(R)$, and so $\Gamma(S)$ is a bipartite graph, and using [Akbari et al. 2003, Theorem 2.4], $\Gamma(S)$ and thus $\Gamma(R)$ is a complete bipartite graph. Let $r \notin \mathcal{N}(a)$ and $s \in \mathcal{N}(a) \cap \mathcal{N}(r)$. Since $\Gamma(R)$ is a complete bipartite graph and $a+s \in \mathcal{N}(a), r$ is adjacent to $a+s$. Therefore $a=r(a+s) r=0$, a contradiction. Hence there are two adjacent vertices $b, c \in \mathcal{N}(a)$. We now consider the two following cases.

Case I. Suppose that $a$ together with one of the elements $b, c$ are contained in one of the one-sided annihilators of the third element. Without loss of generality, assume that $\{a, c\} \in \operatorname{Ann}_{\ell}(b)$. By (i), there exists a vertex $d$ in $\Gamma(R)$ such that $d \notin\{a, b\}$ and $\mathcal{N}(d)=\mathcal{N}(a) \cap \mathcal{N}(b)$. If $b \neq a+c$, then $a+c \in \mathcal{N}(a) \cap \mathcal{N}(b)$, and
hence $a=d(a+c) d=0$, a contradiction. Thus $b=a+c$, and it follows from $a b=0$ that $a c=0$. Moreover, if $c a \neq 0$, then $a=c a=c b-c^{2}=-c^{2}$, which contradicts $d \in \mathcal{N}(c) \backslash \mathcal{N}(a)$. Therefore $c a=0$ and so $c^{2}=c b-c a=0$. Since $b=a+c$, we find that the product of any two elements of $\{a, b, c\}$ is zero.

Suppose towards a contradiction that there is a vertex $r \in(\mathcal{N}(b) \cap \mathcal{N}(c)) \backslash\{a\}$. We have $\mathrm{rar}=r(b-c) r=0$ and by $R a=a R=\{0, a\}$, we deduce that $r \in \mathcal{N}(a)$. By (i), there exists a vertex $s$ in $\Gamma(R)$ such that $\mathcal{N}(s)=\mathcal{N}(a) \cap \mathcal{N}(r)$. This implies that sas $=s(b-c) s=0$, since $\{b, c\} \subseteq \mathcal{N}(a) \cap \mathcal{N}(r)$. On the other hand, $s \notin \mathcal{N}(a)$ and $R a=a R=\{0, a\}$ yields that $s a s=a$, a contradiction. This establishes that $\mathcal{N}(b) \cap \mathcal{N}(c)=\{a\}$.

For convenience and without loss of generality, assume that $c d=0$. From $\{b, c\} \subseteq \operatorname{Ann}_{r}(c), d \notin \mathcal{N}(a) \cup \mathcal{N}(b)$ and $\mathcal{N}(b) \cap \mathcal{N}(c)=\{a\}$, we have $R c=\{0, c\}$. Therefore $\left[R: \operatorname{Ann}_{\ell}(a) \cap \operatorname{Ann}_{\ell}(c)\right] \leqslant\left[R: \operatorname{Ann}_{\ell}(a)\right]\left[R: \operatorname{Ann}_{\ell}(c)\right]=|R a||R c|=4$. Since $\mathcal{N}(b) \cap \mathcal{N}(c)=\{a\}$ and the product of any two elements of $\{a, b, c\}$ is zero, we find that $\mathrm{Ann}_{\ell}(a) \cap \mathrm{Ann}_{\ell}(c)=\{0, a, b, c\}$. This yields that $|R| \leqslant 16$. Using (i), let $e$ be a vertex of $\Gamma(R)$ in which $\mathcal{N}(e)=\mathcal{N}(a) \cap \mathcal{N}(c)$. It is not hard to see that

$$
R=\{0, a, b, c\} \cup(d+\{0, a, b, c\}) \cup(e+\{0, a, b, c\}) \cup(d+e+\{0, a, b, c\})
$$

Therefore $\operatorname{Ann}_{\ell}(a)=\operatorname{Ann}_{r}(a)=\{0, a, b, c\} \cup(d+e+\{0, a, b, c\})$. Because $e \notin$ $\mathcal{N}(a) \cup \mathcal{N}(c), R a=\{0, a\}$ and $R c=\{0, c\}$, we conclude that $e a=a$ and $e c=c$. Therefore $e b=b$ and by $b \in \mathcal{N}(a) \cap \mathcal{N}(c)$, we obtain that $b e=0$. Furthermore, $e \notin \mathcal{N}(a) \cup \mathcal{N}(c)$ and $\mathcal{N}(b) \cap \mathcal{N}(c)=\{a\}$ yield that $R b=\{0, b\}$. It follows from $d \notin \mathcal{N}(b)$ that $d+e \in \mathrm{Ann}_{\ell}(b)$, and so $\mathcal{N}(a) \subseteq \mathcal{N}(b) \cup \mathcal{N}(c)$, which contradicts (ii).

Case II. When Case I does not occur, by replacing $b$ with $c$ if necessary, we may assume that $a b=b c=c a=0$ and none of $b a, c b$ and $a c$ is zero. We have $\{a, b\} \in \mathrm{Ann}_{\ell}(c b)$, and so, applying the argument in the first paragraph of Case I for $c b$ and $b$ instead of $b$ and $c$, respectively, we obtain in particular that $b a=0$, which is a contradiction.

Next, with no loss of generality, assume that $a R=\{0, a\}$ and there exists an element $g \in R a \backslash\{0, a\}$. Since $a R=\{0, a\},-a=a$ and so $-g=g$. Also, from $g \in R a$ and $a R=\{0, a\}$, we easily obtain that $a g=g a=0$. By (i), there exists a vertex $h$ in $\Gamma(R)$ such that $\mathcal{N}(h)=\mathcal{N}(a) \cap \mathcal{N}(g)$. We claim that $\operatorname{Ann}_{r}(a) \subseteq$ $\operatorname{Ann}_{r}(h) \cup\{0, a, g, a+g\}$. Suppose $x \in \operatorname{Ann}_{r}(a) \backslash\left(\operatorname{Ann}_{r}(h) \cup\{a, g\}\right)$. Since $g \in R a$ and $\mathcal{N}(h)=\mathcal{N}(a) \cap \mathcal{N}(g)$, we conclude that $x \in \operatorname{Ann}_{\ell}(h)$. Moreover, $h \notin \mathcal{N}(a)$ and $a R=\{0, a\}$, so $a h=a$. We have $a+g \in \mathcal{N}(a) \cap \mathcal{N}(g)$ and $(a+g) h=a+g$, and hence $h(a+g)=0$. These equalities yield that $h(a+g+x)=h x \neq 0$ and $(a+g+x) h=a+g \neq 0$. On the other hand, $a(a+g+x)=0$, so it follows from $g \in R a$ and $\mathcal{N}(h)=\mathcal{N}(a) \cap \mathcal{N}(g)$ that $a+g+x=0$. Therefore, $x=a+g$, and the claim is proved. Since $\operatorname{Ann}_{r}(a), \operatorname{Ann}_{r}(h)$ and $\{0, a, g, a+g\}$
are three additive subgroups of $R$ in which $\operatorname{Ann}_{r}(a) \subseteq \operatorname{Ann}_{r}(h) \cup\{0, a, g, a+g\}$ and $a \in \operatorname{Ann}_{r}(a) \backslash \operatorname{Ann}_{r}(h)$, we deduce that $\operatorname{Ann}_{r}(a)=\{0, a, g, a+g\}$. Applying (ii), there exists a vertex $y \in \mathcal{N}(a) \backslash(\mathcal{N}(g) \cup \mathcal{N}(a+g))$. We have $y a=0$ and $a y \neq 0$. By $\left[R: \operatorname{Ann}_{r}(a)\right]=|a R|$, we conclude that $R=\operatorname{Ann}_{r}(a) \cup y+\operatorname{Ann}_{r}(a)$. It follows from $\operatorname{Ann}_{r}(a)=\{0, a, g, a+g\}$ that $R a=\{0\}$, a contradiction. Now the proof is complete.
Example 3. The condition on $\Gamma(S)$ in Theorem 2 is necessary. For examples involving infinite rings, let $\mathscr{S}$ be an arbitrary infinite domain, $\mathscr{R}$ be the polynomial ring in the set of variables $\{\mathrm{x}\} \cup\left\{\mathrm{x}_{\alpha} \mid \alpha \in \mathscr{\mathscr { G }}\right\}$ with coefficients in $\mathbb{Z}_{2}$, and $\mathscr{I}$ be the ideal of $\mathscr{R}$ generated by $\left\{\mathrm{x}^{2}\right\} \cup\left\{\mathrm{xx}_{\alpha}-\mathrm{x} \mid \alpha \in \mathscr{Y}\right\} \cup\left\{\mathrm{x}_{\alpha} \mathrm{x}-\mathrm{x} \mid \alpha \in \mathscr{Y}\right\}$. It is easy to verify that $\Gamma(\mathscr{R} / \mathscr{I})$ is a star on $|\mathscr{Y}|$ vertices and $\mathrm{x}+\mathscr{\mathscr { I }}$ is that vertex which is adjacent to all other vertices of the graph. Therefore $\Gamma(\mathscr{R} / \mathscr{F}) \simeq \Gamma\left(\mathbb{Z}_{2} \times \mathscr{Y}\right)$, while $\mathscr{R} / \mathscr{I}$ is not reduced.
Remark 4. It is easy to establish that every reduced ring whose zero-divisor graph is a star is isomorphic to the direct product of $\mathbb{Z}_{2}$ and a domain. For this, let $R$ be a reduced ring with $\Gamma(R)$ a star and let $e$ be that vertex which is adjacent to all other vertices of $\Gamma(R)$. Obviously, $e$ is idempotent, and using the fact that all idempotent elements of a reduced ring are central, we may write $R \simeq e R \times(1-e) R$. Since $\Gamma(R)$ is a star, we clearly conclude that $e R=\{0, e\}$ and $(1-e) R$ is a domain, as required. From this, Theorem 2, Example 3, and [Akbari and Mohammadian 2006, Theorem 17], we imply that for every reduced ring $R$ that is not a domain, $\Gamma(R)$ is isomorphic to the zero-divisor graph of a nonreduced ring if and only if $\Gamma(R)$ is either an infinite star or a star with $q$ vertices, where either $q=2$ or both $q$ and $(q+1) / 2$ are prime powers.

In [LaGrange 2007, Theorem 4.1], it is shown that if $R$ and $S$ are two commutative rings with identity such that $S$ is a Boolean ring with more than four elements and $\Gamma(R) \simeq \Gamma(S)$, then $R \simeq S$. In what follows, we generalize this result to every arbitrary ring $R$. We need the following easy lemmas.
Lemma 5. Let $R$ be a ring such that all elements in $\mathcal{D}(R)$ are idempotent. Then $R$ is either a domain or a Boolean ring.
Proof. Suppose that $R$ is not a domain. By the hypotheses, $R$ is reduced. Using the fact that all idempotent elements of a reduced ring are central, $\mathcal{D}(R)$ is contained in the center of $R$. Therefore, for every two elements $a \in R$ and $z \in \mathcal{D}(R)^{*}$, we have $a z \in \mathcal{D}(R)$. Hence $(a z)^{2}=a z$, and so $\left(a^{2}-a\right) z=0$. The latter equality shows that $a^{2}-a \in \mathcal{D}(R)$ and also $\operatorname{Ann}_{\ell}\left(a^{2}-a\right)=\mathcal{D}(R)$. Thus $a^{2}-a=\left(a^{2}-a\right)^{2}=0$ for each element $a \in R$, as desired.

Lemma 6. Let $R$ be a Boolean ring with $|R|>4$. Then $\Gamma(R)$ contains no vertex adjacent to all other vertices of the graph.

Proof by contradiction. Suppose that a vertex $r$ is adjacent to all other vertices of $\Gamma(R)$. Let $z \in \mathcal{D}(R) \backslash\{0, r\}$. We have $r(r+z)=r \neq 0$ and so $r+z$ is a nonzero-divisor idempotent of $R$. Thus $1=r+z$ is the identity of $R$ and so $R=\{0,1, r, 1-r\}$, which contradicts $|R|>4$.

Theorem 7. Let $S$ be a Boolean ring with $|S|>4$. Suppose that $R$ is a ring and $\varphi: \Gamma(R) \rightarrow \Gamma(S)$ is a graph isomorphism. Then $\varphi$ is extendable to a ring isomorphism from $R$ to $S$. In particular, $R \simeq S$.

Proof. Recall that the characteristic of every Boolean ring is 2 . We first state the following properties of $\Gamma(S)$.
(i) For every two vertices $u$ and $v$ of $\Gamma(S)$, if $\mathcal{N}(u)=\mathcal{N}(v)$, then $u=v$. For this, note that if $u \neq u v$, then $u+u v \in \mathcal{N}(v) \backslash \mathcal{N}(u)$, which is impossible. So we conclude that $u=u v$, and similarly $v=u v$, which yield that $u=v$, as desired.
(ii) For every two adjacent vertices $u$ and $v$ of $\Gamma(S)$, using (i) together with an easy argument, we find that $u+v$ is the unique vertex of $\Gamma(S)$ such that $\mathcal{N}(u+v)=\mathcal{N}(u) \cap \mathcal{N}(v)$, if $\mathcal{N}(u) \cap \mathcal{N}(v) \neq \varnothing$; and otherwise, $1=u+v$ is the identity of $S$, because in this case $u+v$ is a nonzero-divisor idempotent of $S$. Moreover, if $S$ has identity, then $v=1+u$ is the unique neighbor of $u$ in $\Gamma(S)$ such that $\mathcal{N}(u) \cap \mathcal{N}(v)=\varnothing$. For uniqueness, note that for any vertex $x \in \mathcal{N}(u)$, if $x \neq 1+u$, then $1+u+x \in \mathcal{N}(u) \cap \mathcal{N}(x)$.
(iii) For every two nonadjacent vertices $u$ and $v$ of $\Gamma(S), \mathcal{N}(u) \cup \mathcal{N}(v) \subseteq \mathcal{N}(u v)$; and if $\mathcal{N}(u) \cup \mathcal{N}(v) \subseteq \mathcal{N}(w)$ for some vertex $w$ of $\Gamma(S)$, then $\mathcal{N}(u v) \subseteq \mathcal{N}(w)$. For the second statement, let $x \in \operatorname{Ann}_{\ell}(u v)$. We have $v x \in \operatorname{Ann}_{\ell}(u)$. Since $\mathcal{N}(u) \subseteq \mathcal{N}(w), w(v x)=0$ and so $w x \in \operatorname{Ann}_{\ell}(v)$. It follows from $\mathcal{N}(v) \subseteq \mathcal{N}(w)$ that $w(w x)=0$ and thus $x \in \operatorname{Ann}_{\ell}(w)$, as required.

Since $\Gamma(R) \simeq \Gamma(S)$, the above properties also hold for $\Gamma(R)$. Using Theorem 2 and Lemma $6, R$ is reduced. It is easily checked that $\mathcal{N}\left(z^{2}\right)=\mathcal{N}(z)$ for each vertex $z$ of $\Gamma(R)$. By (i), we have $z^{2}=z$ for every element $z \in \mathcal{D}(R)$. Applying Lemma 5, $R$ is a Boolean ring. Define $\varphi(0)=0$. By (ii), $\Gamma(R)$ (respectively, $\Gamma(S)$ ) contains two adjacent vertices with no common neighbors if and only if $R$ (respectively, $S$ ) has identity. Since $\Gamma(R) \simeq \Gamma(S)$, either both $R$ and $S$ have identity or neither of them has identity. When the first case occurs, we define $\varphi(1)=1$. Furthermore, the properties (ii) and (iii) imply that for every two vertices $u$ and $v$ of $\Gamma(S)$, the elements

- $1+u$, if $S$ has identity;
- $u+v$, if $u$ and $v$ are adjacent and $u+v \neq 1$; and
- $u v$, if $u$ and $v$ are not adjacent,
can be determined by $\Gamma(S)$. We claim that for every two distinct nonadjacent vertices $u$ and $v$ of $\Gamma(S)$, the element $u+v$ can also be determined by $\Gamma(S)$. First assume that $u v \notin\{u, v\}$. Using (iii), we obtain that the element $u v$ is determined by $\Gamma(S)$. By (i) and (ii), $u+u v$ is the unique vertex of $\Gamma(S)$ such that $\mathcal{N}(u)=$ $\mathcal{N}(u v) \cap \mathcal{N}(u+u v)$. This and a similar argument establish that the elements $u+u v$ and $v+u v$ are determined by $\Gamma(S)$. Since the vertices $u+u v$ and $v+u v$ are adjacent, we are done using (ii). Next, with no loss of generality, suppose that $u v=u$. In this case, the vertices $u$ and $u+v$ are adjacent, and so applying (i) and (ii), we find that $u+v$ is the unique vertex of $\Gamma(S)$ such that $\mathcal{N}(v)=\mathcal{N}(u) \cap \mathcal{N}(u+v)$. This proves the claim. Now, by $\Gamma(R) \simeq \Gamma(S)$ and the above reasonings, it is not hard to verify that $\varphi(a+b)=\varphi(a)+\varphi(b)$ and $\varphi(a b)=\varphi(a) \varphi(b)$ for all $a, b \in R$, as desired.

As an interesting fact, it is well-known that every isomorphism between multiplicative semigroups of two Boolean rings is a ring isomorphism. Obviously, Theorem 7 generalizes this fact. The following theorem asserts that the zero-divisor graph of a Boolean ring $R$ determines whether $R$ has identity or not.

Theorem 8. Let $R$ be a Boolean ring and $|R|>4$. Then $\operatorname{diam} \Gamma(R)=3$ if $R$ has identity, and otherwise $\operatorname{diam} \Gamma(R)=2$.

Proof. We know from [Redmond 2002] that for any ring $T$, $\operatorname{diam} \Gamma(T) \leqslant 3$. First suppose that $R$ has identity. Since $|R|>4$, we can take an element $e \notin\{0,1\}$. We have $R=e R \oplus(1-e) R$, so either $|e R|>2$ or $|(1-e) R|>2$. With no loss of generality, let $f \in e R \backslash\{0, e\}$. Since $e$ and $1+e+f$ are two nonadjacent vertices with no common neighbors and $\operatorname{diam} \Gamma(R) \leqslant 3$, the result follows.

Next suppose that $R$ has no identity. Applying Lemma 6, we find diam $\Gamma(R) \geqslant 2$. Now, let $a$ and $b$ be two nonadjacent vertices of $\Gamma(R)$. Since $R$ has no identity, there exists an element $c$ such that $(a+b+a b) c \neq c$. We have $c+a c+b c+a b c \in$ $\mathcal{N}(a) \cap \mathcal{N}(b)$, which clearly completes the proof.

It is well-known that every finite Boolean ring has identity. We generalize this fact in the following theorem.

Theorem 9. Let $R$ be a Boolean ring such that $\Gamma(R)$ has a vertex of finite degree. Then $R$ has identity.

Proof. Recall that the adjoint multiplication $\circ$ of an arbitrary ring $T$ is defined by $x \circ y=x+y+x y$ for any two elements $x, y \in T$. Suppose that $a$ is a vertex of finite degree of $\Gamma(R)$ and $\mathcal{N}(a)=\left\{a_{1}, \ldots, a_{n}\right\}$ for some integer $n \geqslant 1$. Let $b=a_{1} \circ \cdots \circ a_{n}$. Clearly, $a b=0$ and $a_{i} b=a_{i}$ for all $i$. We show that $a+b$ is the identity of $R$. Indeed, it is enough to prove that $a+b$ is a nonzero-divisor. Toward a contradiction, assume that $(a+b) z=0$ for some element $z \in R^{*}$. Multiplying this equality by $a$, we find that $a z=0$, and hence $z=a_{j}$ for some $j \in\{1, \ldots, n\}$.

Also, multiplying the equality $(a+b) z=0$ by $a_{j}$ yields that $a_{j} z=0$, which is impossible. This completes the proof.
Remark 10. The converse of Theorem 9 is not true. Let $\mathscr{R}$ be the set consisting of the empty set together with all finite unions of all left-closed right-open intervals and all left-unbounded right-open intervals of real numbers. Clearly, $\mathscr{R}$ is a Boolean ring with identity with respect to symmetric difference as the addition operation and intersection as the multiplication operation, while obviously every vertex of $\Gamma(\mathscr{R})$ has infinite degree.

We conclude the paper with the following theorem on the polynomial rings over Boolean rings.
Theorem 11. Let $R$ and $S$ be two Boolean rings such that $\Gamma(R[x]) \simeq \Gamma(S[x])$. Then $R \simeq S$.

Proof. Let $T$ be an arbitrary Boolean ring. $\Gamma(T[\mathrm{x}])$ is the null graph if and only if $T \simeq \mathbb{Z}_{2}$. Hence we may assume that $\mathcal{D}(R)^{*}$ and $\mathcal{D}(S)^{*}$ are both nonempty. Using Theorem 7, it suffices to establish that $\Gamma(R) \simeq \Gamma(S)$. Since finitely generated onesided ideals of von Neumann regular rings, including Boolean rings, are principal [Lam 2001, (4.23)], for each finitely generated ideal $I$ of $T$, there exists a unique element $e$ such that $I=(e)$. For a polynomial $f(\mathrm{x})=a_{n} \mathrm{x}^{n}+\cdots+a_{0} \in T[\mathrm{x}]$, let $\widehat{f(\mathrm{x})}$ be the unique element of $T$ such that $\left.\left(a_{0}, \ldots, a_{n}\right)=(\widehat{f(\mathrm{x}})\right)$. From [Armendariz 1974, Lemma 1], every reduced ring is Armendariz, and hence it is not hard to see that for any polynomial $f(\mathrm{x}) \in \mathcal{D}(T[\mathrm{x}])^{*}, \widehat{f(\mathrm{x})}$ is the unique element of $T$ such that $\mathcal{N}(f(\mathrm{x}))=\mathcal{N}(\widehat{f(\mathrm{x})})$.

Now, assume that $\phi: \Gamma(R[\mathrm{x}]) \rightarrow \Gamma(S[\mathrm{x}])$ is a graph isomorphism. We define $\psi: \Gamma(R) \rightarrow \Gamma(S)$ by $\psi(a)=\widehat{\phi(a)}$ for all $a \in \mathcal{D}(R)^{*}$, and we claim that $\psi$ is a graph isomorphism. If $a$ and $b$ are two adjacent vertices of $\Gamma(R)$, then $\phi(a) \in \mathcal{N}(\phi(b))=$ $\mathcal{N}(\psi(b))$. This yields that $\psi(b) \in \mathcal{N}(\phi(a))=\mathcal{N}(\psi(a))$ and therefore $\psi(a)$ and $\psi(b)$ are adjacent in $\Gamma(S)$. The converse is clearly true, and so $\psi$ preserves the adjacency relation. Moreover, if $\psi(a)=\psi(b)$ for two vertices $a$ and $b$ of $\Gamma(R)$, then $\mathcal{N}(\phi(a))=\mathcal{N}(\phi(b))$ and thus $\mathcal{N}(a)=\mathcal{N}(b)$. In particular, $\mathcal{N}(a) \cap R=\mathcal{N}(b) \cap R$. Using the property (i) of the zero-divisor graphs of Boolean rings given in the proof of Theorem 7, we deduce that $a=b$. This concludes the injectivity of $\psi$. Finally, we prove that $\psi$ is surjective. Suppose $s \in \mathcal{D}(S)^{*}$ and let

$$
r=\widehat{\phi^{-1}(s)}
$$

Since $\mathcal{N}\left(\phi^{-1}(s)\right)=\mathcal{N}(r)$, we find that $\mathcal{N}(s)=\mathcal{N}(\phi(r))=\mathcal{N}(\psi(r))$ and hence $s=\psi(r)$. This establishes the claim and completes the proof.
Remark 12. Let $n \geqslant 2$ and $\mathscr{R}$ and $\mathscr{S}$ be two rings which each of them is the direct product of $n$ arbitrary finite fields. Using the result mentioned in Remark 1, it is
easily checked that $\Gamma(\mathscr{R}[\mathrm{x}]) \simeq \Gamma(\mathscr{S}[\mathrm{x}])$. Therefore the conclusion of Theorem 11 is not true if one of $R$ and $S$ is not Boolean.
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# RATIONAL CERTIFICATES OF POSITIVITY ON COMPACT SEMIALGEBRAIC SETS 

Victoria Powers

Let $\mathbb{R}[X]$ denote the real polynomial ring $\mathbb{R}\left[X_{1}, \ldots, X_{n}\right]$ and write $\sum \mathbb{R}[X]^{2}$ for the set of sums of squares in $\mathbb{R}[X]$. Given $g_{1}, \ldots, g_{s} \in \mathbb{R}[X]$ such that the semialgebraic set $K:=\left\{x \in \mathbb{R}^{n} \mid g_{i}(x) \geq 0\right.$ for all $\left.i\right\}$ is compact, Schmüdgen's theorem says that if $f \in \mathbb{R}[X]$ such that $f>0$ on $K$, then $f$ is in the preordering in $\mathbb{R}[X]$ generated by the $g_{i}$ 's, i.e., $f$ can be written as a finite sum of elements $\sigma g_{1}^{e_{1}} \ldots g_{s}^{e_{s}}$, where $\sigma$ is a sum of squares in $\mathbb{R}[X]$ and each $e_{i} \in\{0,1\}$. Putinar's theorem says that under a condition on the set of generators $\left\{g_{1}, \ldots, g_{s}\right\}$ (which is a stronger condition than the compactness of $K$ ), any $f>0$ on $K$ can be written $f=\sigma_{0}+\sigma_{1} g_{1}+\cdots+\sigma_{s} g_{s}$, where $\sigma_{i} \in \sum \mathbb{R}[X]^{2}$. Both of these theorems can be viewed as statements about the existence of certificates of positivity on compact semialgebraic sets. In this note we show that if the defining polynomials $g_{1}, \ldots, g_{s}$ and polynomial $f$ have coefficients in $\mathbb{Q}$, then in Schmüdgen's theorem we can find a representation in which the $\sigma$ 's are sums of squares of polynomials over $\mathbb{Q}$. We prove a similar result for Putinar's theorem assuming that the set of generators contains $N-\sum X_{i}^{2}$ for some $N \in \mathbb{N}$.

## 1. Introduction

We write $\mathbb{N}, \mathbb{R}$, and $\mathbb{Q}$ for the set of natural, real, and rational numbers. Let $n \in \mathbb{N}$ be fixed and let $\mathbb{R}[X]$ denote the polynomial ring $\mathbb{R}\left[X_{1}, \ldots, X_{n}\right]$. We denote by $\sum \mathbb{R}[X]^{2}$ the set of sums of squares in $\mathbb{R}[X]$.

For $S=\left\{g_{1}, \ldots, g_{s}\right\} \subseteq \mathbb{R}[X]$, the basic closed semialgebraic set generated by $S$, denoted $K_{S}$, is

$$
\left\{x \in \mathbb{R}^{n} \mid g_{1}(x) \geq 0, \ldots, g_{s}(x) \geq 0\right\}
$$

Associated to $S$ are two algebraic objects: The quadratic module generated by $S$, denoted $M_{S}$, is the set of $f \in \mathbb{R}[X]$ which can be written

$$
f=\sigma_{0}+\sigma_{1} g_{1}+\cdots+\sigma_{s} g_{s},
$$

[^5]where each $\sigma_{i}$ lies in $\sum \mathbb{R}[X]^{2}$, and the preordering generated by $S$, denoted $T_{S}$, is the quadratic module generated by all products of elements in $S$. In other words, $T_{S}$ is the set of $f \in \mathbb{R}[X]$ which can be written as a finite sum of elements
$$
\sigma g_{1}^{e_{1}} \ldots g_{s}^{e_{s}}, \quad \text { for } \sigma \in \mathbb{R}[X] \text { and each } e_{i} \in\{0,1\}
$$

A polynomial $f \in \sum \mathbb{R}[X]^{2}$ is obviously globally nonnegative in $\mathbb{R}^{n}$ and writing $f$ explicitly as a sum of squares gives a "certificate of positivity" for the fact that $f$ takes only nonnegative values in $\mathbb{R}^{n}$. (Note: To avoid having to write "nonnegativity or positivity" we use the term "positivity" to mean either.) More generally, for a basic closed semialgebraic set $K_{S}$, if $f \in T_{S}$ or $f \in M_{S}$, then $f$ is nonnegative on $K_{S}$ and an explicit representation of $f$ in $M_{S}$ or $T_{S}$ gives a certificate of positivity for $f$ on $K_{S}$.

Schmüdgen [1991] showed that if the semialgebraic set $K_{S}$ is compact, then any $f \in \mathbb{R}[X]$ which is strictly positive on $K_{S}$ is in the preordering $T_{S}$. A preordering or quadratic module is archimedean if it contains $N-\sum X_{i}^{2}$ for some $N \in \mathbb{N}$. We note that if $M_{S}$ is archimedean, then it follows immediately that $K_{S}$ is compact, however the converse is not true in general. Putinar [1993] showed that if $M_{S}$ is archimedean then any $f \in \mathbb{R}[X]$ which is strictly positive on $K_{S}$ is in $M_{S}$. In other words, these results say that under the given conditions a certificate of positivity for $f$ on $K_{S}$ exists.

Recently, techniques from semidefinite programming combined with Schmüdgen's and Putinar's theorems have been used to give numerical algorithms for applications such as optimization of polynomials on semialgebraic sets. However since these algorithms are numerical they might not produce exact certificates of positivity. With this in mind, Sturmfels asked whether any $f \in \mathbb{Q}[X]$ which is a sum of squares in $\mathbb{R}[X]$ is a sum of squares in $\mathbb{Q}[X]$. Hillar [2009] showed that the answer is yes in the case where $f$ is known to be a sum of squares over a totally real field $K$. The general question remains unsolved.

It is natural to ask a similar question for Schmüdgen's and Putinar's theorems: If the polynomials defining the semialgebraic set and the positive polynomial $f$ have rational coefficients, is there a certificate of positivity for $f$ in which the sums of squares have rational coefficients? In this note, we show that in the case of Schmüdgen's theorem the answer is yes. This follows from an algebraic proof of the theorem, originally due to T. Wörmann [1998]. In the case of Putinar's theorem, we show that the answer is also yes as long as the generating set contains $N-\sum X_{i}^{2}$ for some $N \in \mathbb{N}$. This follows easily from an algorithmic proof of the theorem, due to Schweighofer [2005]. For Lasserre's method [2001] for optimization of polynomials on compact semialgebraic sets, it is usual in concrete cases to add a polynomial of the type $N-\sum X_{i}^{2}$ to the generators in order to insure that Putinar's theorem holds. Thus our assumption in this case is reasonable.

## 2. Rational certificates of for Schmüdgen's theorem

Fix $S=\left\{g_{1}, \ldots, g_{s}\right\} \subseteq \mathbb{R}[X]$ and define $K_{S}$ and $T_{S}$ as above.
Theorem 1 (Schmüdgen). Suppose that $K_{S}$ is compact. If $f \in \mathbb{R}[X]$ and $f>0$ on $K_{S}$, then $f \in T_{S}$.

In this section we show that if $f$ and the generating polynomials $g_{1}, \ldots, g_{s}$ are in $\mathbb{Q}[X]$, then $f$ has a representation in $T_{S}$ in which all sums of squares $\sigma_{\epsilon}$ are in $\sum \mathbb{Q}[X]^{2}$. This follows from T. Wörmann's algebraic proof of the theorem using the classical Abstract Positivstellensatz, and a generalization of Wörmann's crucial lemma due to M. Schweighofer.

The abstract Positivstellensatz. We will need a version of the abstract Positivstellensatz, a result traditionally attributed to Kadison and Dubois, but now thought to have been proved earlier by Krivine or Stone. For details on its history, see [Prestel and Delzell 2001, Section 5.6]. The setting is preordered commutative rings, and we state the version we need as Theorem 2 below.

Let $A$ be a commutative ring with $\mathbb{Q} \subseteq A$. A subset $T \subseteq A$ is a preordering if $T+T \subseteq T, T \cdot T \subseteq T$, and $-1 \notin T$. For $S=\left\{a_{1}, \ldots, a_{k}\right\} \subseteq A$, we define the preordering generated by $S, T_{S}$, exactly as for $A=\mathbb{R}[X]$.

An ordering in $A$ is a preordering $P$ such that $P \cup-P=A$ and $P \cap-P$ is a prime ideal. Any $a \in A$ has a unique sign in $\{-1,0,1\}$ with respect to a fixed ordering $P$ and we use the notation $a \geq_{P} 0$ if $a \in P, a>_{P} 0$ if $a \in P \backslash(P \cap-P)$, etc.

Fix a preordered ring $(A, T)$ and denote by Sper $A$ the real spectrum of $(A, T)$, i.e., the set of orderings of $A$ which contain $T$. Then define
$H(A)=\left\{a \in A \mid\right.$ there exists $n \in \mathbb{N}$ with $n \pm a \geq{ }_{P} 0$ for all $\left.P \in \operatorname{Sper} A\right\}$, the ring of geometrically bounded elements in $(A, T)$, and

$$
H^{\prime}(A)=\{a \in A \mid \text { there exists } n \in \mathbb{N} \text { with } n \pm a \in T\}
$$

the ring of arithmetically bounded elements in $(A, T)$. Clearly, $H^{\prime}(A) \subseteq H(A)$. The preordering $T$ is archimedean if $H^{\prime}(A)=A$.

Theorem 2 [Schweighofer 2002, Theorem 1]. Given the preordered ring ( $A, T$ ) as above and suppose $A=H^{\prime}(A)$. For any $a \in A$, if $a>_{P} 0$ for all $P \in \operatorname{Sper} A$, then $a \in T$.

Consider the case where $A=\mathbb{R}[X]$ and $T=T_{S}$ for $S=\left\{g_{1}, \ldots, g_{s}\right\} \subseteq \mathbb{R}[X]$. Let $K=K_{S}$, then $K$ embeds densely in Sper $A$ and hence $H(A)=\{f \in \mathbb{R}[X] \mid f$ is bounded on $S\}$. If $S$ is compact, this implies $H(A)=A$ and Schmüdgen's theorem follows from the following result:

Lemma 3 [Berr and Wörmann 2001, Lemma 1]. With A, T, and $S$ as above, if $H(A)=A$ then $H^{\prime}(A)=A$.

Our result follows from a generalization of this lemma:
Theorem 4 [Schweighofer 2002, Theorem 4.13]. Let $F$ be a subfield of $\mathbb{R}$ and $(A, T)$ a preordered $F$-algebra such that $F \subseteq H^{\prime}(A)$ and $A$ has finite transcendence degree over $F$. Then

$$
A=H(A) \Longrightarrow A=H^{\prime}(A)
$$

We can now prove the existence of rational certificates of positivity in Schmüdgen's theorem. The argument is exactly that of the proof of the general theorem above.
Theorem 5. Given $S=\left\{g_{1}, \ldots, g_{s}\right\} \subseteq \mathbb{Q}[X]$ and suppose $K_{S} \subseteq \mathbb{R}^{n}$ is compact. Then for any and $f \in \mathbb{Q}[X]$ such that $f>0$ on $K_{S}$, there is a representation of $f$ in the preordering $T_{S}$,

$$
f=\sum_{e \in\{0,1\}^{s}} \sigma_{e} g_{1}^{e_{1}} \ldots g_{s}^{e_{s}}
$$

with all $\sigma_{e} \in \sum \mathbb{Q}[X]^{2}$.
Proof. Let $T$ be the preordering in $\mathbb{Q}[X]$ generated by $S$. Since $K_{S}$ is compact, every element of $\mathbb{Q}[X]$ is bounded on $K_{S}$. Then $K_{S}$ dense in Sper $A$ implies that $H(\mathbb{Q}[X])=\mathbb{Q}[X]$, hence by Theorem 4 we have $\mathbb{Q}[X]=H^{\prime}(A)$. Note that the condition $F \subseteq H^{\prime}(A)$ holds in this case since $\mathbb{Q}^{+}=\sum \mathbb{Q}^{2}$. The result follows from Theorem 2.

## 3. Rational certificates for Putinar's theorem

Given $S=\left\{g_{1}, \ldots, g_{s}\right\}$, recall that the quadratic module generated by $S, M_{S}$, is the set of elements in the preordering $K_{S}$ with a "linear" representation, i.e.,

$$
M_{S}=\left\{\sigma_{0}+\sigma_{1} g_{1}+\cdots+\sigma_{s} g_{s} \mid \sigma_{i} \in \sum \mathbb{R}[X]^{2}\right\}
$$

In order to guarantee representations of positive polynomials in the quadratic module, we need a condition stronger than compactness of $K_{S}$, namely, we need $M_{S}$ to be archimedean.

The quadratic module $M_{S}$ is archimedean if all elements of $\mathbb{R}[X]$ are bounded by a positive integer with respect to $M_{S}$, i.e., if for every $f \in \mathbb{R}[X]$ there is some $N \in \mathbb{N}$ such that $N-f \in M_{S}$. It is not too hard to show that $M_{S}$ is archimedean if there is some $N \in \mathbb{N}$ such that $N-\sum X_{i}^{2} \in M_{S}$. Clearly, if $M_{S}$ is archimedean, then $K_{S}$ is compact; the polynomial $N-\sum X_{i}^{2}$ can be thought of as a "certificate of compactness". However, the converse is not true; see [Prestel and Delzell 2001, Example 6.3.1]. The key to the algebraic proof of Schmüdgen's theorem from the
previous section is showing that in the case of the preordering generated by a finite set of elements from $\mathbb{R}[X]$, the compactness of the semialgebraic set implies that the corresponding preordering is archimedean.

Putinar [1993] showed that if the quadratic module $M_{S}$ is archimedean, we can replace the preordering $T_{S}$ by the quadratic module $M_{S}$.

Theorem 6 (Putinar). Suppose that the quadratic module $M_{S}$ is archimedean. Then for every $f \in \mathbb{R}[X]$ with $f>0$ on $K_{S}, f \in M_{S}$.

Lasserre's method [2001] for minimizing a polynomial on a compact semialgebraic set involves defining a sequence of semidefinite programs corresponding to representations of bounded degree in $M_{S}$ whose solutions converge to the minimum. In this context, if $M_{S}$ is archimedean then Putinar's theorem implies the convergence of the semidefinite programs. In practice, it is not clear how to decide if $M_{S}$ is archimedean for a given set of generators $S$, however in concrete cases a polynomial $N-\sum X_{i}^{2}$ can be added to the generators if an appropriate $N$ is known or can be computed.

Using an algorithmic proof of Putinar's theorem due to M. Schweighofer [2005] we can show that rational certificates exist for the theorem as long as we have a polynomial $N-\sum X_{i}^{2}$ as one of our generators:

Theorem 7. Suppose $S=\left\{g_{1}, \ldots, g_{s}\right\} \subseteq \mathbb{Q}[X]$ and $N-\sum X_{i}^{2} \in M_{S}$ for some $N \in \mathbb{N}$. Then given any $f \in \mathbb{Q}[X]$ such that $f>0$ on $K_{S}$, there exist $\sigma_{0} \ldots \sigma_{s}, \sigma \in$ $\sum \mathbb{Q}[X]^{2}$ so that

$$
f=\sigma_{0}+\sigma_{1} g_{1}+\cdots+\sigma_{s} g_{s}+\sigma\left(N-\sum X_{i}^{2}\right)
$$

Proof. The idea of Schweighofer's proof is to reduce to Pólya's theorem. We follow the proof, making sure that each step preserves rationality.

Let

$$
\Delta=\left\{y \in[0, \infty)^{2 n} \left\lvert\, y_{1}+\cdots+y_{2 n}=2 n\left(N+\frac{1}{4}\right)\right.\right\} \subseteq \mathbb{R}^{2 n}
$$

and let $C$ be the compact subset of $\mathbb{R}^{n}$ defined by $C=l(\Delta)$, where $l: \mathbb{R}^{2 n} \rightarrow \mathbb{R}^{n}$ is defined by

$$
y \mapsto\left(\frac{y_{1}-y_{n+1}}{2}, \ldots, \frac{y_{n}-y_{2 n}}{2}\right) .
$$

Scaling the $g_{i}$ 's by positive elements in $\mathbb{Q}$, we can assume that $g_{i} \leq 1$ on $C$ for all $i$. The key to the proof is the observation that there exists $\lambda \in \mathbb{R}^{+}$such that $q:=f-\lambda \sum\left(g_{i}-1\right)^{2 k} g_{i}>0$ on $C$ [Schweighofer 2005, Lemma 2.3]. Since we can always replace $\lambda$ by a smaller value, we can assume $\lambda \in \mathbb{Q}$, whence $q \in \mathbb{Q}[X]$.

Let $d=\operatorname{deg} q$ and let $Q_{i}$ be the homogeneous part of $q$ of degree $i$, so $q=$ $\sum_{i=1}^{d} Q_{i}$. Let $Y=\left(Y_{1}, \ldots, Y_{2 n}\right)$ and define in $\mathbb{Q}[Y]$

$$
F\left(Y_{1}, \ldots, Y_{2 n}\right):=\sum_{i=1}^{d} Q_{i}\left(\frac{Y_{1}-Y_{n+1}}{2}, \ldots, \frac{Y_{n}-Y_{2 n}}{2}\right)\left(\frac{Y_{1}+\cdots+Y_{2 n}}{2 n\left(N+\frac{1}{4}\right)}\right)^{d-i}
$$

Then $F$ is homogenous and $F>0$ on $[0, \infty)^{2 n} \backslash\{0\}$. By Pólya's theorem, there is some $k \in \mathbb{N}$ so that

$$
G:=\left(\frac{Y_{1}+\cdots+Y_{2 n}}{2 n\left(N+\frac{1}{4}\right)}\right)^{k} F
$$

has nonnegative coefficients as a polynomial in $\mathbb{R}[Y]$. Furthermore, since $F \in$ $\mathbb{Q}\left[Y_{1}, \ldots, Y_{2 n}\right]$, it is easy to see that $G \in \mathbb{Q}[Y]$.

Define $\phi: \mathbb{Q}\left[Y_{1}, \ldots, Y_{2 n}\right] \rightarrow \mathbb{Q}[X]$ by

$$
\phi\left(Y_{i}\right)=N+\frac{1}{4}+X_{i}, \quad \phi\left(Y_{n+i}\right)=\left(N+\frac{1}{4}\right)-X_{i} \quad \text { for } i=1, \ldots, n
$$

and note that $\phi(G)=q$ and

$$
\begin{aligned}
\phi\left(Y_{i}\right) & =\left(N+\frac{1}{4}\right) \pm X_{i} \\
& =\sum_{j \neq i}\left(X_{j}^{2}+\left(X_{i} \pm \frac{1}{2}\right)^{2}\right)+\left(N-\sum X_{j}^{2}\right) \in \sum \mathbb{Q}[X]^{2}+\left(N-\sum X_{j}^{2}\right) .
\end{aligned}
$$

Thus $\phi(G)=q$ implies there is a representation of $q$ of the required type and then, since $f=q+\lambda \sum\left(g_{i}-1\right)^{2 k} g_{i}$ with $\lambda \in \mathbb{Q}$, we are done.

Remark 8. In the preordering case (Schmüdgen's theorem), as noted above if the semialgebraic set $K_{S}$ is compact, then it follows that the preordering $T_{S}$ in $\mathbb{Q}[X]$ is archimedean. However it is more subtle in the quadratic module case since it is not always clear how to decide if $M_{S}$ is archimedean for a given set of generators $S$. Thus an open question is the following: Suppose $S \subseteq \mathbb{Q}[X]$ is a finite set of polynomials and $M_{S}$ is archimedean as a quadratic module in $\mathbb{R}[X]$. Is it true that $M_{S}$ is archimedean as a quadratic module in $\mathbb{Q}[X]$ ? To put it more concretely, suppose $S=\left\{g_{1}, \ldots, g_{s}\right\} \subseteq \mathbb{Q}[X]$ and we know that there is some $N \in \mathbb{N}$ such that

$$
N-\sum X_{i}^{2}=\sigma_{0}+\sigma_{1} g_{1}+\cdots+\sigma_{s} g_{s}
$$

with $\sigma_{i} \in \sum \mathbb{R}[X]^{2}$. Does there exist a representation with $\sigma_{i} \in \sum \mathbb{Q}[X]^{2}$ ? Equivalently, does there exist $N \in \mathbb{N}$ such that for each $i=1, \ldots, n$ we can write

$$
N \pm X_{i}=\sigma_{0}+\sigma_{1} g_{1}+\cdots+\sigma_{s} g_{s}
$$

with $\sigma_{i} \in \sum \mathbb{Q}[X]^{2}$ ?
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# QUIVER GRASSMANNIANS, QUIVER VARIETIES AND THE PREPROJECTIVE ALGEBRA 

Alistair Savage and Peter Tingley

Quivers play an important role in the representation theory of algebras, with a key ingredient being the path algebra and the preprojective algebra. Quiver grassmannians are varieties of submodules of a fixed module of the path or preprojective algebra. In the current paper, we study these objects in detail. We show that the quiver grassmannians corresponding to submodules of certain injective modules are homeomorphic to the lagrangian quiver varieties of Nakajima which have been well studied in the context of geometric representation theory. We then refine this result by finding quiver grassmannians which are homeomorphic to the Demazure quiver varieties introduced by the first author, and others which are homeomorphic to the graded/cyclic quiver varieties defined by Nakajima. The Demazure quiver grassmannians allow us to describe injective objects in the category of locally nilpotent modules of the preprojective algebra. We conclude by relating our construction to a similar one of Lusztig using projectives in place of injectives. In an appendix added after the first version of the current paper was released, we show how subsequent results of Shipman imply that the above homeomorphisms are in fact isomorphisms of algebraic varieties.
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## Introduction

Quivers play a fundamental role in the theory of associative algebras and their representations. Gabriel's theorem, which states a precise relationship between indecomposable representations of certain quivers and root systems of associated Lie algebras, indicated that the representation theory of quivers was also intimately connected to the representation theory of Kac-Moody algebras. This eventually lead to the Ringel-Hall construction of quantum groups and the quiver variety constructions of Lusztig and Nakajima.

Fix a quiver (directed graph) $Q=\left(Q_{0}, Q_{1}\right)$ with vertex set $Q_{0}$ and arrow set $Q_{1}$. The corresponding path algebra $\mathbb{C} Q$ is the algebra spanned by the set of directed paths, with multiplication given by concatenation. There is a natural grading $\mathbb{C} Q=\bigoplus_{n}(\mathbb{C} Q)_{n}$ of the path algebra by length of paths. Representations of a quiver are equivalent to representations (or modules) of its path algebra. Note that $(\mathbb{C} Q)_{0^{-}}$ modules are simply $Q_{0}$-graded vector spaces, and in particular all $\mathbb{C} Q$-modules are $Q_{0}$-graded. For a $\mathbb{C} Q$-module $V$ and $u \in \mathbb{N} Q_{0}$, the associated quiver grassmannian is the variety $\operatorname{Gr}_{Q}(u, V)$ of all $\mathbb{C} Q$-submodules of $V$ of graded dimension $u$. These natural objects (or closely related ones) can be found in several places in the literature. For instance, they appear in [Crawley-Boevey 1996; Schofield 1992] in the study of spaces of morphisms of $\mathbb{C} Q$-modules and in [Caldero and Chapoton 2006; Caldero and Keller 2006; Derksen et al. 2009] in connection with the theory of cluster algebras. Geometric properties have been studied in [Caldero and Reineke 2008; Szántó 2009; Wolf 2009] and representation theoretic properties in [Fedotov 2010; Geiss et al. 2006; Lusztig 1998; 2000; Nakajima 2003; Reineke 2008].

Let $\mathfrak{g}$ be the Kac-Moody algebra whose Dynkin diagram is the underlying graph of $Q$ (the graph obtained by forgetting the orientation of all arrows) and let $\tilde{Q}$ be the double quiver obtained from $Q$ by adding an oppositely oriented arrow $\bar{a}$ for every $a \in Q_{1}$. One is often interested in modules of the preprojective algebra $\mathscr{P}=\mathscr{P}(Q)$, which is a certain natural quotient of the path algebra $\mathbb{C} \tilde{Q}$ and inherits the grading. In particular, $\mathscr{P}$-modules are also $\mathbb{C} \tilde{Q}$-modules. To each vertex $i \in Q_{0}$, we have an associated one-dimensional simple $\mathscr{P}$-module $s^{i}$. For

$$
w=\sum_{i} w_{i} i \in \mathbb{N} Q_{0}
$$

we let $s^{w}=\bigoplus_{i}\left(s^{i}\right)^{\oplus w_{i}}$ be the corresponding semisimple module. By Baer's Theorem, the category of $\mathscr{P}$-modules has enough injectives, so we can define $q^{w}$ to be the injective hull of $s^{w}$. One of the main results of the current paper is that the quiver grassmannian $\operatorname{Gr}_{\tilde{Q}}\left(v, q^{w}\right)$ is homeomorphic to the lagrangian Nakajima quiver variety $\mathfrak{L}(v, w)$ used to give a geometric realization of irreducible highest weight representations of $\mathfrak{g}$; [Nakajima 1994; 1998]. In addition, for each $\sigma$ in
the Weyl group of $\mathfrak{g}$, there is a natural finite-dimensional submodule $q^{w, \sigma}$ of $q^{w}$ such that the quiver grassmannian $\operatorname{Gr}_{\tilde{Q}}\left(v, q^{w, \sigma}\right)$ is homeomorphic to the Demazure quiver variety $\mathfrak{L}_{\sigma}(v, w)$ defined in [Savage 2006d]. Since Nakajima's realization of highest weight representations and the first author's realization of Demazure modules depend only on the topological information of the spaces involved, such homeomorphisms allow one to replace quiver varieties by quiver grassmannians in the constructions. This change of setting affords some advantages. In particular, it avoids the description as a moduli space. One can view it as a uniform way of picking a representative from each orbit in the original moduli space descriptions.

Quiver grassmannians admit natural group actions. We describe these actions and show that certain special cases agree, under the homeomorphisms described above, with well-studied groups actions on Nakajima quiver varieties. In this way, we are able to give a quiver grassmannian realization of the cyclic/graded quiver varieties used by Nakajima [2004] to define $t$-analogs of $q$-characters of quantum affine algebras.

The injective modules $q^{w}$ are locally nilpotent if and only if the quiver $Q$ is of finite or affine type. However, it turns out that the submodules $q^{w, \sigma}$ are always nilpotent. The limit $\tilde{q}^{w}$ of these submodules is the injective hull of the semisimple module $s^{w}$ in the category of locally nilpotent $\mathscr{P}$-modules, giving us a description of the indecomposable injectives in this category.

Lusztig has previously presented a canonical bijection between the points of the lagrangian Nakajima quiver variety and the points of a type of quiver grassmannian inside a projective (as opposed to injective) object. In finite type, the projective objects are also injective. It turns out that, on the level of geometric realizations of representations of finite type $\mathfrak{g}$, the two constructions are related by the Chevalley involution. Outside of finite type, there are some other subtle yet important differences between the two constructions. In particular, the description in terms of projective objects requires one to impose a nilpotency condition in the definitions. However, the description in terms of injectives given in the current paper requires no such condition and is in this way simpler. Furthermore, through the use of the distinguished modules $q^{w, \sigma}$ mentioned above, one can always consider quiver grassmannians of submodules of a fixed finite-dimensional module of the preprojective algebra. Thus, one can avoid working with infinite-dimensional objects.

Motivated by an earlier version of the current paper [Savage and Tingley 2009], I. Shipman [2010] has recently proven that the canonical bijection given by Lusztig and mentioned above is, in fact, an isomorphism of algebraic varieties. We have added an Appendix explaining how this result allows us to conclude that the maps between quiver grassmannians and lagrangian Nakajima quiver varieties described in the current paper are also isomorphisms of algebraic varieties.

Throughout this paper, we work over the field $\mathbb{C}$ of complex numbers. While many results hold in more generality, this assumption will streamline the exposition and several results we quote in the literature are stated over $\mathbb{C}$. We will always use the Zariski topology and do not assume that algebraic varieties are irreducible. We let $\mathbb{N}=\mathbb{Z}_{\geq 0}$ and denote the fundamental weights and simple roots of a Kac-Moody algebra by $\omega_{i}$ and $\alpha_{i}$ respectively.

This paper is organized as follows. In Section 1 we review some results on quivers, path algebras and preprojective algebras. In Section 2 we discuss various module categories of these objects and introduce our main object of study, the quiver grassmannian. We review the definition of the quiver varieties of Lusztig and Nakajima in Section 3 and realize these as quiver grassmannians in Section 4. In Section 5 we introduce a natural group action and show how it can be used to recover group actions typically constructed on quiver varieties. We also define graded/cyclic versions of quiver grassmannians. In Section 6 we use quiver grassmannians to give a geometric realization of integrable highest weight representations of a symmetric Kac-Moody algebra and discuss the compatibility of this construction with the natural nesting of quiver grassmannians. Finally, in Section 7 we discuss a precise relationship between our construction and a similar one due to Lusztig. The Appendix, added after the appearance of [Shipman 2010], provides a proof that the maps between quiver grassmannians and quiver varieties described in the current paper are isomorphisms of algebraic varieties.

## 1. Quivers, path algebras, and preprojective algebras

We briefly review the relevant definitions concerning quivers. We refer the reader to [Deng et al. 2008; Ringel 1998; Savage 2006a] for further details.

A quiver is a directed graph. That is, it is a quadruple $Q=\left(Q_{0}, Q_{1}, s, t\right)$ where $Q_{0}$ and $Q_{1}$ are sets and $s$ and $t$ are maps from $Q_{1}$ to $Q_{0}$. We call $Q_{0}$ and $Q_{1}$ the sets of vertices and directed edges (or arrows) respectively. For an arrow $a \in Q_{1}$, we call $s(a)$ the source of $a$ and $t(a)$ the target of $a$. Usually we will write $Q=\left(Q_{0}, Q_{1}\right)$, leaving the maps $s$ and $t$ implied. The quiver $Q$ is said to be finite if $Q_{0}$ and $Q_{1}$ are finite. A loop is an arrow $a$ with $s(a)=t(a)$. In this paper, all quivers will be assumed to be finite and without loops. A quiver is said to be of finite type if the underlying graph of $Q$ (i.e the graph obtained from $Q$ by forgetting the orientation of the edges) is a Dynkin diagram of finite $A D E$ type. Similarly, it is of affine (or tame) type if the underlying graph is a Dynkin diagram of affine type and of indefinite (or wild) type if the underlying graph is a Dynkin diagram of indefinite type.

A path in $Q$ is a sequence $\beta=a_{l} a_{l-1} \cdots a_{1}$ of arrows such that $t\left(a_{i}\right)=s\left(a_{i+1}\right)$ for $1 \leq i \leq l-1$. We call $l$ the length of the path. We let $s(\beta)=s\left(a_{1}\right)$ and
$t(\beta)=t\left(a_{l}\right)$ denote the initial and final vertices of the path $\beta$. For each vertex $i \in I$, we have a trivial path $e_{i}$ with $s\left(e_{i}\right)=t\left(e_{i}\right)=i$.

The path algebra $\mathbb{C} Q$ associated to a quiver $Q$ is the $\mathbb{C}$-algebra whose underlying vector space has basis the set of paths in $Q$, and with the product of paths given by concatenation. More precisely, if $\beta=a_{l} \cdots a_{1}$ and $\beta^{\prime}=b_{m} \cdots b_{1}$ are two paths in $Q$, then $\beta \beta^{\prime}=a_{l} \cdots a_{1} b_{m} \cdots b_{1}$ if $t\left(\beta^{\prime}\right)=s(\beta)$ and $\beta \beta^{\prime}=0$ otherwise. This multiplication is associative. There is a natural grading

$$
\mathbb{C} Q=\bigoplus_{n \geq 0}(\mathbb{C} Q)_{n}
$$

where $(\mathbb{C} Q)_{n}$ is the span of the paths of length $n$.
Given a quiver $Q=\left({\underset{\tilde{Q}}{0}}, Q_{1}\right)$, we define the double quiver associated to $Q$ to be the quiver $\tilde{Q}=\left(Q_{0}, \tilde{Q}_{1}\right)$ where

$$
\tilde{Q}_{1}=\bigcup_{a \in Q_{1}}\{a, \bar{a}\}, \quad \text { where } \quad s(\bar{a})=t(a), t(\bar{a})=s(a)
$$

We then have a natural involution $\tilde{Q}_{1} \rightarrow \tilde{Q}_{1}$ given by $a \mapsto \bar{a}$ (where $\overline{\bar{a}}=a$ ). The algebra

$$
\mathscr{P}=\mathscr{P}(Q)=\mathbb{C} \tilde{Q} / \sum_{a \in Q_{1}}(a \bar{a}-\bar{a} a)
$$

is called the preprojective algebra associated to $Q$. It inherits a grading

$$
\mathscr{P}=\bigoplus_{n \geq 0} \mathscr{P}_{n}
$$

from the grading on $\mathbb{C} Q$. Up to isomorphism, the preprojective algebra $\mathscr{P}(Q)$ depends only on the underlying graph of $Q$. See [Lusztig 1991, $\S 12.15$ ] for details.

## 2. Modules of the path algebra and quiver grassmannians

2A. Module categories. For an associative algebra $A$, let $A$-Mod denote the category of $A$-modules and $A$-mod the category of finite-dimensional $A$-modules. We will use the notation $V \in A$-Mod (resp. $V \in A$-mod) to indicate that $V$ is an object in the category $A$-Mod (resp. $A$-mod). Note that $\mathscr{P}_{0}$-mod is equivalent to the category of finite-dimensional $Q_{0}$-graded vector spaces whose morphisms are linear maps preserving the grading, and we will often blur the distinction between these two categories. Up to isomorphism, the objects of $\mathscr{P}_{0}$-mod are classified by their graded dimension. We denote the graded dimension of a module $V$ by $\operatorname{dim}_{Q_{0}} V=\sum_{i}\left(\operatorname{dim} V_{i}\right) i \in \mathbb{N} Q_{0}$ and let $\operatorname{dim}_{\mathbb{C}} V=\sum_{i \in Q_{0}} \operatorname{dim} V_{i} \in \mathbb{N}$. We will sometimes view the graded dimension $\operatorname{dim}_{Q_{0}} V$ of $V$ as its isomorphism class.

For $V, W \in \mathscr{P}_{0}$-mod, we denote the set of $\mathscr{P}_{0}$-module morphisms from $V$ to $W$ by $\operatorname{Hom}_{\mathscr{P}_{0}}(V, W)$. Under the equivalence of categories above, $\operatorname{Hom}_{\mathscr{P}_{0}}(V, W)$ is
identified with $\bigoplus_{i \in Q_{0}} \operatorname{Hom}_{\mathbb{C}}\left(V_{i}, W_{i}\right)$. We define $\operatorname{End}_{\mathscr{P}_{0}} V$ to be $\operatorname{Hom}_{\mathscr{P}_{0}}(V, V)$ and $\mathrm{GL}_{V}=\prod_{i \in Q_{0}} G L\left(V_{i}\right)$ to be group of invertible elements of End $\mathscr{P}_{0} V$. For $V \in \mathscr{P}_{0^{-}}$ mod, we will write $U \subseteq V$ to mean that $U$ is a $\mathscr{P}_{0}$-submodule of $V$. This is the same as a $Q_{0}$-graded subspace. Note that any $\mathscr{P}$-module becomes a $\mathscr{P}_{0}$-module by restriction, and thus can be thought of as a $Q_{0}$-graded vector space.

Suppose $A=\bigoplus_{n \geq 0} A_{n}$ is a graded algebra and $V$ is an $A$-module. Then $V$ is nilpotent if there exists an $n \in \mathbb{N}$ such that $A_{k} \cdot V=0$ for all $k \geq n$. We say $V$ is locally nilpotent if for all $v \in V$, there exists $n \in \mathbb{N}$ such that $A_{k} \cdot v=0$ for all $k \geq n$. We denote by $A$ - $\ln$ Mod the category of locally nilpotent $A$-modules. For $n \geq 0$, we define $A_{\geq n}=\bigoplus_{k \geq n} A_{k}$ and we let $A_{+}=A_{\geq 1}$.
Proposition 2.1. For a quiver $Q$, the following are equivalent:
(i) $\mathscr{P}(Q)$ is finite-dimensional,
(ii) all finite-dimensional $\mathscr{P}(Q)$-modules are nilpotent,
(iii) all finite-dimensional $\mathscr{P}(Q)$-modules are locally nilpotent, and
(iv) $Q$ is of finite type.

Proof. The equivalence of (i) and (iv) is well-known; see [Reiten 1997], for example. That (ii) implies (iv) was proven in [Crawley-Boevey 2001] and the converse was proven by Lusztig [Lusztig 1991, Proposition 14.2]. Since a finite-dimensional module is nilpotent if and only if it is locally nilpotent, (ii) is equivalent to (iii).

2B. Simple objects. For each $i \in Q_{0}$, let $s^{i}$ be the simple $\mathbb{C} \tilde{Q}$-module given by $s_{i}^{i}=\mathbb{C}$ and $s_{j}^{i}=0$ for $i \neq j$. Then $s^{i}$ is also naturally a $\mathscr{P}$-module which we also denote by $s^{i}$.
Lemma 2.2. The set $\left\{s^{i}\right\}_{i \in Q_{0}}$ is a set of representatives of the isomorphism classes of simple objects of $\mathbb{C} \tilde{Q}$-lnMod and $\mathscr{P}$-lnMod. In particular, if $Q$ is of finite type, then $\left\{s^{i}\right\}_{i \in Q_{0}}$ is a set of representatives of the isomorphism classes of simple objects of $\mathbb{C} \tilde{Q}$-mod and $\mathscr{P}$-mod.
Proof. Any nonzero element of a simple locally nilpotent module $M$ generates a finite-dimensional module which must be all of $M$. Therefore $M$ is finite-dimensional and hence nilpotent. Then $(\mathbb{C} \tilde{Q})_{+}$and $\mathscr{P}_{+}$are two-sided ideals of $\mathbb{C} \tilde{Q}$ and $\mathscr{P}$ respectively that act nilpotently on any nilpotent module. Therefore, simple nilpotent $\mathbb{C} \tilde{Q}$-modules and $\mathscr{P}$-modules are the same as simple $\mathbb{C} \tilde{Q} /(\mathbb{C} \tilde{Q})_{+}$-modules and $\mathscr{P} / \mathscr{P}_{+}$-modules respectively. Since

$$
\mathbb{C} \tilde{Q} /(\mathbb{C} \tilde{Q})_{+} \cong \mathscr{P} / \mathscr{P}_{+} \cong \bigoplus_{i \in I} \mathbb{C} e_{i}
$$

the first statement follows. The second statement then follows from Proposition 2.1.

Lemma 2.3. Fix a quiver $Q$ and let $A$ be either $\mathbb{C} \tilde{Q}$ or $\mathscr{P}(Q)$. If $V \in A$-lnMod, then the socle of $V$ is $\left\{v \in V \mid A_{+} \cdot v=0\right\}$.

Proof. It is clear that $\left\{v \in V \mid A_{+} \cdot v=0\right\}$ is a sum of simple subrepresentations of $V$ and is thus contained in the socle of $V$. Similarly, by Lemma 2.2, any simple subrepresentation of $(V, x)$ is contained in $\left\{v \in V \mid A_{+} \cdot v=0\right\}$.

2C. Projective covers. Recall that if $A$ is an associative algebra and $V$ is an $A$ module, then a projective cover of $V$ is a pair $(P, f)$ such that $P$ is a projective $A$-module and $f: P \rightarrow V$ is a superfluous epimorphism of $A$-modules. This means that $f(P)=V$ and $f\left(P^{\prime}\right) \neq V$ for all proper submodules $P^{\prime}$ of $P$. We often omit the homomorphism $f$ and simply call $P$ a projective cover of $V$.

Definition 2.4. For $i \in Q_{0}$, let $p^{i}=\mathscr{P} e_{i}$.
Lemma 2.5. Assume $Q$ is a quiver of finite type. For $i \in Q_{0},\left\{p^{i}\right\}_{i \in Q_{0}}$ is a set of representatives of the isomorphism classes of indecomposable projective $\mathscr{P}$ modules. Furthermore, $p^{i}$ is a projective cover of $s^{i}$.

Proof. This follows from [Auslander et al. 1995, Proposition 4.8].
Lemma 2.6. Assume $Q$ is a quiver of affine (tame) or indefinite (wild) type. Then there exist $i \in Q_{0}$ for which the simple module $s^{i}$ does not have a projective cover.

Proof. Since the module $s^{i}$ is obviously cyclic, by [Anderson and Fuller 1992, Lemma 27.3] it has a projective cover if and only if $s^{i} \cong \mathscr{P} e / I e$ for some idempotent $e \in \mathscr{P}$ and some left ideal $I$ contained in the Jacobson radical of $\mathscr{P}$. Assume this is true for some idempotent $e$ and ideal $I$. Then we must have $e=e_{i}$ and then $I$ would have to contain $\mathscr{P}_{+} e_{i}$, the ideal consisting of all paths of length at least one starting at vertex $i$. We identify $\mathbb{Z} Q_{0}$ with the root lattice via $\sum v_{j} j \leftrightarrow \sum v_{j} \alpha_{j}$. Let $\beta$ be a minimal positive imaginary root and let $i$ be in the support of $\beta$ (i.e., $\beta=\sum \beta_{j} \alpha_{j}$ with $\beta_{i}>0$ ). By [Crawley-Boevey 2001, Theorem 1.2], there is a simple module $T$ of $\mathscr{P}$ whose dimension vector is $\beta$ and so, in particular, $\operatorname{dim} T_{i} \neq 0$. Since the simple module $T$ cannot be killed by $\mathscr{P}_{+} e_{i}$ (since then $T_{i}$ would be a proper submodule), $\mathscr{P}_{+} e_{i}$ is not contained in the Jacobson radical of $\mathscr{P}$. This contradicts the fact that $I$ is contained in the Jacobson radical.

2D. Injective hulls. Recall that if $A$ is an associative algebra and $V$ is an $A$ module, then an injective hull of $V$ is an injective $A$-module $E$ that is an essential extension of $V$ (that is, $V$ is a submodule of $E$ and any nonzero submodule of $E$ intersects $V$ nontrivially). By Baer's Theorem [1940], the category $\mathscr{P}$-Mod has enough injectives. In particular, the simple modules $s^{i}$ have injective hulls. Here we give an explicit description of these injective hulls in the finite type case, and study some of their properties in the more general case.

Definition 2.7. Assume $Q$ is a quiver of finite type. For $i \in Q_{0}$, let

$$
q^{i}=\operatorname{Hom}_{\mathbb{C}}\left(e_{i} \mathscr{P}, \mathbb{C}\right)
$$

be the dual space of the right $\mathscr{P}$-module $e_{i} \mathscr{P}$. Define a left $\mathscr{P}$-module structure on $q^{i}$ by setting $a \cdot f(x)=f(x a)$, for $a \in \mathscr{P}, f \in q^{i}$, and $x \in e_{i} \mathscr{P}$.
Lemma 2.8. If $Q$ is a quiver of finite type, then $\left\{q^{i}\right\}_{i \in Q_{0}}$ is a set of representatives of the isomorphism classes of indecomposable injective $\mathscr{P}$-modules. Furthermore, $q^{i}$ is an injective hull of $s^{i}$.
Proof. If $Q$ is of finite type, then $\mathscr{P}$ is finite-dimensional by Proposition 2.1. The result then follows from Lemma 2.5 and a well-known fact about modules over finite-dimensional algebras; see, for example, [Lam 1999, Corollary 3.66].

For $w=\sum_{i} w_{i} i \in \mathbb{N} Q_{0}$, define the semisimple $\mathscr{P}$-module

$$
s^{w}=\bigoplus_{i \in Q_{0}}\left(s^{i}\right)^{\oplus w_{i}}
$$

Let $q^{i}$ be the injective hull of $s^{i}$ in the category $\mathscr{P}$-Mod (if $Q$ is a quiver of finite type, this agrees with the notation of Definition 2.7). Then

$$
q^{w}=\bigoplus_{i \in I}\left(q^{i}\right)^{\oplus w_{i}}
$$

is the injective hull of $s^{w}$.
Lemma 2.9. For $w \in \mathbb{N} Q_{0}$, any finite-dimensional submodule of $q^{w}$ is nilpotent.
Proof. Let $V$ be a finite-dimensional submodule of $q^{w}$. Then we have the chain of submodules $V=\mathscr{P}_{\geq 0} V \supseteq \mathscr{P}_{\geq 1} V \supseteq \mathscr{P}_{\geq 2} V \supseteq \cdots$. Since $q^{w}$ is an essential extension of $s^{w}$, we have $s^{w} \cap \mathscr{P}_{\geq n} V \neq 0$ for all $n \in \mathbb{N}$ such that $\mathscr{P}_{\geq n} V \neq 0$. Because $\mathscr{P}_{1}$ acts trivially on $s^{w}$, we have $\operatorname{dim} \mathscr{P}_{\geq n+1} V<\operatorname{dim} \mathscr{P}_{\geq n} V$ for all $n \in \mathbb{N}$ such that $\mathscr{P}_{\geq n} V \neq 0$. Thus $\mathscr{P}_{\geq n} V=0$ for $n$ large enough.

Remark 2.10. It follows from Lemma 2.9 and Proposition 7.10 that if $Q$ is a quiver of finite type, then $p^{w}$ (and $q^{w}$ ) is nilpotent. However, in general the $p^{w}$ are not nilpotent.

Proposition 2.11. If $Q$ is of affine (tame) type, then $q^{w}$ is locally nilpotent for all $w \in \mathbb{N} Q_{0}$. If $Q$ is connected and of indefinite (wild) type, then $q^{w}$ is not locally nilpotent for any $w \in \mathbb{N} Q_{0}, w \neq 0$.

The following proof was explained to us by W. Crawley-Boevey.
Proof. It suffices to consider the case where $w=i$ for some $i \in Q_{0}$. We identify $\mathbb{Z} Q_{0}$ with the root lattice via $\sum v_{j} j \leftrightarrow \sum v_{j} \alpha_{j}$. We first assume that $Q$ is connected of wild type. Let $\beta$ be a minimal positive imaginary root. Thus $(\beta, j) \leq 0$
for all $j \in Q_{0}$. Suppose the support of $\beta$ is all of $Q_{0}$. Since $Q$ is wild, $\beta$ cannot be a radical vector (see [Kac 1990, Theorem 4.3]), so ( $\beta, j$ ) $<0$ for some $j \in Q_{0}$. If, on the other hand, the support of $\beta$ is not all of $Q_{0}$, we take $j \in Q_{0}$ to be a vertex not in the support of $\beta$ but connected to it by an arrow and we again have $(\beta, j)<0$. By [Crawley-Boevey 2001, Theorem 1.2], there is a simple module $T$ for the preprojective algebra of dimension $\beta$. By [Crawley-Boevey 2000, Lemma 1], $\operatorname{Ext}^{1}\left(T, s^{j}\right)$ is nonzero. Let $V$ be a nontrivial extension of $T$ by $s^{j}$. This module must embed in the injective hull $q^{j}$ of $s^{j}$ and thus $q^{j}$ cannot be locally nilpotent. Thus the result holds whenever $(\beta, i)<0$. For general $i$, choose a shortest path from $i$ to some $j$ with $(\beta, j)<0$ and consider the corresponding nilpotent module $U$ with head $s^{j}$ and socle $s^{i}$. Then, as above, there is a nontrivial extension of $T$ by $U$, which must embed into $q^{i}$. So $q^{i}$ is not locally nilpotent.

Now assume that $Q$ is of tame type. Since the preprojective algebra of a tame quiver is a finitely generated $\mathbb{C}$-algebra, noetherian, and a polynomial identity ring [Baer et al. 1987, Theorem 6.5] (see [Ringel 1998] for a proof that the preprojective algebra considered there is the same as the one considered here), any simple module is finite-dimensional; see [McConnell and Robson 2001, Theorem 13.10.3]. By [Jategaonkar 1976, Theorem 2], the injective hull of a simple $\mathscr{P}$-module is artinian. In particular, finitely generated submodules of injective hulls of simple modules are artinian and noetherian. Thus they are of finite length and hence finite-dimensional. Now, the dimension vectors of simple $\mathscr{P}$-modules are the coordinate vectors $i \in Q_{0}$ and the minimal imaginary root $\delta$. Since $(\delta, i)=0$ for all $i \in Q_{0}$, there are no nontrivial extensions between simples of dimension $\delta$ and the one-dimensional simples. Therefore, the composition factors of the finite-dimensional submodules of the injective hull $q^{i}$ of $s^{i}$ are all one-dimensional simple modules. Thus $q^{i}$ is locally nilpotent.

Remark 2.12. In types $A$ and $D$, there exist simple and explicit descriptions of the representations $q^{i}, i \in Q_{0}$, in terms of classical combinatorial objects such as Young diagrams; see [Frenkel and Savage 2003; Savage 2006b; 2006c]. This allows one to give simple and explicit descriptions of the injective modules $q^{w}$ for any $w \in \mathbb{N} Q_{0}$ when the underlying graph of the corresponding quiver is of type $A$ or $D$.

## 2E. Quiver grassmannians.

Definition 2.13 (quiver grassmannian). For a $\mathbb{C} Q$-module $V$, let $\operatorname{Gr}_{Q}(V)$ be the variety of all $\mathbb{C} Q$-submodules of $V$. We have a natural decomposition

$$
\operatorname{Gr}_{Q}(V)=\bigsqcup_{u \in \mathbb{N} Q_{0}} \operatorname{Gr}_{Q}(u, V), \quad \operatorname{Gr}_{Q}(u, V)=\left\{U \in \operatorname{Gr}_{Q}(V) \mid \operatorname{dim} U=u\right\}
$$

We call $\operatorname{Gr}_{Q}(u, V)$ a quiver grassmannian. Note that $\operatorname{Gr}_{Q}(u, V)$ is a closed subset of the usual grassmannian of dimension $u$ subspaces of $V$ and thus is a projective variety. If $V$ is a $\mathscr{P}$-module, then $\mathscr{P}$-submodules of $V$ are the same as $\mathbb{C} \tilde{Q}$-submodules of $V$. Hence one can think of $\operatorname{Gr}_{\tilde{Q}}(V)$ as the variety of all $\mathscr{P}$ submodules of $V$. Therefore, we will often write $\operatorname{Gr}_{\mathscr{P}}(V)$ and $\operatorname{Gr}_{\mathscr{P}}(u, V)$ for $\operatorname{Gr}_{\tilde{Q}}(V)$ and $\operatorname{Gr}_{\tilde{Q}}(u, V)$ when $V$ is a $\mathscr{P}$-module.
Example 2.14 (grassmannians). If $Q$ is the quiver with a single vertex and no arrows, then $\mathscr{P}=\mathbb{C}$ and $\mathscr{P}$-modules are simply vector spaces. Then $\operatorname{Gr}_{\mathscr{P}}(u, V)=$ $\operatorname{Gr}(u, V)$ is the usual grassmannian of dimension $u$ subspaces of $V$.
Example 2.15 (partial flag varieties). Let $Q$ be the quiver with $Q_{0}=\{1,2, \ldots, n\}$ and $Q_{1}=\left\{a_{1}, \ldots, a_{n-1}\right\}$, where $s\left(a_{i}\right)=i, t\left(a_{i}\right)=i+1$ for all $i=1, \ldots, n-1$. Fix a positive integer $d$ and set $V_{i}=\mathbb{C}^{d}$ for all $i=1, \ldots, n$. For each $1 \leq i \leq n-1$, let $a_{i}$ act by the identification $V_{i} \cong V_{i+1}$. Then for $u \in \mathbb{N} Q_{0}$ with $u_{1} \leq u_{2} \leq \cdots \leq u_{n} \leq d$, the quiver grassmannian $\operatorname{Gr}_{\mathscr{P}}(u, V)$ is isomorphic to the partial flag variety

$$
\left\{0 \subseteq F_{1} \subseteq F_{2} \subseteq \cdots \subseteq F_{n} \subseteq \mathbb{C}^{d} \mid \operatorname{dim} F_{i}=u_{i}\right\}
$$

Definition 2.16. For $V \in \mathscr{P}$-Mod, we define a natural action of $\operatorname{Aut}_{\mathscr{P}} V$ on $\operatorname{Gr}_{\mathscr{F}_{\mathcal{P}}}(u, V)$ by

$$
(g, U) \mapsto g(U), \quad g \in \operatorname{Aut}_{\mathscr{P}} V, \quad U \in \operatorname{Gr}_{\mathscr{P}}(u, V)
$$

## 3. Quiver varieties

We briefly recall certain quiver varieties defined by Lusztig and Nakajima, referring the reader to [Lusztig 1991; Nakajima 1994; 1998] for further details, as well as the Demazure quiver varieties introduced in [Savage 2006d]. We fix a quiver $Q=\left(Q_{0}, Q_{1}\right)$ and let $\mathscr{P}=\mathscr{P}(Q)$ denote its preprojective algebra.

3A. Lusztig and Nakajima quiver varieties. For $V \in \mathscr{P}_{0}$-mod, define

$$
\operatorname{Rep}_{\tilde{Q}} V=\bigoplus_{a \in \tilde{Q}_{1}} \operatorname{Hom}_{\mathbb{C}}\left(V_{s(a), t(a)}\right)
$$

For a path $\beta=a_{l} \cdots a_{1}$ in $Q$ and $x=\left(x_{a}\right)_{a \in \tilde{Q}_{1}} \in \operatorname{Rep}_{\tilde{Q}} V$, we define $x_{\beta}=x_{a_{l}} \cdots x_{a_{1}}$. For an element $\sum_{j} c_{j} \beta_{j} \in \mathbb{C} Q$, we define

$$
x_{\sum_{j} c_{j} \beta_{j}}=\sum_{j} c_{j} x_{\beta_{j}}
$$

Thus each $x \in \operatorname{Rep}_{\tilde{Q}} V$ defines a representation $\mathbb{C} \tilde{Q} \rightarrow \operatorname{End}_{\mathbb{C}} V$ of graded dimension $\operatorname{dim}_{Q_{0}} V$ (i.e., whose induced representation of $(\mathbb{C} Q)_{0}$ is in the isomorphism class determined by $\operatorname{dim}_{Q_{0}} V$ ). Furthermore, each such representation comes from an element of $x \in \operatorname{Rep}_{\tilde{Q}} V$. These two statements are simply the equivalence of
categories between the representations of the quiver and of the path algebra. We say that $x$ is nilpotent if there exists $N>0$ such that $x_{\beta}=0$ for all paths $\beta$ of length greater than $N$.

Definition 3.1 (Lusztig nilpotent variety). For $V \in \mathscr{P}_{0}-\bmod$, define $\Lambda(V)=\Lambda_{Q}(V)$ to be the set of all nilpotent $\mathscr{P}$-module structures on $V$ compatible with its $\mathscr{P}_{0^{-}}$ module structure. More precisely,

$$
\Lambda(V)=\left\{x \in \operatorname{Rep}_{\tilde{Q}} V \mid \sum_{\substack{a \in Q_{1}, t(a)=i}} x_{a} x_{\bar{a}}-\sum_{\substack{a \in Q_{1}, s(a)=i}} x_{\bar{a}} x_{a}=0 \forall i \in Q_{0}, x \text { nilpotent }\right\} .
$$

We call $\Lambda(V)$ a Lusztig nilpotent variety.
As above, elements of $\Lambda(V)$ are in natural one-to-one correspondence with nilpotent representations $\mathscr{P} \rightarrow \operatorname{End}_{\mathbb{C}} V$ of graded dimension $\operatorname{dim}_{Q_{0}} V$.

For $V, W \in \mathscr{P}_{0}-\bmod$, let $\Lambda(V, W)=\Lambda(V) \times \operatorname{Hom}_{\mathscr{P}_{0}}(V, W)$. We say that $(x, t) \in$ $\Lambda(V, W)$ is stable if there exists no nontrivial $x$-invariant $\mathscr{P}_{0}$-submodule of $V$ contained in $\operatorname{ker} t$. This is equivalent to the condition that $\operatorname{ker}\left(\left.(x, t)\right|_{V_{i}}\right)=0$ for all $i \in Q_{0}$ (see [Frenkel and Savage 2003, Lemma 3.4] - while the statement there is for type $A$, the proof carries over to the more general case). We denote the set of stable elements by $\Lambda(V, W)^{\text {st }}$. There is a natural action of $\mathrm{GL}_{V}$ on $\Lambda(V, W)$ and the restriction to $\Lambda(V, W)^{\text {st }}$ is free; see [Nakajima 1994; 1998]. We denote the $\mathrm{GL}_{V}$-orbit through a point $(x, t)$ by $[x, t]$.

Definition 3.2 (lagrangian Nakajima quiver variety). For $V, W \in \mathscr{P}_{0}$-mod, let $\mathfrak{L}(V, W)=\Lambda(V, W)^{\text {st }} / \mathrm{GL}_{V}$. We call $\mathfrak{L}(V, W)$ a lagrangian Nakajima quiver variety. Up to isomorphism, this variety depends only on $v=\operatorname{dim}_{Q_{0}} V$ and $w=$ $\operatorname{dim}_{Q_{0}} W$ and so we will sometimes denote it by $\mathfrak{L}(v, w)$.

Remark 3.3. The quiver varieties defined above are lagrangian subvarieties of what are usually called the Nakajima quiver varieties [Nakajima 1994; 1998].

3B. Group actions. Let $G_{\mathscr{P}}$ be the group of algebra automorphisms of $\mathscr{P}$ that fix $\mathscr{P}_{0}$. The group $\mathrm{GL}_{W}$ acts naturally on $\operatorname{Hom}_{\mathscr{P}_{0}}(V, W)$. As above, we identify elements of $\Lambda(V)$ with nilpotent representations $\mathscr{P} \rightarrow \operatorname{End}_{\mathbb{C}} V$ of graded dimension $\operatorname{dim}_{Q_{0}} V$. Then

$$
(h,(x, t)) \mapsto(h \star x, t), \quad h \star x=x \circ h^{-1}, \quad h \in G_{\mathscr{P}},
$$

defines a $G_{\mathscr{P}}$-action on $\Lambda(V, W)$. The actions of $\mathrm{GL}_{W}$ and $G_{\mathscr{P}}$ commute and both commute with the $\mathrm{GL}_{V}$-action. Since they also preserve the stability condition, they define a $\mathrm{GL}_{W} \times G_{\mathscr{P}}$-action on $\mathfrak{L}(v, w)$.

We can use this action to define $\mathrm{GL}_{W} \times \mathbb{C}^{*}$-actions on $\mathfrak{L}(v, w)$ as follows. Suppose a function $m: \tilde{Q}_{1} \rightarrow \mathbb{Z}$ is given such that $m(a)=-m(\bar{a})$ for all $a \in \tilde{Q}_{1}$.

Then the map $a \mapsto z^{m(a)+1} a, z \in \mathbb{C}^{*}$, extends to an automorphism of $\mathscr{P}$ fixing $\mathscr{P}_{0}$. We denote this automorphism by $h_{m}(z)$. Thus $h_{m}$ defines a group homomorphism $\mathbb{C}^{*} \rightarrow G_{\mathscr{P}}$. Then the homomorphism

$$
\begin{equation*}
\mathrm{GL}_{W} \times \mathbb{C}^{*} \rightarrow \mathrm{GL}_{W} \times G_{\mathscr{P}}, \quad(g, z) \mapsto\left(z g, h_{m}(z)\right) \tag{3-1}
\end{equation*}
$$

defines a $\mathrm{GL}_{W} \times \mathbb{C}^{*}$-action on $\mathfrak{L}(v, w)$ which we denote by $\star_{m}$.
We give two important examples of this action [Nakajima 2001, §2.7; 2004]. First, for each pair $i, j \in Q_{0}$ connected by at least one edge, let $b_{i j}$ denote the number of arrows in $Q_{1}$ joining $i$ and $j$. We fix a numbering $a_{1}, \ldots, a_{b_{i j}}$ of these arrows, which induces a numbering $\bar{a}_{1}, \ldots, \bar{a}_{b_{i j}}$ of the corresponding arrows in $\bar{Q}_{1}$. Define $m_{1}: H \rightarrow \mathbb{Z}$ by

$$
m_{1}\left(a_{p}\right)=b_{i j}+1-2 p, \quad m_{1}\left(\bar{a}_{p}\right)=-b_{i j}-1+2 p
$$

For the second action, we define $m_{2}(a)=0$ for all $a \in Q_{1}$.
3C. Demazure quiver varieties. Let $\mathfrak{g}$ be the Kac-Moody algebra corresponding to the underlying graph of $Q$ (the one whose Dynkin diagram is this graph) and let $\mathscr{W}$ be its Weyl group. Recall that $\mathscr{W}$ acts naturally on the weight lattice of $\mathfrak{g}$. For $u \in \mathbb{Z} Q_{0}$, we define elements of the weight and root lattice by

$$
\omega_{u}=\sum_{i \in Q_{0}} u_{i} \omega_{i}, \quad \alpha_{u}=\sum_{i \in Q_{0}} u_{i} \alpha_{i}
$$

Proposition/Definition 3.4 [Savage 2006d, Proposition 5.1]. The lagrangian Nakajima quiver variety $\mathfrak{L}(v, w)$ is a point if and only if $\omega_{w}-\alpha_{v}=\sigma\left(\omega_{w}\right)$ for some $\sigma \in \mathscr{W}$ (i.e., $\omega_{w}-\alpha_{v}$ is an extremal weight of the irreducible representation of highest weight $\omega_{w}$, equivalently $v$ is $w$-extremal in the sense of Definition 4.7). In this case, we let $\left(x^{w, \sigma}, t^{w, \sigma}\right)$ be a representative (unique up to isomorphism) of the $\mathrm{GL}_{V}$-orbit corresponding to this point. So $\mathfrak{L}(v, w)=\left\{\left[x^{w, \sigma}, t^{w, \sigma}\right]\right\}$ when $\omega_{w}-\alpha_{v}=\sigma\left(\omega_{w}\right)$.
Definition 3.5 (Demazure quiver variety). For $\sigma \in \mathscr{W}$ and $v, w \in \mathbb{N} Q_{0}$, let $\mathfrak{L}_{\sigma}(v, w)$ be the subvariety consisting of all $[x, t] \in \mathfrak{L}(v, w)$ such that $(x, t)$ is isomorphic to a subrepresentation of $\left(x^{w, \sigma}, t^{w, \sigma}\right)$. We call $\mathfrak{L}_{\sigma}(v, w)$ a Demazure quiver variety.
Remark 3.6. It follows from the uniqueness assertion in Proposition/Definition 3.4 that the $\mathrm{GL}_{W} \times G_{\mathscr{P}}$-action on $\mathfrak{L}(v, w)$ fixes $\mathfrak{L}_{\sigma}(v, w)$ for all $\sigma \in \mathscr{W}$. Thus we have an induced $\mathrm{GL}_{W} \times G_{\mathscr{\rho}}$-action on the Demazure quiver varieties.

## 4. Quiver varieties as quiver grassmannians

4A. Lagrangian Nakajima quiver varieties as quiver grassmannians. We will now show that certain quiver grassmannians are homeomorphic to the lagrangian Nakajima quiver varieties. We begin with a key technical proposition.

Proposition 4.1. Suppose $A=\bigoplus_{n \geq 0} A_{n}$ is a graded algebra and $V$ is a locally nilpotent $A$-module. Furthermore, suppose $S$ is a semisimple locally nilpotent $A$ module with injective hull $E$.
(i) Let $\pi: E \rightarrow S$ be an $A_{0}$-linear retract for the canonical embedding $\iota: S \rightarrow E$ (that is, an $A_{0}$-linear map such that $\pi \iota=\mathrm{id}$ ) and let $\tau: V \rightarrow S$ be a homomorphism of $A_{0}$-modules. Then there exists a unique A-module homomorphism $\gamma: V \rightarrow E$ such that the following diagram commutes:


Furthermore, the map $\gamma$ is injective if and only if $\left.\tau\right|_{\text {socle } V}$ is injective.
(ii) Suppose $\pi_{1}, \pi_{2}: E \rightarrow S$ are $A_{0}$-linear retracts for the canonical embedding $\iota: S \rightarrow E$. Then there exists a unique $\gamma \in$ Aut $_{A} E$ such that $\pi_{2}=\pi_{1} \gamma$. The map $\gamma$ fixes $S$ pointwise. Conversely, given an $A_{0}$-linear retract $\pi: E \rightarrow S$ and any $\gamma \in \mathrm{Aut}_{A} E$ fixing $S$ pointwise, $\pi \gamma: E \rightarrow S$ is also a $A_{0}$-linear retract.

Proof. Since $V$ is locally nilpotent, we have a filtration

$$
0=V^{(0)} \subseteq V^{(1)}=\text { socle } V \subseteq V^{(2)} \subseteq V^{(3)} \subseteq \cdots
$$

of $V$ where $V^{(n)}=\left\{m \in V \mid A_{\geq n} \cdot m=0\right\}$. We prove by induction on $n$ that there exists a unique homomorphism $\gamma_{n}: V^{(n)} \rightarrow E$ such that the diagram

commutes, where $\tau_{n}=\left.\tau\right|_{V^{(n)}}$. Since $V^{(1)}=$ socle $V$ and $A_{+} \cdot$ socle $V=0$, we must have $\gamma_{1}\left(V^{(1)}\right) \subseteq S$ and so the unique choice for $\gamma_{1}$ is $\tau_{1}$. Suppose the statement holds for $n=k$. Since $E$ is injective, there exists an $A$-module homomorphism $\hat{\gamma}_{k+1}$ such that the following diagram commutes:


Define $\gamma_{k+1}$ by

$$
\gamma_{k+1}=\hat{\gamma}_{k+1}-\pi \circ \hat{\gamma}_{k+1}+\tau .
$$

It is then clear that the diagram (4-1) commutes (with $n=k+1$ ). Note also that $\left.\gamma_{k+1}\right|_{V^{(k)}}=\gamma_{k}$. We claim that $\gamma_{k+1}$ is a homomorphism of $A$-modules. Since it is an $A_{0}$-module homomorphism by definition, it suffices to show it commutes with the action of $A_{+}$.

For $r \in A_{+}$and $m \in V^{(k+1)}$, we have $r \cdot m \in V^{(k)}$. Also, $A_{+} \cdot S=0$. Then

$$
\begin{aligned}
r \cdot \gamma_{k+1}(m) & =r \cdot\left(\hat{\gamma}_{k+1}(m)-\pi \circ \hat{\gamma}_{k+1}(m)+\tau(m)\right) \\
& =r \cdot \hat{\gamma}_{k+1}(m)=\hat{\gamma}_{k+1}(r \cdot m)=\gamma_{k}(r \cdot m) \\
& =\gamma_{k+1}(r \cdot m),
\end{aligned}
$$

as desired.
Now suppose that $\gamma_{k+1}^{\prime}$ is another $\mathscr{P}$-module homomorphism making (4-1) commute (with $n=k+1$ ). By the inductive hypothesis, we have $\left.\gamma_{k+1}\right|_{V^{(k)}}=\left.\gamma_{k+1}^{\prime}\right|_{V^{(k)}}$. For all $r \in A_{+}$and $m \in V^{(k+1)}$, we have

$$
r \cdot \gamma_{k+1}(m)=\gamma_{k+1}(r \cdot m)=\gamma_{k+1}^{\prime}(r \cdot m)=r \cdot \gamma_{k+1}^{\prime}(m)
$$

Thus $\gamma_{k+1}(m)-\gamma_{k+1}^{\prime}(m)$ lies in $S$. Therefore

$$
\begin{aligned}
\gamma_{k+1}(m)-\gamma_{k+1}^{\prime}(m) & =\pi\left(\gamma_{k+1}(m)-\gamma_{k+1}^{\prime}(m)\right) \\
& =\pi\left(\gamma_{k+1}(m)\right)-\pi\left(\gamma_{k+1}^{\prime}(m)\right)=\tau(m)-\tau(m)=0 .
\end{aligned}
$$

The induction is complete and we obtain the desired map $\gamma$ by taking the limit.
Note that $\left.\gamma\right|_{\text {socle } V}=\left.\tau\right|_{\text {socle } V}$. Since a homomorphism of modules is injective if and only if its restriction to the socle is injective, it follows that $\gamma$ is injective if and only if $\left.\tau\right|_{\text {socle } V}$ is injective.

We now prove (ii). By (i), there exists a unique $A$-module homomorphism $\gamma: E \rightarrow E$ such that $\pi_{2}=\pi_{1} \gamma$. Similarly, there exists a unique $A$-module automorphism $\tilde{\gamma}: E \rightarrow E$ such that $\pi_{1}=\pi_{2} \tilde{\gamma}$ and $\gamma \tilde{\gamma}=\tilde{\gamma} \gamma=$ id by the uniqueness assertion in (i). Thus $\gamma$ is an $A$-automorphism of $E$. The converse statement is trivial.

Remark 4.2. The retract $\pi: E \rightarrow S$ in Proposition 4.1 is equivalent to choosing an $A_{0}$-module decomposition $E=S \oplus T$. The second part of the proposition states that any two such decompositions are related by a unique $A$-module automorphism of $E$ fixing $S$.
Definition 4.3. Let $V$ be a $\mathscr{P}_{0}$-module of graded dimension $v$. Define $\widehat{\operatorname{Gr}}_{\mathscr{F}_{\mathcal{P}}}\left(v, q^{w}\right)$ to be the variety of injective $\mathscr{P}_{0}$-module homomorphisms $\gamma: V \rightarrow q^{w}$ whose image is a $\mathscr{P}$-submodule of $q^{w}$.

Theorem 4.4. Fix $v, w \in \mathbb{N} Q_{0}$. Then there is a bijective $\mathrm{GL}_{V}$-equivariant algebraic map from $\widehat{\operatorname{Gr}} \mathscr{P}_{\mathcal{P}}\left(v, q^{w}\right)$ to $\Lambda(v, w)^{\text {st }}$ and a bijective algebraic map from
$\operatorname{Gr}_{\mathscr{P}}\left(v, q^{w}\right)$ to $\mathfrak{L}(v, w)$. In particular, $\widehat{\operatorname{Gr}}\left(v, q^{w}\right)$ is homeomorphic to $\Lambda(v, w)^{\text {st }}$ and $\operatorname{Grg}_{\mathfrak{p}}\left(v, q^{w}\right)$ is homeomorphic to $\mathfrak{L}(v, w)$.
Remark 4.5. Lusztig [1998; 2000] has described a canonical bijection between the lagrangian Nakajima quiver varieties and grassmannian type varieties inside the projective modules $p^{w}$ (see Section 7). In several places in the literature, it was claimed that the varieties defined by Lusztig are isomorphic (as algebraic varieties) to the lagrangian Nakajima quiver varieties. However, the authors were not aware of a proof existing in the literature. Most references for this statement were to [Lusztig 1998; 2000], where the points of the two varieties are shown to be in canonical bijection (similar to the situation in the current paper). Lusztig informed the authors that he was not aware of a proof that the varieties are isomorphic. After the appearance of an earlier version of the current paper [Savage and Tingley 2009], Shipman [2010] proved that the varieties are indeed isomorphic. From now on, we will incorporate Shipman's work, as it allows us to strengthen several results; in particular (see Corollary A. 6 in the Appendix) the map $\bar{\imath}$ in the proof below is an isomorphism of algebraic varieties.

Proof of Theorem 4.4. Fix $V \in \mathscr{P}_{0}-\bmod$ of graded dimension $v$ and a $\mathscr{P}_{0}$-module homomorphism $\pi: q^{w} \rightarrow s^{w}$ that is the identity on $s^{w}$. We identify $s^{w}$ with the $W$ appearing in the definition of the quiver varieties. A point $\gamma \in \widehat{\operatorname{Gr}}_{\mathscr{P}}\left(v, q^{w}\right)$ defines an embedding of $V$ into $q^{w}$, hence a $\mathscr{P}$-module structure on $V$ satisfying the stability condition and so a point of $\Lambda(v, w)^{\text {st }}$. More precisely, $\gamma \in \widehat{\operatorname{Gr}}_{\mathscr{P}}\left(v, q^{w}\right)$ corresponds to the point $\left(\gamma^{-1} x^{w} \gamma, \pi \gamma\right) \in \Lambda(v, w)^{\text {st }}$, where $x^{w}$ is the element of $\operatorname{Rep}_{\tilde{Q}} q^{w}$ corresponding to the $\mathscr{P}$-module $q^{w}$. Thus we have a map

$$
\iota: \widehat{\operatorname{Gr}}_{\mathscr{P}}\left(v, q^{w}\right) \rightarrow \Lambda(V, W)^{\mathrm{st}}
$$

which is clearly algebraic and $\mathrm{GL}_{V}$-equivariant. By Proposition 4.1, $\iota$ is bijective. Passing to the quotient by $\mathrm{GL}_{V}$ we also obtain a bijective algebraic map $\bar{\imath}$ from $\operatorname{Gr}_{\mathscr{P}}\left(v, q^{w}\right)$ to $\mathfrak{L}(v, w)$.

Now, $\operatorname{Gr}_{\mathscr{P}}\left(v, q^{w}\right)$ and $\mathfrak{L}(v, w)$ are both projective. By, for example, [Hartshorne 1977, Theorem 4.9 and Exercise 4.4], the image of a projective variety under an algebraic map is always closed, so $\bar{l}$ takes closed subsets to closed subsets. Since $\bar{\imath}$ is a bijection, this implies that $\bar{l}^{-1}$ is continuous. Hence $\bar{\imath}$ is a homeomorphism. Since $\widehat{\operatorname{Gr}}_{\mathscr{P}}\left(v, q^{w}\right)$ and $\Lambda(v, w)^{\text {st }}$ are principal $G$-bundles over $\operatorname{Gr}_{\mathscr{P}}\left(v, q^{w}\right)$ and $\mathfrak{L}(v, w)$, the map $\iota$ also induces a homeomorphism.

## Remark 4.6.

(i) The role of the retract $\pi$ in Proposition 4.1 is to ensure the uniqueness of $\gamma$.
(ii) When $Q$ is of finite type, the injective module $q^{w}$ is also projective (see Proposition 7.10) and thus Theorem 4.4 follows from [Lusztig 2000, §2.1].
(iii) The isomorphisms of Theorem 4.4 depend on the choice of the retract $\pi$ : $q^{w} \rightarrow s^{w}$. By Proposition 4.1(ii), isomorphisms coming from different retracts are related by an automorphism of $q^{w}$ fixing $s^{w}$.
(iv) In Lusztig's grassmannian type realization of the lagrangian Nakajima quiver varieties [Lusztig 1998; 2000], one must require that the submodules contain all paths of large enough length (this corresponds to the nilpotency condition in the definition of the quiver varieties). In the current approach using injective modules, no such condition is required due to Lemma 2.9.

4B. Demazure quiver grassmannians. As before, let $\mathfrak{g}$ be the Kac-Moody algebra corresponding to the underlying graph of $Q$ and let $\mathscr{W}$ be its Weyl group with Bruhat order $\preceq$.

Definition 4.7. For each $w \in \mathbb{N} Q_{0}$, we define an action of $\mathscr{W}$ on $\mathbb{Z} Q_{0}$ as follows. For $v \in \mathbb{Z} Q_{0}$ and $\sigma \in \mathscr{W}$, define $\sigma \cdot w v=u$ where $u$ is the unique element of $\mathbb{Z} Q_{0}$ satisfying

$$
\sigma\left(\omega_{w}-\alpha_{v}\right)=\omega_{w}-\alpha_{u}
$$

We say that $v \in \mathbb{N} Q_{0}$ is $w$-extremal if $v \in \mathscr{W} \cdot w 0$.
Lemma 4.8. If $v, w \in \mathbb{N} Q_{0}$ and $\omega_{w}-\alpha_{v}$ is a weight of the irreducible highest weight representation of $\mathfrak{g}$ of highest weight $\omega_{w}$ (i.e the corresponding weight space is nonzero), then $\sigma \cdot{ }_{w} v \in \mathbb{N} Q_{0}$ for all $\sigma \in \mathscr{W}$. In particular $\mathscr{W} \cdot{ }_{w} 0 \subseteq \mathbb{N} Q_{0}$.

Proof. This follows easily from the fact that ${ }^{\mathscr{W}}$ acts on the weights of highest weight irreducible representations and the weight multiplicities are invariant under this action.

Proposition 4.9. For $v \in \mathbb{N} Q_{0}$, the following statements are equivalent:
(i) $v$ is $w$-extremal,
(ii) $\mathfrak{L}(v, w)$ consists of a single point,
(iii) $\operatorname{Grop}_{\mathscr{P}}\left(v, q^{w}\right)$ consists of a single point, and
(iv) there is a unique submodule of $q^{w}$ of graded dimension $v$.

Proof. The equivalence of (i) and (ii) is given in [Savage 2006d, Proposition 5.1]. The equivalence of (ii), (iii) and (iv) follows from Theorem 4.4.

Definition 4.10 (Demazure quiver grassmannian). For $\sigma \in \mathscr{W}$, we let $q^{w, \sigma}$ denote the unique submodule of $q^{w}$ of graded dimension $\sigma \cdot{ }_{w} 0$. We call $\operatorname{Gr}_{\mathscr{P}}\left(v, q^{w, \sigma}\right)$ a Demazure quiver grassmannian.

Proposition 4.11. If $\sigma_{1}, \sigma_{2} \in \mathscr{W}$ with $\sigma_{1} \preceq \sigma_{2}$, then $q^{w, \sigma_{2}}$ has a unique submodule of graded dimension $\sigma_{1} \cdot w 0$ and this submodule is isomorphic to $q^{w, \sigma_{1}}$.

Proof. Since $\sigma_{1} \preceq \sigma_{2}$, we have $L_{\omega_{w}, \sigma_{1}} \subseteq L_{\omega_{w}, \sigma_{2}}$, where $L_{\omega_{w}, \sigma_{i}}$ is the Demazure module corresponding to $L_{\omega_{w}}$ (the irreducible integrable highest weight $\mathfrak{g}$-module with highest weight $\omega_{w}$ ) and $\sigma_{i}$. It then follows from [Savage 2006d, Theorem 7.1] that $q^{w, \sigma_{1}}$ is (isomorphic to) a submodule of $q^{w, \sigma_{2}}$. Since any submodule of $q^{w, \sigma_{2}}$ is also a submodule of $q^{w}$, uniqueness follows directly from Proposition 4.9.

Proposition 4.12. Fix $\sigma \in \mathscr{W}$ and $v, w \in \mathbb{N} Q_{0}$. Then $\operatorname{Gr}_{\mathscr{P}}\left(v, q^{w, \sigma}\right)$ is isomorphic (as an algebraic variety) to the Demazure quiver variety $\mathfrak{L}_{\sigma}(v, w)$.

Proof. This follows immediately from Definitions 3.5 and 4.10 and the description of the homeomorphism $\operatorname{Gr}_{\mathscr{P}}\left(v, q^{w}\right) \cong \mathfrak{L}(v, w)$ given in Theorem 4.4, which is actually an isomorphism of algebraic varieties by Corollary A.6.

Remark 4.13. Note that if $Q$ is a quiver of finite type and $\sigma_{0}$ is the longest element of $\mathscr{W}$, then $\mathfrak{L}_{\sigma_{0}}(v, w)=\mathfrak{L}(v, w)$ and $\operatorname{Gr}\left(v, q^{w, \sigma_{0}}\right)=\operatorname{Gr}\left(v, q^{w}\right)$ for all $v, w \in \mathbb{N} Q_{0}$.

The $\left(q^{w, \sigma}\right)_{\sigma \in \mathscr{W}}$ form a directed system under the Bruhat order. Let $\tilde{q}^{w}$ be the direct limit of this system.

Lemma 4.14. Any locally nilpotent submodule $V$ of $q^{w}$ is contained in $\tilde{q}^{w}$.
Proof. First note that for $n \in \mathbb{N}$, the submodule $\left(q^{w}\right)^{(n)}=\left\{v \in q^{w}: \mathscr{P}_{\geq n} \cdot v=0\right\}$ of $q^{w}$ is finite-dimensional. This follows from the fact that $q^{i}$ is a submodule of $\operatorname{Hom}_{\mathbb{C}}\left(e_{i} \mathscr{P}, \mathbb{C}\right)$ (since this is an injective module containing $s^{i}$ ), which has this property, and $q^{w}=\bigoplus_{i \in I}\left(q^{i}\right)^{\oplus w_{i}}$.

Since $V$ is locally nilpotent, we have a filtration

$$
0=V^{(0)} \subseteq V^{(1)}=\text { socle } V \subseteq V^{(2)} \subseteq \ldots
$$

where $V^{(n)}=\left\{v \in V: \mathscr{P}_{\geq n} \cdot v=0\right\}$. Local nilpotency of $V$ ensures that $\bigcup_{n} V^{(n)}=V$. It suffices to show that each $V^{(n)}$ is contained in $\tilde{q}^{w}$. Since $V^{(n)} \subseteq\left(q^{w}\right)^{(n)}$, it follows that $V^{(n)}$ is finite-dimensional. Choose a linear retract $\pi: q^{w} \rightarrow s^{w}$. By Theorem 4.4, $V$ corresponds to a point of $\mathfrak{L}(v, w)$. Choose $\sigma \in \mathscr{W}$ sufficiently large so that the $\left(\omega_{w}-\alpha_{v}\right)$-weight space of the representation $L_{\omega_{w}}$ is contained in the Demazure module $L_{\omega_{w}, \sigma}$ (we can always do this since the weight space is finite-dimensional). Then by Proposition 4.12, we have that $V \subseteq q^{w, \sigma} \subseteq \tilde{q}^{w}$.
Theorem 4.15. We have that $\tilde{q}^{w}$ is the injective hull of $s^{w}$ in the category $\mathscr{P}$-lnMod.
Proof. Since each $q^{w, \sigma}$ is nilpotent, it follows that $\tilde{q}^{w}$ is locally nilpotent and thus belongs to the category $\mathscr{P}$ - $\ln$ Mod. Furthermore, it is clear that $\tilde{q}^{w}$ has socle $s^{w}$ and that it is an essential extension of $s^{w}$. It remains to show that $\tilde{q}^{w}$ is an injective object of $\mathscr{P}-\ln$ Mod. Suppose $M$ and $N$ are locally nilpotent $\mathscr{P}$-modules and we have a homomorphism $M \rightarrow \tilde{q}^{w}$ and an injection $M \hookrightarrow N$. Since $q^{w}$ is injective
in the category of $\mathscr{P}$-modules, there exists a homomorphism $h: N \rightarrow q^{w}$ such that the following diagram commutes:


Since $N$ is locally nilpotent, $h(N)$ is a locally nilpotent submodule of $q^{w}$. Therefore the map $h$ factors through $\tilde{q}^{w}$ by Lemma 4.14.

Corollary 4.16. We have that $\tilde{q}^{w} \cong q^{w}$ if and only if $Q$ is of finite or affine (tame) type.

Proof. This follows immediately from Theorem 4.15 and Proposition 2.11.
We see from the above that $\left\{q^{w, \sigma}\right\}_{\sigma \in W}$ is a "rigid" filtration of $\tilde{q}^{w}$ (rigid in the sense of the uniqueness of submodules of the given $w$-extremal graded dimensions). Proposition 4.12 can be seen as a representation theoretic interpretation of this filtration. It corresponds to the filtration by Demazure modules of the irreducible highest-weight representation of $\mathfrak{g}$ of highest weight $\omega_{w}$. If the quiver $Q$ is of finite type, the Weyl group $\mathscr{W}$, and hence this filtration, is finite. Otherwise they are infinite. In the infinite case, we have a filtration of the infinite-dimensional $\tilde{q}^{w}$ by finite-dimensional submodules $q^{w, \sigma}, \sigma \in \mathscr{W}$.

## 5. Group actions and graded quiver grassmannians

We now define a natural $\mathrm{GL}_{W} \times G_{\mathscr{P}}$-action on the quiver grassmannians and show that the maps of Theorem 4.4 are equivariant. We then define graded/cyclic quiver grassmannians and show they are isomorphic to the graded/cyclic quiver varieties of Nakajima [2001, §4.1; 2004, §4].

5A. $\mathbf{G L}_{\boldsymbol{w}} \times \boldsymbol{G}_{\mathscr{P}}$-action and equivariance. Let $\mathrm{GL}_{w}=\mathrm{GL}_{s^{w}}$ and recall that $G_{\mathscr{P}}$ is the group of algebra automorphisms of $\mathscr{P}$ that fix $\mathscr{P}_{0}$ pointwise. For a $\mathscr{P}$-module $V$ and $h \in G_{\mathscr{P}}$, denote by ${ }^{h} V$ the $\mathscr{P}$-module with action given by $(a, v) \mapsto h^{-1}(a)$. $v$. Now, fix $(g, h) \in \mathrm{GL}_{w} \times G_{\mathscr{P}}$ and a $\mathscr{P}_{0}$-module retract $\pi: q^{w} \rightarrow s^{w}$. By Proposition 4.1, there exists a unique $\mathscr{P}$-module homomorphism $\gamma_{(g, h)}:{ }^{h} q^{w} \rightarrow q^{w}$ such that the following diagram commutes:


The uniqueness assertion of Proposition 4.1 ensures that $\gamma_{(g, h)}$ is bijective with inverse $\gamma_{\left(g^{-1}, h^{-1}\right)}$. Note that since the action of $\mathscr{P}_{0}$ on ${ }^{h} q^{w}$ and $q^{w}$ is the same, $\gamma_{(g, h)}$ can be considered as a $\mathscr{P}_{0}$-automorphism of $q^{w}$. This defines a group homomorphism $\mathrm{GL}_{w} \times G_{\mathscr{P}} \rightarrow \mathrm{GL}_{q^{w}},(g, h) \mapsto \gamma_{(g, h)}$. In other words, it defines an action of $\mathrm{GL}_{w} \times G_{\mathscr{P}}$ on $q^{w}$ by $\mathscr{P}_{0}$-module automorphisms. This in turn defines an action on $\widehat{\operatorname{Gr}}_{\mathscr{P}}\left(v, q^{w}\right)$ and $\operatorname{Gr}_{\mathscr{P}}\left(v, q^{w}\right)$ given by

$$
\begin{array}{ll}
(g, h) \star \gamma=\gamma_{(g, h)} \gamma, & \gamma \in \widehat{\operatorname{Gr}}_{\mathscr{P}}\left(v, q^{w}\right) \\
(g, h) \star U=\gamma_{(g, h)}(U), & U \in \operatorname{Gr}_{\mathscr{P}}\left(v, q^{w}\right) .
\end{array}
$$

Proposition 5.1. The isomorphisms of Theorem 4.4 are $\mathrm{GL}_{w} \times G_{\mathscr{P}}$-equivariant.
Proof. Let $(x, t) \mapsto \gamma(x, t)$ be the $\operatorname{map} \Lambda(v, w)^{\text {st }} \xrightarrow{\cong} \widehat{\operatorname{Gr}}_{\gamma_{\mathcal{P}}}\left(v, q^{w}\right)$ of Theorem 4.4. Fix $(x, t) \in \Lambda(v, w)^{\text {st }}$. Recall that for $(g, h) \in \mathrm{GL}_{w} \times G_{\mathscr{P}}$, we have $(g, h) \star(x, t)=$ $(h \star x, g t)$. Let $V^{x}$ be the $\mathscr{P}$-module corresponding to $x$. Then ${ }^{h} V^{x}$ is the $\mathscr{P}$-module corresponding to $h \star x$. We have the commutative diagram


It follows that the diagram

commutes. By the uniqueness statement in Proposition 4.1, we have

$$
\gamma((g, h) \star(x, t))=\gamma(h \star x, g t)=\gamma_{(g, h)} \gamma(x, t)=(g, h) \star \gamma(x, t)
$$

which proves that the map $\Lambda(v, w)^{\text {st }} \cong \widehat{\operatorname{Gr}} \mathrm{T}_{\mathscr{P}}\left(v, q^{w}\right)$ is equivariant. The remaining claim follows from the fact that the isomorphism $\mathfrak{L}(v, w) \cong \operatorname{Gr}_{\mathscr{P}}\left(v, q^{w}\right)$ is obtained from the map $\Lambda(v, w)^{\text {st }} \xrightarrow{\cong} \widehat{\operatorname{Gr}}_{\mathscr{P}}\left(v, q^{w}\right)$ by taking quotients by $\mathrm{GL}_{V}$.

5B. Graded/cyclic quiver grassmannians. Fix an abelian reductive subgroup $A$ and a group homomorphism $\rho: A \rightarrow \mathrm{GL}_{w} \times G_{\mathscr{P}}$, defining an action of $A$ on $q^{w}$ by $\mathscr{P}_{0}$-module automorphisms. The weight space corresponding to $\lambda \in \operatorname{Hom}\left(A, \mathbb{C}^{*}\right)$ is

$$
\begin{equation*}
q^{w}(\lambda) \stackrel{\text { def }}{=}\left\{v \in q^{w} \mid \rho(a)(v)=\lambda(a) v \quad \forall a \in A\right\} . \tag{5-1}
\end{equation*}
$$

We define

$$
\begin{aligned}
\operatorname{Gr}_{\mathscr{P}}\left(q^{w}\right)^{A} & =\left\{U \in \operatorname{Gr}_{\mathscr{P}}\left(q^{w}\right) \mid \rho(a) \star U=U \quad \forall a \in A\right\}, \\
\operatorname{Gr}_{\mathscr{P}}\left(u, q^{w}\right)^{A} & =\operatorname{Gr}_{\mathscr{P}}\left(q^{w}\right)^{A} \cap \operatorname{Gr}_{\mathscr{P}}\left(u, q^{w}\right) .
\end{aligned}
$$

Then for all $U \in \operatorname{Gr}_{\mathscr{P}}\left(q^{w}\right)^{A}$, we have the map $\rho_{U}: A \rightarrow \mathrm{GL}_{U},\left.a \mapsto \rho(a)\right|_{U}$. In other words, $\rho_{U}$ is a representation of $A$ in the category of $\mathscr{P}_{0}$-modules. If $\rho_{1}$ and $\rho_{2}$ are two such representations, we write $\rho_{1} \cong \rho_{2}$ when $\rho_{1}$ and $\rho_{2}$ are isomorphic. That is, $\rho_{1} \cong \rho_{2}$ for $\rho_{i}: A \rightarrow \mathrm{GL}_{U_{i}}$, if there exists a $\mathscr{P}_{0}$-module isomorphism $\xi: U_{1} \rightarrow U_{2}$ such that $\rho_{2}=\xi \rho_{1} \xi^{-1}$, where $\xi \rho_{U} \xi^{-1}$ denotes the homomorphism $a \mapsto \xi \rho_{U}(a) \xi^{-1}$. Then, for $\rho_{1}: A \rightarrow \mathrm{GL}_{U}, U$ a $\mathscr{P}_{0}$-module, we define

$$
\operatorname{Gr}_{\mathscr{P}}\left(\rho_{1}, q^{w}\right)^{A}=\left\{U^{\prime} \in \operatorname{Gr}_{\mathscr{P}}\left(q^{w}\right)^{A} \mid \rho_{U^{\prime}} \cong \rho_{1}\right\}
$$

Note that $\operatorname{Gr}_{\mathscr{P}}\left(\rho_{1}, q^{w}\right)^{A}$ depends only on the isomorphism class of $\rho_{1}$.
Recall the action of $\mathrm{GL}_{w} \times G_{\mathscr{P}}$ on $\Lambda(V, W)^{\text {st }}$ and $\mathfrak{L}(v, w)$ described in Section 3B (where we now identify $W$ with $s^{w}, w=\operatorname{dim}_{Q_{0}} W$ ). Define

$$
\begin{aligned}
\mathfrak{L}(w)^{A} & =\{[x, t] \in \mathfrak{L}(v, w) \mid \rho(a) \star[x, t]=[x, t] \forall a \in A\}, \\
\mathfrak{L}(v, w)^{A} & =\mathfrak{L}(w)^{A} \cap \mathfrak{L}(v, w) .
\end{aligned}
$$

Fix a point $[x, t] \in \mathfrak{L}(v, w)^{A}$. For every $a \in A$, there exists a unique $\rho_{1}(a) \in \mathrm{GL}_{V}$ such that

$$
\begin{equation*}
\rho(a) \star(x, t)=\rho_{1}^{-1}(a) \cdot(x, t) \tag{5-2}
\end{equation*}
$$

and the map $\rho_{1}: A \rightarrow \mathrm{GL}_{V}$ is a homomorphism. Let $\mathfrak{L}\left(\rho_{1}, w\right)^{A} \subseteq \mathfrak{L}(v, w)^{A}$ be the set of $A$-fixed points $y$ such that (5-2) holds for some representative $(x, t)$ of $y$.

Theorem 5.2. Let $V$ be a $\mathscr{P}_{0}$-module and $\rho_{1}: A \rightarrow \mathrm{GL}_{V}$ a group homomorphism. Then $\operatorname{Gr}_{\mathscr{P}}\left(\rho_{1}, q^{w}\right)^{A}$ is isomorphic to $\mathfrak{L}\left(\rho_{1}, w\right)^{A}$ as an algebraic variety.

Proof. Choose $[x, t] \in \mathfrak{L}\left(\rho_{1}, w\right)^{A}$. Let $U=\gamma(x, t)(V)$ be the corresponding point of $\operatorname{Gr}_{\mathscr{P}}\left(v, q^{w}\right)^{A}$. We want to show that $\rho_{1} \cong \rho_{U}$. Let $(g, h) \in A$ and consider the commutative diagram


Then $\rho_{U}(g, h)=\left.\gamma_{(g, h)}\right|_{U}$. Note that $\gamma(x, t)$ is an isomorphism when its codomain is restricted to $U$ and we denote by $\gamma(x, t)^{-1}$ the inverse of this restriction. We
claim that $\rho_{1}=\tilde{\rho} \stackrel{\text { def }}{=} \gamma(x, t)^{-1}\left(\left.\gamma_{(g, h)}\right|_{U}\right) \gamma(x, t)$. It suffices to show that

$$
(h \star x, g t)=(g, h) \star(x, t)=\tilde{\rho}^{-1} \cdot(x, t)=\left(\tilde{\rho}^{-1} x \tilde{\rho}, t \tilde{\rho}\right) .
$$

We have

$$
\begin{aligned}
\tilde{\rho}^{-1} x & =\gamma(x, t)^{-1}\left(\left.\gamma_{(g, h)}\right|_{U}\right)^{-1} \gamma(x, t) x \\
& =\gamma(x, t)^{-1}\left(\left.\gamma_{(g, h)}\right|_{U}\right)^{-1} x \gamma(x, t) \\
& =\gamma(x, t)^{-1}(h \star x)\left(\left.\gamma_{(g, z)}\right|_{U}\right)^{-1} \gamma(x, t) \\
& =(h \star x) \gamma(x, t)^{-1}\left(\left.\gamma_{(g, z)}\right|_{U}\right)^{-1} \gamma(x, t) \\
& =(h \star x) \tilde{\rho}^{-1},
\end{aligned}
$$

so $\tilde{\rho}^{-1} x \tilde{\rho}=h \star x$. Similarly, $t \tilde{\rho}=t \gamma(x, t)^{-1}\left(\left.\gamma_{(g, h)}\right|_{U}\right) \gamma(x, t)=g t$ and we are done.

We now restrict to a special case of this construction that has been studied by Nakajima. In particular, we define $\mathrm{GL}_{w} \times \mathbb{C}^{*}$-actions on the quiver grassmannians corresponding to the actions on quiver varieties described in Section 3B.

For any function $m: \tilde{Q}_{1} \rightarrow \mathbb{Z}$ such that $m(a)=-m(\bar{a})$ for all $a \in \tilde{Q}_{1}$, the group homomorphism (3-1) defines a $\mathrm{GL}_{w} \times \mathbb{C}^{*}$-action on $q^{w}, \widehat{\operatorname{Gr}} \mathscr{P}_{\mathcal{P}}\left(v, q^{w}\right)$ and $\operatorname{Gr}_{\mathscr{P}}\left(v, q^{w}\right)$ which we again denote by $\star_{m}$. If $A$ is any abelian reductive subgroup of $\mathrm{GL}_{w} \times \mathbb{C}^{*}$, we can consider the weight decompositions as above. For the remainder of this section, we fix $m=m_{2}$ (see Section 3B). That is, $m(a)=0$ for all $a \in Q_{1}$. We also write $\star$ for $\star_{m}$. Recall the definition (5-1) of $q^{w}(\lambda)$. For $x \in \mathscr{P}_{n}, v \in q^{w}(\lambda)$ and $(g, z) \in A$, we have

$$
\rho(g, z)(x \cdot v)=\gamma_{\left(z g, h_{m}(z)\right)}(x \cdot v)=z^{-n} x \cdot \gamma_{\left(z g, h_{m}(z)\right)}(v)=z^{-n} \lambda(g, z) v
$$

Thus $\mathscr{P}_{n}: q^{w}(\lambda) \rightarrow q^{w}\left(l^{-n} \lambda\right)$, where we write $l^{-n} \lambda$ for the element $L(-n) \otimes \lambda$ of $\operatorname{Hom}\left(A, \mathbb{C}^{*}\right)$ and $L(-n)=\mathbb{C}$ with $\mathbb{C}^{*}$-module structure given by $z \cdot v=z^{-n} v$.

Now let $(g, z)$ be a semisimple element of $A$ and define

$$
\begin{aligned}
\operatorname{Gr}_{\mathscr{P}}\left(q^{w}\right)^{(g, z)} & =\left\{U \in \operatorname{Gr}_{\mathscr{P}}\left(q^{w}\right) \mid(g, z) \star U=U\right\}, \\
\operatorname{Gr}_{\mathscr{P}}\left(u, q^{w}\right)^{(g, z)} & =\operatorname{Gr}_{\mathscr{P}}\left(q^{w}\right)^{(g, z)} \cap \operatorname{Gr}_{\mathscr{P}}\left(u, q^{w}\right) .
\end{aligned}
$$

The module $q^{w}$ has an eigenspace decomposition with respect to the action of $(g, z)$ given by

$$
q^{w}=\bigoplus_{a \in \mathbb{C}^{*}} q^{w}(a), \quad q^{w}(a)=\left\{v \in q^{w} \mid(g, z) \star v=a v\right\}
$$

Then $\operatorname{Gr}_{\mathscr{P}}\left(q^{w}\right)^{(g, z)}$ consists of those $U \in \operatorname{Gr}_{\mathscr{P}}\left(q^{w}\right)$ that are direct sums of subspaces of the weight spaces $q^{w}(a), a \in \mathbb{C}^{*}$. Thus, each $U \in \operatorname{Gr}_{\mathscr{P}}\left(q^{w}\right)^{(g, z)}$ inherits a weight
space decomposition, or $\mathbb{C}^{*}$-grading,

$$
U=\bigoplus_{a \in \mathbb{C}^{*}} U(a), \quad U(a)=\{v \in U \mid(g, z) \star v=a v\}
$$

As above we see that $\mathscr{P}_{n}: q^{w}(a) \rightarrow q^{w}\left(a z^{-n}\right)$ and $\mathscr{P}_{n}: U(a) \rightarrow U\left(a z^{-n}\right)$. We also regard $s^{w}$ as an $A$-module via the composition

$$
A \hookrightarrow \mathrm{GL}_{w} \times \mathbb{C}^{*} \xrightarrow{\text { projection }} \mathrm{GL}_{w}=\mathrm{GL}_{s^{w}}
$$

Thus $s^{w}$ also inherits a $\mathbb{C}^{*}$-grading as above. For a $Q_{0} \times \mathbb{C}^{*}$-graded vector space $V=\bigoplus_{\substack{i \in Q_{0}, a \in \mathbb{C}^{*}}} V_{i, a}$, define the graded dimension (or character)
$\quad \operatorname{char} V=\sum_{\substack{i \in Q_{0}, a \in \mathbb{C} *}}\left(\operatorname{dim} V_{i, a}\right) X_{i, a} \in \mathbb{N}\left[X_{i, a}\right]_{i \in Q_{0}, a \in \mathbb{C}^{*}}$.
Recall that a $\mathscr{P}_{0}$-module is equivalent to an $Q_{0}$-graded vector space. Thus $q^{w}, s^{w}$, and elements of $\operatorname{Gr}_{\mathscr{P}}\left(q^{w}\right)^{(g, z)}$ have natural $Q_{0} \times \mathbb{C}^{*}$-gradings and we can consider their graded dimensions.
Definition 5.3 (graded/cyclic quiver grassmannian). For a graded dimension $\mathbf{d} \in \mathbb{N}\left[X_{i, a}\right]_{i \in Q_{0}, a \in \mathbb{C}^{*}}$, define

$$
\operatorname{Gr}_{\mathscr{P}}\left(\mathbf{d}, q^{w}\right)^{(g, z)}=\left\{U \in \operatorname{Gr}_{\mathscr{P}}\left(q^{w}\right)^{(g, z)} \mid \operatorname{char} U=\mathbf{d}\right\} .
$$

We call $\operatorname{Gr}_{\mathscr{P}}\left(\mathbf{d}, q^{w}\right)^{(g, z)}$ a cyclic quiver grassmannian if $z$ is a root of unity, and a graded quiver grassmannian otherwise.
Theorem 5.4. Let $V$ be a $Q_{0} \times \mathbb{C}^{*}$-graded vector space. For a semisimple element $(g, z) \in \mathrm{GL}_{w} \times \mathbb{C}^{*}$, the graded/cyclic quiver grassmannian $\mathrm{Gr}_{\mathscr{P}}\left(\operatorname{char} V, q^{w}\right)^{(g, z)}$ is isomorphic to the lagrangian graded/cylic quiver variety $\mathfrak{L}\left(V, s^{w}\right)$ defined in [Nakajima 2004, §4], where s ${ }^{w}$ is considered as a $Q_{0} \times \mathbb{C}^{*}$-graded vector space as above.

Proof. This follows immediately from Proposition 5.1 since $\mathfrak{L}^{\bullet}(V, W)$ is simply the set of points of $\mathfrak{L}(V, W)$ fixed by a semisimple element $(g, z)$ of $\mathrm{GL}_{w} \times \mathbb{C}^{*}$.
Remark 5.5. Nakajima [2004] assumes the quiver $Q$ is of $A D E$ type. However, the definitions in $\S 4$ of that article extend naturally to the more general case.

## 6. Geometric construction of representations of Kac-Moody algebras and compatibility with nested quiver grassmannians

Since certain quiver grassmannians are isomorphic to lagrangian Nakajima quiver varieties, one can translate Nakajima's geometric construction of representations of Kac-Moody algebras into the quiver grassmannian setting. Having done this, one sees that the quiver grassmannian construction is compatible with a natural nesting
of these varieties - a property which seems to have no analog in the setting of quiver varieties. One benefit of this nesting compatibility is that it allows one to always work with quiver grassmannians in finite-dimensional modules, even though the injective objects $q^{w}$ themselves may be infinite-dimensional (outside of finite type).

For the remainder of this section, we fix a Kac-Moody algebra $\mathfrak{g}$ with symmetric Cartan matrix and let $\mathscr{W}$ be its Weyl group. Let $Q=\left(Q_{0}, Q_{1}\right)$ be a quiver whose underlying graph is the Dynkin graph of $\mathfrak{g}$ and let $\mathscr{P}=\mathscr{P}(Q)$ denote the corresponding path algebra. We also fix a $\mathscr{P}_{0}$-module retract $\pi: q^{w} \rightarrow s^{w}$, allowing us to identify $\operatorname{Gr}_{\mathscr{p}}\left(v, q^{w}\right)$ with $\mathfrak{L}(v, w)$ as in Theorem 4.4.

6A. Constructible functions. Recall that for a topological space $X$, a constructible set is a subset of $X$ that is obtained from open sets by a finite number of the usual set theoretic operations (complement, union and intersection). A constructible function on $X$ is a function that is a finite linear combination of characteristic functions of constructible sets. For a complex variety $X$, let $M(X)$ denote the $\mathbb{C}$-vector space of constructible functions on $X$ with values in $\mathbb{C}$. We define $M(\varnothing)=0$. For a continuous map $p: X \rightarrow X^{\prime}$, define

$$
p^{*}: M\left(X^{\prime}\right) \rightarrow M(X), \quad\left(p^{*} f^{\prime}\right)(x)=f^{\prime}(p(x)), \quad f^{\prime} \in M\left(X^{\prime}\right)
$$

and

$$
p_{!}: M(X) \rightarrow M\left(X^{\prime}\right), \quad\left(p_{!} f\right)(x)=\sum_{a \in \mathbb{Q}} a \chi\left(p^{-1}(x) \cap f^{-1}(a)\right), \quad f \in M(X),
$$

where $\chi$ denotes the Euler characteristic of cohomology with compact support.
Lemma 6.1. Suppose $X$ is a constructible subset of a topological space $Y$ and let $\iota: X \hookrightarrow Y$ be the inclusion map. Then
(i) $\iota^{*}(f)=\left.f\right|_{X}$ for $f \in M(Y)$, and
(ii) for $f \in M(X)$, $!(f)$ is the extension of $f$ by zero. That is,

$$
u_{!}(f)(x)= \begin{cases}f(x) & \text { if } x \in X \\ 0 & \text { if } x \in Y \backslash X\end{cases}
$$

The proof is straightforward and will be omitted.
6B. Raising and lowering operators. Let $V$ be a $\mathscr{P}$-module. For $u, u^{\prime} \in \mathbb{N} Q_{0}$ with $u \leq u^{\prime}$ (i.e., $u=\sum u_{i} i$ and $u^{\prime}=\sum u_{i}^{\prime} i$ where $u_{i} \leq u_{i}^{\prime}$ for all $i \in Q_{0}$ ), define

$$
\begin{equation*}
\operatorname{Gr}_{\mathscr{P}}\left(u, u^{\prime}, V\right)=\left\{\left(U, U^{\prime}\right) \in \operatorname{Gr}_{\mathscr{P}}(u, V) \times \operatorname{Gr}_{\mathscr{P}}\left(u^{\prime}, V\right) \mid U \subseteq U^{\prime}\right\}, \tag{6-1}
\end{equation*}
$$

and let

$$
\operatorname{Gr}_{\mathscr{P}}(u, V) \stackrel{\pi_{1}}{\leftarrow} \operatorname{Gr}_{\mathscr{P}}\left(u, u^{\prime}, V\right) \xrightarrow{\pi_{2}} \operatorname{Gr}_{\mathscr{P}}\left(u^{\prime}, V\right)
$$

be the natural projections given by $\pi_{1}\left(U, U^{\prime}\right)=U$ and $\pi_{2}\left(U, U^{\prime}\right)=U^{\prime}$. For each $i \in I$, define the operators

$$
\begin{array}{cll}
\hat{E}_{i}: & M\left(\operatorname{Gr}_{\mathscr{P}}(u+i, V)\right) \rightarrow M\left(\operatorname{Gr}_{\mathscr{P}}(u, V)\right), \quad \hat{E}_{i} f=\left(\pi_{1}\right)_{!}\left(\pi_{2}^{*} f\right),  \tag{6-2}\\
\hat{F}_{i}: & M\left(\operatorname{Gr}_{\mathscr{P}}(u, V)\right) \rightarrow M\left(\operatorname{Gr}_{\mathscr{P}}(u+i, V)\right), \quad \hat{F}_{i} f=\left(\pi_{2}\right)!\left(\pi_{1}^{*} f\right),
\end{array}
$$

where the maps $\pi_{1}$ and $\pi_{2}$ are as in (6-1) with $u^{\prime}=u+i$.
6C. Compatibility with nested quiver grassmannians. Suppose $V_{1} \subseteq V_{2}$ are $\mathscr{P}$ modules. Then we have the commutative diagram

where $\iota_{u}, \iota_{u^{\prime}}$ and $\iota_{u, u^{\prime}}$ denote the canonical inclusions. Denote by $\hat{E}_{i}^{j}$ and $\hat{F}_{i}^{j}$, $j=1,2$, the operators defined in (6-2) for $V=V_{j}$.

Proposition 6.2. We have
(i) $\hat{E}_{i}^{1}=\iota_{u}^{*} \circ \hat{E}_{i}^{2} \circ\left(\iota_{u+i}\right)!$, and
(ii) $\hat{F}_{i}^{1}=\iota_{u+i}^{*} \circ \hat{F}_{i}^{2} \circ\left(\iota_{u}\right)!$.

Proof. Let $u^{\prime}=u+i$. By linearity, it suffices to prove the first statement for functions of the form $1_{X}$ where $X$ is a constructible subset of $\operatorname{Gr}_{\mathscr{P}}\left(u^{\prime}, V_{1}\right)$. Then $\left(\iota_{u^{\prime}}\right)!1_{X}=1_{X}$, where on the right-hand side, $X$ is viewed as a subset of $\operatorname{Gr}_{\mathscr{P}}\left(u^{\prime}, V_{2}\right)$. We have

$$
\left(\pi_{2}^{2}\right)^{*} \circ\left(\iota_{u^{\prime}}\right)!1_{X}=\left(\pi_{2}^{2}\right)^{*} 1_{X}=1_{\left(\pi_{2}^{2}\right)^{-1}(X)}
$$

and

$$
\left(\iota_{u, u^{\prime}}\right)!\left(\pi_{2}^{1}\right)^{*} 1_{X}=\left(\iota_{u, u^{\prime}}\right)!1_{\left(\pi_{2}^{1}\right)^{-1}(X)}=1_{\left(\pi_{2}^{1}\right)^{-1}(X)}
$$

Since $X \subseteq \operatorname{Gr}_{\mathscr{P}}\left(u^{\prime}, V_{1}\right)$, we have $\left(\pi_{2}^{2}\right)^{-1}(X)=\left(\pi_{2}^{1}\right)^{-1}(X)$ and thus

$$
\left(\pi_{2}^{2}\right)^{*} \circ\left(\iota_{u^{\prime}}\right)!1_{X}=\left(\iota_{u, u^{\prime}}\right)!\circ\left(\pi_{2}^{1}\right)^{*} 1_{X}
$$

Therefore

$$
\begin{aligned}
\iota_{u}^{*} \circ \hat{E}_{i}^{2} \circ\left(\iota_{u^{\prime}}\right)!1_{X} & =\iota_{u}^{*} \circ\left(\pi_{1}^{2}\right)!\circ\left(\pi_{2}^{2}\right)^{*} \circ\left(\iota_{u^{\prime}}\right)!1_{X} \\
& =\iota_{u}^{*} \circ\left(\pi_{1}^{2}\right)!\circ\left(\iota_{u, u^{\prime}}\right)!\circ\left(\pi_{2}^{1}\right)^{*} 1_{X} \\
& =\iota_{u}^{*} \circ\left(\pi_{1}^{2} \circ \iota_{u, u^{\prime}}\right)!\circ\left(\pi_{2}^{1}\right)^{*} 1_{X} \\
& =\iota_{u}^{*} \circ\left(\iota_{u} \circ \pi_{1}^{1}\right)!\circ\left(\pi_{2}^{1}\right)^{*} 1_{X} \\
& =\iota_{u}^{*} \circ\left(\iota_{u}\right)!\circ\left(\pi_{1}^{1}\right)!\circ\left(\pi_{2}^{1}\right)^{*} 1_{X} \\
& =\left(\pi_{1}^{1}\right)!\circ\left(\pi_{2}^{1}\right)^{*} 1_{X} \\
& =\hat{E}_{i}^{1} 1_{X}
\end{aligned}
$$

where the sixth equality holds since $\iota_{u}^{*} \circ\left(\iota_{u}\right)$ ! is the identity on $M\left(\operatorname{Gr}_{\mathscr{P}}\left(u, V_{1}\right)\right)$.
We now prove the second statement. Again, it suffices to prove it for functions of the form $1_{X}$ where $X$ is a constructible subset of $\operatorname{Gr}_{\mathscr{P}}\left(u, V_{1}\right)$. Now, for $U \in$ $\operatorname{Gr}_{\mathscr{P}}\left(u^{\prime}, V_{1}\right)$, we have

$$
\begin{aligned}
\iota_{u^{\prime}}^{*} \circ \hat{F}_{i}^{2} \circ\left(\iota_{u}\right)!1_{X}(U) & =\iota_{u^{\prime}}^{*} \circ\left(\pi_{2}^{2}\right)!\circ\left(\pi_{1}^{2}\right)^{*} \circ\left(\iota_{u}\right)!1_{X}(U) \\
& =\iota_{u^{\prime}}^{*} \circ\left(\pi_{2}^{2}\right)!\circ\left(\pi_{1}^{2}\right)^{*} 1_{X}(U) \\
& =\iota_{u^{\prime}}^{*} \circ\left(\pi_{2}^{2}\right)!\circ 1_{\left(\pi_{1}^{2}\right)^{-1}(X)}(U) \\
& =\chi\left(\left(\pi_{2}^{2}\right)^{-1}(U) \cap\left(\pi_{1}^{2}\right)^{-1}(X)\right) \\
& =\chi\left(\left(\pi_{2}^{1}\right)^{-1}(U) \cap\left(\pi_{1}^{1}\right)^{-1}(X)\right) \\
& =\left(\pi_{2}^{1}\right)!1_{\left(\pi_{1}^{1}\right)^{-1}(X)}(U) \\
& =\left(\pi_{2}^{1}\right)!\circ\left(\pi_{1}^{1}\right)^{*} 1_{X}(U) \\
& =\hat{F}_{i}^{1} 1_{X}(U)
\end{aligned}
$$

where the fifth equality holds since $U \in \operatorname{Gr}_{\mathscr{P}}\left(u^{\prime}, V_{1}\right)$.
It follows from Proposition 4.12 that the Demazure quiver grassmannians stabilize in the following sense.
Corollary 6.3. For $u, w \in \mathbb{N} Q_{0}$, there exists $\sigma \in \mathscr{W}$, such that $\operatorname{Gr}_{\mathscr{P}}\left(v, q^{w, \sigma^{\prime}}\right)$ is isomorphic to $\mathfrak{L}(v, w)$ for all $\sigma^{\prime} \succeq \sigma$.
Proof. It follows from [Savage 2006d, Proposition 6.1] that there exists a $\sigma \in \mathscr{W}$ such that $\operatorname{Gr}_{\mathscr{P}}\left(v, q^{w, \sigma}\right) \cong \mathfrak{L}_{\sigma}(v, w)=\mathfrak{L}(v, w)$. It follows from the same proposition that for $\sigma^{\prime} \succeq \sigma$, we have $\mathfrak{L}_{\sigma^{\prime}}(v, w)=\mathfrak{L}(v, w)$. The result then follows from Proposition 4.12.
Corollary 6.4. For $v, w \in \mathbb{N} Q_{0}$, let $\sigma^{v, w} \in \mathscr{W}$ be minimal among the $\sigma \in \mathscr{W}$ such that $\operatorname{Gr}_{\mathscr{P}}\left(v, q^{w, \sigma}\right)$ is isomorphic to $\mathfrak{L}(v, w)$. Then $\operatorname{Gr}_{\mathscr{P}}\left(v, q^{w, \sigma}\right) \cong \operatorname{Gr}_{\mathscr{P}}\left(v, q^{w}\right)$ for all $\sigma \succeq \sigma^{v, w}$. In particular, every submodule of the injective module $q^{w}$ of graded dimension $v$ is a submodule of $q^{w, \sigma}$ for $\sigma \succeq \sigma^{v, w}$.

Remark 6.5. In the case when $\mathfrak{g}$ is of finite type, we can take $\sigma=\sigma_{0}$, where $\sigma_{0}$ is the longest element of the Weyl group. Then $\operatorname{Gr}_{\mathscr{\rho}}\left(v, q^{w}\right)$ is isomorphic to $\operatorname{Gr}_{\mathscr{P}}\left(v, q^{w, \sigma_{0}}\right)$ for all $v \in \mathbb{N} Q_{0}$.

Lemma 6.6. Suppose $w, v, v^{\prime} \in \mathbb{N} Q_{0}$ with $v \leq v^{\prime}$ and $\sigma \in \mathscr{W}$. Then the diagram

commutes, where the vertical arrows are the natural inclusions. If $\sigma \succeq \sigma^{v, w}, \sigma^{v^{\prime}, w}$, then the vertical arrow are isomorphisms.

Proof. This follows immediately from Corollary 6.4.
6D. Quiver grassmannian realization of representations. For each $i \in I$, define

$$
\begin{equation*}
H_{i}: M\left(\operatorname{Gr}_{\mathscr{P}}\left(v, q^{w}\right)\right) \rightarrow M\left(\operatorname{Gr}_{\mathscr{P}}\left(v, q^{w}\right)\right), \quad H_{i} f=(w-C v)_{i} f \tag{6-3}
\end{equation*}
$$

where $C$ is the Cartan matrix of $\mathfrak{g}$. Also, in the special case when $V=q^{w}$ for some $w$, we denote the operators $\hat{E}_{i}$ and $\hat{F}_{i}$ by $E_{i}$ and $F_{i}$ respectively.
Proposition 6.7. The operators $E_{i}, F_{i}, H_{i}$ define an action of $\mathfrak{g}$ on

$$
\underset{u}{\bigoplus} M\left(\operatorname{Gr}_{\mathscr{P}}\left(u, q^{w}\right)\right) .
$$

Proof. Throughout this proof, for varieties $X$ and $Y$, the notation $X \cong Y$ means that $X$ and $Y$ are homeomorphic. In [Nakajima 1994, §10], Nakajima defines the variety

$$
\mathfrak{F}(v, w ; i) \stackrel{\text { def }}{=} \tilde{\mathfrak{F}}(v, w ; i) / \mathrm{GL}_{V}
$$

where
$\tilde{\mathfrak{F}}(v, w ; i)=\left\{(x, t, Z) \mid(x, t) \in \Lambda(V, W)^{\text {st }}, Z \subseteq V, x(Z) \subseteq Z, \operatorname{dim} Z=v-i\right\}$.
Using the homeomorphism of Theorem 4.4, we have
$\left.\tilde{\mathfrak{F}}(v, w ; i) \cong\left\{(\gamma, Z) \mid \gamma \in \widehat{\operatorname{Gr}_{\mathscr{P}}}\left(v, q^{w}\right), Z \subseteq V, \operatorname{dim} Z=v-i, \mathscr{P} \cdot \gamma(Z)\right) \subseteq \gamma(Z)\right\}$.
The map from the set

$$
\left\{(\gamma, Z) \mid \gamma \in \widehat{\operatorname{Gr}}_{\mathscr{P}}\left(v, q^{w}\right), Z \subseteq V, \operatorname{dim} Z=v-i, \mathscr{P} \cdot \gamma(Z) \subseteq \gamma(Z)\right\}
$$

into $\operatorname{Gr}_{\mathscr{P} P}\left(v-i, v, q^{w}\right)$ given by

$$
(\gamma, Z) \mapsto(\gamma(Z), \gamma(V))
$$

is a principal $\mathrm{GL}_{V}$-bundle and thus

$$
\begin{aligned}
\mathfrak{F}(v, & w ; i) \\
& =\tilde{\mathfrak{F}}(v, w ; i) / \mathrm{GL}_{V} \\
& \cong\left\{(\gamma, Z) \mid \gamma \in \widehat{\operatorname{Gr}}_{\mathscr{P}}\left(v, q^{w}\right), Z \subseteq V, \operatorname{dim} Z=v-i, \mathscr{P} \cdot \gamma(Z) \subseteq \gamma(Z)\right\} / \mathrm{GL}_{V} \\
& =\operatorname{Gr}_{\mathscr{P}}\left(u-i, u, q^{w}\right)
\end{aligned}
$$

Therefore, the following diagram commutes:

where the maps $\pi_{1}$ and $\pi_{2}$ appearing on the bottom row are described in $\S 10$ of [Nakajima 1994]. The result then follows immediately from Proposition 10.12 of the same reference.

Let $U(\mathfrak{g})^{-}$be the lower half of the enveloping algebra of $\mathfrak{g}$. Let $\alpha$ be the constant function on $\operatorname{Gr}_{\mathscr{P}}\left(0, q^{w}\right)$ with value 1 and let

$$
\begin{align*}
L_{w} & \stackrel{\text { def }}{=} U(\mathfrak{g})^{-} \cdot \alpha \subseteq \bigoplus_{v} M\left(\operatorname{Gr}_{\mathscr{P}}\left(v, q^{w}\right)\right),  \tag{6-5}\\
L_{w}(v) & \stackrel{\operatorname{def}}{=} M\left(\operatorname{Gr}_{\mathscr{P}}\left(v, q^{w}\right)\right) \cap L_{w} . \tag{6-6}
\end{align*}
$$

Theorem 6.8. The operators $E_{i}, F_{i}, H_{i}$ preserve $L_{w}$ and $L_{w}$ is isomorphic to the irreducible highest-weight integrable representation of $\mathfrak{g}$ with highest weight $\omega_{w}$. The summand $L_{w}(v)$ in the decomposition $L_{w}=\bigoplus_{v} L_{w}(v)$ is a weight space with weight $\omega_{w}-\alpha_{v}$.

Proof. In light of the commutative diagram (6-4), the result follows immediately from [Nakajima 1994, Theorem 10.14].

Remark 6.9. It follows from Proposition 6.2 and Lemma 6.6 that we can always work with $\operatorname{Gr}_{\mathscr{P}}\left(v, q^{w, \sigma}\right)$ for large enough $\sigma$. Therefore, we can avoid quiver grassmannians in infinite-dimensional injectives if desired.

From the realization of irreducible highest-weight representations given in Theorem 6.8, we obtain some natural automorphisms of these representations. Recall from Definition 2.16 the natural action of $\operatorname{Aut}_{\mathscr{P}} q^{w}$ on $\operatorname{Gr}_{\mathscr{P}}\left(v, q^{w}\right)$ for any $v$ given by $(g, V) \mapsto g(V)$. This induces an action on $\bigoplus_{v} M\left(\operatorname{Gr}_{\mathscr{P}}\left(v, q^{w}\right)\right)$ given by

$$
(g, f) \mapsto f \circ g^{-1}, \quad f \in \bigoplus_{v} M\left(\operatorname{Gr}_{\mathscr{P}}\left(v, q^{w}\right)\right), \quad g \in \operatorname{Aut}_{\mathscr{P}} q_{w}
$$

This action clearly commutes with the operators $E_{i}$ and $F_{i}$ and thus induces an action on $L_{w}$. Such actions do not seem to be clear in the original quiver variety picture. Similar actions were considered in [Lusztig 2000, §1.22] in the case when $Q$ is of finite type.

## 7. Relation to Lusztig's grassmannian realization

Lusztig [1998; 2000] gave a grassmannian type realization of the lagrangian Nakajima quiver varieties inside the projective modules $p^{w}$. In the case when $Q$ is a quiver of finite type, the injective hulls of the simple objects are also projective covers (of different simple objects). Thus, Lusztig's and our construction are closely related. In this section, we extend Lusztig's construction to give a realization of the Demazure quiver varieties. We then give a precise relationship between his construction and ours in the finite type case. We will see that the natural identification of the two constructions corresponds to the Chevalley involution on the level of representations of the Lie algebra $\mathfrak{g}$ associated to our quiver.

## 7A. Lusztig's construction and Demazure quiver varieties.

Definition 7.1. For $V \in \mathscr{P}$-Mod, define

$$
\tilde{\operatorname{Gr}}_{\mathscr{P}}(V)=\left\{U \in \operatorname{Gr}_{\mathscr{P}}(V) \mid \mathscr{P}_{n} \cdot V \subseteq U \text { for some } n \in \mathbb{N}\right\}
$$

In other words, $\tilde{\operatorname{Gr}}_{\mathscr{P}}(V)$ consists of all $\mathscr{P}$-submodules of $V$ such that the quotient $V / U$ is nilpotent. For $u \in \mathbb{N} Q_{0}$, we define

$$
\tilde{\operatorname{Gr}}_{\mathscr{P}}(u, V)=\left\{U \in \tilde{\operatorname{Gr}}_{r_{P}}(V) \mid \operatorname{dim}_{Q_{0}}(V / U)=u\right\}
$$

Proposition 7.2. Fix $v, w \in \mathbb{N} Q_{0}$. Then $\mathfrak{L}(v, w)$ is isomorphic to $\tilde{\operatorname{Gr}}_{\mathscr{P}}\left(v, p^{w}\right)$ as an algebraic variety.

Proof. This is proven in Corollary 3.2 of [Shipman 2010]. Note that, in that article, a different stability condition is used in the definition of $\mathfrak{L}(v, w)$. However, it is well-known that the different stability conditions give rise to isomorphic varieties. We refer the reader to [Nakajima 1996] for a discussion of various stability conditions.

Proposition 7.3. For $v \in \mathbb{N} Q_{0}$, the following statements are equivalent:
(i) $v$ is $w$-extremal.
(ii) $\mathfrak{L}(v, w)$ consists of a single point.
(iii) $\tilde{\operatorname{Gr}}_{\mathscr{P}}\left(v, p^{w}\right)$ consists of a single point.
(iv) There is a unique $\mathscr{P}$-submodule $V$ of $p^{w}$ of codimension $v$ such that $p^{w} / V$ is nilpotent.

Proof. The equivalence of (i) and (ii) is given in [Savage 2006d, Proposition 5.1]. The equivalence of (ii) and (iii) follows from Proposition 7.2. Finally, the equivalence of (iii) and (iv) follows directly from Definition 7.1
Definition 7.4. For $\sigma \in \mathscr{W}$, we let $p^{w, \sigma}$ denote the unique submodule of $p^{w}$ of graded codimension $\sigma \cdot w 0$ and define

$$
\tilde{\operatorname{Gr}}_{Q, \sigma}\left(v, p^{w}\right)=\left\{V \in \tilde{\operatorname{Gr}}_{\mathscr{P}}\left(v, p^{w}\right) \mid p^{w, \sigma} \subseteq V\right\}
$$

Proposition 7.5. Fix $\sigma \in \mathscr{W}$ and $v, w \in \mathbb{N} Q_{0}$. Then $\tilde{\operatorname{Gr}}_{Q, \sigma}\left(v, p^{w}\right)$ is isomorphic to the Demazure quiver variety $\mathfrak{L}_{\sigma}(v, w)$.
Proof. This follows directly from Definitions 3.5 and 7.4 and Proposition 7.2.
7B. Relation between the projective and injective constructions. We now suppose $Q$ is of finite type and let $\mathfrak{g}$ be the Kac-Moody algebra whose Dynkin diagram is the underlying graph of $Q$. Let $\sigma_{0}$ be the longest element of the Weyl group of $\mathfrak{g}$. There is a unique Dynkin diagram automorphism $\theta$ such that $-w_{0}\left(\alpha_{i}\right)=\alpha_{\theta(i)}$. Extend $\theta$ to an automorphism of the root lattice $\bigoplus_{i \in Q_{0}} \mathbb{Z} \alpha_{i}$ by linearly extending the map $\alpha_{i} \mapsto \alpha_{\theta(i)}$. We also have an involution of $\mathbb{N} Q_{0}$ given by $w \mapsto \theta(w)$ where $\theta(w)_{i}=w_{\theta(i)}$.
Definition 7.6 (Chevalley involution). The Chevalley involution $\zeta$ of $\mathfrak{g}$ is given by

$$
\zeta\left(E_{i}\right)=F_{i}, \quad \zeta\left(F_{i}\right)=E_{i}, \quad \zeta\left(H_{i}\right)=-H_{i} .
$$

For any representation $V$ of $\mathfrak{g}$, let ${ }^{\zeta} V$ be the representation with the same underlying vector space as $V$, but with the action of $\mathfrak{g}$ twisted by $\zeta$. More precisely, the $\mathfrak{g}$-action on ${ }^{\zeta} V$ is given by $(a, v) \mapsto \zeta(a) \cdot v$.

For a dominant weight $\lambda$ of $\mathfrak{g}$, let $L_{\lambda}$ denote the corresponding irreducible highest-weight representation and let $v_{\lambda}$ be a highest weight vector. Recall that an isomorphism of irreducible representations is uniquely determined by the image of $v_{\lambda}$. The following lemma is well known.
Lemma 7.7. The lowest weight of $L_{\lambda}$ is $\sigma_{0}(\lambda)=-\theta(\lambda)$. If $v_{-\theta(\lambda)}$ denotes a lowest weight vector, then the map $v_{\lambda} \mapsto v_{-\theta(\lambda)}$ induces an isomorphism ${ }^{\zeta} L_{\lambda} \cong L_{\theta(\lambda)}$.
Lemma 7.8. We have $\operatorname{dim}_{Q_{0}} p^{w}=\operatorname{dim}_{Q_{0}} q^{w}=\sigma_{0} \cdot w$.
Proof. Since the lowest weight of the representation $L(w)$ is $\sigma_{0}(w)$, the result follows immediately from Theorem 4.4 and Proposition 7.2.
Lemma 7.9. For $w \in \mathbb{N} Q_{0}$, we have $\sigma_{0} \cdot w 0=\sigma_{0} \cdot \theta(w)$. Furthermore, $\theta\left(\sigma_{0} \cdot w 0\right)=$ $\sigma_{0} \cdot w 0$.
Proof. Let $v=\sigma_{0} \cdot w$. Then $\alpha_{v}=\omega_{w}-\sigma_{0}\left(\omega_{w}\right)=\omega_{w}+\theta\left(\omega_{w}\right)$ and the results follow easily from the fact that $\theta^{2}=\mathrm{Id}$.
Proposition 7.10. If $Q$ is a quiver of finite type and $w \in \mathbb{N} Q_{0}$, then $p^{w} \cong q^{\theta(w)}$.

Proof. Since $p^{w}=\bigoplus_{i \in Q_{0}}\left(p^{i}\right)^{\oplus w_{i}}$ and $q^{w}=\bigoplus_{i \in Q_{0}}\left(q^{i}\right)^{\oplus w_{i}}$, it suffices to prove the result for $w$ equal to $i$ for arbitrary $i \in Q_{0}$.

Let $v=\sigma_{0} \cdot{ }_{w} 0=\operatorname{dim}_{Q_{0}} p^{i}$. In the geometric realization of crystals via quiver varieties [Saito 2002], the point $\tilde{\operatorname{Gr}}_{\mathscr{P}}\left(v, p^{w}\right) \cong \mathfrak{L}(v, w)$ corresponds to the lowest weight element of the crystal $B_{\omega_{i}}$. The lowest weight of the representation $L_{\omega_{i}}$ is $\sigma_{0}\left(\omega_{i}\right)=-\omega_{\theta(i)}$. Therefore, it follows from the geometric description of the crystals that $\operatorname{dim}_{Q_{0}}$ socle $p^{i}=\theta(i)$. By Lemmas 7.8 and 7.9 , we have

$$
\operatorname{dim}_{Q_{0}} p^{i}=\sigma_{0} \cdot w 0=\sigma_{0} \cdot \theta(w) 0=\operatorname{dim}_{Q_{0}} q^{\theta(i)}
$$

Thus, by Proposition 4.9, we have $p^{i} \cong q^{\theta(i)}$.
Corollary 7.11. Suppose $Q$ is a quiver of finite type, $w \in \mathbb{N} Q_{0}$, and $\sigma \in \mathscr{W}$. Then $q^{w, \sigma} \cong p^{\theta(w), \sigma \sigma_{0}}$.

Proof. Let $\tau=\sigma \sigma_{0}$ (and so $\sigma=\tau \sigma_{0}$ ). In light of Propositions 4.9, 7.3 and 7.10 and Definitions 4.10 and 7.4, it suffices to prove that the codimension of $q^{w, \sigma}$ in $q^{w}$ is $\tau \cdot \theta(w) 0$.

Let $y=\tau \cdot \theta(w) 0$, so that $\tau(\theta(w))=\theta(w)-\alpha_{y}$, that is,

$$
\alpha_{y}=\theta(w)-\tau(\theta(w))
$$

Next, let

$$
v=\operatorname{dim}_{Q_{0}} q^{w}=\sigma_{0} \cdot w \quad \text { and } \quad u=\operatorname{dim}_{Q_{0}} q^{w, \sigma}=\sigma \cdot w 0
$$

which implies $\sigma_{0}(w)=w-\alpha_{v}$ and $\sigma(w)=w-\alpha_{u}$. Then

$$
\sum_{i \in Q_{0}}\left(v_{i}-u_{i}\right) \alpha_{i}=-\sigma_{0}(w)+\sigma(w)=\theta(w)+\tau \sigma_{0}(w)=\theta(w)-\tau(\theta(w))
$$

and so $y=v-u$ as desired.
Proposition 7.12. If $Q$ is a quiver of finite type, then

$$
\operatorname{Gr}_{\mathscr{P}}\left(u, q^{w}\right) \cong \tilde{\operatorname{Gr}}_{\mathscr{P}}\left(\left(\sigma_{0} \cdot{ }_{w} 0\right)-u, p^{\theta(w)}\right)
$$

Proof. Let $(x, V)$ be the quiver representation corresponding to the $\mathscr{P}$-module $q^{w}$ and let $v=\operatorname{dim}_{Q_{0}} V=\sigma_{0} \cdot w$. By Proposition 7.10, $(x, V)$ also corresponds to the $\mathscr{P}$-module $p^{\theta(w)}$. By Remark 2.10, $\mathscr{P}_{n} \cdot p^{w}=0$ for sufficiently large $n$. Therefore

$$
\begin{aligned}
\operatorname{Gr}_{\mathscr{P}}\left(u, q^{w}\right) & =\{U \subseteq V \mid x(U) \subseteq U, \operatorname{dim} U=u\} \\
& =\left\{U \subseteq V \mid x(U) \subseteq U, \operatorname{dim}_{Q_{0}} V / U=v-u\right\} \\
& \cong \tilde{\operatorname{Gr}}_{\mathscr{P}}\left(v-u, p^{\theta(w)}\right) .
\end{aligned}
$$

By Proposition 7.12, we have

$$
\begin{align*}
& \mathfrak{L}(u, w)<\stackrel{\phi_{w}(u)}{=} \operatorname{Gr}_{\mathscr{P}}\left(u, q^{w}\right) \cong \tilde{\operatorname{Gr}}_{\mathscr{P}}\left(\left(\sigma_{0} \cdot{ }_{w} 0\right)-u, p^{\theta(w)}\right)  \tag{7-1}\\
& \xrightarrow[\psi_{\theta(w)}\left(\left(\sigma_{0} \cdot w\right)-u\right)]{=} \mathfrak{L}\left(\left(\sigma_{0} \cdot{ }_{w} 0\right)-u, \theta(w)\right),
\end{align*}
$$

where $\phi_{w}(u)$ is the isomorphism of Theorem 4.4 (see Corollary A.6), and $\psi_{\theta(w)}(u)$ is the isomorphism of Proposition 7.2. Define

$$
\begin{aligned}
& \phi_{w}=\left(\phi_{w}(u)\right)_{u}: \operatorname{Gr}_{\mathscr{P}}\left(q^{w}\right) \rightarrow \bigsqcup_{u} \mathfrak{L}(u, w), \\
& \psi_{w}=\left(\psi_{w}(u)\right)_{u}: \tilde{\operatorname{Gr}}_{\mathscr{P}}\left(p^{w}\right) \rightarrow \bigsqcup_{u} \mathfrak{L}(u, w) .
\end{aligned}
$$

Theorem 7.13. The isomorphism $\psi_{\theta(w)} \circ \phi_{w}^{-1}$ induces the involution $\zeta$. More precisely, we have $a \circ\left(\psi_{\theta(w)} \circ \phi_{w}^{-1}\right)^{*}=\left(\psi_{\theta(w)} \circ \phi_{w}^{-1}\right)^{*} \circ \zeta(a), a \in \mathfrak{g}$, as operators on $L_{w}$, where $\left(\psi_{\theta(w)} \circ \phi_{w}^{-1}\right)^{*}$ denotes the pullback of functions along $\psi_{\theta(w)} \circ \phi_{w}^{-1}$.

Proof. For $u, u^{\prime} \in \mathbb{N} Q_{0}$, define

$$
\tilde{\operatorname{Gr}}_{\mathscr{P}}\left(u, u^{\prime}, p^{\theta(w)}\right)=\left\{\left(U, U^{\prime}\right) \in \tilde{\operatorname{Gr}}_{\mathscr{P}}\left(u, p^{\theta(w)}\right) \times \tilde{\operatorname{Gr}}_{\mathscr{P}}\left(u^{\prime}, p^{\theta(w)}\right) \mid U^{\prime} \subseteq U\right\}
$$

The map $\psi_{\theta(w)}$ induces a isomorphism

$$
\tilde{\operatorname{Gr}}_{\mathscr{P}}\left(u, u^{\prime}, p^{\theta(w)}\right) \xrightarrow{\cong} \mathfrak{F}\left(u, \theta(w) ; u-u^{\prime}\right)
$$

for all $u, u^{\prime} \in \mathbb{N} Q_{0}$ and we will also denote this collection of isomorphisms by $\psi_{\theta(w)}$. Then we have the commutative diagram

where $\Xi=\tilde{\operatorname{Gr}}_{\mathscr{P}}\left(\left(\sigma_{0} \cdot{ }_{w} 0\right)-u,\left(\sigma_{0} \cdot{ }_{w} 0\right)-(u-i), p^{\theta(w)}\right)$. It follows that, for $f$ in $\bigoplus_{u} M(\mathfrak{L}(u, w))$, we have

$$
\begin{aligned}
& E_{i} \circ\left(\psi_{\theta(w)} \circ \phi_{w}^{-1}\right)^{*}(f)=\left(\psi_{\theta(w)} \circ \phi_{w}^{-1}\right)^{*} \circ F_{i}(f), \\
& F_{i} \circ\left(\psi_{\theta(w)} \circ \phi_{w}^{-1}\right)^{*}(f)=\left(\psi_{\theta(w)} \circ \phi_{w}^{-1}\right)^{*} \circ E_{i}(f)
\end{aligned}
$$

Furthermore, $\left(\psi_{\theta(w)} \circ \phi_{w}^{-1}\right)^{*}$ maps the constant function on $\mathfrak{L}(0, w)$ with value one to the constant function on $\mathfrak{L}\left(\sigma_{0} \cdot{ }_{w} 0, \theta(w)\right)$ with value one. The result follows.
Remark 7.14. Note that the middle isomorphism in (7-1) depends on our identification of $q^{w}$ and $p^{\theta(w)}$. The isomorphism $\phi_{w}(u)$ also depends on our fixed retract $\pi: q^{w} \rightarrow s^{w}$. By Proposition 4.1, all such choices are related by the natural action of Autop $q^{w}$; see Definition 2.16. A similar group action appears in the identification of $\tilde{\operatorname{Gr}}_{\mathscr{P} P}\left(\left(\sigma_{0} \cdot{ }_{w} 0\right)-u, p^{\theta(w)}\right)$ with $\mathfrak{L}\left(\left(\sigma_{0} \cdot{ }_{w} 0\right)-u, \theta(w)\right)$; see [Lusztig 2000]. Via the isomorphisms $\phi_{w}(u)$, the group $\operatorname{Aut}_{\mathcal{P}} q^{w}$ acts on the space of constructible functions on $\bigsqcup_{v} \mathfrak{L}(v, w)$ and $L_{w}$ is a subspace of the space of invariant functions. The pullback $\left(\psi_{\theta(w)} \circ \phi_{w}^{-1}\right)^{*}$ acting on the space of invariant functions is independent of the choice of $\pi$ and the chosen identification of $q^{w}$ with $p^{\theta(w)}$.

## Appendix: Isomorphisms of varieties

After an earlier version of the current paper was released [Savage and Tingley 2009], Shipman proved [2010] that the grassmannian type varieties $\tilde{\operatorname{Gr}}_{\mathscr{P}}\left(v, p^{w}\right)$ defined by Lusztig are indeed isomorphic as algebraic varieties to the lagrangian Nakajima quiver varieties $\mathfrak{L}(v, w)$. A simple "duality" map gives an isomorphism of varieties between the quiver grassmannian $\operatorname{Gr}_{\mathscr{P}}\left(v, q^{w}\right)$ and $\tilde{\operatorname{Gr}}_{\mathscr{P}}\left(v, p^{w}\right)$. The purpose of this appendix is to describe this map precisely, and from there to conclude that the map from $\operatorname{Gr}_{\mathscr{P}}\left(v, q^{w}\right)$ to $\mathfrak{L}(v, w)$ constructed in Theorem 4.4 is in fact an isomorphism of algebraic varieties. An alternative approach (not pursued here) would be an injective version of the argument of [Shipman 2010] that would directly show that $\operatorname{Gr}_{\mathscr{P}}\left(v, q^{w}\right)$ is isomorphic to $\mathfrak{L}(v, w)$.

Let $i \in Q_{0}$ and fix a nondegenerate bilinear pairing

$$
\langle\cdot, \cdot\rangle_{s^{i}}: s^{i} \times s^{i} \rightarrow \mathbb{C}
$$

and a retract $\pi: q^{i} \rightarrow s^{i}$ of $\mathscr{P}_{0}$-modules. For a path $\beta=a_{1} \cdots a_{n}$ in the double quiver $\tilde{Q}$, let

$$
\begin{equation*}
\beta^{\vee}=\bar{a}_{n} \cdots \bar{a}_{1} \tag{A-1}
\end{equation*}
$$

be the reverse path. Extending by linearity, this defines an algebra anti-involution of $\mathbb{C} \tilde{Q}$ that induces an algebra anti-involution of $\mathscr{P}$. Then define a bilinear pairing

$$
\begin{equation*}
\langle\cdot, \cdot\rangle: \tilde{q}^{i} \times p^{i} \rightarrow \mathbb{C}, \quad\left\langle v, \beta e_{i}\right\rangle=\left\langle\pi\left(\beta^{\vee} v\right), e_{i}\right\rangle_{s^{i}} \tag{A-2}
\end{equation*}
$$

For $n \geq 0$, let

$$
\begin{aligned}
p_{n}^{i} & =\mathscr{P}_{\geq n} e_{i} \subseteq p^{i} \\
q_{n}^{i} & =\left\{v \in q^{i} \mid \mathscr{P}_{n} \cdot v=0\right\}=\left\{v \in \tilde{q}^{i} \mid \mathscr{P}_{n} \cdot v=0\right\},
\end{aligned}
$$

where the last equality holds since $\tilde{q}^{i}$ contains all nilpotent elements of $q^{i}$ by Lemma 4.14. Note that each $q_{n}^{i}$ is finite-dimensional. We have the obvious inclusions

$$
q_{0}^{i} \subseteq q_{1}^{i} \subseteq q_{2}^{i} \subseteq \cdots,
$$

and it follows from Lemma 4.14 and Theorem 4.15 that $\tilde{q}^{i}=\bigcup_{n=0}^{\infty} q_{n}^{i}$. It is clear from the definitions that

$$
\left\langle q_{n}^{i}, p_{n+1}^{i}\right\rangle=0, \quad \text { for all } n \geq 0
$$

Thus we have the induced bilinear pairing on $q_{n}^{i} \times\left(p^{i} / p_{n+1}^{i}\right)$.
Lemma A.1. The pairing

$$
\langle\cdot, \cdot\rangle: q_{n}^{i} \times\left(p^{i} / p_{n+1}^{i}\right) \rightarrow \mathbb{C}
$$

is nondegenerate.
Proof. Since $q_{n}^{i}$ is nilpotent of degree $n$ and has socle $s^{i}$, for all nonzero $v \in q_{n}^{i}$, there exists $\beta \in \mathscr{P}_{\leq n}$ such that $0 \neq \beta \cdot v \in s^{i}$. Then $\left\langle v, \beta^{\vee} e_{i}\right\rangle \neq 0$. Thus, it suffices to show that $\operatorname{dim}\left(p^{i} / p_{n+1}^{i}\right) \leq \operatorname{dim} q_{n}^{i}$. Now, $\left(p^{i} / p_{n+1}^{i}\right)^{*}$ is naturally a right $\mathscr{P}$-module. Via the anti-involution (A-1), this becomes a nilpotent left $\mathscr{P}$-module with socle $s^{i}$. Therefore, by Proposition 4.1, $\left(p^{i} / p_{n+1}^{i}\right)^{*}$ injects into $\tilde{q}^{i}$. It is clear that the image of this injection is contained in $q_{n}^{i}$ and thus the result follows since $q_{n}^{i}$ is finite-dimensional.

We then have the following corollary, whose proof is immediate.
Corollary A.2. The pairing (A-2) is nondegenerate. Furthermore,

$$
\tilde{q}^{i} \cong\left\{f \in \operatorname{Hom}_{\mathbb{C}}\left(p^{i}, \mathbb{C}\right)|f|_{p_{n}^{i}}=0 \text { for } n \gg 0\right\}
$$

as $\mathscr{P}$-modules, where the $\mathscr{P}$-module structure on the right-hand side is given by

$$
\left(\beta \cdot f^{\prime}\right)(v)=f^{\prime}\left(\beta^{\vee} \cdot v\right)
$$

for $\beta \in \mathscr{P}, v \in p^{i}$, and $f^{\prime} \in\left\{f \in \operatorname{Hom}_{\mathbb{C}}\left(p^{i}, \mathbb{C}\right)|f|_{p_{n}^{i}}=0\right.$ for $\left.n \gg 0\right\}$.
Remark A.3. One should compare this result to Definition 2.7 and Lemma 2.8 in finite type.

Recall that, for $w=\sum_{i} w_{i} i \in \mathbb{N} Q_{0}$, we have

$$
s^{w}=\bigoplus_{i}\left(s^{i}\right)^{\oplus w_{i}}, \quad p^{w}=\bigoplus_{i}\left(p^{i}\right)^{\oplus w_{i}}, \quad \tilde{q}^{w}=\bigoplus_{i}\left(\tilde{q}^{i}\right)^{\oplus w_{i}} .
$$

By declaring distinct summands to be orthogonal, we have a nondegenerate bilinear pairing

$$
\begin{equation*}
\langle\cdot, \cdot\rangle: \tilde{q}^{w} \times p^{w} \rightarrow \mathbb{C} \tag{A-3}
\end{equation*}
$$

For a subspace $U$ of $\tilde{q}^{w}$, define the subspace

$$
U^{\perp}=\left\{v \in p^{w} \mid\left\langle v^{\prime}, v\right\rangle=0 \text { for all } v^{\prime} \in U\right\}
$$

of $p^{w}$. Similarly, for a subspace $U$ of $p^{w}$, define the subspace $U^{\perp}$ of $\tilde{q}^{w}$.
Proposition A.4. For $U \in \operatorname{Gr}_{\mathscr{P}}\left(v, \tilde{q}^{w}\right)$, we have $U^{\perp} \in \tilde{\operatorname{Gr}}_{\mathscr{P}}\left(v, p^{w}\right)$, and the map

$$
\operatorname{Gr}_{\mathscr{P}}\left(v, \tilde{q}^{w}\right) \rightarrow \tilde{\operatorname{Gr}}_{\mathscr{P}}\left(v, p^{w}\right), \quad U \mapsto U^{\perp}
$$

is an isomorphism of algebraic varieties.
Proof. It follows from the definition of the pairing (A-3) that $U$ is a submodule of $\tilde{q}^{w}$ if and only if $U^{\perp}$ is a submodule of $p^{w}$. Also, note that $U \subseteq \tilde{q}^{w}$ is finite-dimensional if and only if $U \subseteq q_{n}^{w}$ for some $n$. Therefore, it follows from Lemma A. 1 that the maps $U \mapsto U^{\perp}$ (in either direction) are mutually inverse bijections between $\operatorname{Gr}_{\mathscr{P}}\left(v, \tilde{q}^{w}\right)$ and $\tilde{\operatorname{Gr}}_{\mathscr{P}}\left(v, p^{w}\right)$. Since these maps are clearly algebraic, the result follows.
Theorem A.5. The quiver grassmannian $\operatorname{Gr}_{\mathscr{P}}\left(v, q^{w}\right)$ is isomorphic to the lagrangian Nakajima quiver variety $\mathfrak{L}(v, w)$ as an algebraic variety.

Proof. This follows from the isomorphisms of algebraic varieties

$$
\operatorname{Gr}_{\mathscr{P}}\left(v, q^{w}\right)=\operatorname{Gr}_{\mathscr{P}}\left(v, \tilde{q}^{w}\right) \cong \tilde{\operatorname{Gr}} \mathbf{r}_{\mathscr{P}}\left(v, p^{w}\right) \cong \mathfrak{L}(v, w)
$$

Recall that all finite-dimensional submodules of $q^{w}$ are submodules of $\tilde{q}^{w}$. This gives the first equality. The first isomorphism is Proposition A. 4 and the second is Proposition 7.2.

Corollary A.6. The map $\bar{\imath}: \operatorname{Gr} \mathscr{P}\left(v, q^{w}\right) \rightarrow \mathfrak{L}(v, w)$ of Theorem 4.4 is an isomorphism of algebraic varieties.
Proof. By Theorem A.5, we know that $\operatorname{Gr}_{\mathscr{P}}\left(v, q^{w}\right)$ and $\mathfrak{L}(v, w)$ are isomorphic as algebraic varieties. Since $\bar{\imath}$ is a bijective algebraic map by Theorem 4.4, the result follows by [Kaliman 2005, Lemma 1] (while the result there is stated for irreducible varieties, the proof applies to reducible ones - the only difference is that the normalization is now a disjoint union of components).
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# NONAUTONOMOUS SECOND ORDER HAMILTONIAN SYSTEMS 

Martin Schechter

We study the existence of periodic solutions for a second order nonautonomous dynamical system. We make no assumptions on the gradient other than continuity. This allows both sublinear and superlinear problems. We also study the existence of nonconstant solutions.

## 1. Introduction

We consider the following problem. One wishes to solve

$$
\begin{equation*}
-\ddot{x}(t)=\nabla_{x} V(t, x(t)), \tag{1-1}
\end{equation*}
$$

where

$$
\begin{equation*}
x(t)=\left(x_{1}(t), \ldots, x_{n}(t)\right) \tag{1-2}
\end{equation*}
$$

is a map from $I=[0, T]$ to $\mathbb{R}^{n}$ such that each component $x_{j}(t)$ is a periodic function in $H^{1}$ with period $T$, and the function $V(t, x)=V\left(t, x_{1}, \ldots, x_{n}\right)$ is continuous from $\mathbb{R}^{n+1}$ to $\mathbb{R}$ with

$$
\begin{equation*}
\nabla_{x} V(t, x)=\left(\partial V / \partial x_{1}, \ldots, \partial V / \partial x_{n}\right) \in C\left(\mathbb{R}^{n+1}, \mathbb{R}^{n}\right) \tag{1-3}
\end{equation*}
$$

For each $x \in \mathbb{R}^{n}$, the function $V(t, x)$ is periodic in $t$ with period $T$.
We shall study this problem under several sets of assumptions. First, we make no assumption on $\nabla_{x} V(t, x)$ other than (1-3). This allows both sublinear and superlinear problems.

Theorem 1.1. Assume:
(1) The function $V$ satisfies

$$
0 \leq \int_{0}^{T} V(t, x) d t \rightarrow \infty \quad \text { as }|x| \rightarrow \infty, x \in \mathbb{R}^{n}
$$

[^7](2) There are positive constants $\alpha, m$ such that
$$
\int_{0}^{T} V(t, x) d t \leq \alpha, \quad|x| \leq m, x \in \mathbb{R}^{n}
$$

Then the system

$$
\begin{equation*}
-\ddot{x}(t)=\beta \nabla_{x} V(t, x(t)) \tag{1-4}
\end{equation*}
$$

has a solution for almost all values of $\beta$ satisfying $\beta \leq 6 \mathrm{~m}^{2} / \alpha T$. If, in addition, there are a constant $\gamma>0$ and a function $W(t) \in L^{1}(I)$ such that

$$
V(t, x) \geq \gamma|x|^{2}-W(t)
$$

then the system (1-4) has a nonconstant solution for almost all $\beta$ satisfying

$$
\frac{2 \pi^{2}}{\gamma T^{2}} \leq \beta \leq \frac{6 m^{2}}{\alpha T}
$$

Corollary 1.2. Assume:
(1) The function $V$ satisfies

$$
0 \leq \int_{0}^{T} V(t, x) d t \rightarrow \infty \quad \text { as }|x| \rightarrow \infty, x \in \mathbb{R}^{n}
$$

(2) There are positive constants $\alpha, m$ such that

$$
V(t, x) \leq \alpha, \quad|x| \leq m, x \in \mathbb{R}^{n}
$$

Then the system (1-4) has a solution for almost all values of $\beta$ satisfying $0 \leq \beta \leq$ $6 m^{2} / \alpha T^{2}$.

Theorem 1.3. Assume:
(1) The function $V$ satisfies

$$
0 \leq \int_{0}^{T} V(t, x) d t \rightarrow \infty \quad \text { as }|x| \rightarrow \infty, x \in \mathbb{R}^{n}
$$

(2) There is a constant $q>2$ such that

$$
V(t, x) \leq C\left(|x|^{q}+1\right), \quad t \in I, x \in \mathbb{R}^{n}
$$

(3) there are constants $m>0, \alpha>0$ such that

$$
V(t, x) \leq \alpha|x|^{2}, \quad|x| \leq m, t \in I, x \in \mathbb{R}^{n}
$$

Then the system (1-4) has a solution for almost all $\beta$ satisfying $0 \leq \beta \leq 2 \pi^{2} / \alpha T^{2}$.

## Theorem 1.4. Assume:

(1) The function $V$ satisfies

$$
0 \leq \int_{0}^{T} V(t, x) d t \rightarrow \infty \quad \text { as }|x| \rightarrow \infty, x \in \mathbb{R}^{n}
$$

(2) There are a constant $\alpha>0$ and a function $W(t) \in L^{1}(I)$ such that

$$
V(t, x) \leq \alpha|x|^{2}+W(t), \quad t \in I, x \in \mathbb{R}^{n}
$$

Then the system (1-4) has a solution for almost all $0 \leq \beta \leq 2 \pi^{2} / \alpha T^{2}$. If we assume

$$
B:=\int_{I} W(t) d t<0
$$

then (1-4) has a nonconstant solution for almost all such $\beta$.
Theorem 1.5. The conclusions of Theorem 1.4 are valid if we replace condition (2) with:
(2') There is a constant $\alpha>0$ such that

$$
\sup _{|x|<m} \int_{0}^{T} V(t, x) d t \leq \alpha m^{2}+B \quad \text { for every } m>0
$$

and require $0 \leq \beta \leq 6 / \alpha T$.
The advantage of these theorems is that we obtain solutions under very weak hypotheses. In fact, we make no assumption on $\nabla_{x} V(t, x)$ other than (1-3). The disadvantage is that we do not obtain a solution for any particular value of $\beta$. If we wish to prove existence for every such $\beta$, we will have to make assumptions concerning $\nabla_{x} V(t, x)$ as well. We now present additional hypotheses which guarantee existence of solutions for all values of $\beta$ in the given intervals. We do this for Theorems 1.1 and 1.3. The hypotheses are:
(1) $0 \leq V(t, x) /|x|^{2} \rightarrow \infty$ as $|x| \rightarrow \infty$.
(2) There are a constant $C$ and a function $W(t) \in L^{1}(I)$ such that

$$
H(t, \theta x) \leq C(H(t, x)+W(t)), \quad 0 \leq \theta \leq 1, t \in I, x \in \mathbb{R}^{n},
$$

where

$$
H(t, x):=\nabla_{x} V(t, x) \cdot x-2 V(t, x)
$$

Theorem 1.6. Assume:
(1) $0 \leq V(t, x) /|x|^{2} \rightarrow \infty$ as $|x| \rightarrow \infty$.
(2) There are positive constants $\alpha, m$ such that

$$
\int_{0}^{T} V(t, x) d t \leq \alpha, \quad|x| \leq m, x \in \mathbb{R}^{n}
$$

(3) There are a constant $C$ and a function $W(t) \in L^{1}(I)$ such that

$$
H(t, \theta x) \leq C(H(t, x)+W(t)), \quad 0 \leq \theta \leq 1, t \in I, x \in \mathbb{R}^{n}
$$

Then the system (1-4) has a solution for all values of $\beta$ satisfying $0<\beta<6 \mathrm{~m}^{2} / \alpha T$.
Theorem 1.7. Assume:
(1) $0 \leq V(t, x) /|x|^{2} \rightarrow \infty$ as $|x| \rightarrow \infty$.
(2) There is a constant $q>2$ such that

$$
V(t, x) \leq C\left(|x|^{q}+1\right), \quad t \in I, x \in \mathbb{R}^{n}
$$

(3) There are constants $m>0, \alpha>0$ such that

$$
V(t, x) \leq \alpha|x|^{2}, \quad|x| \leq m, t \in I, x \in \mathbb{R}^{n}
$$

(4) There are a constant $C$ and a function $W(t) \in L^{1}(I)$ such that

$$
H(t, \theta x) \leq C(H(t, x)+W(t)), \quad 0 \leq \theta \leq 1, t \in I, x \in \mathbb{R}^{n}
$$

Then the system (1-4) has a solution for all $\beta$ satisfying $0<\beta<2 \pi^{2} / \alpha T^{2}$.
The periodic nonautonomous problem

$$
\begin{equation*}
\ddot{x}(t)=\nabla_{x} V(t, x(t)) \tag{1-5}
\end{equation*}
$$

has an extensive history in the case of singular systems (see, for example, [Ambrosetti and Coti Zelati 1993]). The first to consider it for potentials satisfying (1-3) were Berger and the author [1977]. We proved the existence of solutions to (1-4) under the condition that

$$
V(t, x) \rightarrow \infty \quad \text { as }|x| \rightarrow \infty
$$

uniformly for a.e. $t \in I$. Subsequently, Willem [1981], Mawhin [1987], Mawhin and Willem [1989], Tang [1995; 1998], Tang and Wu [1999; 2001; 2002] and others (see the references therein) proved existence under various conditions.

The periodic problem (1-1) was studied by Mawhin and Willem [1986; 1989], Long [1995], Tang and Wu [2003] and others. Tang and Wu [2003] proved existence of solutions of problem (1-1) under the following hypotheses:
(I) $V(t, x) \rightarrow \infty$ as $|x| \rightarrow \infty$ uniformly for a.e. $t \in I$.
(II) There exist $a \in C\left(\mathbb{R}^{+}, \mathbb{R}^{+}\right), b \in L^{1}\left(0, T, \mathbb{R}^{+}\right)$such that

$$
|V(t, x)|+|\nabla V(t, x)| \leq a(|x|) b(t) \quad \text { for all } x \in \mathbb{R}^{n} \text { and a.e. } t \in[0, T]
$$

and the superquadraticity condition:
(III) There exist $0<\mu<2, M>0$ such that $V(t, x)>0, H_{\mu}:=\nabla V(t, x) \cdot x-\mu V(t, x) \leq 0 \quad$ for all $|x| \geq M$ and a.e. $t \in[0, T]$.

Rabinowitz [1980] proved existence under stronger hypotheses. In particular, in place of (I), he assumed:
(I') There exist constants $a_{1}, a_{2}>0, \mu_{0}>1$ such that

$$
V(t, x) \geq a_{1}|x|^{\mu_{0}}+a_{2} \quad \text { for all } x \in \mathbb{R}^{n} \text { and a.e. } t \in[0, T]
$$

In place of (III), he assumed:
(III') There exist $0<\mu<2, M>0$ such that

$$
0<\nabla V(t, x) \cdot x \leq \mu V(t, x) \quad \text { for all }|x| \geq M \text { and a.e. } t \in[0, T] .
$$

Mawhin and Willem [1986] proved existence for the case of convex potentials, while Long [1995] studied the problem for even potentials. They assumed that $V(t, x)$ is subquadratic in the sense that

$$
\begin{aligned}
& \text { there exist } a_{3}<(2 \pi / T)^{2} \text { and } a_{4} \text { such that } \\
& |V(t, x)| \leq a_{3}|x|^{2}+a_{4} \text { for all } x \in \mathbb{R}^{n} \text { and a.e. } t \in[0, T] \text {. }
\end{aligned}
$$

Mawhin and Willem [1989] also studied the problem for a bounded nonlinearity. Tang and Wu [2003] also proved existence of solutions if one replaces (I) with

$$
\int_{0}^{T} V(t, x) d t \rightarrow \infty \quad \text { as }|x| \rightarrow \infty
$$

and $V(t, x)$ is $\gamma$-subadditive with $\gamma>0$ for a.e. $t \in[0, T]$. All of these authors studied only the existence of solutions.

All of the results mentioned above concerned the existence of solutions, which might be constants. Little was done concerning nonconstant solutions of problem (1-1). For the homogeneous case, Ben-Naoum, Troestler and Willem [Ben-Naoum et al. 1994] proved the existence of a nonconstant solution. For the case $T=2 \pi$, Theorem 1.7, with substantially stronger hypotheses, was proved by Nirenberg; see [Ekeland and Ghoussoub 2002]. Among other things, they assumed

$$
V(t, x) \leq \frac{3}{2 \pi^{2}}, \quad|x| \leq 1, t \in \mathbb{R}, x \in \mathbb{R}^{n}
$$

and the superquadraticity condition

$$
V(t, x)>0, \quad H_{\mu}(t, x) \leq 0, \quad|x| \geq C, t \in \mathbb{R}, x \in \mathbb{R}^{n}
$$

for some $\mu>2$, which implies our hypotheses, and

$$
V(t, x) \geq C|x|^{\mu}-C^{\prime}, \quad x \in \mathbb{R}^{n}, C>0
$$

among other things. These results were generalized in [Schechter 2006a; 2006b]. Further results, involving some of the hypotheses used in these last two papers, were obtained in [Wang et al. 2009].

We shall prove Theorems 1.1-1.5 in Section 5, and Theorems 1.6 and 1.7 in Section 7. We use linking and sandwich methods of critical point theory and then apply the monotonicity trick introduced by Struwe [1988; 1996] for minimization problems. (This trick was also used by others to solve Landesman-Lazer type problems, for bifurcation problems, for Hamiltonian systems and Schrödinger equations.)

Jeanjean [1999] shows that for a specific class of functionals having a mountainpass (MP) geometry, almost every functional in this class has a bounded PalaisSmale sequence at the (MP) level. This theorem is used to obtain, for a given functional, a special Palais-Smale sequence possessing extra properties that help to ensure its convergence. Subsequently, these abstract results are applied to prove the existence of a positive solution for a problem of the form ( P ) $-\Delta u+K u=$ $f(x, u), u \in H^{1}\left(R^{N}\right), K>0$. He assumed that the functional associated to (P) has an (MP) geometry. His results cover the case where the nonlinearity $f$ satisfies (i) $f(x, s) s^{-1} \rightarrow a \in(0, \infty]$ as $s \rightarrow+\infty$ and (ii) $f(x, s) s^{-1}$ is nondecreasing as a function of $s \geq 0$, a.e. $x \in R^{N}$.

Here, we obtain a bounded Palais-Smale sequences for functionals that need not have (MP) geometry. We then apply the theory to situations in which the (MP) geometry is not present. In particular, we apply it to situations where there is linking without the (MP) geometry. We also apply it to situations in which there are sandwich pairs which do not link.

The theory of sandwich pairs began in [Silva 1991; Schechter 1992; 1993] and was developed in subsequent publications such as [Schechter 2008; 2009].

## 2. Flows

Let $E$ be a Banach space, and let $\Sigma$ be the set of all continuous maps $\sigma=\sigma(t)$ from $E \times[0,1]$ to $E$ such that
(1) $\sigma(0)$ is the identity map,
(2) for each $t \in[0,1], \sigma(t)$ is a homeomorphism of $E$ onto $E$,
(3) $\sigma^{\prime}(t)$ is piecewise continuous on $[0,1]$ and satisfies

$$
\begin{equation*}
\left\|\sigma^{\prime}(t) u\right\| \leq \text { constant }, \quad u \in E \tag{2-1}
\end{equation*}
$$

The mappings in $\Sigma$ are called flows.
Remark 2.1. If $\sigma_{1}, \sigma_{2}$ are in $\Sigma$, define $\sigma_{3}=\sigma_{1} \circ \sigma_{2}$ by

$$
\sigma_{3}(s)= \begin{cases}\sigma_{1}(2 s) & \text { if } 0 \leq s \leq \frac{1}{2} \\ \sigma_{2}(2 s-1) \sigma_{1}(1) & \text { if } \frac{1}{2}<s \leq 1\end{cases}
$$

Then $\sigma_{1} \circ \sigma_{2} \in \Sigma$.

## 3. Sandwich systems

Let $E$ be a Banach space. Define a nonempty collection $\mathscr{K}$ of nonempty subsets $K \subset E$ to be a sandwich system if $\mathscr{K}$ has the following property:

$$
\sigma(1) K \in \mathscr{K}, \quad \sigma \in \Sigma, K \in \mathscr{K} .
$$

Theorem 3.1. Let $\mathscr{K}$ be a sandwich system, and let $G(u)$ be a $C^{1}$ functional on $E$. Define

$$
\begin{equation*}
a:=\inf _{K \in \mathscr{K}} \sup _{K} G, \tag{3-1}
\end{equation*}
$$

and assume that a is finite. Assume, in addition, that there is a constant $C_{0}$ such that for each $\delta>0$ there is a $K \in \mathscr{K}$ satisfying

$$
\begin{equation*}
\sup _{K} G \leq a+\delta \tag{3-2}
\end{equation*}
$$

such that the inequality

$$
\begin{equation*}
G(u) \geq a-\delta, \quad u \in K \tag{3-3}
\end{equation*}
$$

implies $\|u\| \leq C_{0}$. Then there is a bounded sequence $\left\{u_{k}\right\} \subset E$ such that

$$
\begin{equation*}
G\left(u_{k}\right) \rightarrow a, \quad\left\|G^{\prime}\left(u_{k}\right)\right\| \rightarrow 0 \tag{3-4}
\end{equation*}
$$

Theorem 3.2. Let $\mathscr{K}$ be a sandwich system, and let $G(u)$ be a $C^{1}$ functional on $E$. Assume that there are subsets $A, B$ of $E$ such that

$$
\begin{equation*}
a_{0}:=\sup _{A} G<\infty, \quad b_{0}:=\inf _{B} G>-\infty, \tag{3-5}
\end{equation*}
$$

$A \in \mathscr{K}$ and

$$
\begin{equation*}
B \cap K \neq \varnothing, \quad K \in \mathscr{K} . \tag{3-6}
\end{equation*}
$$

Assume, in addition, that there is a constant $C_{0}$ such that for each $\delta>0$ there is a $K \in \mathscr{K}$ satisfying (3-2) such that the inequality (3-3) implies $\|u\| \leq C_{0}$. Then the value a given by (3-1) satisfies $b_{0} \leq a \leq a_{0}$ and there is a bounded sequence $\left\{u_{k}\right\} \subset E$ such that

$$
\begin{equation*}
G\left(u_{k}\right) \rightarrow a, \quad\left\|G^{\prime}\left(u_{k}\right)\right\| \rightarrow 0 \tag{3-7}
\end{equation*}
$$

Definition 3.3. We shall say that sets $A, B$ in $E$ form a sandwich pair if $A$ is a member of a sandwich system $\mathscr{K}$ and $B$ satisfies (3-6).

Theorem 3.4. Let $N$ be a finite dimensional subspace of a Banach space E, and let $p$ be any point of $N$. Let $F$ be a continuous map of $E$ onto $N$ such that $F=I$ on $N$. Then $A=N$ and $B=F^{-1}(p)$ form a sandwich pair.

Corollary 3.5. Let $N$ be a closed subspace of a Hilbert space $E$ and let $M=N^{\perp}$. Assume that at least one of the subspaces $M, N$ is finite dimensional. Then $M, N$ form a sandwich pair.

Corollary 3.6. Let $N$ be a finite dimensional subspace of a Hilbert space $E$ with complement $M^{\prime}=M \oplus\left\{v_{0}\right\}$, where $v_{0}$ is an element in $E$ having unit norm, and let $\delta$ be any positive number. Let $\varphi(t) \in C^{1}(\mathbb{R})$ be such that

$$
0 \leq \varphi(t) \leq 1, \varphi(0)=1 \quad \text { and } \quad \varphi(t)=0,|t| \geq 1
$$

Let
(3-8) $F\left(v+w+s v_{0}\right)=v+\left(s+\delta-\delta \varphi\left(\|w\|^{2} / \delta^{2}\right)\right) v_{0}, \quad v \in N, w \in M, s \in \mathbb{R}$.
Then $A=N^{\prime}=N \oplus\left\{v_{0}\right\}$ and $B=F^{-1}\left(\delta v_{0}\right)$ form a sandwich pair.
Proof. One checks that the mapping $F$ given by (3-8) satisfies the hypotheses of Theorem 3.4 for $N^{\prime}$.

## 4. The parameter problem

Let $E$ be a reflexive Banach space with norm $\|\cdot\|$, and let $A, B$ be two closed subsets of $E$. Suppose that $G \in \mathscr{C} 1(E, \mathbb{R})$ is of the form $G(u):=I(u)-J(u), u \in E$, where $I, J \in \mathscr{C}^{1}(E, \mathbb{R})$ map bounded sets to bounded sets. Define

$$
G_{\lambda}(u)=\lambda I(u)-J(u), \quad \lambda \in \Lambda,
$$

where $\Lambda$ is an open interval contained in $(0,+\infty)$. Assume one of the following alternatives holds.
$\left(H_{1}\right) \quad I(u) \geq 0$ for all $u \in E$ and $I(u)+|J(u)| \rightarrow \infty$ as $\|u\| \rightarrow \infty$.
$\left(H_{2}\right) \quad I(u) \leq 0$ for all $u \in E$ and $|I(u)|+|J(u)| \rightarrow \infty$ as $\|u\| \rightarrow \infty$.
Furthermore, we suppose that $\mathscr{K}$ is a sandwich system satisfying
$\left(H_{3}\right) a(\lambda):=\inf _{K \in \mathscr{K}} \sup _{K} G_{\lambda}$ is finite for each $\lambda \in \Lambda$.
Theorem 4.1. Assume that $\left(H_{1}\right)\left(\right.$ or $\left.\left(H_{2}\right)\right)$ and $\left(H_{3}\right)$ hold.
(1) For almost all $\lambda \in \Lambda$ there exists a constant $k_{0}(\lambda):=k_{0}$ (depending only on $\lambda$ ) such that for each $\delta>0$ there exists a $K \in \mathscr{K}$ such that

$$
\begin{equation*}
\|u\| \leq k_{0} \quad \text { whenever } u \in K \quad \text { and } \quad G_{\lambda}(u) \geq a(\lambda)-\delta \tag{4-1}
\end{equation*}
$$

(2) For almost all $\lambda \in \Lambda$ there exists a bounded sequence $u_{k}(\lambda) \in E$ such that

$$
\left\|G_{\lambda}^{\prime}\left(u_{k}\right)\right\| \rightarrow 0, \quad G_{\lambda}\left(u_{k}\right) \rightarrow a(\lambda):=\inf _{K \in \mathscr{K}} \sup _{K} G_{\lambda} \quad \text { as } k \rightarrow \infty
$$

Corollary 4.2. The conclusions of Theorem 4.1 hold if we replace Hypothesis $\left(H_{3}\right)$ with:
$\left(H_{3}^{\prime}\right)$ There is a sandwich pair $A, B$ such that for each $\lambda \in \Lambda$,

$$
\begin{equation*}
a_{0}:=\sup _{A} G_{\lambda}<\infty, \quad b_{0}:=\inf _{B} G_{\lambda}>-\infty \tag{4-2}
\end{equation*}
$$

Corollary 4.3. The conclusions of Theorem 4.1 hold if we replace Hypothesis $\left(H_{3}\right)$ with:
$\left(H_{3}^{\prime \prime}\right)$ There are sets $A, B$ such that $A$ links $B$ and for each $\lambda \in \Lambda$,

$$
\begin{equation*}
a_{0}:=\sup _{A} G_{\lambda} \leq b_{0}:=\inf _{B} G_{\lambda} . \tag{4-3}
\end{equation*}
$$

## 5. Proofs of the theorems

We now give the proof of Theorem 1.4.
Proof. Let $X$ be the set of vector functions $x(t)$ described above. It is a Hilbert space with norm satisfying

$$
\|x\|_{X}^{2}=\sum_{j=1}^{n}\left\|x_{j}\right\|_{H^{1}}^{2}
$$

We also write

$$
\|x\|^{2}=\sum_{j=1}^{n}\left\|x_{j}\right\|^{2}
$$

where $\|\cdot\|$ is the $L^{2}(I)$ norm.
Let

$$
N=\left\{x(t) \in X: x_{j}(t) \equiv \text { constant for } 1 \leq j \leq n\right\}
$$

and set $M=N^{\perp}$. The dimension of $N$ is $n$, and $X=M \oplus N$. See, for example, [Mawhin and Willem 1989, Proposition 1.3] for details on the following lemma.

Lemma 5.1. If $x \in M$, then

$$
\|x\|_{\infty}^{2} \leq \frac{T}{12}\|\dot{x}\|^{2} \quad \text { and } \quad\|x\| \leq \frac{T}{2 \pi}\|\dot{x}\|
$$

Define

$$
\begin{equation*}
G(x)=\|\dot{x}\|^{2}-2 \int_{I} V(t, x(t)) d t, \quad x \in X \tag{5-1}
\end{equation*}
$$

For each $x \in X$ write $x=v+w$, where $v \in N, w \in M$. For convenience, we shall follow [Mawhin and Willem 1989] and use the equivalent norm for $X$ :

$$
\|x\|_{X}^{2}=\|\dot{w}\|^{2}+\|v\|^{2} .
$$

Let

$$
I(x)=\|\dot{x}\|^{2}, \quad J(x)=2 \int_{I} V(t, x(t)) d t
$$

By Hypothesis (1),

$$
J(v) \rightarrow \infty \quad \text { as }\|v\| \rightarrow \infty, v \in N
$$

Hence,

$$
I(x)+|J(x)| \rightarrow \infty \quad \text { as }\|x\|_{X} \rightarrow \infty
$$

Let

$$
\begin{equation*}
G_{\lambda}(x)=\lambda\|\dot{x}\|^{2}-2 \int_{I} V(t, x(t)) d t=\lambda I(x)-J(x), \quad x \in X . \tag{5-2}
\end{equation*}
$$

Hypothesis (1) implies

$$
\begin{equation*}
\sup _{N} G_{\lambda}(v)=-\inf _{N} J(v)<\infty \tag{5-3}
\end{equation*}
$$

If $x \in M$, we have by Hypothesis (2) and Lemma 5.1 that

$$
\begin{align*}
G_{\lambda}(x) & \geq \lambda\|\dot{x}\|^{2}-2 \int \alpha|x(t)|^{2} d t-B  \tag{5-4}\\
& \geq\left(\frac{4 \pi^{2} \lambda}{T^{2}}-2 \alpha\right)\|x\|^{2}-B \geq-B
\end{align*}
$$

provided

$$
\begin{equation*}
\lambda \geq \alpha T^{2} / 2 \pi^{2} \tag{5-5}
\end{equation*}
$$

By Corollary 3.5, $M$ and $N$ form a sandwich pair. Then by Corollary 4.2, for almost every $\lambda$ satisfying (5-5) there is a bounded sequence $\left\{x^{(k)}\right\} \subset X$ such that

$$
\begin{align*}
G_{\lambda}\left(x^{(k)}\right) & =\lambda\left\|\dot{x}^{(k)}\right\|^{2}-2 \int_{I} V\left(t, x^{(k)}(t)\right) d t \rightarrow c \geq-B,  \tag{5-6}\\
\left(G_{\lambda}^{\prime}\left(x^{(k)}\right), z\right) / 2 & =\lambda\left(\dot{x}^{(k)}, \dot{z}\right)-\int_{I} \nabla_{x} V\left(t, x^{(k)}\right) \cdot z(t) d t \rightarrow 0, \quad z \in X,  \tag{5-7}\\
\left(G_{\lambda}^{\prime}\left(x^{(k)}\right), x^{(k)}\right) / 2 & =\lambda\left\|\dot{x}^{(k)}\right\|^{2}-\int_{I} \nabla_{x} V\left(t, x^{(k)}\right) \cdot x^{(k)} d t \rightarrow 0 . \tag{5-8}
\end{align*}
$$

Since

$$
\rho_{k}=\left\|x^{(k)}\right\|_{X} \leq C,
$$

there is a renamed subsequence such that $x^{(k)}$ converges to a limit $x \in X$ weakly in $X$ and uniformly on $I$. From (5-7) we see that

$$
\left(G_{\lambda}^{\prime}(x), z\right) / 2=\lambda(\dot{x}, \dot{z})-\int_{I} \nabla_{x} V(t, x(t)) \cdot z(t) d t=0, \quad z \in X
$$

from which we conclude easily that $x$ is a solution of (1-4) with $\beta=1 / \lambda$, proving the first statement of the theorem. To prove the second, note that (5-4) implies

$$
G_{\lambda}(x) \geq-B, \quad x \in M .
$$

Consequently, if $B<0$, we see that

$$
b_{0}=\inf _{M} G_{\lambda}(x)>0
$$

Thus, the solution $x$ satisfies $G_{\lambda}(x) \geq b_{0}>0$. If $x$ were a constant, we would have $G_{\lambda}(x)=-J(x) \leq 0$, a contradiction. This gives the result.

The proof of Theorem 1.5 is similar to that of Theorem 1.4 with the exception of the inequality (5-4) resulting from Hypothesis (2). In its place we reason as follows: If $x \in M$ and $\|\dot{x}\|^{2}=12 m^{2} / T$, then $|x| \leq m$ by Lemma 5.1. Thus, we have by Hypothesis (2'),

$$
\begin{aligned}
G_{\lambda}(x) & \geq \lambda\|\dot{x}\|^{2}-2 \alpha m^{2}-B \\
& \geq(12 \lambda-2 \alpha T) m^{2} / T-B \geq-B
\end{aligned}
$$

provided $\lambda \geq \alpha T / 6$. The remainder of the proof is essentially the same.
In proving Theorem 1.1, we follow the proof of Theorem 1.4. Hypothesis (1) implies

$$
\begin{equation*}
G_{\lambda}(v) \leq 0, \quad v \in N \tag{5-9}
\end{equation*}
$$

If $x \in M$ and

$$
\|\dot{x}\|^{2}=\rho^{2}=\frac{12}{T} m^{2}
$$

then Lemma 5.1 implies that $\|x\|_{\infty} \leq m$, and we have by Hypothesis (2) that $\int_{0}^{T} V(t, x) d t \leq \alpha$. Hence,

$$
\begin{align*}
G_{\lambda}(x) & \geq \lambda\|\dot{x}\|^{2}-2 \int_{0}^{T} V(t, x) d t  \tag{5-10}\\
& \geq \lambda \rho^{2}-2 \alpha \geq 0
\end{align*}
$$

provided $\lambda \geq \alpha T / 6 m^{2}$.
If we take

$$
A=M \cap B_{\rho}, \quad B=N
$$

then $A$ links $B$ by [Schechter 1999, Corollary 13.5]. Thus, we see that Hypothesis $\left(H_{3}^{\prime \prime}\right)$ of Corollary 4.3 holds with $G_{\lambda}$ replaced with $-G_{\lambda}$. By that corollary, there is a bounded sequence satisfying (5-6)-(5-8). The first result now follows as before. To prove the second, let

$$
y(t)=v+s w_{0},
$$

where $v \in N, s \geq 0$, and

$$
w_{0}=(\sin (2 \pi t / T), 0, \ldots, 0)
$$

Then $w_{0} \in M$, and

$$
\left\|w_{0}\right\|^{2}=T / 2, \quad\left\|\dot{w}_{0}\right\|^{2}=2 \pi^{2} / T
$$

Note that

$$
\|y\|^{2}=\|v\|^{2}+s^{2} T / 2=T|v|^{2}+T s^{2} / 2
$$

Consequently,

$$
\begin{aligned}
G_{\lambda}(y) & =\lambda s^{2}\left\|\dot{w}_{0}\right\|^{2}-2 \int_{I} V(t, y(t)) d t \leq 2 \lambda \pi^{2} s^{2} / T-2 \gamma \int_{I}|y(t)|^{2} d t+B \\
& \leq 2 \lambda \pi^{2} s^{2} / T-2 \gamma\left(\|v\|^{2}+T s^{2} / 2\right)+B \\
& \leq\left(2 \lambda \pi^{2}-\gamma T^{2}\right) s^{2} / T-2 T \gamma|v|^{2}+B \rightarrow-\infty \text { as } s^{2}+|v|^{2} \rightarrow \infty
\end{aligned}
$$

Take

$$
\begin{aligned}
& A=\{v \in N: \mid v \| \leq R\} \cup\left\{s w_{0}+v: v \in N, s \geq 0,\left\|s w_{0}+v\right\|=R\right\} \\
& B=\partial B_{\rho} \cap M, 0<\rho<R
\end{aligned}
$$

where

$$
B_{\sigma}=\left\{x \in X:\|x\|_{X}<\sigma\right\} .
$$

By [Schechter 1999, Example 3, page 38], $A$ links $B$. Moreover, if $R$ is sufficiently large,

$$
\begin{equation*}
\sup _{A} G_{\lambda} \leq 0 \leq \inf _{B} G_{\lambda} \tag{5-11}
\end{equation*}
$$

Hence, we may apply [Schechter 1999, Corollary 2.8.2] and Corollary 4.3 to conclude that there is a sequence $\left\{x^{(k)}\right\} \subset X$ such that

$$
\begin{align*}
G_{\lambda}\left(x^{(k)}\right) & =\lambda\left\|\dot{x}^{(k)}\right\|^{2}-2 \int_{I} V\left(t, x^{(k)}(t)\right) d t \rightarrow c \geq 0,  \tag{5-12}\\
\left(G_{\lambda}^{\prime}\left(x^{(k)}\right), z\right) / 2 & =\lambda\left(\dot{x}^{(k)}, \dot{z}\right)-\int_{I} \nabla_{x} V\left(t, x^{(k)}\right) \cdot z(t) d t \rightarrow 0, \quad z \in X,  \tag{5-13}\\
\left(G_{\lambda}^{\prime}\left(x^{(k)}\right), x^{(k)}\right) / 2 & =\lambda\left\|\dot{x}^{(k)}\right\|^{2}-\int_{I} \nabla_{x} V\left(t, x^{(k)}\right) \cdot x^{(k)} d t \rightarrow 0 .
\end{align*}
$$

Since

$$
\rho_{k}=\left\|x^{(k)}\right\|_{X} \leq C
$$

there is a renamed subsequence such that $x^{(k)}$ converges to a limit $x \in X$ weakly in $X$ and uniformly on $I$. From (5-13) we see that

$$
\left(G_{\lambda}^{\prime}(x), z\right) / 2=\lambda(\dot{x}, \dot{z})-\int_{I} \nabla_{x} V(t, x(t)) \cdot z(t) d t=0, \quad z \in X
$$

from which we conclude easily that $x$ is a solution of (1-1). By (5-12) we see that

$$
G_{\lambda}(x) \geq c \geq 0,
$$

showing that $x(t)$ is not a constant. For if $c>0$ and $x \in N$, then

$$
G_{\lambda}(x)=-2 \int_{I} V(t, x(t)) d t \leq 0
$$

If $c=0$, we know that $d\left(x^{(k)}, B\right) \rightarrow 0$ by [Schechter 1999, Theorem 2.1.1]. Hence, there is a sequence $\left\{y^{(k)}\right\} \subset B$ such that $x^{(k)}-y^{(k)} \rightarrow 0$ in $X$. If $v \in N$, then

$$
(x, v)=\left(x-x^{(k)}, v\right)+\left(x^{(k)}-y^{(k)}, v\right) \rightarrow 0
$$

since $y^{(k)} \in M$. Thus $x \in M$. This completes the proof.
To prove Theorem 1.3, note that Hypothesis (1) implies

$$
\begin{equation*}
G_{\lambda}(v) \leq 0, \quad v \in N \tag{5-15}
\end{equation*}
$$

If $x \in M$, we have by Hypothesis (2)

$$
\begin{aligned}
G_{\lambda}(x) & \geq \lambda\|\dot{x}\|^{2}-2 \int_{|x|<m} \alpha|x(t)|^{2} d t-C \int_{|x|>m}\left(|x|^{q}+1\right) d t \\
& \geq \lambda\|\dot{x}\|^{2}-2 \alpha\|x\|^{2}-C\left(1+m^{2-q}+m^{-q}\right) \int_{|x|>m}|x|^{q} d t \\
& \geq\|\dot{x}\|^{2}\left(\lambda-\left(2 \alpha T^{2} / 4 \pi^{2}\right)\right)-C^{\prime} \int_{|x|>m}|x|^{q} d t \\
& \geq\left(\lambda-\left(\alpha T^{2} / 2 \pi^{2}\right)\right)\|x\|_{X}^{2}-C^{\prime \prime} \int_{I}\|x\|_{X}^{q} d t \\
& \geq\left(\lambda-\left(\alpha T^{2} / 2 \pi^{2}\right)\right)\|x\|_{X}^{2}-C^{\prime \prime \prime}\|x\|_{X}^{q}=\left(\lambda-\left(\alpha T^{2} / 2 \pi^{2}\right)-C^{\prime \prime \prime}\|x\|_{X}^{q-2}\right)\|x\|_{X}^{2}
\end{aligned}
$$

Hence,

$$
\begin{equation*}
G_{\lambda}(x) \geq \varepsilon\|x\|_{X}^{2}, \quad\|x\|_{X} \leq \rho, x \in M \tag{5-16}
\end{equation*}
$$

for $\rho>0$ sufficiently small, where $\varepsilon<\lambda-\left(\alpha T^{2} / 2 \pi^{2}\right)$ is positive. If we take

$$
A=M \cap B_{\rho}, \quad B=N
$$

then $A$ links $B$ by [Schechter 1999, Corollary 13.5]. Thus, Hypothesis $\left(H_{3}^{\prime \prime}\right)$ of Corollary 4.3 holds with $G_{\lambda}$ replaced with $-G_{\lambda}$. By that corollary, there is a bounded sequence satisfying (5-6)-(5-8). The result now follows as before.

## 6. Finding the sequences

Proof of Theorem 3.1. Let $M=C_{0}+1$. Then

$$
\|\sigma(1) v\| \leq M
$$

whenever $\sigma \in \Sigma$ satisfies $\left\|\sigma^{\prime}(t)\right\| \leq 1$ and $v \in E$ satisfies $\|v\| \leq C_{0}$. If the theorem were false, then there would be a $\delta>0$ such that

$$
\begin{equation*}
\left\|G^{\prime}(u)\right\| \geq 3 \delta \tag{6-1}
\end{equation*}
$$

when

$$
\begin{equation*}
u \in\{u \in E:\|u\| \leq M+1,|G(u)-a| \leq 3 \delta\} \tag{6-2}
\end{equation*}
$$

Take $\delta<1 / 3$. Since $G \in C^{1}(E, \mathbb{R})$, for each $\theta<1$ there is a locally Lipschitz continuous mapping $Y(u)$ of $\hat{E}=\left\{u \in E: G^{\prime}(u) \neq 0\right\}$ into $E$ such that

$$
\begin{equation*}
\|Y(u)\| \leq 1, \quad \theta\left\|G^{\prime}(u)\right\| \leq\left(G^{\prime}(u), Y(u)\right), \quad u \in \hat{E} \tag{6-3}
\end{equation*}
$$

(see, for example, [Schechter 1999]). Take $\theta>2 / 3$. Let

$$
\begin{aligned}
Q_{0} & =\{u \in E:\|u\| \leq M+1,|G(u)-a| \leq 2 \delta\} \\
Q_{1} & =\{u \in E:\|u\| \leq M,|G(u)-a| \leq \delta\} \\
Q_{2} & =E \backslash Q_{0}, \\
\eta(u) & =d\left(u, Q_{2}\right) /\left(d\left(u, Q_{1}\right)+d\left(u, Q_{2}\right)\right)
\end{aligned}
$$

It is easily checked that $\eta(u)$ is locally Lipschitz continuous on $E$ and satisfies

$$
\begin{cases}\eta(u)=1 & \text { if } u \in Q_{1}  \tag{6-4}\\ \eta(u)=0 & \text { if } u \in \bar{Q}_{2} \\ \eta(u) \in(0,1) & \text { otherwise }\end{cases}
$$

Let

$$
W(u)=-\eta(u) Y(u) .
$$

Then

$$
\|W(u)\| \leq 1, \quad u \in E
$$

By [Schechter 2009, Theorem 4.5], for each $v \in E$ there is a unique solution $\sigma(t) v$ of the system

$$
\begin{equation*}
\sigma^{\prime}(t)=W(\sigma(t)), t \in \mathbb{R}^{+}, \quad \sigma(0)=v \tag{6-5}
\end{equation*}
$$

We have

$$
\begin{align*}
d G(\sigma(t) v) / d t & =-\eta(\sigma(t) v)\left(G^{\prime}(\sigma(t) v), Y(\sigma(t) v)\right)  \tag{6-6}\\
& \leq-\theta \eta(\sigma)\left\|G^{\prime}(\sigma)\right\| \leq-3 \theta \delta \eta(\sigma)
\end{align*}
$$

Let $K \in \mathscr{K}$ satisfy the hypotheses of the theorem. Let $v$ be any element of $K \cap Q_{1}$. Then $\|v\| \leq C_{0}$. If there is a $t_{1} \leq 1$ such that $\sigma\left(t_{1}\right) v \notin Q_{1}$, then

$$
\begin{equation*}
G(\sigma(1) v)<a-\delta \tag{6-7}
\end{equation*}
$$

since $\|\sigma(1) v\| \leq M$,

$$
G(\sigma(1) v) \leq G\left(\sigma\left(t_{1}\right) v\right)
$$

and the right hand side cannot be greater than $a+\delta$ by (6-6). On the other hand, if $\sigma(t) v \in Q_{1}$ for all $t \in[0,1]$, then we have by (6-6)

$$
G(\sigma(1) v) \leq a+\delta-3 \delta \theta<a-\delta
$$

If $v \in K \backslash Q_{1}$, then we must have

$$
G(\sigma(1) v) \leq G(v)<a-\delta
$$

since $G(v) \geq a-\delta$ would put $v$ into $Q_{1}$. Hence

$$
\begin{equation*}
G(\sigma(1) v)<a-\delta, \quad v \in K \tag{6-8}
\end{equation*}
$$

By hypothesis, $\widetilde{K}=\sigma(1) K \in \mathscr{K}$. This means that

$$
\begin{equation*}
G(w)<a-\delta, \quad w \in \widetilde{K} \tag{6-9}
\end{equation*}
$$

But this contradicts the definition (3-1) of $a$. Hence (6-1) cannot hold for $u$ satisfying (6-2). This proves the theorem.
Proof of Theorem 3.2. Since $A \in \mathscr{K}$, clearly $a \leq a_{0}$. Moreover, for any $K \in \mathscr{K}$, we have

$$
b_{0}=\inf _{B} G_{\lambda} \leq \inf _{B \cap K} G_{\lambda} \leq \sup _{B \cap K} G_{\lambda} \leq \sup _{K} G_{\lambda}
$$

Hence, $b_{0} \leq a$. Apply Theorem 3.1.
Proof of Theorem 3.4. Define

$$
\mathscr{K}=\{\sigma(1) A: \sigma \in \Sigma\}
$$

Then $\mathscr{K}$ is a sandwich system. To see this, let $K=\widetilde{\sigma}(1) A$ be a set in $\mathscr{K}$. If $\sigma \in \Sigma$, then $\sigma \circ \tilde{\sigma}$ is also in $\Sigma$. Thus, $\mathscr{K}$ is a sandwich system. Let $B=F^{-1}(p)$. If we can show that $B$ satisfies (3-6), then the result will follow from Theorem 3.2. Now (3-6) is equivalent to

$$
F^{-1}(p) \cap \sigma(1) N \neq \varnothing, \quad \sigma \in \Sigma
$$

Let $\Omega_{R}(p)$ be a ball in $N$ with radius $R$ and center $p$, and let $\sigma(t)$ be any flow in $\Sigma$. Since

$$
\begin{equation*}
\sigma(t) u-u=\int_{0}^{t} \sigma^{\prime}(\tau) u d \tau \tag{6-10}
\end{equation*}
$$

we have

$$
\|\sigma(t) u-\sigma(s) u\| \leq C|t-s|
$$

If $u \in A_{R}=\partial \Omega_{R}(p)$, and $v \in B$, we have

$$
h(s):=d(\sigma(s) u, B) \leq\|\sigma(s) u-v\| \leq\|\sigma(t) u-v\|+C|t-s|
$$

This implies

$$
\begin{equation*}
h(s) \leq h(t)+C|t-s| . \tag{6-11}
\end{equation*}
$$

Moreover, by [Schechter 2009, Lemmas 4.3 and 4.8], $h(s)$ satisfies

$$
h(s) \geq m(R) \rightarrow \infty \quad \text { as } R \rightarrow \infty, \quad 0 \leq s \leq 1, u \in \partial \Omega_{R}(p)
$$

Thus,

$$
\left\|\sigma(s) u-F^{-1}(p)\right\| \geq h(s) \geq m(R) \rightarrow \infty, \quad u \in A_{R}
$$

Consequently,

$$
\begin{equation*}
F^{-1}(p) \cap \sigma(1) A_{R}=\varnothing, \quad \sigma \in \Sigma \tag{6-12}
\end{equation*}
$$

for $R$ sufficiently large. Now $A_{R}$ links $B$; see, for example, [Schechter 1999]. For $\Gamma \in \Phi$, define

$$
\Gamma_{1}(s)= \begin{cases}\sigma(2 s) & \text { if } 0 \leq s \leq \frac{1}{2} \\ \sigma(1) \Gamma(2 s-1) & \text { if } \frac{1}{2}<s \leq 1\end{cases}
$$

Clearly, $\Gamma_{1} \in \Phi$. Consequently, there is a $t_{0} \in[0,1]$ such that

$$
\Gamma_{1}\left(t_{0}\right) A_{R} \cap B \neq \varnothing
$$

If $t_{0} \leq \frac{1}{2}$, then

$$
\sigma\left(2 t_{0}\right) A_{R} \cap B \neq \varnothing,
$$

contradicting (6-12). If $t_{0}>\frac{1}{2}$, then

$$
\sigma(1) \Gamma\left(2 t_{0}-1\right) A_{R} \cap B \neq \varnothing \text {. }
$$

Take $\Gamma(s) u=(1-s) u$. Then $\Gamma \in \Phi$ and $\Gamma\left(2 t_{0}-1\right) A_{R} \subset N$. Hence,

$$
\sigma(1) N \cap B \neq \varnothing .
$$

Thus (3-6) holds, and the theorem is proved.

## 7. The monotonicity trick

Proof of Theorem 4.1. We prove conclusion (1) assuming the first of the alternative hypotheses, $\left(H_{1}\right)$.

By $\left(H_{1}\right)$, the map $\lambda \mapsto a(\lambda)$ is nondecreasing. Hence, $a^{\prime}(\lambda):=d a(\lambda) / d \lambda$ exists for almost every $\lambda \in \Lambda$. From this point on, we consider those $\lambda$ where $a^{\prime}(\lambda)$ exists. For fixed $\lambda \in \Lambda$, let $\lambda_{n} \in(\lambda, 2 \lambda) \cap \Lambda, \lambda_{n} \rightarrow \lambda$ as $n \rightarrow \infty$. Then there exists $\bar{n}(\lambda)$ such that

$$
\begin{equation*}
a^{\prime}(\lambda)-1 \leq \frac{a\left(\lambda_{n}\right)-a(\lambda)}{\lambda_{n}-\lambda} \leq a^{\prime}(\lambda)+1 \quad \text { for } n \geq \bar{n}(\lambda) \tag{7-1}
\end{equation*}
$$

Next, there exist $K_{n} \in \mathscr{K}_{Q}, k_{0}:=k_{0}(\lambda)>0$ such that

$$
\begin{equation*}
\|u\| \leq k_{0} \quad \text { whenever } \quad G_{\lambda}(u) \geq a(\lambda)-\left(\lambda_{n}-\lambda\right) \tag{7-2}
\end{equation*}
$$

In fact, by the definition of $a\left(\lambda_{n}\right)$, there exists $K_{n}$ such that

$$
\begin{equation*}
\sup _{K_{n}} G_{\lambda}(u) \leq \sup _{K_{n}} G_{\lambda_{n}}(u) \leq a\left(\lambda_{n}\right)+\left(\lambda_{n}-\lambda\right) \tag{7-3}
\end{equation*}
$$

If $G_{\lambda}(u) \geq a(\lambda)-\left(\lambda_{n}-\lambda\right)$ for some $u \in K_{n}$, then, by (7-1) and (7-3), we have that

$$
\begin{align*}
I(u) & =\frac{G_{\lambda_{n}}(u)-G_{\lambda}(u)}{\lambda_{n}-\lambda}  \tag{7-4}\\
& \leq \frac{a\left(\lambda_{n}\right)+\left(\lambda_{n}-\lambda\right)-a(\lambda)+\left(\lambda_{n}-\lambda\right)}{\lambda_{n}-\lambda} \\
& \leq a^{\prime}(\lambda)+3
\end{align*}
$$

and it follows that

$$
\begin{align*}
J(u) & =\lambda_{n} I(u)-G_{\lambda_{n}}(u)  \tag{7-5}\\
& \leq \lambda_{n}\left(a^{\prime}(\lambda)+3\right)-G_{\lambda}(u) \\
& \leq \lambda_{n}\left(a^{\prime}(\lambda)+3\right)-a(\lambda)+\left(\lambda_{n}-\lambda\right) \\
& \leq 2 \lambda\left(a^{\prime}(\lambda)+3\right)-a(\lambda)+\lambda .
\end{align*}
$$

On the other hand, by $\left(H_{1}\right),(7-1)$, and (7-3),

$$
\begin{align*}
J(u) & =\lambda_{n} I(u)-G_{\lambda_{n}}(u)  \tag{7-6}\\
& \geq-G_{\lambda_{n}}(u) \\
& \geq-\left(a\left(\lambda_{n}\right)+\left(\lambda_{n}-\lambda\right)\right) \\
& \geq-\left(a(\lambda)+\left(\lambda_{n}-\lambda\right)\left(a^{\prime}(\lambda)+2\right)\right) \\
& \geq-a(\lambda)-\lambda\left|a^{\prime}(\lambda)+2\right| .
\end{align*}
$$

Combining (7-4)-(7-7) and $\left(H_{1}\right)$, we see that there exists $k_{0}(\lambda):=k_{0}$ (depending only on $\lambda$ ) such that (7-2) holds.

By the choice of $K_{n}$ and (7-1), we see that

$$
\begin{aligned}
G_{\lambda}(u) & \leq G_{\lambda_{n}}(u) \leq \sup _{K_{n}} G_{\lambda_{n}}(u) \\
& \leq a\left(\lambda_{n}\right)+\left(\lambda_{n}-\lambda\right) \\
& \leq\left(a^{\prime}(\lambda)+1\right)\left(\lambda_{n}-\lambda\right)+a(\lambda)+\left(\lambda_{n}-\lambda\right) \\
& \leq a(\lambda)+\left(a^{\prime}(\lambda)+2\right)\left(\lambda_{n}-\lambda\right)
\end{aligned}
$$

for all $u \in K_{n}$. Take $n$ sufficiently large to ensure that $\left|a^{\prime}(\lambda)+2\right|\left(\lambda_{n}-\lambda\right)<\delta$. This proves conclusion (1). Conclusion (2) now follows from Theorem 3.1. The proof under Hypothesis $\left(H_{2}\right)$ is similar, and is omitted.

In proving Corollary 4.3, we shall make use of the following results of linking. Let $E$ be a Banach space. The set $\Phi$ of mappings $\Gamma(t) \in C(E \times[0,1], E)$ is to have following properties:
(a) For each $t \in[0,1), \Gamma(t)$ is a homeomorphism of $E$ onto itself and $\Gamma(t)^{-1}$ is continuous on $E \times[0,1)$.
(b) $\Gamma(0)=I$.
(c) For each $\Gamma(t) \in \Phi$ there is a $u_{0} \in E$ such that $\Gamma(1) u=u_{0}$ for all $u \in E$ and $\Gamma(t) u \rightarrow u_{0}$ as $t \rightarrow 1$ uniformly on bounded subsets of $E$.
(d) For each $t_{0} \in[0,1)$ and each bounded set $A \subset E$ we have

$$
\sup _{\substack{0 \leq t \leq t_{0} \\ u \in A}}\left\{\|\Gamma(t) u\|+\left\|\Gamma^{-1}(t) u\right\|\right\}<\infty
$$

A subset $A$ of $E$ links a subset $B$ of $E$ if $A \cap B=\varnothing$ and, for each $\Gamma(t) \in \Phi$, there is a $t \in(0,1]$ such that $\Gamma(t) A \cap B \neq \varnothing$.

Theorem [Schechter 1999, Theorem 2.1.1]. Let $G$ be a $C^{1}$-functional on $E$, and let $A, B$ be subsets of $E$ such that $A$ links $B$ and

$$
a_{0}:=\sup _{A} G \leq b_{0}:=\inf _{B} G .
$$

Assume that

$$
a:=\inf _{\Gamma \in \Phi} \sup _{\substack{0 \leq s \leq 1 \\ u \in A}} G(\Gamma(s) u)
$$

is finite. Then there is a sequence $\left\{u_{k}\right\} \subset E$ such that

$$
G\left(u_{k}\right) \rightarrow a, \quad G^{\prime}\left(u_{k}\right) \rightarrow 0
$$

If $a=b_{0}$, then we can also require that

$$
d\left(u_{k}, B\right) \rightarrow 0
$$

## Proof of Corollary 4.3. Let

$$
\mathscr{K}=\{\Gamma(s) A: \Gamma \in \Phi, s \in I\} .
$$

Then $\mathscr{K}$ is a sandwich system. In fact, if $\sigma \in \Sigma$ and $\Gamma \in \Phi$, define

$$
\Gamma_{1}(s)= \begin{cases}\sigma(2 s) & \text { if } 0 \leq s \leq \frac{1}{2} \\ \sigma(1) \Gamma(2 s-1) & \text { if } \frac{1}{2}<s \leq 1\end{cases}
$$

Then $\Gamma_{1} \in \Phi$. Thus,

$$
\sigma(1) K \in \mathscr{K}, \quad \sigma \in \Sigma, K \in \mathscr{K} .
$$

Since $A$ links $B$, we have for each $\Gamma(t) \in \Phi$, there is a $t \in(0,1]$ such that $\Gamma(t) A \cap B \neq \varnothing$. Consequently,

$$
\begin{equation*}
B \cap K \neq \varnothing, \quad K \in \mathscr{K} . \tag{7-7}
\end{equation*}
$$

Thus, $A, B$ form a sandwich pair. Let

$$
a(\lambda):=\inf _{\Gamma \in \Phi} \sup _{\substack{0 \leq s \leq 1 \\ u \in A}} G_{\lambda}(\Gamma(s) u)
$$

Then $a(\lambda):=\inf _{K \in \mathscr{K}} \sup _{K} G_{\lambda}$ is finite for any $\lambda \in \Lambda$. This shows that Hypothesis $\left(H_{3}^{\prime \prime}\right)$ implies Hypothesis $\left(H_{3}\right)$. We can now apply Theorem 4.1.
Proof of Theorem 1.6. Take $\lambda=1 / \beta$. Let $\lambda_{0}=\alpha T / 6 m^{2}$, and let $v<\infty$. By Theorem 1.1, for a.e. $\lambda \in\left(\lambda_{0}, \nu\right)$, there exists $u_{\lambda}$ such that $G_{\lambda}^{\prime}\left(u_{\lambda}\right)=0, G_{\lambda}\left(u_{\lambda}\right)=$ $a(\lambda) \geq a\left(\lambda_{0}\right)$. Let $\lambda$ satisfy $\lambda_{0}<\lambda<\nu$. Choose $\lambda_{n} \rightarrow \lambda, \lambda_{n}>\lambda$. Then there exists $x_{n}$ such that

$$
G_{\lambda_{n}}^{\prime}\left(x_{n}\right)=0, \quad G_{\lambda_{n}}\left(x_{n}\right)=a\left(\lambda_{n}\right) \geq a\left(\lambda_{0}\right) .
$$

Therefore,

$$
\int_{\Omega} \frac{2 V\left(t, x_{n}\right)}{\left\|x_{n}\right\|_{X}^{2}} d t \leq C
$$

Now we prove that $\left\{x_{n}\right\}$ is bounded. If $\left\|x_{n}\right\|_{X} \rightarrow \infty$, let $w_{n}=x_{n} /\left\|x_{n}\right\|_{X}$. Then there is a renamed subsequence such that $w_{n} \rightarrow w$ weakly in $X$, strongly in $L^{\infty}(\Omega)$ and a.e. in $\Omega$.

Let $\Omega_{0}$ be the set where $w \neq 0$. Then $\left|x_{n}(t)\right| \rightarrow \infty$ for $t \in \Omega_{0}$. If $\Omega_{0}$ had positive measure, then we would have

$$
C \geq \int_{\Omega} \frac{2 V\left(t, x_{n}\right)}{\left\|x_{n}\right\|_{X}^{2}} d t=\int_{\Omega} \frac{2 V\left(t, x_{n}\right)}{x_{n}^{2}}\left|w_{n}\right|^{2} d t \geq \int_{w \neq 0} \frac{2 V\left(t, x_{n}\right)}{x_{n}^{2}}\left|w_{n}\right|^{2} d t \rightarrow \infty
$$

showing that $w=0$ a.e. in $\Omega$. Hence, $w_{n} \rightarrow 0$. Since

$$
\left\|\dot{w}_{n}\right\|^{2}+\left\|w_{n}\right\|^{2}=1
$$

we have $\left\|\dot{w}_{n}\right\| \rightarrow 1$. Define $\theta_{n} \in[0,1]$ by

$$
G_{\lambda_{n}}\left(\theta_{n} x_{n}\right)=\max _{\theta \in[0,1]} G_{\lambda_{n}}\left(\theta x_{n}\right)
$$

For any $c>0$ and $\bar{w}_{n}=c w_{n}$, we have

$$
\int_{\Omega} V\left(t, \bar{w}_{n}\right) d t \rightarrow 0
$$

(see, for example, [Schechter 2008, page 64]). Thus,

$$
G_{\lambda_{n}}\left(\theta_{n} x_{n}\right) \geq G_{\lambda_{n}}\left(c w_{n}\right)=c^{2} \lambda_{n}\left\|\dot{w}_{n}\right\|^{2}-2 \int_{\Omega} V\left(t, \bar{w}_{n}\right) d t \rightarrow \lambda c^{2}, \quad n \rightarrow \infty
$$

Hence, $G_{\lambda_{n}}\left(\theta_{n} x_{n}\right) \geq \lambda c^{2} / 2$ for $n$ sufficiently large. That is, $\lim _{n \rightarrow \infty} G_{\lambda_{n}}\left(\theta_{n} x_{n}\right)=$ $\infty$. If there is a renamed subsequence such that $\theta_{n}=1$, then

$$
\begin{equation*}
G_{\lambda_{n}}\left(x_{n}\right) \rightarrow \infty \tag{7-8}
\end{equation*}
$$

If $0 \leq \theta_{n}<1$ for all $n$, then we have $\left(G_{\lambda_{n}}^{\prime}\left(\theta_{n} x_{n}\right), x_{n}\right) \leq 0$. Therefore,

$$
\begin{aligned}
\int_{\Omega} H\left(t, \theta_{n} x_{n}\right) d t & =\int_{\Omega^{\prime}}\left(\nabla_{x} V\left(t, \theta_{n} x_{n}\right) \theta_{n} x_{n}-2 V\left(t, \theta_{n} x_{n}\right)\right) d t \\
& =G_{\lambda_{n}}\left(\theta_{n} x_{n}\right)-\left(G_{\lambda_{n}}^{\prime}\left(\theta_{n} x_{n}\right), \theta_{n} x_{n}\right) \\
& \geq G_{\lambda_{n}}\left(\theta_{n} x_{n}\right) \rightarrow \infty
\end{aligned}
$$

By hypothesis,

$$
G_{\lambda_{n}}\left(x_{n}\right)=\int_{\Omega} H\left(t, x_{n}\right) d x \geq \int_{\Omega} H\left(t, \theta_{n} x_{n}\right) d t / C-\int_{\Omega} W(t) d t \rightarrow \infty
$$

Thus, (7-8) holds in any case. But

$$
G_{\lambda_{n}}\left(x_{n}\right)=a\left(\lambda_{n}\right) \leq a(v)<\infty,
$$

Thus, $\left\|x_{n}\right\|_{X} \leq C$. It now follows that for a renamed subsequence,

$$
G_{\lambda}^{\prime}\left(x_{n}\right) \rightarrow 0, \quad G_{\lambda}\left(x_{n}\right) \rightarrow a(\lambda) \geq a\left(\lambda_{0}\right)
$$

Applying [Schechter 1999, Theorem 3.4.1, page 64] gives the desired solution.
Proof of Theorem 1.7. This time we take $\lambda_{0}=\alpha T^{2} / 2 \pi^{2}$, apply Theorem 1.3 and follow the proof of Theorem 1.6.
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# GENERIC FUNDAMENTAL POLYGONS FOR FUCHSIAN GROUPS 

Akira Ushijima


#### Abstract

A Dirichlet fundamental polygon for a Fuchsian group is said to be generic if its combinatorial shape is stable under any small permutation of the center of the polygon. Almost all points in the hyperbolic plane are known to be centers of generic fundamental polygons. We prove that the same property holds for points in the boundary of the hyperbolic plane.


## 1. Introduction

For a given topological space with a group action, a fundamental region is a subset consisting of representatives of the orbits of a given point by the action. In general, it is chosen to be connected. Such regions are used for the study of groups and their actions on spaces; they give tessellation of the spaces, which imply presentations of the groups.

When a metric is given to the space and the group is discrete, the Dirichlet domain (also known as the Voronoi cell) is an example of a fundamental region; for a point $p$ free under the group action, the Dirichlet domain for $p$ is the set of all points closer to $p$ than any other point in the orbit of $p$. For discrete groups acting on the hyperbolic plane, such domains are also called Dirichlet fundamental polygons with center $p$. We simply call them fundamental polygons in what follows.

One interesting question about fundamental polygons is how many different combinatorial shapes of such polygons are obtained from a given hyperbolic surface. This problem was considered for closed surfaces of genus two by Fricke and Klein [1897], and, independently, by Jørgensen and Näätänen [1982]. They showed that there were exactly eight types of "generic" fundamental polygons. Though the precise definition will be given in Section 3, a generic fundamental polygon has a property of stability of its combinatorial shape under any small perturbation of its center. Generic fundamental polygons are therefore in a sense far from the so-called canonical polygons of Fricke [Fricke and Klein 1897; Keen

[^8]1966]. For closed surfaces of genus two, each generic fundamental polygon has 18 edges, while each canonical polygon has 8 edges.

Besides genus two, there are known facts about numbers of combinatorial shapes of admissible generic fundamental polygons for closed surfaces. The complete list of generic fundamental polygons of genus three was obtained in [Nakamura 2004]. Each such polygon has 30 edges. The formula to calculate possible numbers of combinatorial shapes of generic fundamental polygons for closed surfaces of any genus was obtained in [Bacher and Vdovina 2002]. Counting number of possible types is related to the study of extremal discs in a surface. For further results on this subject, see [Girondo and Nakamura 2007; Vdovina 2008].

Once we have known the number of combinatorial shapes of admissible generic fundamental polygons for a surface, it is also interesting to think about how these fundamental polygons are related to each other. Such a question was proposed in [Näätänen and Penner 1991] as follows: what kind of decomposition is given on a surface by a relation that two points on the surface are equivalent if they are centers of the fundamental polygon with the same combinatorial shape.

A local figure of such a decomposition of a closed surface of genus two was given in [Näätänen 1985]. In this figure, the set of points corresponding to nongeneric fundamental polygons seems to have measure zero. Beardon proved [1983, Theorem 9.4.5] that this is true for any Fuchsian group; for any given such group, almost all points in the hyperbolic plane are centers of generic fundamental polygons. A corresponding result for three-dimensional hyperbolic geometry, that is, for Kleinian groups, was proposed in [Jørgensen and Marden 1988]. However, the proof of Lemma 3.1 in that article, which plays an important role in the proof of the main result, is incomplete.

As a first try to give a complete proof of Jørgensen and Marden's result, we applied their strategy to the case for Fuchsian groups in [Díaz and Ushijima 2009]. We obtained an alternative proof of the result of Beardon there.

The idea of fundamental polygons can be generalized to the case where the center lies on the boundary of the hyperbolic plane. The main purpose of this paper is to show, again following the strategy of Jørgensen and Marden, that Beardon's result holds even when the centers lie in the boundary of the hyperbolic plane.

## 2. Preliminaries

Let $\mathbb{H}^{2}:=\{z \in \mathbb{C} \mid \operatorname{Im} z>0\}$ be the upper half-plane model of the two-dimensional hyperbolic space. It is given as a subset of the complex plane $\mathbb{C}$, but it is also regarded as contained in the Riemann sphere $\widehat{\mathbb{C}}:=\mathbb{C} \cup\{\infty\}$, where $\infty$ denotes the point at infinity. The boundary $\partial \mathbb{H}^{2}$ of $\mathbb{H}^{2}$ is considered in $\widehat{\mathbb{C}}$ so that it consists of the real axis $\mathbb{R}$ plus $\infty$. We set $\overline{\mathbb{H}^{2}}:=\mathbb{H}^{2} \cup \partial \mathbb{H}^{2}$.

A circle in $\widehat{\mathbb{C}}$ means either a Euclidean circle in $\mathbb{C}$ or a Euclidean line in $\mathbb{C}$, as a circle through $\infty$. Hyperbolic lines in $\mathbb{M}^{2}$ (resp. in $\overline{\mathbb{M}^{2}}$ ) are obtained as the intersection of $\mathbb{H}^{2}$ (resp. $\mathbb{Z}^{2}$ ) and circles in $\widehat{\mathbb{C}}$ which are perpendicular to $\mathbb{R}$. For two distinct points $z$ and $w$ in $\overline{\mathbb{H}^{2}}$, we denote by $[z, w]$ the hyperbolic line segment with endpoints $z$ and $w$ in $\overline{\mathbb{H}^{2}}$.

The orientation-preserving isometry group of $\mathbb{H}^{2}$ is known to be isomorphic to the following projective special linear group:

$$
\operatorname{PSL}_{2}(\mathbb{R}):=\left\{\left.\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \right\rvert\, a, b, c, d \in \mathbb{R}, a d-b c=1\right\} /\{ \pm I\}
$$

where $I$ denotes the identity matrix. The action of an element $T$ in $\operatorname{PSL}_{2}(\mathbb{R})$ on $\widehat{\mathbb{C}}$ is a Möbius transformation

$$
T(z):=\frac{a z+b}{c z+d}, \quad z \in \widehat{\mathbb{C}}
$$

The restriction of this action on $\mathbb{H}^{2}$ is orientation-preserving and isometric with respect to the hyperbolic metric. We denote the set of the fixed points of $T$ in $\overline{\mathbb{H}^{2}}$ by $\operatorname{Fix}(T)$. Any nontrivial element of $\mathrm{PSL}_{2}(\mathbb{R})$ is classified into three types according to the number of elements in $\operatorname{Fix}(T)$; a nontrivial element $T$ in $\operatorname{PSL}_{2}(\mathbb{R})$ is said to be elliptic if $\operatorname{Fix}(T)$ coincides with $\operatorname{Fix}(T) \cap \mathbb{Q}^{2}$ that is a one point set, parabolic if $\operatorname{Fix}(T)$ coincides with $\operatorname{Fix}(T) \cap \partial \Vdash^{2}$ that is a one point set, and hyperbolic if $\operatorname{Fix}(T)$ coincides with $\operatorname{Fix}(T) \cap \partial \Vdash^{2}$ that consists of two points. For hyperbolic $T$, the axis $\operatorname{Ax}(T)$ is defined to be the hyperbolic line whose endpoints are the fixed points of $T$.

For an element $T$ in $\operatorname{PSL}_{2}(\mathbb{R})$ and a point $z$ in $\mathbb{H}^{2}-\operatorname{Fix}(T)$, let

$$
\mathrm{B}(z ; T):=\left\{w \in \mathbb{H}^{2} \mid d(w, z)=d(w, T(z))\right\}
$$

be the set of points in $\mathbb{H}^{2}$ that are equidistant from $z$ and $T(z)$ with respect to the hyperbolic distance $d(\cdot, \cdot)$. It is a hyperbolic line, the perpendicular bisector of $[z, T(z)]$. We remark that our definition of $\mathrm{B}(z ; T)$, as in [Díaz and Ushijima 2009], differs from the one given in [Jørgensen and Marden 1988]; there $\mathrm{B}(z ; T)$ was defined as the perpendicular bisector of $\left[z, T^{-1}(z)\right]$.

The definition of $\mathrm{B}(z ; T)$ generalizes to the case that the point $z$ lies in $\partial \mathbb{H}^{2}$. For a point $p$ in $\partial \Vdash^{2}-\operatorname{Fix}(T)$, a hyperbolic line $\mathrm{B}(p ; T)$ is defined to be the limit of $\mathrm{B}(z ; T)$ as $z$ converges to $p$. In particular, if $p$ is taken to be $\infty$, then $\mathrm{B}(\infty ; T)$ is the isometric semicircle for $T^{-1}$.

We denote by $\overline{\mathrm{B}(z ; T)}$ the closure of $\mathrm{B}(z ; T)$ in $\overline{\mathbb{H}^{2}}$. For further properties and a proof of the following proposition [Jørgensen and Marden 1988, Section 2].

Proposition 1. Let $T$ be a nontrivial element in $\operatorname{PSL}_{2}(\mathbb{R})$.
(1) If $T$ is elliptic, then $\mathrm{B}(z ; T)$ contains the fixed point of $T$ for any point $z$ in $\overline{\mathbb{M}^{2}}-\operatorname{Fix}(T)$.
(2) If $T$ is parabolic, then $\overline{\mathrm{B}(z ; T)}$ contains the fixed point of $T$ for any point $z$ in $\overline{\mathbb{H}^{2}}-\operatorname{Fix}(T)$. If the point $z$ approaches the fixed point $\zeta$ of $T$ conically, then $\overline{\mathrm{B}(z ; T)}$ converges to $\zeta$.
(3) If $T$ is hyperbolic, then $\overline{\mathrm{B}(z ; T)}$ does not contain any fixed point of $T$ for any point $z$ in $\overline{\mathbb{M}^{2}}-\mathrm{Fix}(T)$. Furthermore it intersects perpendicularly with $\mathrm{Ax}(T)$. If the point $z$ approaches a fixed point $\zeta$ of $T$, then $\overline{\mathrm{B}(z ; T)}$ converges to $\zeta$.
Fuchsian groups are discrete subgroups of the orientation-preserving isometry group of $\mathbb{H}^{2}$. We regard them as subgroups of $\mathrm{PSL}_{2}(\mathbb{R})$ in what follows. For a given Fuchsian group $\Gamma$ and a point $w$ in $\mathbb{H}^{2}$, we define a subset $\mathscr{P}_{0}(w)$ in $\mathbb{H}^{2}$ as follows:

$$
\mathscr{P}_{0}(w):=\left\{z \in \mathbb{W}^{2} \mid d(z, w) \leq d(z, T(w)) \text { for all } T \in \Gamma\right\}
$$

when $w$ is in $\mathbb{M}^{2}$, and

$$
\mathscr{P}_{0}(w):=\left\{\begin{array}{l|l}
z \in \mathbb{M}^{2} & \begin{array}{l}
\text { for any } T \in \Gamma-\{I\}, \text { the point } z \text { lies in the closure of } \\
\text { the component of } \mathbb{H}^{2}-\mathrm{B}(w ; T) \text { that is adjacent to } w
\end{array}
\end{array}\right\}
$$

when $w$ is in $\partial \mathbb{H}^{2}$. The subset $\mathscr{P}_{0}(w)$ is a fundamental polygon for $\Gamma$ when $w$ is taken from $\mathbb{H}^{2}-\bigcup_{T \in \Gamma} \operatorname{Fix}(T)$. Then $\mathscr{P}_{0}(w)$ is called a (Dirichlet) fundamental polygon for $\Gamma$. For a point $w$ in $\partial \mathbb{H}^{2}$, on the other hand, the subset $\mathscr{P}_{0}(w)$ is not always a fundamental polygon. Let $\Omega(\Gamma)$ be the ordinary set for $\Gamma$ in $\widehat{\mathbb{C}}$. It is shown in [Beardon 1983, Theorem 9.5.2] that $\mathscr{P}_{0}(w)$ is a fundamental polygon when $w$ is taken from $\Omega(\Gamma)$. When such $w$ is taken to be $\infty$, the fundamental polygon $\mathscr{P}_{0}(w)$ is known as the Ford fundamental region. Set $\mathscr{P}(w):=\overline{\mathscr{P}_{0}(w)} \cap \Omega(\Gamma)$, where $\overline{\mathscr{P}_{0}(w)}$ means the closure of $\mathscr{P}(w)$ in $\frac{\mathbb{H}^{2}}{}$. The point $w$ is called the center of $\mathscr{P}_{0}(w)$, or of $\mathscr{P}(w)$.

## 3. Generic fundamental polygons and the main result

Since the polygon $\mathscr{P}(w)$ is defined to be the intersection of $\overline{\mathscr{P}_{0}(w)}$ with $\Omega(\Gamma)$, the vertices of $\mathscr{P}_{0}(w)$, or the endpoints in $\Omega(\Gamma)$ of edges of $\mathscr{P}_{0}(w)$, are vertices of $\mathscr{P}(w)$. Fixed points of elliptic elements of order two on edges of $\mathscr{P}_{0}(w)$ are also called vertices of $\mathscr{P}(w)$. Vertices in $\mathbb{H}^{2}$ are called inner vertices, and those in $\Omega(\Gamma)$ are called boundary vertices.

A cusp of $\mathscr{P}(w)$ is a parabolic fixed point lying in $\overline{\mathscr{P}(w)}$. Cusps are not boundary vertices, since any parabolic fixed point belongs to the limit set, which is the complement of $\Omega(\Gamma)$ in $\widehat{\mathbb{C}}$.

The edges of $\mathscr{P}(w)$ are either those of $\mathscr{P}_{0}(w)$ or closed segments in $\mathscr{P}(w) \cap \partial \Vdash^{2}$. An edge of $\mathscr{P}_{0}(w)$ as a hyperbolic polygon is decomposed into two edges of $\mathscr{P}(w)$
if it has a vertex corresponding to the fixed point of an elliptic element of order two. The edges of $\mathscr{P}(w)$ which come from those of $\mathscr{P}_{0}(w)$ are also called inner edges. We denote by $\ell(e)$ the hyperbolic line containing an inner edge $e$ of $\mathscr{P}_{0}(w)$.

An inner vertex $v$ of $\mathscr{P}(w)$ said to have a vertex cycle of length $k$ if there is a sequence $T_{1}=I, T_{2}, T_{3}, \ldots, T_{k}, T_{k+1}=T_{1}=I$ of elements in $\Gamma$ such that the sequence $T_{1}(\mathscr{P}(w))=\mathscr{P}(w), T_{2}(\mathscr{P}(w)), \ldots, T_{k}(\mathscr{P}(w))$ of polygons is a cyclic arrangement around $v$ in the $\Gamma$-orbit of $\mathscr{P}(w)$. In other words, the length of a vertex cycle is the number of disjoint vertices of $\mathscr{P}_{0}(w)$ that are equivalent to $v$ under $\Gamma$ if $v$ is not fixed by elliptic elements in $\Gamma$. The sequence $T_{1}, T_{2}, \ldots, T_{k}$ is called the vertex cycle of $v$.

Definition. For a Fuchsian group $\Gamma$, the fundamental polygon $\mathscr{P}(w)$ centered at $w$ in $\mathbb{M}^{2} \cup \Omega(\Gamma)$ is said to be generic if it satisfies the following conditions:
(1) For an inner vertex, if the length of its vertex cycle is greater than three, then the vertex is the fixed point of an elliptic element in $\Gamma$.
(2) For an inner edge $e$, if $\overline{\ell(e)}$ contains the fixed point of an elliptic or a parabolic element in $\Gamma$, the element of $\Gamma$ defining $\ell(e)$ as the bisector is an elliptic or a parabolic element fixing the point in question. Similarly, if $\ell(e)$ intersects perpendicularly with the axis of a hyperbolic element in $\Gamma$, the element of $\Gamma$ defining $\ell(e)$ as the bisector is a hyperbolic element fixing the axis in question.
(3) Every boundary vertex is an endpoint of exactly one inner edge.
(4) If two inner edges share an endpoint on $\partial \Vdash^{2}$, then the endpoint is a cusp that is the fixed point of a parabolic element gluing these inner edges.
Analogous notions have been studied before. Our definition of generic fundamental polygons is the two-dimensional counterpart of the definition of generic fundamental polyhedra in [Jørgensen and Marden 1988]. Our Conditions (1), (3), and (4) correspond to those defining Dirichlet polygons in [Beardon 1983, Theorem 9.4.5].

The conditions for generic fundamental polygons have geometric interpretations. Condition (1) and (2) together imply that, if a vertex $v$ is fixed by an elliptic element in $\Gamma$, its vertex cycle coincides with the cyclic elliptic subgroup with fixed point $v$. Another interpretation is that any cone singularity of the surface $\mathbb{W}^{2} / \Gamma$ is cut by the image of exactly one inner edge. Similarly, Conditions (2) and (3) mean that any border (open end) of $\mathbb{H}^{2} / \Gamma$ is also cut by the image of exactly one inner edge, and Condition (4) means that any cusp of $\mathbb{H}^{2} / \Gamma$ is also cut by the image of exactly one inner edge.
Theorem. For a Fuchsian group $\Gamma$, there is a subset $\mathcal{N}_{\Gamma}$ in $\partial \mathbb{H}^{2}$ of measure zero such that, for any point $w$ in $\left(\Omega(\Gamma) \cap \partial \Vdash^{2}\right)-\mathcal{N}_{\Gamma}$, the fundamental polygon $\mathscr{P}(w)$ is generic.

Proof. To obtain the subset $\mathcal{N}_{\Gamma}$, we define three families of subsets in $\partial \mathbb{H}^{2}$. For $T_{1}, T_{2}, T_{3}$ in $\operatorname{PSL}_{2}(\mathbb{R})$, define a subset $\mathscr{V}_{T_{1}, T_{2}, T_{3}}$ in $\partial \mathbb{H}^{2}$ as

$$
\mathscr{V}_{T_{1}, T_{2}, T_{3}}:=\left\{p \in \partial \mathbb{M}^{2} \mid \overline{\mathrm{B}\left(p ; T_{1}\right)} \cap \overline{\mathrm{B}\left(p ; T_{2}\right)} \cap \overline{\mathrm{B}\left(p ; T_{3}\right)} \neq \varnothing\right\} .
$$

For $T_{1}, T_{2}$ in $\mathrm{PSL}_{2}(\mathbb{R})$, define $\mathscr{T}_{T_{1}, T_{2}}$ as

$$
\mathscr{T}_{T_{1}, T_{2}}:=\left\{p \in \partial \mathbb{H}^{2} \mid \overline{\mathrm{B}\left(p ; T_{1}\right)} \cap \overline{\mathrm{B}\left(p ; T_{2}\right)} \cap \partial \mathbb{M}^{2} \neq \varnothing\right\}
$$

For $T_{1}, T_{2}$ in $\mathrm{PSL}_{2}(\mathbb{R})$, define $\mathscr{F}_{T_{1}, T_{2}}$ as

$$
\mathscr{F}_{T_{1}, T_{2}}:=\left\{p \in \partial \Vdash^{2} \mid \operatorname{Fix}\left(T_{1}\right) \cap \overline{\mathrm{B}\left(p ; T_{2}\right)} \neq \varnothing\right\}
$$

when $T_{1}$ is elliptic or parabolic, and

$$
\mathscr{F}_{T_{1}, T_{2}}:=\left\{p \in \partial \mathbb{H}^{2} \mid \mathrm{B}\left(p ; T_{2}\right) \text { intersects perpendicularly with the axis of } T_{1}\right\}
$$

when $T_{1}$ is hyperbolic.
Using these subsets, we define

$$
\mathcal{N}_{\Gamma}:=\left(\bigcup_{\left\{T_{1}, T_{2}, T_{3}\right\}} \mathscr{V}_{T_{1}, T_{2}, T_{3}}\right) \cup\left(\bigcup_{\left\{T_{4}, T_{5}\right\}} \mathscr{T}_{T_{4}, T_{5}}\right) \cup\left(\bigcup_{\left(T_{6}, T_{7}\right)} \mathscr{F}_{T_{6}, T_{7}}\right)
$$

where $\left\{T_{1}, T_{2}, T_{3}\right\}$ runs over all triples in $\Gamma$ that are mutually distinct, nontrivial and neither elliptic with a common fixed point nor parabolic with a common fixed point, $\left\{T_{4}, T_{5}\right\}$ runs over all pairs in $\Gamma$ that are distinct, nontrivial and not parabolic with a common fixed point, and ( $T_{6}, T_{7}$ ) runs over all ordered pairs of nontrivial elements in $\Gamma$ such that $\operatorname{Fix}\left(T_{7}\right)$ and $\operatorname{Fix}\left(T_{6}\right)$ are different.

Each of the indexes in the definition of $\mathcal{N}_{\Gamma}$ runs over countably many triples and pairs, because $\Gamma$ is a discrete group (see [Beardon 1983, Exercise 2.3.3], for example,). To see that $\mathcal{N}_{\Gamma}$ has measure zero, it is thus enough to see that the subsets $\mathscr{V}_{T_{1}, T_{2}, T_{3}}, \mathscr{T}_{T_{4}, T_{5}}$ and $\mathscr{F}_{T_{6}, T_{7}}$ have measure zero. These are shown in Propositions 5, 7 and 9 , respectively.

We next use case analysis to show that the fundamental polygon $\mathscr{P}(w)$ is generic for any $w$ in $\left(\Omega(\Gamma) \cap \partial \Vdash^{2}\right)-\mathcal{N}_{\Gamma}$.

For Condition (1), take a vertex $v$ of $\mathscr{P}_{0}(w)$. Let $S_{v}$ be the vertex cycle of $v$, and $k_{v}$ the length of $S_{v}$. Suppose $k_{v}>3$. Then there are at least three nontrivial and distinct elements, say $T_{a}, T_{b}$ and $T_{c}$, in $S_{v}$. Though $w$ is not in $\bigcup_{\left\{T_{1}, T_{2}, T_{3}\right\}} \mathscr{V}_{T_{1}, T_{2}, T_{3}}$, the bisectors $\mathrm{B}\left(w ; T_{a}\right), \mathrm{B}\left(w ; T_{b}\right)$ and $\mathrm{B}\left(w ; T_{c}\right)$ contain $v$. This means that the three elements $T_{a}, T_{b}$ and $T_{c}$ are either elliptic with a common fixed point or parabolic with a common fixed point. If they are parabolic, then $\overline{\mathrm{B}\left(w ; T_{a}\right)}, \overline{\mathrm{B}\left(w ; T_{b}\right)}$ and $\overline{\mathrm{B}\left(w ; T_{c}\right)}$ contain a common fixed point in $\partial \mathbb{H}^{2}$. This contradicts the assumption that $v$ is in $\mathbb{H}^{2}$. If they are elliptic with a common fixed point, $S_{v}$ is in a cyclic subgroup of $\Gamma$ by the discreteness of $\Gamma$. Then the cyclic subgroup is generated by an elliptic element, which fixes $v$.

For Condition (2), take an inner edge $e$ of $\mathscr{P}(w)$. Let $T_{e}$ be an element in $\Gamma$ such that $\ell(e)$ coincides with $\mathrm{B}\left(w ; T_{e}\right)$. Suppose that an endpoint of $\ell(e)$ coincided with the fixed point of a parabolic element, say $T$. This means that $\operatorname{Fix}(T) \cap \overline{\mathrm{B}\left(w ; T_{e}\right)}$ is nonempty. Since $w$ is not in $\bigcup_{\left(T_{6}, T_{7}\right)}{ }^{\mathscr{F}} T_{6}, T_{7}$, the set $\operatorname{Fix}\left(T_{e}\right)$ coincides with $\operatorname{Fix}(T)$. The same argument is applied to the cases that $T_{e}$ is either elliptic or hyperbolic.

For Conditions (3), and (4), take a vertex (in the ordinary sense) $v^{*}$ of $\overline{\mathscr{P}(w)}$ that is in $\partial \mathbb{H}^{2}$. Suppose that $v^{*}$ is the endpoint of two inner edges, say $a$ and $b$, of $\mathscr{P}_{0}(w)$. Let $T_{a}$ and $T_{b}$ are elements in $\Gamma$ such that $\ell(a)$ and $\ell(b)$ coincide with $\mathrm{B}\left(w ; T_{a}\right)$ and $\mathrm{B}\left(w ; T_{b}\right)$ respectively. Since $w$ is not in $\bigcup_{\left\{T_{4}, T_{5}\right\}} \mathscr{T}_{T_{4}, T_{5}}$, the elements $T_{a}$ and $T_{b}$ are parabolic with a common fixed point. Then $v^{*}$ is their common fixed point so that it is a cusp of $\mathscr{P}(w)$ given as the endpoint of $a$ and $b$ that are glued together by $T_{a}=T_{b}{ }^{-1}$.

Furthermore, the argument above implies that a vertex $v^{*}$ in $\Omega(\Gamma)$ is an endpoint of exactly one inner edge, for any parabolic fixed point is not in $\Omega(\Gamma)$. Such a vertex is a boundary vertex by definition.

We have thus shown that $\mathscr{P}(w)$ is generic for any $w$ in $\left(\Omega(\Gamma) \cap \partial \mathbb{H}^{2}\right)-\mathcal{N}_{\Gamma}$.
This theorem is a generalization of [Beardon 1983, Theorem 9.4.5] and [Díaz and Ushijima 2009, Corollary 3.11]. The algebraic equations defining $\mathscr{V}_{T_{1}, T_{2}, T_{3}}$, $\mathscr{T}_{T_{4}, T_{5}}$ and $\mathscr{F}_{T_{6}, T_{7}}$ can be regarded as defined on $\mathbb{C}$, so the set $\mathcal{N}_{\Gamma}$ can be extended to one in $\overline{\mathbb{M}^{2}}$. Both $\mathcal{N}_{\Gamma}$ and its extension have measure zero, so their complements
 every point $w$ in $\mathbb{H}^{2}$ and $\Omega(\Gamma) \cap \partial \mathbb{H}^{2}$.

## 4. Propositions

To prove the propositions used in the proof of the theorem, we use the projective disc model $D^{2}$ of two-dimensional hyperbolic space. As a set it is the open unit disc centered at the origin in two-dimensional real projective space $\mathbb{R} \mathbb{P}^{2}$. We choose the isometry from $\Vdash^{2}$ to $D^{2}$ so that $0,1, \infty \in \partial \Vdash^{2}$ are mapped, respectively, to $(0,-1),(1,0),(0,1)$ in $\mathbb{R P}^{2}$.

Given an element $T=\left(\begin{array}{cc}a & b \\ c & d\end{array}\right)$ in $\operatorname{PSL}_{2}(\mathbb{R})$ and a point $z$ in $\overline{\mathbb{H}^{2}}-\operatorname{Fix}(T)$, let $\mathrm{C}(z ; T)$ be the pole in $\mathbb{R P}^{2}$ of the projective line containing the image of $\mathrm{B}(z ; T)$ in $D^{2}$. For a point $p \in \mathbb{R} \subset \partial \mathbb{H}^{2}$, a formula in [Jørgensen and Marden 1988, §2.9] tells us the coordinate of $\mathrm{C}(p ; T)$ :

$$
\begin{align*}
\mathrm{C}(p ; T)= & \frac{1}{(a p+b)^{2}+(c p+d)^{2}-p^{2}-1}  \tag{*}\\
& \quad \times\left(2((a p+b)(c p+d)-p),(a p+b)^{2}-(c p+d)^{2}-p^{2}+1\right)
\end{align*}
$$

Using this formula, we have the following proposition, which is a key in proving others.

Proposition 2. For distinct and nontrivial elements $T_{1}, T_{2}$ and $T_{3}$ in $\operatorname{PSL}_{2}(\mathbb{R})$, the following two conditions are equivalent:
(1) The three points $\mathrm{C}\left(p ; T_{1}\right), \mathrm{C}\left(p ; T_{2}\right)$ and $\mathrm{C}\left(p ; T_{3}\right)$ are collinear in $\mathbb{R P}^{2}$ for any point $p$ in $\partial \mathbb{H}^{2}-\bigcup_{i=1}^{3} \operatorname{Fix}\left(T_{i}\right)$.
(2) The elements $T_{1}, T_{2}$ and $T_{3}$ either
(a) have the same fixed point set, or
(b) up to conjugation by an element of $\operatorname{PSL}_{2}(\mathbb{R})$, satisfy

$$
T_{1}(z)=a z, \quad T_{2}(z)=b z+1-b, \quad T_{3}(z)=\frac{a z}{(a-b) z+b}
$$

for some $a, b$ in $\mathbb{R}-\{0,1\}$.
Proof. This result is closely related to Theorem 4.3 in [Díaz and Ushijima 2009], which says that Condition (2) of the proposition holds if and only if, for any $z \in \mathbb{M}^{2}$, the points $z, T_{1}(z), T_{2}(z)$ and $T_{3}(z)$ are cocyclic in $\widehat{\mathbb{C}}$. We will see in Proposition 3 that this condition is equivalent to $\mathrm{C}\left(z ; T_{1}\right), \mathrm{C}\left(z ; T_{2}\right)$ and $\mathrm{C}\left(z ; T_{3}\right)$ being collinear for any $z \in \mathbb{H}^{2}-\bigcup_{i=1}^{3} \operatorname{Fix}\left(T_{i}\right)$. This shows the implication (2) $\Rightarrow$ (1).

Moreover the collinearity of $\mathrm{C}\left(z ; T_{1}\right), \mathrm{C}\left(z ; T_{2}\right)$ and $\mathrm{C}\left(z ; T_{3}\right)$ is an algebraic condition (see proof of the theorem just cited). If $T_{1}, T_{2}$ and $T_{3}$ are not one of the triples listed in Condition (2), the algebraic equation is proper, that is, the solution set is nowhere dense in $\mathbb{C}$. This, however, does not guarantee that $\mathbb{R}$ is not contained in the solution set. Thus the implication $(1) \Rightarrow(2)$ is not proved yet.

Let $T_{1}, T_{2}, T_{3}$ be distinct nontrivial elements of $\operatorname{PSL}_{2}(\mathbb{R})$ satisfying (1). Then the determinant $\Delta(p)$ of the $2 \times 2$ matrix with columns $\mathrm{C}\left(p ; T_{1}\right)-\mathrm{C}\left(p ; T_{2}\right)$ and $\mathrm{C}\left(p ; T_{1}\right)-\mathrm{C}\left(p ; T_{3}\right)$ vanishes wherever it is defined - that is, for any $p \in \mathbb{R}$ such that the points $\mathrm{C}\left(p ; T_{1}\right), \mathrm{C}\left(p ; T_{2}\right), \mathrm{C}\left(p ; T_{3}\right)$ are not on the line at infinity of $\mathbb{R}^{2}$. (Here of course the $\mathrm{C}\left(p ; T_{i}\right)$ are given by the formula (*).)

Now, as $p$ runs over $\partial \mathbb{H}$, each $\mathrm{B}\left(p ; T_{i}\right)$ describes a projective line; we can assume without loss of generality that none of these three lines is the line at infinity. (If it is, we conjugate $T_{1}, T_{2}, T_{3}$ by an element of $\mathrm{PSL}_{2}(\mathbb{R})$, which is allowed since desired conclusion, Condition (2), is insensitive to conjugation.) Thus the determinant $\Delta(p)$ is defined - and, by assumption, vanishes - for all but finitely many values of $p$. Hence, in any expression $N(p) / D(p)$ of $\Delta(p)$ as a rational function of $p$, the numerator $N(p)$ is the zero polynomial. We will show, by analyzing the possible cases, that this implies the desired conclusion.

Case 1. One of $T_{i}$ (say $T_{1}$ ) is hyperbolic and another (say $T_{2}$ ) is not elliptic.
We first consider the case that the set $\operatorname{Fix}\left(T_{1}\right) \cap \operatorname{Fix}\left(T_{2}\right)$ is not empty. By conjugation, we can assume that $T_{1}$ fixes 0 and $\infty$, and $T_{2}$ fixes $\infty$. The matrix
presentations in $\mathrm{SL}_{2}(\mathbb{R})$ of these elements are

$$
T_{1}=\left(\begin{array}{cc}
a_{1} & 0 \\
0 & 1 / a_{1}
\end{array}\right), \quad T_{2}=\left(\begin{array}{cc}
a_{2} & b_{2} \\
0 & 1 / a_{2}
\end{array}\right), \quad T_{3}=\left(\begin{array}{ll}
a_{3} & b_{3} \\
c_{3} & d_{3}
\end{array}\right) .
$$

The constant term of $N$ is then $4 a_{2} b_{2} b_{3}\left(a_{2} b_{2} d_{3}-b_{3}\right)$. Since $a_{2}$ is not zero, we have either $b_{2}=0, b_{3}=0$ or $a_{2} b_{2} d_{3}=b_{3}$.

When $b_{2}=0$, the coefficient of $p^{2}$ is $-4 b_{3} d_{3}\left(a_{1}^{2}-a_{2}^{2}\right)\left(a_{2}^{2}-1\right)$. We have $T_{1}=T_{2}$ in $\operatorname{PSL}_{2}(\mathbb{R})$ when $a_{1}^{2}=a_{2}^{2}$, we have $T_{1}$ is trivial when $a_{2}^{2}=1$, and the case that $b_{3}=0$ will be discussed later. So $d_{3}$ is to be 0 , which together with $\operatorname{det} T_{3}=1 \mathrm{implies}-b_{3} c_{3}=1$. The coefficient of $p^{3}$ is then $8\left(a_{1}^{2}-a_{2}^{2}\right)\left(a_{2}^{2}-1\right)$. All of the possible cases when it is zero have already been discussed.

When $b_{3}=0$, we have $d_{3}=1 / a_{3}$, for $\operatorname{det} T_{3}=1$. The coefficient of $p^{3}$ is then $8 a_{2} b_{2} c_{3}\left(a_{2}^{2} a_{3}^{2}-a_{1}^{2}\right) / a_{3}$. It is a straightforward calculation that there will be no new possible cases when either $b_{2}$ or $c_{3}$ is zero. We thus assume $a_{3}=a_{1} / a_{2}$ without loss of generality. The polynomial $N$ is then expressed as

$$
N(p)=\frac{4}{a_{2}}\left(\left(a_{1}^{2}-a_{2}^{2}\right)\left(a_{2}^{2}-1\right)+a_{1} a_{2}^{2} b_{2} c_{3}\right)\left(b_{2}-a_{1} c_{3} z^{2}\right) p^{2} .
$$

We thus have $c_{3}=\left(a_{1}^{2}-a_{2}^{2}\right)\left(1-a_{2}^{2}\right) /\left(a_{1} a_{2}^{2} b_{2}\right)$. The point $a_{2} b_{2} /\left(1-a_{2}^{2}\right)$ is fixed by $T_{2}$. After normalizing this fixed point to be 1 , three elements $T_{1}, T_{2}$ and $T_{3}$ coincide with the ones in (2b).

When $a_{2} b_{2} d_{3}=b_{3}$, we have $c_{3}=\left(a_{3} d_{3}-1\right) /\left(a_{2} b_{2} d_{3}\right)$, for $\operatorname{det} T_{3}=1$. The coefficient of $p$ is then $8 a_{2}^{2} b_{2}^{2}\left(a_{2}^{2} d_{3}^{2}-1\right)$, which implies $T_{2}=T_{3}$, contrary to assumption.

We next consider the case that $\operatorname{Fix}\left(T_{1}\right) \cap \operatorname{Fix}\left(T_{2}\right)$ is the empty set; here $T_{1}$ can be assumed to fix 0 and $\infty$, and $T_{2}$ to fix 1 . The matrix presentations in $\mathrm{SL}_{2}(\mathbb{R})$ of these elements are

$$
T_{1}=\left(\begin{array}{cc}
a_{1} & 0 \\
0 & \frac{1}{a_{1}}
\end{array}\right), \quad T_{2}=\left(\begin{array}{cc}
a_{2} & \frac{1}{a_{2}-c_{2}}-a_{2} \\
c_{2} & \frac{1}{a_{2}-c_{2}}-c_{2}
\end{array}\right), \quad T_{3}=\left(\begin{array}{cc}
a_{3} & \frac{a_{3} d_{3}-1}{c_{3}} \\
c_{3} & d_{3}
\end{array}\right)
$$

The coefficient of $p^{6}$ is then $-4 a_{1}^{2} c_{2} c_{3}^{3}\left(a_{2}-c_{2}\right)^{2}\left(a_{2} c_{3}-a_{3} c_{2}\right)$. When it is zero, we have $a_{2} c_{3}-a_{3} c_{2}=0$, otherwise we are in the case already considered. This implies $T_{2}=T_{3}$.

Case 2. Two of $T_{i}$ (say $T_{1}$ and $T_{2}$ ) are parabolic.
We first consider the case that $\operatorname{Fix}\left(T_{1}\right)$ coincides with $\operatorname{Fix}\left(T_{2}\right)$; the common fixed point of $T_{1}$ and $T_{2}$ is assumed to be $\infty$. The matrix presentations in $\mathrm{SL}_{2}(\mathbb{R})$ of these
elements are

$$
T_{1}=\left(\begin{array}{cc}
1 & b_{1} \\
0 & 1
\end{array}\right), \quad T_{2}=\left(\begin{array}{cc}
1 & b_{2} \\
0 & 1
\end{array}\right), \quad T_{3}=\left(\begin{array}{ll}
a_{3} & b_{3} \\
c_{3} & d_{3}
\end{array}\right)
$$

where $a_{3} d_{3}-b_{3} c_{3}=1$. It is then a straightforward calculation that there will be no new possible cases.

We next consider the case that the set $\operatorname{Fix}\left(T_{1}\right) \cap \operatorname{Fix}\left(T_{2}\right)$ is empty; $T_{1}$ is assumed to fix $\infty$ and $T_{2}$ is assumed to fix 0 . The matrix presentations in $\mathrm{SL}_{2}(\mathbb{R})$ of these elements are

$$
T_{1}=\left(\begin{array}{cc}
1 & b_{1} \\
0 & 1
\end{array}\right), \quad T_{2}=\left(\begin{array}{cc}
1 & 0 \\
c_{2} & 1
\end{array}\right), \quad T_{3}=\left(\begin{array}{cc}
a_{3} & b_{3} \\
\frac{a_{3} d_{3}-1}{b_{3}} & d_{3}
\end{array}\right)
$$

The constant term is then $8 b_{3}{ }^{3}\left(b_{1} d_{3}-b_{3}\right)$, which implies $T_{1}=T_{3}$.
Case 3. Two of the $T_{i}$ are elliptic.
We assume $T_{1}$ fixes $\sqrt{-1}$ and $T_{2}$ fixes $h \sqrt{-1}$, for some $h>0$. The matrix presentations in $\mathrm{SL}_{2}(\mathbb{R})$ of these elements are

$$
T_{1}=\left(\begin{array}{cc}
\cos \theta_{1} & \sin \theta_{1} \\
-\sin \theta_{1} & \cos \theta_{1}
\end{array}\right), \quad T_{2}=\left(\begin{array}{cc}
\cos \theta_{2} & h \sin \theta_{2} \\
-\frac{1}{h} \sin \theta_{2} & \cos \theta_{2}
\end{array}\right), \quad T_{3}=\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right),
$$

where $\theta_{1}, \theta_{2} \in \mathbb{R}$ and $a d-b c=1$. Recall $\sin \theta_{i} \neq 0$ for $i=1,2$ since both $T_{1}$ and $T_{2}$ are not trivial.

Let $p_{21}:=h\left(-1+\cos \theta_{2}\right) / \sin \theta_{2}$ and $p_{22}:=h\left(1+\cos \theta_{2}\right) / \sin \theta_{2}$. These points satisfy $\sqrt{-1} \in \mathrm{~B}\left(p_{2 i} ; T_{2}\right)$ for $i=1$, 2. Since we are assuming (1), we also have $\sqrt{-1} \in \mathrm{~B}\left(p_{2 i} ; T_{3}\right)$ for $i=1,2$, which means $\mathrm{C}\left(p_{2 i} ; T_{3}\right) \notin \mathbb{R}^{2} \subset \mathbb{R P}^{2}$.

Let $D_{i}$ be the denominator of $\mathrm{C}\left(p_{2 i} ; T_{3}\right)$ for $i=1,2$. They then satisfy

$$
D_{1}-D_{2}=\frac{-4 h}{\sin ^{2} \theta_{2}} d_{1}, \quad D_{1}+D_{2}=\frac{4 h \cos \theta_{2}}{\sin ^{2} \theta_{2}} d_{1}+2 d_{2}
$$

where $d_{1}:=(a b+c d) \sin \theta_{2}+h\left(a^{2}+c^{2}-1\right) \cos \theta_{2}$ and $d_{2}:=h^{2}\left(a^{2}+c^{2}-1\right)+$ $\left(b^{2}+d^{2}-1\right)$. Since $\mathrm{C}\left(p_{2 i} ; T_{3}\right) \notin \mathbb{R}^{2}$, we have $D_{1}=D_{2}=0$. This implies, by the equations above, $d_{1}=d_{2}=0$.

Similarly, there are points $p_{1 i}$ in $\partial \mathbb{H}^{2}$ satisfying $h \sqrt{-1} \in \mathrm{~B}\left(p_{1 i} ; T_{1}\right)$ for $i=1,2$. Let

$$
H:=\left(\begin{array}{cc}
\sqrt{h} & 0 \\
0 & 1 / \sqrt{h}
\end{array}\right)
$$

We then have $\operatorname{Fix}\left(H^{-1} T_{1} H\right)=\{\sqrt{-1} / h\}$ and $\operatorname{Fix}\left(H^{-1} T_{2} H\right)=\{\sqrt{-1}\}$. Applying similar calculations as before we have $d_{3}=d_{4}=0$, where

$$
\begin{aligned}
d_{3} & :=(a b+c d h) \sin \theta_{1}+\left(a^{2}+c^{2} h^{2}-1\right) \cos \theta_{1} \\
d_{4} & :=\left(a^{2}+b^{2}-1\right)+\left(c^{2}+d^{2}-1\right) h^{2}
\end{aligned}
$$

When $c=0$, we have $a=1 / d$ and $b=h\left(d^{2}-1\right) \cos \theta_{2} /\left(d \sin \theta_{2}\right)$. Substitute them for both $d_{2}$ and $d_{4}$ and we have $d_{4}-d_{2}=\left(d^{4}-1\right)\left(h^{2}-1\right) \sin ^{2} \theta_{2}$. The condition $d_{4}-d_{2}=0$ implies that $T_{3}$ is trivial.

When $c \neq 0$, we have $b=(a d-1) / c$. Substitute it for both $d_{2}$ and $d_{4}$ and we have $d_{2}-d_{4}=c^{2}\left(a^{2}-d^{2}\right)\left(h^{2}-1\right)$. When $h^{2}=1$ or $a=d$, a straightforward calculation shows that $T_{1}, T_{2}$ and $T_{3}$ have a common fixed point. When $a=-d$, we have the following expression of $d_{1}$ :

$$
d_{1}=-a\left(a^{2}+c^{2}+1\right) \sin \theta_{2}+c h\left(a^{2}+c^{2}-1\right) \cos \theta_{2}
$$

Suppose $a^{2}+c^{2}-1 \neq 0$, otherwise we have no new triple. Then $h$ is expressed as

$$
h=\frac{a\left(a^{2}+c^{2}+1\right) \sin \theta_{2}}{c\left(a^{2}+c^{2}-1\right) \cos \theta_{2}}
$$

Substitute them for $d_{2}$ and we have the expression of $\sin ^{2} \theta_{2}$ as

$$
\sin ^{2} \theta_{2}=\frac{\left(a^{2}+c^{2}-1\right)\left(\left(a^{2}+c^{2}-1\right)\left(a^{2}-1\right)+4 a^{2}\right)}{4 c^{2}-\left(a^{2}+c^{2}+1\right)}
$$

Similarly, substitute them for $d_{3}$ and we have the expression of $\sin ^{2} \theta_{1}$ as

$$
\sin ^{2} \theta_{1}=\frac{(2 a c)^{2}}{\left(a^{2}+c^{2}+1\right)-4 c^{2}}
$$

These expressions imply, after a few more calculations, that there will be no new triple in this case. This concludes the proof of Proposition 2.

Proposition 3. For $i=1,2$, let $\mathrm{B}_{i}$ be the perpendicular bisector of the hyperbolic line segment $\left[z_{0}, z_{i}\right]$ with endpoints $z_{0}$ and $z_{i}$ in $\mathbb{H}^{2}$, and $\mathrm{C}_{i}$ the pole in $\mathbb{R P}^{2}$ of the projective line containing the image of $\mathrm{B}_{i}$. In each of the following triples of statement, the three conditions are equivalent:
(1-1) The points $z_{0}, z_{1}$ and $z_{2}$ are on a hyperbolic circle with center $w \in \mathbb{H}^{2}$.
(1-2) The projective lines $\mathrm{B}_{1}$ and $\mathrm{B}_{2}$ intersect at $w \in \mathbb{H}^{2}$.
(1-3) The projective line in $\mathbb{R P}^{2}$ through $\mathrm{C}_{1}$ and $\mathrm{C}_{2}$ does not intersect $\overline{D^{2}}$, and its pole corresponds to $w \in \mathbb{H}^{2}$.
(2-1) The points $z_{0}, z_{1}$ and $z_{2}$ are on a horocycle with center $w \in \partial \mathbb{H}^{2}$.
(2-2) The projective lines $\overline{\mathrm{B}_{1}}$ and $\overline{\mathrm{B}_{2}}$ intersect at $w \in \partial \Vdash^{2}$.
(2-3) The projective line in $\mathbb{R} \mathbb{P}^{2}$ through $\mathrm{C}_{1}$ and $\mathrm{C}_{2}$ touches $\partial D^{2}$, and the tangential point corresponds to $w \in \partial \mathbb{H}^{2}$.
(3-1) The points $z_{0}, z_{1}$ and $z_{2}$ are on an equidistant point set whose axis is $\ell$.
(3-2) The projective lines $\overline{\mathrm{B}_{1}}$ and $\overline{\mathrm{B}_{2}}$ intersect perpendicularly with $\ell$.
(3-3) The projective line in $\mathbb{R P}^{2}$ through $\mathrm{C}_{1}$ and $\mathrm{C}_{2}$ intersects with $D^{2}$, and it contains the image of $\ell$.

Proof. For $j=1,2,3$, the equivalence between $(j-2)$ and $(j-3)$ comes from the duality for the pole and the projective line in $\mathbb{R}^{2}$.

Suppose that (1-1) holds. Since any point on $\mathbf{B}_{1}$ is equidistant from $z_{0}$ and $z_{1}$, the center $w$ lies on $\mathrm{B}_{1}$, and so does on $\mathrm{B}_{2}$. Thus (1-3) holds, and the converse is also true by the same argument. The equivalence between (2-1) and (2-2) comes by a continuity argument from the equivalence above. The equivalence between (3-1) and (3-2) comes from Proposition 1 (3).

Lemma 4. Let $T_{1}, T_{2}$ and $T_{3}$ be mutually distinct and nontrivial elements in a Fuchsian group. Suppose that three points $\mathrm{C}\left(p ; T_{1}\right), \mathrm{C}\left(p ; T_{2}\right)$ and $\mathrm{C}\left(p ; T_{3}\right)$ are collinear in $\mathbb{R} P^{2}$ for any $p$ in $\partial \Vdash^{2}-\bigcup_{i=1}^{3} \operatorname{Fix}\left(T_{i}\right)$, and that there is a point $p_{0}$ in $\partial \mathbb{H}^{2}-\bigcup_{i=1}^{3} \operatorname{Fix}\left(T_{i}\right)$ such that the set

$$
\mathrm{B}\left(p_{0} ; T_{1}\right) \cap \mathrm{B}\left(p_{0} ; T_{2}\right) \cap \mathrm{B}\left(p_{0} ; T_{3}\right) \quad\left(\text { resp. } \overline{\mathrm{B}\left(p_{0} ; T_{1}\right)} \cap \overline{\mathrm{B}\left(p_{0} ; T_{2}\right)} \cap \overline{\mathrm{B}\left(p_{0} ; T_{3}\right)}\right)
$$

is not empty. Then $T_{1}, T_{2}$ and $T_{3}$ belong to a cyclic elliptic (resp. parabolic) subgroup.
Proof. Suppose that $\mathrm{C}\left(p ; T_{1}\right), \mathrm{C}\left(p ; T_{2}\right)$ and $\mathrm{C}\left(p ; T_{3}\right)$ are collinear in $\mathbb{R} P^{2}$ for any $p$ in $\partial \Vdash^{2}-\bigcup_{i=1}^{3} \operatorname{Fix}\left(T_{i}\right)$. Since Proposition 2(2b) does not occur from elements in a Fuchsian group, the elements $T_{1}, T_{2}$ and $T_{3}$ have the same fixed point set. Furthermore, they belong to a cyclic subgroup generated by, say $T$, since they come from a Fuchsian group.

We first consider the case that $T$ is hyperbolic; in particular, the axis of $T$ is assumed to be contained in the imaginary axis of $\mathbb{C}$. The circle in $\widehat{\mathbb{C}}$ through $p, T_{1}(p), T_{2}(p)$ and $T_{3}(p)$ is a Euclidean line through the origin for any $p$ in $\partial \Vdash^{2}-\{0, \infty\}$. Then the hyperbolic lines $\mathrm{B}\left(p ; T_{i}\right)$ are ultraparallel by Proposition 3 so that there is no such point $p_{0}$ in question.

We next consider the case that $T$ is parabolic; in particular, $T$ is assumed to fix $\infty$. For each $i=1,2,3$, the hyperbolic line $\mathrm{B}\left(p ; T_{i}\right)$ is contained in a vertical Euclidean line for any $p$ in $\partial \mathbb{H}^{2}-\{\infty\}$. The set

$$
\overline{\mathrm{B}\left(p ; T_{1}\right)} \cap \overline{\mathrm{B}\left(p ; T_{2}\right)} \cap \overline{\mathrm{B}\left(p ; T_{3}\right)}
$$

then coincides with $\{\infty\}$.
Finally, if $T$ is elliptic, then the four points are on a hyperbolic circle centered at the fixed point of $T$ for any $p$ in $\partial \Vdash^{2}$.

Proposition 5. Let $T_{1}, T_{2}$ and $T_{3}$ be elements in a Fuchsian group. Suppose that they are mutually distinct, nontrivial and neither elliptic with a common fixed point nor parabolic with a common fixed point. Then $\mathscr{V}_{T_{1}, T_{2}, T_{3}}$ has measure zero.

Proof. We first consider the case that $T_{1}, T_{2}$ and $T_{3}$ belong to a cyclic subgroup of a given Fuchsian group $\Gamma$. By the assumption, the subgroup is generated by a hyperbolic element $T$. By Proposition 1, the set $\mathscr{V}_{T_{1}, T_{2}, T_{3}}$ coincides with the fixed point set $\operatorname{Fix}(T)$ of $T$, which consists of two points. So $\mathscr{V}_{T_{1}, T_{2}, T_{3}}$ has measure zero.

We next consider the case that $T_{1}, T_{2}$ and $T_{3}$ do not belong to any cyclic subgroup of $\Gamma$. Define

$$
\mathscr{V}_{T_{1}, T_{2}, T_{3}}^{\prime}:=\left\{p \in \partial \mathbb{H}^{2} \mid \mathrm{C}\left(p ; T_{1}\right), \mathrm{C}\left(p ; T_{2}\right) \text { and } \mathrm{C}\left(p ; T_{3}\right) \text { are collinear in } \mathbb{R} P^{2}\right\} .
$$

As is mentioned in the proof of Proposition 2, the set $\mathscr{V}_{T_{1}, T_{2}, T_{3}}^{\prime}$ is the solution set of a real algebraic equation with variable $p$. By the assumption together with Proposition 2, the equation is proper. So $\mathscr{V}_{T_{1}, T_{2}, T_{3}}^{\prime}$ has measure zero in $\partial \mathbb{H}^{2}$. By Proposition 3 the set $\mathscr{V}_{T_{1}, T_{2}, T_{3}}$ is contained in $\mathscr{V}_{T_{1}, T_{2}, T_{3}}^{\prime}$; when the projective line through $\mathrm{C}\left(p ; T_{1}\right), \mathrm{C}\left(p ; T_{2}\right)$ and $\mathrm{C}\left(p ; T_{3}\right)$ intersects with $D^{2}$, the point $p$ is not contained in $\mathscr{V}_{T_{1}, T_{2}, T_{3}}$. The set $\mathscr{V}_{T_{1}, T_{2}, T_{3}}$ then has measure zero in $\partial \mathbb{H}^{2}$ as well.

Lemma 6. Let $T_{1}$ and $T_{2}$ be distinct and nontrivial elements in $\mathrm{PSL}_{2}(\mathbb{R})$. Suppose that they are not parabolic with a common fixed point. Then there is a point $p_{0}$ in $\partial \mathbb{\Vdash}^{2}-\left(\operatorname{Fix}\left(T_{1}\right) \cup \operatorname{Fix}\left(T_{2}\right)\right)$ such that $\overline{\mathrm{B}\left(p_{0} ; T_{1}\right)}$ and $\overline{\mathrm{B}\left(p_{0} ; T_{2}\right)}$ do not share their endpoints.

Proof. We first consider the case that both $T_{1}$ and $T_{2}$ are elliptic. Take the hyperbolic line $\ell$ through their fixed points (choose any hyperbolic line which contains the fixed point if their fixed points are identical). Then there is a point $p_{0}$ in $\partial \mathbb{H}^{2}$ such that $\ell$ coincides with $\mathrm{B}\left(p_{0} ; T_{1}\right)$. On the other hand, $\mathrm{B}\left(p_{0} ; T_{2}\right)$ always contains the fixed point of $T_{2}$ by Proposition 1. $\mathrm{So} \mathrm{B}\left(p_{0} ; T_{2}\right)$ intersects with $\mathrm{B}\left(p_{0} ; T_{1}\right)=\ell$ at the fixed point of $T_{2}$. If $\ell$ happen to coincide with $\mathrm{B}\left(p_{0} ; T_{2}\right)$, then take another point $p_{0}$ satisfying the same condition, or switch $T_{1}$ and $T_{2}$ and do the same argument. Then you can find a point in question on $\partial \Vdash^{2}$ since $T_{1}$ and $T_{2}$ are different.

We next consider the case that $T_{1}$ is elliptic and that $T_{2}$ is either parabolic or hyperbolic. For any point in $\mathbb{H}^{2}-\operatorname{Fix}\left(T_{2}\right)$, there is $p$ in $\partial \mathbb{H}^{2}-\operatorname{Fix}\left(T_{2}\right)$ such that $\mathrm{B}\left(p ; T_{2}\right)$ contains the point. So there is a point $p_{0}$ in $\partial \mathbb{H}^{2}$ such that $\mathrm{B}\left(p_{0} ; T_{2}\right)$ contains the fixed point of $T_{1}$, which is on $\mathrm{B}\left(p_{0} ; T_{1}\right)$ since $T_{1}$ is elliptic.

We then consider the case that both $T_{1}$ and $T_{2}$ are not elliptic. Suppose first that their fixed point sets are different. Let $p_{1}$ be a fixed point of $T_{1}$ which is not fixed by $T_{2}$, for example. Since $T_{1}$ and $T_{2}$ are not elliptic, $\mathrm{B}\left(p ; T_{1}\right)$ converges to $p_{1}$ when $p$ approaches to $p_{1}$. A point $p$ close enough to $p_{1}$ is mapped to another point $T_{2}(p)$ by $T_{2}$, which is not close to $p_{1}$. Then the endpoints of $\overline{\mathrm{B}\left(p ; T_{2}\right)}$ are
not close to $p_{1}$ as well, which means that $\overline{\mathrm{B}\left(p ; T_{1}\right)}$ and $\overline{\mathrm{B}\left(p ; T_{2}\right)}$ do not share their endpoints.

If $T_{1}$ and $T_{2}$ are not elliptic and their fixed point sets coincide with each other, then they are hyperbolic by the assumption. Then $\overline{\mathrm{B}\left(p ; T_{1}\right)}$ and $\overline{\mathrm{B}\left(p ; T_{2}\right)}$ are ultraparallel for any $p$ in $\partial \Vdash^{2}-\left(\operatorname{Fix}\left(T_{1}\right) \cup \operatorname{Fix}\left(T_{2}\right)\right)$ by Proposition 3.

Proposition 7. Let $T_{1}$ and $T_{2}$ be distinct and nontrivial elements in $\mathrm{PSL}_{2}(\mathbb{R})$. Suppose that they are not parabolic with a common fixed point. Then $\mathscr{T}_{T_{1}, T_{2}}$ has measure zero.

Proof. The set $\mathscr{T}_{T_{1}, T_{2}}$ is defined as the solution set of an algebraic equation. Actually it is given by calculating the Euclidean distance between the origin in $D^{2}$ and the projective line through $\mathrm{C}\left(p ; T_{1}\right)$ and $\mathrm{C}\left(p ; T_{2}\right)$. See [Jørgensen and Marden 1988, Lemma 3.3]. Lemma 6 means that the equation is proper. So $\mathscr{T}_{T_{1}, T_{2}}$ has measure zero.

Lemma 8. Let $T$ be a nontrivial element in $\operatorname{PSL}_{2}(\mathbb{R})$. If there is a point $w$ in $\overline{\mathbb{M}^{2}}$ such that $\overline{\mathrm{B}(p ; T)}$ contains $w$ for any $p$ in $\partial \Vdash^{2}-\operatorname{Fix}(T)$, then $T$ is either elliptic or parabolic and $w$ is its fixed point. Similarly, for a hyperbolic line $\ell$, if $\mathrm{B}(p ; T)$ intersects perpendicularly with $\ell$ for any $p$ in $\partial \Vdash^{2}-\operatorname{Fix}(T)$, then $T$ is hyperbolic and $\ell$ is its axis.

Proof. Suppose that $T$ fixes $w$. Then the statement holds only if $T$ is elliptic or parabolic by Proposition 1.

Suppose that $T$ does not fix $w$. If $T$ is elliptic, there is a point $p_{0}$ in $\partial \mathbb{H}^{2}$ such that $\mathrm{B}\left(p_{0} ; T\right)$ does not contain $w$, for the fixed point of $T$ is the unique point that lies in $\mathrm{B}(p ; T)$ for any $p$ in $\partial \mathbb{H}^{2}$. If $T$ is parabolic, then $\overline{\mathrm{B}(p ; T)}$ does not contain $w$ for any point $p$ close enough to the fixed point of $T$, for $\overline{\mathrm{B}(p ; T)}$ converges to the fixed point. The same argument holds when $T$ is hyperbolic.

For a hyperbolic line $\ell$, consider its image in $D^{2}$. Let $\mathrm{C}_{\ell}$ be the pole of the image of $\ell$. Then we interpret the assumption as the projective line $L_{p}$ containing the image of $\mathrm{B}(p ; T)$ contains $\mathrm{C}_{\ell}$ for any $p$ in $\partial \mathbb{H}^{2}-\operatorname{Fix}(T)$. If $T$ is elliptic or parabolic, then $L_{p}$ contains the image of its fixed point for any $p$ in $\partial \mathbb{H}^{2}-\operatorname{Fix}(T)$. If $T$ is hyperbolic, then $L_{p}$ contains the pole of the image of its axis for any $p$ in $\partial \Vdash^{2}-\operatorname{Fix}(T)$. This implies that, if the assumption holds, then $T$ is hyperbolic with axis $\ell$.

Proposition 9. Let $T_{1}$ and $T_{2}$ be distinct and nontrivial elements in $\mathrm{PSL}_{2}(\mathbb{R})$. Suppose that $\operatorname{Fix}\left(T_{1}\right)$ and $\operatorname{Fix}\left(T_{2}\right)$ are different. Then $\mathscr{F}_{T_{1}, T_{2}}$ has measure zero.
Proof. Let $z_{1}$ be a point in $\mathbb{R}^{2}$ which corresponds to the fixed point of $T_{1}$ if it is elliptic or parabolic, or to the pole of the axis of $T_{1}$ if it is hyperbolic. We denote by $\ell_{2}$ the projective line in $\mathbb{R P}^{2}$ containing the image of $\mathrm{B}\left(p ; T_{2}\right)$. Then $\mathscr{F}_{T_{1}, T_{2}}$ is
interpreted as

$$
\mathscr{F}_{T_{1}, T_{2}}=\left\{p \in \partial \mathbb{H}^{2} \mid \ell_{2} \text { contains } z_{1}\right\} .
$$

Using this interpretation, the set $\mathscr{F}_{T_{1}, T_{2}}$ is defined as the solution set of an algebraic equation. To see it, use the Minkowski space model. The equation is given by the Minkowski inner product of $p_{1}$ and the normal vector of $\ell_{2}$. Lemma 8 means that this algebraic equation is proper. So the set $\mathscr{F}_{T_{1}, T_{2}}$ has measure zero.
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# STABILITY OF THE KÄHLER-RICCI FLOW IN THE SPACE OF KÄHLER METRICS 

Kai Zheng

We prove that on a Fano manifold $M$ admitting a Kähler-Ricci soliton $(\omega, X)$, if the initial Kähler metric $\omega_{\varphi_{0}}$ is close to $\omega$ in a certain weak sense, then the weak Kähler-Ricci flow exists globally and converges in the sense of Cheeger and Gromov. In particular, $\varphi_{0}$ is not assumed to be $K_{X}$-invariant. The methods used are based on the metric geometry of the space of the Kähler metrics and are potentially applicable to other stability problems of geometric flows near the corresponding critical metrics.

## 1. Introduction

The Ricci flow was first introduced by Hamilton [1982] and now plays an important role in understanding the geometric and topological structure of the manifolds it lives on. We call the Ricci flow a Kähler-Ricci flow if the underlying manifold is a Kähler manifold. The normalized Kähler-Ricci flow is given by

$$
\left\{\begin{array}{l}
\frac{\partial}{\partial t} \omega=-\operatorname{Ric}+\lambda \omega  \tag{1-1}\\
\omega(0)=\omega_{\varphi_{0}}
\end{array}\right.
$$

where $\omega(0)$ stays in the canonical class $2 \pi C_{1}(M)$ and $\lambda$ is the sign of the first Chern class. Cao [1985] first showed that the Kähler-Ricci flow (1-1) has longtime existence. He also proved that the Kähler-Ricci flow converges to a KählerEinstein metric when the first Chern class is negative or zero. Now we restrict ourselves to the case where the first Chern class is positive. Since the KählerRicci flow preserves the Kähler class, we can rewrite the Kähler-Ricci flow in terms of the Ricci potential:

$$
\left\{\begin{array}{l}
\frac{\partial \varphi}{\partial t}=\log \frac{\omega_{\varphi}^{n}}{\omega^{n}}+\varphi-h_{\omega}+a(t)  \tag{1-2}\\
\varphi(0)=\varphi_{0}
\end{array}\right.
$$

where $a$ is a function of $t$ and the Ricci potential $h_{\omega}$ of the reference metric $\omega$ is

[^9]defined by
\[

$$
\begin{equation*}
\sqrt{-1} \partial \bar{\partial} h_{\omega}=\operatorname{Ric}(\omega)-\omega \quad \text { and } \quad \int_{M} e^{h_{\omega}} \omega^{n}=\operatorname{Vol}(M) \tag{1-3}
\end{equation*}
$$

\]

The convergence of the Kähler-Ricci flow has been studied by many authors. Chen and Tian [2002; 2006] proved it for Kähler-Einstein manifolds under the assumption of positivity of the Ricci curvature along the flow. Perelman (unpublished; see detailed proof in [Sesum and Tian 2008]) obtained an estimate of the Kähler-Ricci flow and proved that it converges to a Kähler-Einstein metric in the sense of Cheeger-Gromov, when one exists for any initial Kähler metric. Tian and Zhu [2007] extended this to the case of a Kähler-Ricci soliton for a $K_{X}$-invariant initial metric; a Kähler-Ricci soliton is a Kähler metric such that there is a holomorphic vector field $X$ satisfying

$$
\begin{equation*}
L_{X} \omega=\operatorname{Ric}-\omega \tag{1-4}
\end{equation*}
$$

Since the right side of (1-4) is real-valued, we obtain $L_{\operatorname{Im} X} \omega=0$ and $\operatorname{Im} X$, the imaginary part of $X$, generates a one-parameter isometry group $K_{X}$. Without assuming that $M$ admits a Kähler-Einstein metric or a Kähler-Ricci soliton, the analytic and geometric conditions of the convergence of the Kähler-Ricci flow are studied in [Phong and Sturm 2006; Phong et al. 2009, 2008; 2011, Tosatti 2010; Székelyhidi 2010; Munteanu 2009; Pali 2009; Chen and Wang 2010; Rubinstein 2009.

In order to study the asymptotic behavior of the Kähler-Ricci flow, we consider the flow's stability problem. That is, on a Kähler manifold $M$ admitting a KählerRicci soliton $(\omega, X)$, for what kind of neighborhood of $\omega$ does the Kähler-Ricci flow with initial datum in that neighborhood converge (in some sense - maybe exponentially) to the Kähler-Ricci soliton?

This stability problem has been investigated by many people; for references, see [Chen and Li 2009]. That work and [Tian and Zhu 2008] consider perturbing both the initial metric and the complex structure near a Kähler-Einstein metric.

In this paper, we focus on perturbing the initial metric near the Kähler-Ricci soliton without changing the complex structure. The main results of this paper are as follows, where $\mathcal{N}\left(\epsilon_{0} ; B, p\right)$ is a small neighborhood of the zero function, to be specified in Section 6.

First we will give a direct proof, based on the geometry of the space of Kähler metrics, of long-time existence and convergence in the Cheeger-Gromov sense, within the frame of Donaldson's program [2004]. The result is this:
Theorem 1.1. If a Kähler manifold admits a Kähler-Ricci soliton $(\omega, X)$, there exists a positive constant $\epsilon_{0}$ such that, if the initial potential $\varphi_{0}$ stays in $\mathcal{N}\left(\epsilon_{0} ; B, p\right)$, the weak Kähler-Ricci flow exists globally and converges in the Cheeger-Gromov
sense. If, moreover, $\varphi_{0}$ is $K_{X}$-invariant, the weak modified Kähler-Ricci flow converges exponentially to a unique Kähler-Ricci soliton nearby.

When the Futaki invariant vanishes, it is obvious that the holomorphic vector fields $X$ is zero and the Kähler-Ricci soliton is a Kähler-Einstein metric.

Theorem 1.2. On a Kähler-Einstein manifold, there exists a positive constant $\epsilon_{0}$ such that, if the initial potential $\varphi_{0}$ stays in $\mathcal{N}\left(\epsilon_{0} ; B, p\right)$, the weak Kähler-Ricci flow exists globally and converges exponentially to a unique Kähler-Einstein metric nearby.

Simon [1983] studied the asymptotic behavior of the gradient flow of the variation problem via the Łojasiewicz-Simon inequality, which compares the distance to the critical set with the norm of the gradient of the functional in the $L^{2}$ space under the condition that the functional should be analytic. The underlying idea is to reduce the infinite-dimensional problem to a finite-dimensional problem. Perelman [2002] introduced a new functional, called the $\mu$ functional, and pointed out that the Ricci flow is the gradient flow of the $\mu$ functional up to a diffeomorphism.

We will not apply the Łojasiewicz-Simon inequality to the $\mu$ functional directly. Instead, we provide a new approach to the study of the asymptotic behavior of the flow which is merely a pseudogradient flow of some functional, since in the Kähler setting, geometry gives us more information. To be precise, the critical set in the space of Kähler metrics is a finite-dimensional Riemannian symmetric space, which we will explain later.

Since the Kähler-Ricci flow is the pseudogradient flow of the $K$-energy, in order to make the mechanism of our proof more clear, we first prove Theorem 1.2 under the assumption that the $C^{2, \alpha}$ norm of $\varphi_{0}$ is small. Then we generalize our approach to the case of a Kähler-Ricci soliton (Theorem 1.1).

A sketch of the proofs goes as follows. We first prove that the Kähler-Ricci flow (1-2), after pullback by the corresponding holomorphic transformations, will always stay in a small neighborhood of the background Kähler-Einstein metric. When $M$ has no nontrivial holomorphic vector field, it is not necessary to find the transformations; Section 3 gives a proof of this. However, in general, when $M$ admits nontrivial holomorphic vector fields, we need a new method, developed in Section 4A, to pick up the appropriate transformations following the trace of the Kähler-Ricci flow in the space of normalized Kähler potential $\mathscr{H}_{0}$; see (2-2). It has been shown by Mabuchi [1987], Donaldson [1999] and Semmes [1992] independently that $\mathscr{H}_{0}$ is an infinite-dimensional symmetry space of negative curvature. Later, Chen [2000b] proved $\mathscr{H}_{0}$ is also a metric space. Since the space $\mathscr{E}_{0}$ of potentials of Kähler-Einstein metrics is a totally geodesic submanifold in $\mathscr{H}_{0}$, the projection $\rho$ minimizing the distance function from the Kähler-Ricci flow to $\mathscr{E}_{0}$ is uniquely determined. The Bando-Mabuchi uniqueness theorem [1987] on
the Kähler-Einstein metric implies that $\omega_{\rho}$ is different from the reference KählerEinstein metric by a holomorphic transformation. The projection Kähler-Einstein metric is exactly the new reference metric we've acquired.

Another way to derive a holomorphic transformation (Section 7) of $\varphi \in \mathscr{H}_{0}$ is to minimize in $\mathscr{E}_{0}$ the $I-J$ functional, introduced in [Bando and Mabuchi 1987] to prove the uniqueness of the Kähler-Einstein metric. However, this method cannot be applied in our case directly, since in general the hessian of the $I-J$ functional is not strictly positive; that is, the minimizer is not unique. Nevertheless, as we observed when the $C^{2, \alpha}$ norm of $\varphi$ is small, the hessian of the $I-J$ functional is indeed strictly positive. Therefore, the holomorphic transformation is uniquely determined.

In Section 5, we prove stability of the Kähler-Ricci flow near a Kähler-Ricci soliton $(\omega, X)$, similarly to the case of Kähler-Einstein metric. We use $(\omega, X)$ as the background metric. We first prove that the Kähler-Ricci flow (1-2) with small $C^{2, \alpha}$ initial Kähler potential will always stay in a small neighborhood of $\omega$ in the Cheeger-Gromov sense. The key idea is to use Perelman's $\mu$ functional [2002] instead of the $K$-energy, since the hessian of the $\mu$ functional is nonnegative at a Kähler-Ricci soliton within the canonical class [Tian and Zhu 2008]. Furthermore, we reparametrize the Kähler-Ricci flow (1-1) by the automorphisms $\varsigma(t)$ generated by the real part $\operatorname{Re} X$ of $X$ such that

$$
\left\{\begin{align*}
\frac{\partial}{\partial t} \omega_{\phi} & =-\operatorname{Ric}\left(\omega_{\phi}\right)+\omega_{\phi}+L_{\operatorname{Re} X} \omega_{\phi}  \tag{1-5}\\
\omega_{\phi(0)} & =\omega_{\varphi_{0}}
\end{align*}\right.
$$

It is obvious that the Kähler-Ricci soliton is the stationary solution of the modified Kähler-Ricci flow (1-5). Since the Kähler-Ricci soliton $(\omega, X)$ is $K_{X}$-invariant and the Kähler-Ricci flow is also invariant under the holomorphic diffeomorphism, we assume without loss of generality that the initial datum is $K_{X}$-invariant. Then the exponential convergence of the modified Kähler-Ricci flow follows from [Phong et al. 2011].

Finally, in Section 6, at a fixed time, we show that the $C^{2, \alpha}$ norm of the potential is small when the initial value is small under certain weak conditions. The main idea is to use the estimate introduced in [Chen et al. 2008].

As a corollary of Theorem 1.1, we deduce that the limit metric of the KählerRicci flow is unique. Let $\left\{\varphi\left(t_{i}\right)\right\}$ be a sequence of solutions of the Kähler-Ricci flow converging to a Kähler-Einstein metric or Kähler-Ricci soliton $g_{\infty}$, if one exists; then there exists some $\varphi \in\left\{\varphi\left(t_{i}\right)\right\}$ satisfying the stability condition of Theorem 1.1. According to that condition, the Kähler-Ricci flow with initial value $\varphi$ converges exponentially to a Kähler-Einstein metric $g_{\infty}^{1}$ or Kähler-Ricci soliton, respectively. Further, since we assume that $\left\{\varphi\left(t_{i}\right)\right\} \rightarrow g_{\infty}$, we must have $g_{\infty}^{1}=g_{\infty}$.

We stress that the approach used to prove Theorem 1.1 is also applicable to the case of the general pseudogradient flow: neither the condition that the flow is the gradient flow of some functional, nor Perelman's deep estimate, nor a prior longtime existence of the flow is required. It is possible that our method can be used to solve other, similar problems of geometric flow, such as the stability of the pseudoCalabi flow near a constant scalar curvature Kähler metric in [Chen and Zheng 2010] and of the Calabi flow near a extremal metric in [Huang and Zheng 2010].

The paper is organized as follows: in Section 2 we review known results on the space of Kähler metrics and the well-posedness of the pseudo-Calabi flow obtained in [Chen and Zheng 2010] — see (2-10). In Sections 3 and 4 we prove Theorem 1.2 under the assumption that the $C^{2, \alpha}$ norm of the initial Kähler potential is small. Then we prove Theorem 1.1 under the same assumption in Section 5. Finally, in Section 6 we explain how to weaken the initial condition to the one stated in Theorem 1.2 and Theorem 1.1. In Section 7, we explain another method to choose the holomorphic transformation.

## 2. Notation and basic results

Let $M$ be a compact Kähler manifold of complex dimension $n$ with positive first Chern class $C_{1}(M)$ and let $\omega$ be a Kähler form representing the canonical class $2 \pi C_{1}(M)$. In a local holomorphic coordinate $z_{1}, z_{2}, \ldots, z_{n}$, the form $\omega$ is expressed by

$$
\omega=\sqrt{-1} \sum_{i=1}^{n} g_{i \bar{j}} d z^{i} \wedge d z^{\bar{j}}
$$

The corresponding Riemannian metric is given by

$$
g=\sum_{i=1}^{n} g_{i \bar{j}} d z^{i} \otimes d z^{\bar{j}}
$$

For a Kähler metric $\omega$, the volume form is

$$
d V=\omega^{n}=\left(\sqrt{-1}^{n} \operatorname{det}\left(g_{i \bar{j}}\right) d z^{1} \wedge d z^{\overline{1}} \wedge \cdots \wedge d z^{n} \wedge d z^{\bar{n}}\right.
$$

The Ricci form

$$
\operatorname{Ric}=\sqrt{-1} \sum_{i=1}^{n} R_{i \bar{j}} d z^{i} \wedge d z^{\bar{j}}=-\sqrt{-1} \partial \bar{\partial} \log \operatorname{det} \omega^{n}
$$

is a closed real $(1,1)$-form and belongs to $2 \pi C_{1}(M)$. Accordingly, the scalar curvature satisfies

$$
S \omega^{n}=n \operatorname{Ric} \wedge \omega^{n-1}
$$

A direct calculation gives the average scalar curvature:

$$
\underline{S}=\frac{1}{V} \int_{M} S d V=\frac{n}{V} \int_{M} \operatorname{Ric} \wedge \omega^{n-1}=n
$$

Let $\mathscr{K}$ be the set of Kähler forms on $M$ representing $2 \pi C_{1}(M)$ and let $\mathscr{E}$ be the set of Kähler-Einstein metrics in $\mathscr{K}$. According to the $\partial \bar{\partial}$ lemma, for any Kähler metric $\omega^{\prime}$ in $\mathscr{K}$ there exists a smooth real-valued function $\varphi$ such that $\omega^{\prime}=\omega+\sqrt{-1} \partial \bar{\partial} \varphi$. Then the space of Kähler potentials of $\mathscr{K}$ is given by

$$
\mathscr{H}=\left\{\varphi \in C^{\infty}(M, \mathbb{R}) \mid \omega+\sqrt{-1} \partial \bar{\partial} \varphi \in \mathscr{K}\right\} .
$$

Apparently, we have an isomorphism

$$
T \mathscr{H} \cong \mathscr{H} \times C^{\infty}(M, \mathbb{R})
$$

Mabuchi [1987], Donaldson [1999] and Semmes [1992] independently defined a Riemannian metric on $\mathscr{H}$ by

$$
\int_{M} f_{1} f_{2} \omega_{\varphi}^{n}
$$

for any $f_{1}, f_{2} \in T_{\varphi} \mathcal{H}$. For any path $\varphi(t)(0 \leq t \leq 1)$ in $\mathscr{H}$, the length is given by

$$
\begin{equation*}
L(\varphi(t))=\int_{0}^{1} \sqrt{\int_{M} \varphi^{\prime}(t)^{2} \omega_{\varphi(t)}^{n}} d t \tag{2-1}
\end{equation*}
$$

and the geodesic equation is

$$
\varphi^{\prime \prime}(t)-\frac{1}{2}\left|\nabla_{t} \varphi^{\prime}(t)\right|_{\varphi(t)}^{2}=0
$$

where ${ }^{\prime}$ denotes differentiation in $t$ and $\nabla_{t}$ denotes the covariant derivative for the metric $g_{\varphi(t)}$. The geodesic equation enables us to define the connection on the tangent bundle. For any tangent vector field $\psi(t)$ along the path $\varphi(t)$, the covariant derivative along $\varphi(t)$ is defined by

$$
D_{t} \psi=\frac{\partial \psi}{\partial t}-\frac{1}{2}\left(\nabla_{t} \psi, \nabla_{t} \varphi^{\prime}\right)_{g_{\varphi}}
$$

Then the connection at $\varphi$ is given by

$$
G(X \mid Y)\left(\psi_{1}, \psi_{2}\right)=-\frac{1}{2}\left(\nabla \psi_{1}, \nabla \psi_{2}\right)_{g_{\varphi}}
$$

for any $\psi_{1}$ and $\psi_{2}$ in $T_{\varphi} \mathcal{H} . G(X \mid Y)$ is torsion-free and metric-compatible.
Theorem 2.1 [Mabuchi 1987; Donaldson 1999; Semmes 1992]. The Riemannian manifold $\mathscr{H}$ is an infinite-dimensional symmetric space; it admits a Levi-Civita connection whose curvature is covariant constant. At a point $\varphi \in \mathscr{H}$ the curvature is given by

$$
R_{\varphi}\left(\delta_{1} \varphi, \delta_{2} \varphi\right) \delta_{3} \varphi=-\frac{1}{4}\left\{\left\{\delta_{1} \varphi, \delta_{2} \varphi\right\}_{\varphi}, \delta_{3} \varphi\right\}_{\varphi}
$$

where $\{,\}_{\varphi}$ is the Poisson bracket on $C^{\infty}(M)$ of the symplectic form $\omega_{\varphi}$.

Theorem 2.2 [Chen 2000b]. H is a metric space, and is convex by $C^{1,1}$ geodesics.
Calabi and Chen [2002] proved $\mathscr{H}$ is negatively curved in the sense of Alexandroff. We denote the space of normalized Kähler potentials by

$$
\begin{equation*}
\mathscr{H}_{0}=\left\{\varphi \in C^{\infty}(M, R) \mid \omega+\sqrt{-1} \partial \bar{\partial} \varphi>0 \text { and } I(\varphi)=0\right\}, \tag{2-2}
\end{equation*}
$$

where

$$
I(\varphi)=\frac{1}{V} \sum_{p=0}^{n} \frac{1}{(p+1)!(n-p)!} \int_{M} \varphi \omega^{n-p} \wedge(\partial \bar{\partial} \varphi)^{p}
$$

In fact, $\mathscr{H}$ can be naturally split as

$$
\mathscr{H}=\mathscr{H}_{0} \times \mathbb{R} .
$$

This leads to a decomposition of the tangent space:

$$
T_{\varphi}=\left\{f \mid \int_{M} f \omega_{\varphi}^{n}=0\right\} \oplus \mathbb{R}
$$

On a Kähler-Einstein manifold $(M, \omega)$, choose $\omega$ be the reference metric. It is clear from the definition (1-3) that $h_{\omega}=0$. Substituting this into the potential equation (1-2) of the Kähler-Ricci flow, we obtain

$$
\left\{\begin{array}{l}
\frac{\partial \varphi}{\partial t}=\log \frac{\omega_{\varphi}^{n}}{\omega^{n}}+\varphi+a(t)  \tag{2-3}\\
\varphi(0)=\varphi_{0}
\end{array}\right.
$$

If we choose the normalization constant in (2-3) appropriately, namely,

$$
\begin{equation*}
a(t)=-\frac{1}{V} \int_{M}\left(\log \frac{\omega_{\varphi}^{n}}{\omega^{n}}+\varphi\right) \omega_{\varphi}^{n} \tag{2-4}
\end{equation*}
$$

we see that

$$
\begin{equation*}
\partial_{t} I(\varphi)=\frac{1}{V} \int_{M} \partial_{t} \varphi \omega_{\varphi}^{n}=0 \tag{2-5}
\end{equation*}
$$

We first assume that $\varphi_{0} \in \mathscr{H}_{0}$ satisfies $I\left(\varphi_{0}\right)=0$; the general case will be treated in Section 6. Then (2-5) implies $I(\varphi)=0$, which ensures that the solution $\varphi$ of (2-3) always stays in $\mathscr{H}_{0}$.

For any $\varphi \in \mathscr{H}$, Mabuchi [1986] defined the $K$-energy of $(M, \omega)$ as

$$
\begin{equation*}
\nu\left(\omega, \omega_{\varphi}\right)=-\frac{1}{V} \int_{0}^{1} \int_{M} \dot{\varphi}(\tau)\left(S_{\varphi(\tau)}-\underline{S}\right) \omega_{\varphi(\tau)}^{n} d \tau \tag{2-6}
\end{equation*}
$$

where $\varphi(\tau)$ is an arbitrary piecewise smooth path from 0 to $\varphi$. An explicit expression of the $K$-energy is formulated in [Chen 2000a; Tian 2000] as

$$
\begin{align*}
v_{\omega}(\varphi)=\frac{1}{V} \int_{M} & \log \frac{\omega_{\varphi}^{n}}{\omega^{n}} \omega_{\varphi}^{n}+\frac{S}{V} n!  \tag{2-7}\\
V & (\varphi) \\
& \quad-\frac{1}{V} \sum_{i=0}^{n-1} \frac{n!}{(i+1)!(n-i-1)!} \int_{M} \varphi \operatorname{Ric} \wedge \omega^{n-1-i} \wedge(\partial \bar{\partial} \varphi)^{i} .
\end{align*}
$$

In later sections we will simply write $\nu(\varphi)$ instead of $\nu_{\omega}(\varphi)$.
Theorem 2.3 [Mabuchi 1987]. If $\omega$ is a critical point of $\mathcal{v}(\varphi)$, the second variation of the K-energy satisfies

$$
\left.\frac{d^{2}}{d t^{2}} v\left(\theta_{t}\right)\right|_{t=0} \geq 0
$$

for every smooth path $\left\{\theta_{t} \mid-\epsilon \leq t \leq \epsilon\right\}$ in $\mathscr{K}$ such $\theta_{0}=\omega$.
Let $\operatorname{Aut}(M)$ be the group of holomorphic automorphisms of $M$ and $\operatorname{Aut}_{0}(M)$ its identity component.

Theorem 2.4 [Bando and Mabuchi 1987; Bando 1987]. Assume $\mathscr{E} \neq \varnothing$.
(i) The K-energy is bounded from below on $\mathscr{K}$ and takes its absolute minimum exactly on $\mathscr{E}^{\circ}$.
(ii) $\mathscr{E}$ consists a single $\mathrm{Aut}_{0}(M)$-orbit.

Indeed, the normalization constant $a(t)$ can be estimated by the $K$-energy.
Lemma 2.5. Let $\varphi$ be the solution of (2-3). The relation between $a(t)$ and the $K$-energy $\nu(\varphi)$ is given by

$$
\begin{equation*}
a(t)+v(\varphi)=a(0)+v\left(\varphi_{0}\right) \tag{2-8}
\end{equation*}
$$

Proof. We calculate the evolution of $a(t)$ along the Kähler-Ricci flow directly:

$$
V \frac{d}{d t} a(t)=-\int_{M}\left(\triangle_{\varphi}+1\right) \dot{\varphi} \omega_{\varphi}^{n}-\int_{M}\left(\log \frac{\omega_{\varphi}^{n}}{\omega^{n}}+\varphi\right) \triangle_{\varphi} \dot{\varphi} \omega_{\varphi}^{n}
$$

By Stokes' theorem and (2-5) the first term vanishes identically. Integration by parts and the use of (2-3) gives for the second term

$$
\int_{M}\left(S_{\varphi}-n\right) \dot{\varphi} \omega_{\varphi}^{n}
$$

Since (2-6) implies

$$
\begin{equation*}
\frac{d}{d t} v(t)=-\frac{1}{V} \int_{M}\left(S_{\varphi}-n\right) \dot{\varphi} \omega_{\varphi}^{n} \tag{2-9}
\end{equation*}
$$

we obtain $\frac{d}{d t} a(t)=-\frac{d}{d t} v(t)$. We conclude by integrating both sides with respect to $t$.

Since the $K$-energy is decreasing along the Kähler-Ricci flow, we immediately conclude the following according to Theorem 2.4.

Corollary 2.6. On a Kähler-Einstein manifold, $a(t)$ is uniformly bounded along the Kähler-Ricci flow.

Set

$$
X=C^{0}\left([0, T), C^{2+\alpha}(M, g)\right) \cap C^{1}\left([0, T), C^{\alpha}(M, g)\right)
$$

The following theorems asserting short-time existence, regularity and continuous dependence on initial data for the Kähler-Ricci flow were proved by Chen and the author, who defined a new second-order Monge-Ampère flow, called the pseudoCalabi flow and coinciding with the Kähler-Ricci flow when the initial datum is restricted in the canonical Kähler class:

$$
\left\{\begin{array}{l}
\frac{\partial \varphi}{\partial t}=-f(\varphi)  \tag{2-10}\\
\triangle_{\varphi} f(\varphi)=S(\varphi)-\underline{S}
\end{array}\right.
$$

Theorem 2.7 [Chen and Zheng 2010]. Let $\varphi_{0} \in C^{2, \alpha}(M, g)$ be such that

$$
\lambda \omega \leq \omega_{\varphi_{0}} \leq \Lambda \omega
$$

for two positive constants $\lambda$ and $\Lambda$. Then the pseudo-Calabi flow has a unique solution $\varphi(x, t) \in X$, where $T$ is the maximal existence time.

Theorem 2.8 [Chen and Zheng 2010]. The solution of the pseudo-Calabi flow $\varphi \in X$ is smooth for any $t>0$. More precisely, if $|\varphi(t)|_{C^{2, \alpha}} \leq A$ for any $0 \leq t \leq T$, there exists a constant $C$ (depending on $A, g, t_{0}$ and $k$ ) such that $|\varphi(t)|_{C^{k, \alpha}} \leq C$ for any $T-t_{0} \leq t \leq t_{0}<T$.

Theorem 2.9 [Chen and Zheng 2010]. If $\phi$ is the solution of the pseudo-Calabi flow for an initial datum $\phi_{0}$ on $[0, T]$, there is a neighborhood $U$ of $\phi_{0}$ such that the pseudo-Calabi flow has a solution $\varphi(t)$ on $[0, T]$ for any $\varphi_{0} \in U$ and the mapping $\varphi_{0} \mapsto \varphi(t)$ is $C^{k}$ for $k=0,1,2, \ldots$

As a corollary of the continuous dependence on initial data we have:
Theorem 2.10 [Chen and Zheng 2010]. Suppose M admits a constant scalar curvature Kähler metric $\omega$. Let $\varphi_{0} \in C^{2, \alpha}(M, g)$ be such that $\lambda \omega \leq \omega_{\varphi_{0}} \leq \Lambda \omega$ for positive constants $\lambda$ and $\Lambda$. Then for any $T>0$ there exits a positive constant $\epsilon_{0}(T)$ such that, if $\left|\varphi_{0}\right|_{C^{2, \alpha}(M, g)} \leq \epsilon_{0}(T)$, the pseudo-Calabi flow has a unique solution on $[0, T]$ and

$$
|\dot{\varphi}|_{C^{\alpha}(M, g)}+|\varphi|_{C^{2, \alpha}(M, g)} \leq C \epsilon_{0}(T) \quad \text { for all } t \in[0, T]
$$

where $C$ depends on $M, g$ and $T$. As $T$ goes to infinity, $\epsilon_{0}(T)$ goes to zero.

## 3. No nontrivial holomorphic vector fields

Let $\eta(M)$ be the set of all holomorphic vector fields on $M$. We start with the case $\eta(M)=\varnothing$. We shall prove the following proposition in this section.

Proposition 3.1 [Tian and Zhu 2008; Zhu 2009]. Assume M admits a KählerEinstein metric $\omega$ and has no holomorphic vector fields. There exits a small positive constant $\epsilon_{0}$ such that, if the initial datum satisfies

$$
\left|\varphi_{0}\right|_{C^{2, \alpha}(M)} \leq \epsilon_{0}
$$

then the Kähler-Ricci flow $g_{\varphi}$ converges smoothly to $g$.
Proof. We at first show that under the assumption of the proposition, the solution of (2-3) always stays in some small $\epsilon_{1}$-neighborhood of the zero function.

Lemma 3.2. For any $\epsilon_{1}>0$, there exits a small positive constant $\epsilon_{0}$ such that, if $\left|\varphi_{0}\right|_{C^{2, \alpha}(M)} \leq \epsilon_{0}$, then $|\varphi(t)|_{2, \alpha} \leq \epsilon_{1}$ for all $t \in[0,+\infty)$.

Proof. Suppose that the conclusion fails; then there exists a sequence of initial data $\varphi_{s}^{0}$ such that

$$
\left|\varphi_{s}^{0}\right|_{C^{2, \alpha}} \leq \frac{1}{s}
$$

By virtue of Theorem 2.10, we get a sequence of solutions $\varphi_{s}(t)$ satisfying the flow equations (2-3) with $\varphi_{s}(0)=\varphi_{s}^{0}$. Let $T_{s}$ be the first time such that

$$
\begin{equation*}
\left|\varphi_{s}\left(T_{s}\right)\right|_{C^{2, \alpha}}=\epsilon_{1} \quad \text { and } \quad\left|\varphi_{s}(t)\right|_{C^{2, \alpha}}<\epsilon_{1} \text { for } 0 \leq t<T_{s} . \tag{3-1}
\end{equation*}
$$

According to Theorem 2.10 again, we have $T_{s} \geq T_{1}>0$. Moreover, we apply Theorem 2.8 to (2-3) on $\left[T_{s}-2 a, T_{s}\right]$ for fixed $a$ such that $0<a<T_{s} / 2-T_{1} / 4$, then we obtain a uniform higher-order bound for the sequence of solutions:

$$
\left|\varphi_{s}\right|_{C^{k, \alpha}(M)} \leq C\left(k, \epsilon_{1}, a\right) \quad \text { on }\left[T_{s}-a, T_{s}\right], \text { for all } k \geq 0 .
$$

Consequently, there is a subsequence of $\phi_{s}=\varphi_{s}\left(T_{s}\right)$ converges smoothly to $\phi_{\infty}$ satisfying

$$
\begin{equation*}
\left|\phi_{\infty}\right|_{C^{2, \alpha}}=\epsilon_{1} . \tag{3-2}
\end{equation*}
$$

It is obvious that $g_{\phi_{\infty}}$ is still a Kähler metric. Since the $K$-energy is not only well defined for $\varphi_{s}^{0}$ by (2-7) but also decreasing along the Kähler-Ricci flow, Theorem 2.4 implies that

$$
0 \leq v_{\omega}\left(\phi_{s}\right) \leq v_{\omega}\left(\varphi_{s}(0)\right) \leq \frac{C}{s}
$$

By passing the limit we obtain

$$
\lim _{s \rightarrow \infty} v_{\omega}\left(\varphi_{s}\right)=v_{\omega}\left(\varphi_{\infty}\right)=0
$$

Using Theorem 2.4, we obtain that $g_{\phi_{\infty}}$ is a Kähler-Einstein metric. From the same theorem we deduce that $\phi_{\infty}$ must be a constant. Furthermore the normalization condition $I\left(\phi_{\infty}\right)=0$ leads to $\phi_{\infty}=0$, which contradicts to (3-2). The lemma follows.

According to Theorem 2.8 and Lemma 3.2, we have $|\varphi(t)|_{C^{k}} \leq C_{k}$ for any $k \geq 3$ away from $t=0$. It follows that for any sequence $t_{i}$ there is a subsequence such that $\phi\left(t_{i}\right)$ converges smoothly to a limit function $\varphi_{\infty}$. Moreover, since the $K$-energy has a lower bound and it decays along the flow, $\omega_{\varphi_{\infty}}$ must be a Kähler-Einstein metric. This, together with Theorem 2.4 and the normalization condition, implies that $\varphi_{\infty}=0$. Because the $t_{i}$ can be chosen arbitrarily, we conclude that the KählerRicci flow converges smoothly to the original Kähler-Einstein metric.

## 4. $M$ admits nontrivial holomorphic vector fields

4A. Choice and estimate of holomorphic transformations. When $M$ admits holomorphic vector fields, we need to find an appropriate holomorphic transformation. Let $\mathscr{E}_{0} \subset \mathscr{H}_{0}$ be the space of Kähler potentials of Kähler-Einstein metrics.

Let $\sigma_{t}^{*} \omega$ be any curve with $\sigma_{0}=$ id in $\mathscr{E}_{0}$. The tangent vector at $\omega$ is

$$
\left.\frac{d}{d t} \sigma_{t}^{*}\right|_{t=0} \omega=L_{X} \omega
$$

Here $X=\left.\left(\sigma_{t}\right)_{*}^{-1} \partial_{t} \sigma_{t}\right|_{t=0}$ is the real part of some holomorphic vector field. Since $C_{1}(M)>0$ implies that $M$ is simply connected by [Kobayashi 1961], we obtain $L_{X} \omega=\sqrt{-1} \partial \bar{\partial} \theta_{X}$ for some function $\theta_{X}$. Hence, the finite-dimensionalness of the space of holomorphic vector fields implies that of $\mathscr{E}_{0}$. Moreover, according to [Mabuchi 1987], $\mathscr{E}_{0}$ is also a totally geodesic submanifold of $\mathscr{H}_{0}$. Then the point $\rho \in \mathscr{E}_{0}$ realizes the shortest distance between $\varphi$, and $\mathscr{E}_{0}$ is uniquely determined. In fact, according to Theorem 2.4, we obtain a holomorphic diffeomorphism $\sigma \in \operatorname{Aut}_{0}(M)$ such that $\sigma^{*} \omega=\omega+\sqrt{-1} \partial \bar{\partial} \rho$. The $K$-energy is invariant under holomorphic transformations:
Lemma 4.1 [Mabuchi 1986]. $v\left(\omega, \omega_{\left(\sigma^{-1}\right)^{*}(\varphi-\rho)}\right)=\nu\left(\omega, \omega_{\varphi}\right)=\nu\left(\omega_{\rho}, \omega_{\varphi}\right)$.
Proof. Since $\omega$ and $\omega_{\rho}$ are both Kähler-Einstein metrics, Lemma (5.4.1) and Theorem (5.3) of [Mabuchi 1986] yield, respectively, the equalities

$$
\begin{aligned}
v\left(\omega, \omega_{\left(\sigma^{-1}\right)^{*}(\varphi-\rho)}\right) & =v\left(\sigma^{*} \omega, \omega_{\varphi}\right)=v\left(\omega_{\rho}, \omega_{\varphi}\right) \\
& =v\left(\omega_{\rho}, \omega\right)+v\left(\omega, \omega_{\varphi}\right)=v\left(\omega, \omega_{\varphi}\right)
\end{aligned}
$$

We next state two lemmas from [Chen and Zheng 2010] regarding the metric rephrased for economy
geometry of the space of constant scalar curvature Kähler metrics. They show that when metrics stay close to $\omega$, their projection metrics are uniformly bounded.

Lemma 4.2 [Chen and Zheng 2010]. There exists a positive constant $\epsilon$ such that $|\rho|_{C^{3, \alpha}} \leq C_{2} \epsilon$ for any $\rho$ satisfying $d(0, \rho) \leq \epsilon$.

Proof. Since $\mathscr{E}_{0}$ is a finite-dimensional Riemannian symmetric space, a small $\epsilon$ neighborhood near $\rho=0$ in this submanifold can be pulled back by the exponential map $\exp _{0}$ to the tangent space $T_{0}\left(\mathscr{E}_{0}\right)$ at 0 . Set $\psi=\exp _{0}^{-1}(\rho)$. Then the length from $\psi$ to 0 is $\epsilon$. The norm induced by the distance on $T_{0}\left(\mathscr{C}_{0}\right)$ is equivalent to the $C^{2, \alpha}$ norm, since all norms on a finite-dimensional vector space are equivalent. Thus $\left|\exp _{0}^{-1}(\rho)\right|_{C^{2, \alpha}}$ is bounded by $C_{1} \epsilon$. Since the exponential map is a diffeomorphism in the $\epsilon$ neighborhood near $\rho=0$, we obtain $|\rho|_{C^{2, \alpha}} \leq C_{2} \epsilon$ for some constant $C_{2}$. The lemma follows by an appropriate choice of $\epsilon$.

We can improve this conclusion for $C^{k}$ for fixed $k \geq 0$, not only for $C^{3, \alpha}$ norm.
Lemma 4.3 [Chen and Zheng 2010]. There exists a positive constant $\epsilon_{1}$ such that $|\varphi|_{C^{2, \alpha}} \leq \epsilon_{1}$ implies

$$
|\rho|_{C^{3, \alpha}} \leq C_{4} \quad \text { and } \quad|\sigma|_{h} \leq C_{5}
$$

where $h$ is the left invariant metric in $\operatorname{Aut}(M)$.
Proof. Choose a path $\gamma_{t}=t \varphi-I(t \varphi) \in \mathscr{H}_{0}$ for $0 \leq t \leq 1$. Denote $d(0, \varphi)$ the distance between 0 and $\varphi$. Using (2-1), we compute

$$
\begin{aligned}
d(0, \varphi) \leq L\left(\gamma_{t}\right) & =\int_{0}^{1}\left(\int_{M}\left(\frac{\partial \gamma_{t}}{\partial t}\right)^{2} \omega_{\gamma_{t}}^{n}\right)^{1 / 2} d t \\
& =\int_{0}^{1}\left(\int_{M}\left(\varphi-\partial_{t} I(t \varphi)\right)^{2} \omega_{\gamma_{t}}^{n}\right)^{1 / 2} d t \leq C_{3} \epsilon_{1}
\end{aligned}
$$

for $|\varphi|_{C^{2, \alpha}} \leq \epsilon_{1}$. Moreover, the choice of the $\rho$ implies

$$
d(0, \rho) \leq d(0, \varphi)+d(\varphi, \rho) \leq 2 d(0, \varphi) \leq C_{3} \epsilon_{1}
$$

by the triangle inequality. From Lemma 4.2, it follows that $|\rho|_{C^{3, \alpha}} \leq C_{4}=C_{2} C_{3} \epsilon_{1}$. Using [Chen and Tian 2006, Lemma 4.6], we derive $|\sigma|_{h} \leq C_{5}$ and the lemma follows.

Remark. Alternatively the holomorphic transformation can be derived by minimizing the $I-J$ functional, as in [Bando and Mabuchi 1987], which will be further discussed in Section 7. Those authors use this minimizer to prove the uniqueness of the Kähler-Einstein metric when the first Chern class is positive. The minimizer of the $I-J$ functional is not unique in general, since the second variation of this functional is not strictly positive. However, when the potential is small enough, the minimizer is unique. We mention also that Corollary 7.2 provides an estimate similar to Lemma 4.3.

## 4B. Long time existence and Cheeger-Gromov convergence. Set

$$
\mathscr{S}\left(\epsilon_{1}, C\left(k, \epsilon_{1}\right)\right)=\left\{\varphi|\varphi|_{C^{2, \alpha}} \leq \epsilon_{1} ;|\varphi|_{C^{k, \alpha}(M)} \leq C\left(k, \epsilon_{1}\right)\right\} .
$$

It is obvious that $0 \in \mathscr{S}$. We will show that when the initial potential is small, the solution of (2-3) always stays in $\mathscr{\mathscr { S }}$ after pulling back by a sequence of holomorphic transformations.

Lemma 4.4. For any $\epsilon>0$, there is a small positive constant $o$ depends on $\epsilon$ and $\mathscr{S}$ such that, for any $\varphi \in \mathscr{T}$, if $v_{\omega}(\varphi) \leq o$, then $\left|\left(\sigma^{-1}\right)^{*}(\varphi-\rho)\right|_{C^{2, \alpha}}<\epsilon$.

Proof. If the conclusion fails, we take a positive constant $\epsilon$ and a sequence of $\varphi_{s} \in \mathscr{S}$ satisfying

$$
v_{\omega}\left(\varphi_{s}\right) \leq \frac{1}{s}
$$

and such that

$$
\begin{equation*}
\left|\left(\sigma_{s}^{-1}\right)^{*}\left(\varphi_{s}-\rho_{s}\right)\right|_{C^{2, \alpha}} \geq \epsilon . \tag{4-1}
\end{equation*}
$$

Since $\varphi_{s} \in \mathscr{S}\left(\epsilon_{1}, C\left(k, \epsilon_{1}\right)\right)$, we obtain a subsequence $\varphi_{s_{j}}$ of $\varphi_{s}$ converging smoothly to $\varphi_{\infty}$. Let $\hat{\varphi}_{s}=\left(\sigma_{s}^{-1}\right)^{*}\left(\varphi_{s}-\rho_{s}\right)$. Lemma 4.3 gives

$$
\left|\rho_{s}\right|_{C^{3, \alpha}} \leq C_{4} \quad \text { and } \quad\left|\sigma_{s}\right|_{h} \leq C_{5}
$$

which implies that there are, by the Arzelà-Ascoli theorem and the BolzanoWeierstrass theorem respectively, subsequences of $\rho_{s_{j}}$ and $\sigma_{s_{j}}$ for which (using the same notation)

$$
\rho_{s_{j}} \rightarrow \rho_{\infty} \text { in } C^{3, \beta} \quad \text { for any } \beta<\alpha
$$

and

$$
\sigma_{s_{j}} \rightarrow \sigma_{\infty} \text { in the left invariant metric. }
$$

Combining with Lemma 4.1, which implies that

$$
v_{\omega}\left(\varphi_{\infty}\right)=v_{\omega}\left(\hat{\varphi}_{\infty}\right)=0
$$

we derive that $\hat{\varphi}_{s_{j}}$ converges to $\hat{\varphi}_{\infty}=\left(\sigma_{\infty}^{-1}\right)^{*}\left(\varphi_{\infty}-\rho_{\infty}\right) \in \mathscr{E}_{0}$ in $C^{3, \beta}$ and $\sigma_{\infty}^{*} \omega=$ $\omega+\partial \bar{\partial} \rho_{\infty}$. Moreover, according to Theorem 2.4, we have $\hat{\varphi}_{\infty}, \varphi_{\infty} \in \mathscr{E}_{0}$.

We claim that

$$
d\left(\varphi_{\infty}, \rho_{\infty}\right)=0
$$

Otherwise, for some sufficient large $N$, when $s_{j}>N$,

$$
d\left(\varphi_{s_{j}}, \rho_{s_{j}}\right)=d\left(\varphi_{s_{j}}, \mathscr{E}_{0}\right)
$$

has a strictly positive lower bound. Since the distance function is at least $C^{1}$ (see [Chen 2000b]), we have $d\left(\varphi_{\infty}, \mathscr{E}_{0}\right)>0$, contradicting $\varphi_{\infty} \in \mathscr{E}_{0}$. Consequently, the claim holds. It follows that $\hat{\varphi}_{\infty}=0$, in contradiction with the lower bound $\left|\hat{\varphi}_{\infty}\right|_{C^{2, \alpha}} \geq \epsilon$ of (4-1).

Proposition 4.5. Assume $M$ admits a Kähler-Einstein metric $\omega$ and has nontrivial holomorphic vector fields. There is a small positive constant $\epsilon_{0}$ such that, if $\left|\varphi_{0}\right|_{C^{2, \alpha}(M)} \leq \epsilon_{0}$, there is a unique solution $\varphi(t)$ and a corresponding holomorphic transformation $\varrho(t)$ such that the normalization potential of $\varrho(t)^{*} \omega(t)$ always stays in $\mathscr{S}$. Moreover, any sequence $t_{j}$ has is a subsequence (still denoted by $t_{j}$ ) such that $\varrho\left(t_{j}\right)^{*} \omega\left(t_{j}\right)$ converges smoothly to a Kähler-Einstein metric $\omega_{\infty}$.

Proof. We prove this proposition by contradiction. Let $\epsilon_{1}$ be as in Lemma 4.3. Using Theorem 2.10, we assume there is a maximal time $T$ such that

$$
|\varphi|_{C^{2, \alpha}}<\epsilon_{1} \text { on }[0, T) \quad \text { and } \quad|\varphi(T)|_{C^{2, \alpha}}=\epsilon_{1}
$$

According to Theorem 2.8 we obtain $|\varphi(T)|_{C^{k, \alpha}} \leq C\left(k, \epsilon_{1}, t_{0}, g\right)$ on $\left[T-t_{0}, T\right]$ for a fixed $T / 2 \leq t_{0} \leq T$. Let the constant $C\left(k, \epsilon_{1}\right)$ be $C\left(k, \epsilon_{1}, t_{0}, g\right)$. So we get

$$
\varphi(T) \in \mathscr{S}\left(\epsilon_{1}, C\left(k, \epsilon_{1}\right)\right)
$$

There are two situations. If $\varphi(T)$ is a Kähler-Einstein metric, the flow will stop here and our theorem is proved. Otherwise, we will extend the flow as follows.

We first choose $\epsilon_{0}$ small enough to guarantee

$$
v_{\omega}\left(\varphi_{0}\right) \leq o\left(\frac{\epsilon_{1}}{2}, \mathscr{P}\left(\epsilon_{1}, C\left(k, \epsilon_{1}\right)\right)\right)
$$

where the constant $o\left(\epsilon_{1} / 2, \mathscr{P}\left(\epsilon_{1}, C\left(k, \epsilon_{1}\right)\right)\right)$ is determined in Lemma 4.4. Let the holomorphic transformation $\sigma$ be the projection of $\varphi(T)$ in $\mathscr{E}_{0}$ with

$$
\sigma^{*} \omega=\omega+\sqrt{-1} \partial \bar{\partial} \rho
$$

We set $\varphi_{1}^{0}$ be the Kähler potential of the metric pulled back by $\sigma$, that is,

$$
\left(\sigma^{-1}\right)^{*} \omega_{\varphi(T)}=\omega+\sqrt{-1} \partial \bar{\partial}\left[\left(\sigma^{-1}\right)^{*}(\varphi(T)-\rho)\right]=\omega+\sqrt{-1} \partial \bar{\partial} \varphi_{1}^{0}
$$

Since the $K$-energy decreases along the Kähler-Ricci flow, Lemma 4.1 yields

$$
\begin{equation*}
v_{\omega}\left(\varphi_{1}^{0}\right) \leq o\left(\frac{\epsilon_{1}}{2}, \mathscr{P}\left(\epsilon_{1}, C\left(k, \epsilon_{1}\right)\right)\right) \tag{4-2}
\end{equation*}
$$



Idea of the proof of Proposition 4.5: solving the equation after pulling back.

Letting $\psi=\left(\sigma^{-1}\right)^{*}(\varphi(T)-\rho)$, Lemma 4.4 implies that

$$
\begin{equation*}
|\psi|_{C^{2, \alpha}(g)}=\left|\left(\sigma^{-1}\right)^{*}(\varphi(T)-\rho)\right|_{C^{2, \alpha}(g)}<\frac{\epsilon_{1}}{2} . \tag{4-3}
\end{equation*}
$$

We next show that the Kähler-Ricci flow is invariant under the transformation. Let $\varphi_{1}=\left(\sigma^{-1}\right)^{*}(\varphi(t)-\rho)$. We compute

$$
\begin{aligned}
\frac{\partial}{\partial t} \varphi_{1} & =\left(\sigma^{-1}\right)^{*}\left[\log \frac{\omega_{\varphi}^{n}}{\omega^{n}}+\varphi-\frac{1}{V} \int_{M}\left(\log \frac{\omega_{\varphi}^{n}}{\omega^{n}}+\varphi\right) \omega_{\varphi}^{n}\right] \\
& =\left(\sigma^{-1}\right)^{*}\left[\log \frac{\omega_{\varphi}^{n}}{\omega_{\rho}^{n}}+\varphi-\rho-\frac{1}{V} \int_{M}\left(\log \frac{\omega_{\varphi}^{n}}{\omega_{\rho}^{n}}+\varphi-\rho\right) \omega_{\varphi}^{n}\right] \\
& =\left[\log \frac{\omega_{\varphi_{1}}^{n}}{\omega^{n}}+\varphi_{1}-\frac{1}{V} \int_{M}\left(\log \frac{\omega_{\varphi_{1}}^{n}}{\omega^{n}}+\varphi_{1}\right) \omega_{\varphi_{1}}^{n}\right]
\end{aligned}
$$

The second equality follows form the fact that $\omega_{\rho}$ is a Kähler-Einstein metric. We conclude that $\varphi_{1}$ is the solution of an equation of the form

$$
\left\{\begin{align*}
\frac{\partial}{\partial t} \varphi_{1} & =\log \frac{\omega_{\varphi_{1}}^{n}}{\omega^{n}}+\varphi_{1}+a(t)  \tag{4-4}\\
\varphi_{1}(0) & =\varphi_{1}^{0}=\left(\sigma^{-1}\right)^{*}(\varphi(T)-\rho)
\end{align*}\right.
$$

where (4-3) and (4-2) hold. Again, Theorem 2.10 implies (4-4) has a solution on [ $0, T_{1}$ ] with $T_{1} \geq T$ such that

$$
\left|\varphi_{1}\left(T_{1}\right)\right|_{C^{2, \alpha}}=\epsilon_{1}
$$

According to Theorem 2.8, we also obtain

$$
\left|\varphi\left(T_{1}\right)\right|_{C^{k, \alpha}} \leq C\left(k, \epsilon_{1}, t_{0}, g\right) \quad \text { on }\left[T_{1}-t_{0}, T_{1}\right]
$$

So we still have $\varphi\left(T_{1}\right) \in \mathscr{S}\left(\epsilon_{1}, C\left(k, \epsilon_{1}\right)\right)$. Moreover, if we let

$$
\varphi(t)=\sigma^{*} \varphi_{1}(t-T)+\rho \quad \text { on }\left[T, T+T_{1}\right)
$$

the new $\varphi(t)$ is the solution of (2-3) on [0,T+T].
We repeat the same steps inductively for

$$
\varphi_{s-1}\left(T_{s-1}\right) \in \mathscr{S}\left(\epsilon_{1}, C\left(k, \epsilon_{1}\right)\right)
$$

with $T_{s-1} \geq T$ obtained in Theorem 2.10, until $\varphi_{s}$ becomes a Kähler-Einstein at time $T_{s}$, with $T_{s}<\infty$. If this does not happen, the Kähler-Ricci flow has long-time existence and the solution $\varphi(t)$ for all $t \geq 0$ is given by

$$
\omega_{\varphi(t)}=\prod_{i=0}^{s-1} \sigma_{i}^{*} \omega_{\varphi_{s}(t)} \quad \text { on }\left[\sum_{i=0}^{s-1} T_{i}, \sum_{i=0}^{s} T_{i}\right)
$$

Finally, we prove the convergence of the Kähler-Ricci flow. For any sequence $\left\{\varphi_{t_{j}}\right\}$, there is $s$ such that $\sum_{i=0}^{s-1} T_{i} \leq t_{j} \leq \sum_{i=0}^{s} T_{i}$. Let

$$
\varrho_{j}=\left(\prod_{i=0}^{s-1} \sigma_{i}\right)^{-1}
$$

We have

$$
\left|\varrho_{j}^{*} \omega_{\varphi_{t_{j}}}-\omega\right|_{C^{\alpha}} \leq \epsilon_{1} \quad \text { and } \quad\left|\varrho_{j}^{*} \omega_{\varphi_{t_{j}}}-\omega\right|_{C^{k}} \leq C\left(k, \epsilon_{1}\right)
$$

Therefore all metrics are equivalent and their derivatives are bounded. We set

$$
\omega_{\psi_{t_{j}}}=\varrho_{j}^{*} \omega_{\varphi_{t_{j}}}
$$

It follows that there is a subsequence of $\omega_{\psi_{t_{j}}}$ that converges to a limit metric $\omega_{\infty}$ (which depends on the choice of the subsequence). Since the $K$-energy is bounded below, we have $\lim _{s \rightarrow \infty} v\left(\omega, \omega_{\psi_{t_{j}}}\right)=0$. It follows from Theorem 2.4 that $g_{\infty}$ is a Kähler-Einstein metric. The proposition is proved.

Let $t_{s}=\sum_{i=0}^{s} T_{i}$. Following the argument in [Chen and Tian 2006], we can first connect each pair of points $\varphi_{t_{s}}$ and $\varphi_{t_{s+1}}$ by a geodesic in the space of KählerEinstein metrics, so

$$
\varrho(t)=\varrho(s) \exp \left((t-s) X_{s}\right) \quad \text { for all } t \in[s, s+1]
$$

with $X_{s}$ uniformly bounded by Lemma 4.3. We then smooth the corner at each point $t_{s}$ by replacing the broken line by a smooth curve in a small neighborhood of $t_{s}$ without changing the value and the $t$ derivative at the endpoints. Hence we have extended the holomorphic transformation to all $t$, while ensuring Lipschitz continuity in $t$.

Let $\omega_{\psi(t)}=\varrho(t)^{*} \omega_{\varphi(t)}$. We have already seen that the Kähler-Ricci flow converges to a Kähler-Einstein metric in Cheeger-Gromov sense; i.e., for any sequence $g\left(t_{i}\right)$, there is a subsequence $g\left(t_{i_{j}}\right)$ and a holomorphic transformation $\varrho\left(t_{i_{j}}\right)$ such that $\varrho\left(t_{i_{j}}\right)^{*} g\left(t_{i_{j}}\right)$ converges smoothly to a Kähler-Einstein metric $g_{\infty}$. So we have

$$
\lim _{t \rightarrow \infty} \operatorname{Ric}\left(g_{\psi_{t}}\right)-\omega_{\psi_{t}}=0
$$

which leads to the convergence of the eigenvalue. To obtain the compactness of the sequence of holomorphic transformations $\varrho(t)$ and the exponential convergence of the Kähler-Ricci flow, we use an auxiliary result:

Theorem 4.6 [Phong et al. 2009, Theorem 2 and Remark (7)]. If the Kähler-Ricci flow converges to a Kähler-Einstein metric in Cheeger-Gromov sense. Then the Kähler-Ricci flow must converge exponentially to a unique Kähler-Einstein metric nearby.

## 5. Kähler-Ricci solitons

In this section we generalize our argument to the Kähler-Ricci solitons. According to [Fujiki 1978], the identity part of holomorphic transformation group $\mathrm{Aut}_{0}(M)$ is meromorphically isomorphic to a linear algebraic group $L(M)$ and the quotient $\operatorname{Aut}_{0}(M) / L(M)$ is a complex torus. Futaki and Mabuchi [1995] used the Chevalley decomposition to $L(M)$ to obtain a semidirect decomposition

$$
\operatorname{Aut}_{0}(M)=\operatorname{Aut}_{r}(M) \ltimes R_{u} .
$$

Here $\operatorname{Aut}_{r}(M)$ is the reductive algebra group, which is the complexification of a maximal compact subgroup $K$, and $R_{u}$ is the unipotent radical of $\operatorname{Aut}_{0}(M)$. Let $\eta_{r}$ be the Lie algebra of $\operatorname{Aut}_{r}(M)$. Recall that a Kähler metric $\omega$ is called a KählerRicci soliton if there is a holomorphic vector field $X$ such that

$$
\begin{equation*}
L_{X} \omega=\operatorname{Ric}-\omega \tag{5-1}
\end{equation*}
$$

Tian and Zhu [2000] proved the uniqueness of Kähler-Ricci solitons for a fixed $X$ in the Lie algebra of $\operatorname{Aut}_{0}(M)$.

Theorem 5.1 [Tian and Zhu 2000]. If $(\omega, X)$ and $\left(\omega^{\prime}, X\right)$ are Kähler-Ricci solitons, there are holomorphic transformations $\sigma \in \operatorname{Aut}_{0}(M)$ and $\tau \in \operatorname{Aut}_{r}(M)$ such that $\sigma^{*} \omega=\tau^{*} \sigma^{*} \omega^{\prime}$ and $\sigma^{*} X \in \eta_{r}$.

Theorem 5.2 [Tian and Zhu 2002]. If $(\omega, X)$ and ( $\omega^{\prime}, X^{\prime}$ ) are two Kähler-Ricci solitons, then there is a holomorphic transformation group $\sigma \in \operatorname{Aut}_{0}(M)$ such that $\omega=\sigma^{*} \omega^{\prime}$ and $X=\sigma_{*}^{-1} X^{\prime}$.

Since $L_{\operatorname{Im} X} \omega=0, \operatorname{Im} X$ generates a one-parameter isometric group $K_{X}$. We further choose $K$ such that $K_{X} \subseteq K$. According to Proposition 2.1 of [Tian and Zhu 2002], $X$ lies in the center of $\eta_{r}$.

Now we fix a holomorphic vector field $X$. By the Hodge theory there is a real value function $\theta_{X}$ such that $L_{X} \omega=\sqrt{-1} \partial \bar{\partial} \theta_{X}$ with $\int_{M} e^{\theta_{X}} \omega^{n}=V$. Then the potential equation of the Kähler-Ricci flow (1-2) is

$$
\left\{\begin{array}{l}
\frac{\partial \varphi}{\partial t}=\log \frac{\omega_{\varphi}^{n}}{\omega^{n}}+\varphi-\theta_{X}+a(t)  \tag{5-2}\\
\varphi(0)=\varphi_{0}
\end{array}\right.
$$

We choose

$$
a(t)=-\frac{1}{V} \int_{M}\left(\log \frac{\omega_{\varphi}^{n}}{\omega^{n}}+\varphi-\theta_{X}\right) \omega_{\varphi}^{n}
$$

moreover $I\left(\varphi_{0}\right)=0$, so the Kähler-Ricci flow stays in $\mathscr{H}_{0}$.

Recall the $W$-functional of [Perelman 2002], defined by

$$
\mathscr{W}(g, f, \tau)=(4 \pi \tau)^{-n / 2} \int_{M}\left[\tau\left(|\nabla f|^{2}+S\right)+f-n\right] e^{-f} d V
$$

and invariant under diffeomorphisms $\sigma$ and scaling $C$ :

$$
\begin{equation*}
\mathscr{W}\left(C \sigma^{*} g, \sigma^{*} f, C \tau\right)=\mathscr{W}(g, f, \tau) \tag{5-3}
\end{equation*}
$$

Recall also Perelman's $\mu$ functional, defined by

$$
\mu(g, \tau)=\inf \left\{\mathscr{W}(g, f, \tau) \mid(4 \pi \tau)^{-n / 2} \int_{M} e^{-f} d V=1\right\}
$$

and also invariant under diffeomorphism. Its minimum is achieved by some smooth function $f$ satisfying $\tau\left[\left(2 \triangle f-|\nabla f|^{2}\right)+S\right]+f-n=\mu(g, \tau)$. The first variation of $\mu(g, \tau)$ at $g_{i j}^{\prime}=v_{i j}$ for fixed $\tau$ is

$$
\mu^{\prime}\left(v_{i j}, \tau\right)=(4 \pi \tau)^{-n / 2} \int_{M}\left\{-\tau\left(v_{i j}, \operatorname{Ric}+D^{2} f-\frac{1}{2 \tau} g\right)\right\} e^{-f} d V_{g}
$$

So the (shrinking) Kähler-Ricci soliton is the critical point of $\mu\left(g, \tau=\frac{1}{2}\right)$. The gradient flow of the $\mu$ functional equals to (1-1) with $\lambda=1$ up to a diffeomorphism generated by $\nabla f$. So the $\mu$ functional is nondecreasing along the Ricci flow. The second variation of this functional near a Kähler-Ricci soliton in the canonical class has been calculated:
Theorem 5.3 [Tian and Zhu 2008, Proposition 2.1]. We have

$$
\begin{equation*}
\left.\frac{\partial^{2}}{d t^{2}} \mu(\omega+\sqrt{-1} \partial \bar{\partial} \varphi)\right|_{t=0} \leq 0 \tag{5-4}
\end{equation*}
$$

and equality holds if and only if $\dot{\varphi}(0)$ is the real part of the holomorphic potential of some holomorphic vector field.

So the only directions in which the Kähler-Ricci soliton $\omega$ in (5-4) vanishes are those tangent to the orbit of $\omega$ under the action of $\operatorname{Aut}_{0}(M)$. We thus obtain the following local property of the $\mu$ functional:
Lemma 5.4. A Kähler-Ricci soliton is a local maximum of $\mu(g)$ in $\mathscr{H}_{0}$.
Proof. Near a Kähler-Ricci soliton $g$, the tangent space $T_{\omega}\left(\mathscr{H}_{0}\right)$ splits as $\eta(M) \oplus N$, where $N$ is the orthonormal part. Due to Theorem 5.3, $\mu\left(g^{\prime}\right)<\mu(g)$ along any direction in $N$. Moreover, since $\sigma^{*} g$ is still a Kähler-Ricci soliton for any $\sigma \in$ $\operatorname{Aut}_{0}(m)$, we have $\mu\left(g^{\prime}\right) \equiv \mu(g)$ along any direction in $\eta(M)$.

As a result we deduce that a Kähler metric that achieves the maximum value of the $\mu(g)$ functional near a Kähler-Ricci soliton must be a Kähler-Ricci soliton.

Let $\mathscr{E}_{0} \subset \mathscr{H}_{0}$ be the space of potentials of Kähler-Einstein solitons with respect to the holomorphic vector field $X$. Due to Theorem 5.1, $\mathscr{E}_{0}$ is a single orbit under the action of $\mathrm{Aut}_{r}(M)$.

Lemma 5.5. $\mathscr{E}_{0}$ is a finite-dimensional totally geodesic submanifold of $\mathscr{H}_{0}$.
Proof. Analogously to the case of the extremal metric in [Calabi 1985], Lemma A. 2 and Theorem A of [Tian and Zhu 2000] imply that the identity component of the holomorphic isometric group of the Kähler-Ricci soliton $(\omega, X)$ is a maximal compact subgroup of $\operatorname{Aut}_{r}(M)$ containing $K_{X}$. So ( $\left.\operatorname{Aut}_{r}(M), K\right)$ is a Riemannian symmetric pair and $\mathscr{E}_{0}$ is $\mathrm{Aut}_{r}(M)$-equivariantly diffeomorphic to the Riemannian symmetric space $\operatorname{Aut}_{r}(M) / K$. Then for any $\omega \in \mathscr{E}_{0}$, each geodesic starting at $\omega$ in $\mathscr{E}_{0}$ can be written in the form

$$
\gamma(t)=\exp (t \operatorname{Re} Y)^{*} \omega
$$

for some nonzero $Y$ whose imagine part is a Killing vector field. Then Theorem 3.5 and Remark 3.3 in [Mabuchi 1987] show that $\gamma(t)$ is also a geodesic in $\mathscr{H}_{0}$.

Now choose $\omega_{\rho}=\omega+\partial \bar{\partial} \rho$ such that $\rho$ realizes the shortest distance between $\psi$ and $\mathscr{E}_{0}$. Clearly, $\rho$ is uniquely determined. In fact, due to Theorem 5.1 we obtain a holomorphic diffeomorphism $\sigma \in \operatorname{Aut}_{r}(M)$ such that

$$
\sigma^{*} \omega=\omega_{\rho}=\omega+\sqrt{-1} \partial \bar{\partial} \rho,
$$

with $\rho \in \mathscr{E}_{0}$. By an argument analogous to the one in Proposition 4.5, but using the $\mu$ functional instead of the $K$-energy, we obtain:
Lemma 5.6. For any $\epsilon>0$, There is a small positive constant o depends on $\epsilon$ and $\mathscr{S}$ such that for any $\varphi \in \mathscr{\mathscr { S }}$, if $\mu\left(\omega_{\varphi}\right) \geq \mu(\omega)-o$, then $\left|\left(\sigma^{-1}\right)^{*}(\varphi-\rho)\right|_{C^{2, \alpha}}<\epsilon$.

Proof. If the conclusion fails, take a positive $\epsilon$ and a sequence of $\varphi_{s} \in \mathscr{G}$ satisfying

$$
\mu\left(\omega_{\varphi_{s}}\right) \geq \mu(\omega)-\frac{1}{s} \quad \text { and } \quad\left|\left(\sigma_{s}^{-1}\right)^{*}\left(\varphi_{s}-\rho_{s}\right)\right|_{C^{2, \alpha}} \geq \epsilon
$$

Since $\varphi_{s} \in \mathscr{S}$, we obtain a subsequence $\varphi_{s_{j}}$ of $\varphi_{s}$ converging smoothly to $\varphi_{\infty}$. Lemma 4.3 gives

$$
\left|\rho_{s}\right|_{C^{3, \alpha}} \leq C_{4} \quad \text { and } \quad\left|\sigma_{s}\right|_{h} \leq C_{5}
$$

which implies that $\left(\sigma_{s_{j}}^{-1}\right)^{*}\left(\varphi_{s_{j}}-\rho_{s_{j}}\right)$ converges in $C^{3, \beta}$ towards

$$
\hat{\varphi}_{\infty}=\left(\sigma_{\infty}^{-1}\right)^{*}\left(\varphi_{\infty}-\rho_{\infty}\right) \in \mathscr{E}_{0}, \quad \text { with } \sigma_{\infty}^{*} \omega=\omega+\partial \bar{\partial} \rho_{\infty}
$$

Then (5-3) implies that $\mu\left(\omega_{\varphi_{\infty}}\right)=\mu\left(\omega_{\hat{\varphi}_{\infty}}\right)=\mu(\omega)$. The rest of this proof is the same as for Lemma 4.4.

Proposition 5.7. Assume $M$ admits a Kähler-Ricci soliton $(\omega, X)$. There exits a small constant $\epsilon_{0}$ such that, if $\left|\varphi_{0}\right|_{C^{2, \alpha}(M)} \leq \epsilon_{0}$, there is a unique solution $\varphi(t)$ and a corresponding holomorphic transformation $\varrho(t) \in \operatorname{Aut}_{r}(M)$ such that the normalization potential of $\varrho(t)^{*} \omega_{\varphi}(t)$ always stays in $\mathscr{S}$. Moreover, for any sequence $t_{i}$, there is a subsequence $t_{i_{j}}$ such that $\varrho\left(t_{i_{j}}\right)^{*} g_{\varphi\left(t_{i j}\right)}$ converges smoothly to $g_{\infty}$.

Proof. The proof, by contradiction, is similar to that of Proposition 4.5. Let $\epsilon_{1}$ be as in Lemma 4.3. Applying Theorem 2.10 to the potential equation (5-2), we assume there is a maximal time $T$ such that

$$
|\varphi|_{C^{2, \alpha}}<\epsilon_{1} \quad \text { on }[0, T) \quad \text { and } \quad|\varphi(T)|_{C^{2, \alpha}}=\epsilon_{1}
$$

From Theorem 2.8 we obtain $|\varphi(T)|_{C^{k, \alpha}} \leq C\left(k, \epsilon_{1}, t_{0}, g\right)$ on $\left[T-t_{0}, T\right]$ for a fixed $T / 2 \leq t_{0} \leq T$. Let the constant $C\left(k, \epsilon_{1}\right)$ be $C\left(k, \epsilon_{1}, t_{0}, g\right)$. So we get

$$
\varphi(T) \in \mathscr{S}\left(\epsilon_{1}, C\left(k, \epsilon_{1}\right)\right) .
$$

There are two situations. If $\varphi(T)$ is a Kähler-Ricci soliton, the flow will stop here and our theorem is proved. Otherwise, we will extend the flow as in the proof in Proposition 4.5.

We first choose $\epsilon_{0}$ small enough to guarantee that

$$
\mu\left(\omega_{\varphi_{0}}\right) \geq \mu(\omega)-o\left(\frac{\epsilon_{1}}{2}, \mathscr{S}\left(\epsilon_{1}, C\left(k, \epsilon_{1}\right)\right)\right)
$$

where the constant $o\left(\epsilon_{1} / 2, \mathscr{P}\left(\epsilon_{1}, C\left(k, \epsilon_{1}\right)\right)\right)$ is determined in Lemma 4.4. Let the holomorphic transformation $\sigma$ be the projection of $\varphi(T)$ in $\mathscr{E}_{0}$ with

$$
\sigma^{*} \omega=\omega+\sqrt{-1} \partial \bar{\partial} \rho
$$

Let $\varphi_{1}^{0}$ be the Kähler potential of the metric pulled back by $\sigma$, that is,

$$
\left(\sigma^{-1}\right)^{*} \omega_{\varphi(T)}=\omega+\sqrt{-1} \partial \bar{\partial}\left[\left(\sigma^{-1}\right)^{*}(\varphi(T)-\rho)\right]=\omega+\sqrt{-1} \partial \bar{\partial} \varphi_{1}^{0}
$$

Since the $\mu$ functional is nondecreasing along the Kähler-Ricci flow, we obtain

$$
\begin{equation*}
\mu\left(\omega_{\varphi_{1}^{0}}\right) \geq \mu(\omega)-o\left(\frac{\epsilon_{1}}{2}, \mathscr{P}\left(\epsilon_{1}, C\left(k, \epsilon_{1}\right)\right)\right) \tag{5-5}
\end{equation*}
$$

Lemma 4.4 implies that

$$
\begin{equation*}
\left|\left(\sigma^{-1}\right)^{*}(\varphi(T)-\rho)\right|_{C^{2, \alpha}(g)}<\frac{\epsilon_{1}}{2} \tag{5-6}
\end{equation*}
$$

Set $\varphi_{1}(t)=\left(\sigma^{-1}\right)^{*}(\varphi(t)-\rho)$. Combining (5-2) and (5-1), we obtain that $\varphi_{1}$ is the solution of an equation of the form

$$
\left\{\begin{array}{l}
\frac{\partial}{\partial t} \varphi_{1}=\log \frac{\omega_{\varphi_{1}}^{n}}{\omega^{n}}+\varphi_{1}-\theta_{X}+a(t)  \tag{5-7}\\
\varphi_{1}(0)=\varphi_{1}^{0}=\left(\sigma^{-1}\right)^{*}(\varphi(T)-\rho)
\end{array}\right.
$$

where (5-6) and (5-5) hold.
Again, Theorem 2.10 implies that (5-7) has a solution on [0, $\left.T_{1}\right]$, with $T_{1} \geq T$, such that

$$
\left|\varphi_{1}\left(T_{1}\right)\right|_{C^{2, \alpha}}=\epsilon_{1}
$$

From Theorem 2.8, we also obtain $\left|\varphi\left(T_{1}\right)\right|_{C^{k, \alpha}} \leq C\left(k, \epsilon_{1}, t_{0}, g\right)$ on $\left[T_{1}-t_{0}, T_{1}\right]$. So we still have

$$
\varphi\left(T_{1}\right) \in \mathscr{S}\left(\epsilon_{1}, C\left(k, \epsilon_{1}\right)\right)
$$

If we set $\varphi(t)=\sigma^{*} \varphi_{1}(t-T)+\rho$ on $\left[T, T+T_{1}\right)$, the new $\varphi(t)$ is the solution of (5-2) on [0, T+T $T_{1}$ ].

We repeat the same steps inductively for

$$
\varphi_{s-1}\left(T_{s-1}\right) \in \mathscr{S}\left(\epsilon_{1}, C\left(k, \epsilon_{1}\right)\right)
$$

with $T_{s-1} \geq T$ obtained in Theorem 2.10. We thus obtain a sequence of holomorphic transformations $\sigma_{i}$ and the solution $\varphi(t)$ for all $t \geq 0$ given by

$$
\omega_{\varphi(t)}=\prod_{i=0}^{s-1} \sigma_{i}^{*} \omega_{\varphi_{s}(t)} \quad \text { on }\left[\sum_{i=0}^{s-1} T_{i}, \sum_{i=0}^{s} T_{i}\right) .
$$

Set $\varrho_{j}=\left(\prod_{i=0}^{s-1} \sigma_{i}\right)^{-1}$. We have

$$
\left|\varrho_{j}^{*} \omega_{\varphi_{t_{j}}}-\omega\right|_{C^{\alpha}} \leq \epsilon_{1} \quad \text { and } \quad\left|\varrho_{j}^{*} \omega_{\varphi_{t_{j}}}-\omega\right|_{C^{k}} \leq C\left(k, \epsilon_{1}\right)
$$

It follows that there is a subsequence of $\varrho_{j}^{*} \omega_{\varphi_{t_{j}}}$ converging to a limit metric $\omega_{\infty}$. According to Lemma 5.4, the $\mu$ functional is bounded above and $\omega_{\infty}$ is a KählerRicci soliton.

Assume $\varsigma$ is generated by $\operatorname{Re} X$ :

$$
\operatorname{Re} X=\left(\varsigma^{-1}\right)_{*} \frac{\partial}{\partial t} \zeta
$$

Let $\varrho$ and $\phi$ satisfy $\varsigma^{*} \omega=\omega_{\varrho}$ and $\phi=\varsigma^{*} \varphi+\varrho$. We obtain the modified KählerRicci flow of the form

$$
\left\{\begin{array}{l}
\frac{\partial}{\partial t} \omega_{\phi}=-\operatorname{Ric}\left(\omega_{\phi}\right)+\omega_{\phi}+L_{\operatorname{Re} X} \omega_{\phi} \\
\omega_{\varphi(0)}=\omega_{\varphi_{0}}
\end{array}\right.
$$

We apply [Phong et al. 2011, Theorem 1] to obtain:
Theorem 5.8. If the Kähler-Ricci flow converges to a Kähler-Ricci soliton in the Cheeger-Gromov sense and the initial Kähler potential is $K_{X}$-invariant, then the modified Kähler-Ricci flow converges exponentially to a unique Kähler-Ricci soliton nearby.

Zhu [2009] also discussed the stability of Kähler-Ricci flow near a Kähler-Ricci soliton by using Perelman's estimate (unpublished) and Chen and Tian's energy method [2002; 2006].

## 6. Weak flow

In this section we weaken the initial condition. Let $a(t)=0$ in (2-3); the potential equation then reads

$$
\left\{\begin{array}{l}
\frac{\partial \varphi}{\partial t}=\log \frac{\omega_{\varphi}^{n}}{\omega^{n}}+\varphi  \tag{6-1}\\
\varphi(0)=\varphi_{0}
\end{array}\right.
$$

We defined $\varphi_{0}$ is the limit of $\varphi_{s} \in \operatorname{PSH}(M, \omega) \cap L^{\infty}(M)$ in $L^{\infty}$ norm. Meanwhile, $\omega_{\varphi_{0}} \geq 0$ in the sense of currents. Let the weak solution be a limit of a sequence of approximation solutions by

$$
\varphi(t)=\lim _{s \rightarrow 0} \varphi(s, t)
$$

The Kähler-Ricci flow with weak initial data was studied in [Chen and Ding 2007; Chen and Tian 2008; 2008]. We also have:

Theorem 6.1 [Song and Tian 2009, Proposition 3.2]. If $\varphi_{0}$ is defined above with $\left|\varphi_{0}\right|_{L^{\infty}} \leq A$ and $\left|\omega_{\varphi_{0}}^{n} / \omega^{n}\right|_{L^{p}(M, \omega)} \leq B$ for $p>1$, there is a unique smooth solution $g_{\varphi}(t)$ of (1-1) for $t>0$ such that

$$
\lim _{t \rightarrow 0^{+}} \varphi(t)=\varphi_{0}
$$

The estimate in Song and Tian's proof is that

$$
\begin{equation*}
|\varphi(t)|_{C^{k}} \leq C(t, T, k, A, B) \quad \text { on }(0, T] \tag{6-2}
\end{equation*}
$$

For fixed $B$ and $p$, introduce the space

$$
\mathcal{N}\left(\epsilon_{0} ; B, p\right)=\left\{\varphi|\varphi|_{L^{\infty}} \leq \epsilon_{0},\left|\frac{\omega_{\varphi}^{n}}{\omega^{n}}\right|_{L^{p}(M, \omega)} \leq B \text { for some } p>1\right\}
$$

Here $B$ and $p$ should be chosen such that $\mathcal{N}\left(\epsilon_{0} ; B, p\right)$ is not the empty set. Clearly, if $\left|\varphi_{0}\right|_{C^{1,1}} \leq \epsilon_{0}$, then $\varphi_{0} \in \mathcal{N}\left(\epsilon_{0}, 1+\left(2^{n}-1\right) \epsilon_{0}, \infty\right)$. Actually, we have:

Lemma 6.2. Fix $t_{0} \in(0, T]$. For any $\epsilon_{1}>0$ there is a small $\epsilon_{0}$ such that for any $\varphi_{0} \in \mathcal{N}\left(\epsilon_{0} ; B, p\right)$ we have $\left|\varphi\left(t_{0}\right)\right|_{C^{2, \alpha}} \leq \epsilon_{1}$.

Proof. If the conclusion fails, choose a sequence of $\varphi_{s}$ such that

$$
\left|\varphi_{s}\right|_{L^{\infty}} \leq \frac{1}{s} \quad \text { and } \quad\left|\frac{\omega_{\varphi_{s}}^{n}}{\omega^{n}}\right|_{L^{p}(M, \omega)} \leq B
$$

For each corresponding solution $\varphi_{s}(t)$ constructed by Theorem 6.1, we have

$$
\begin{equation*}
\left|\varphi_{s}\left(t_{0}\right)\right|_{C^{2, \alpha}}>\epsilon_{1} \tag{6-3}
\end{equation*}
$$

Setting $g_{a \varphi i \bar{j}}=\int_{0}^{t}\left(g_{i \bar{j}}+a \varphi_{i \bar{j}}\right) d a>0$, we rewrite (6-1) as follows

$$
\left\{\begin{array}{l}
\frac{\partial \varphi}{\partial t}=\Delta_{g_{a \varphi} \varphi} \varphi+\varphi \\
\varphi_{s}(0)=\varphi_{s}
\end{array}\right.
$$

From the maximum principle we obtain

$$
\begin{equation*}
\sup _{M}\left|\varphi_{s}\left(t_{0}\right)\right| \leq e^{t_{0}} \sup _{M}\left|\varphi_{s}\right| \tag{6-4}
\end{equation*}
$$

By (6-2), we can pass a subsequence of $\varphi_{s_{i}}\left(t_{0}\right)$ such that $\lim _{i \rightarrow \infty} \varphi_{s_{i}}\left(t_{0}\right)=\varphi_{\infty}\left(t_{0}\right)$ in $C^{k}$ for $k \geq 0$. Let $s=s_{i}$ in (6-4). Then the limit approaches $\sup _{M}\left|\varphi_{\infty}\left(t_{0}\right)\right| \leq 0$, which contradicts (6-3).

Now we have a $C^{2, \alpha}$ small initial datum $\varphi\left(t_{0}\right)$; we normalize it to be $\varphi_{0}-I\left(\varphi_{0}\right)$ which is also $C^{2, \alpha}$ small. Then we can solve Equation (2-3) with this initial datum. Combining Propositions 3.1 and 4.5, Theorem 4.6, and Lemma 6.2, we obtain Theorem 1.2. Analogously, we apply Proposition 5.7, Theorem 5.8 and Lemma 6.2 to obtain Theorem 1.1.

## 7. Another choice of holomorphic transformations

In this section, we follow the arguments in [Bando and Mabuchi 1987; Chen and Tian 2002] to find a good holomorphic transformation. The $I$ and $J$ functionals are defined as

$$
\begin{aligned}
& I\left(\omega, \omega_{\varphi}\right)=\frac{1}{V} \int_{M} \varphi\left(\omega^{n}-\omega_{\varphi}^{n}\right) \\
& J\left(\omega, \omega_{\varphi}\right)=\frac{1}{V} \sum_{i=0}^{n-1} \int_{M} \frac{i+1}{n+1} \sqrt{-1} \partial \varphi \wedge \bar{\partial} \varphi \wedge \omega^{i} \wedge \omega_{\varphi}^{n-1-i}
\end{aligned}
$$

From [Aubin 1998] we know that $I$ and $J$ are both semipositive functionals and satisfy
(7-1) $\quad 0 \leq I\left(\omega, \omega_{\varphi}\right) \leq(n+1)\left(I\left(\omega, \omega_{\varphi}\right)-J\left(\omega, \omega_{\varphi}\right)\right) \leq n I\left(\omega, \omega_{\varphi}\right) \quad$ for $\varphi \in \mathscr{H}$.
Fix $\varphi \in \mathscr{H}_{0}$. Consider the functional

$$
\Psi(\sigma)=(I-J)\left(\omega_{\varphi}, \sigma^{*} \omega\right)=(I-J)\left(\omega_{\varphi}, \omega_{\rho}\right)
$$

which is defined for any $\sigma$ in the reductive subgroup $\operatorname{Aut}(M)$ with $\sigma^{*} \omega=\omega+\partial \bar{\partial} \rho$. Since $\omega_{\rho}$ is a Kähler-Einstein metric, it satisfies

$$
\begin{equation*}
\log \frac{\omega_{\rho}^{n}}{\omega^{n}}+\rho=0 \quad \text { and } \quad I(\rho)=0 \tag{7-2}
\end{equation*}
$$

If $\omega_{\rho}$ is the minimal point of $\Psi$, for any $u \in \Lambda_{1}\left(\omega_{\rho}\right)$, we have

$$
\begin{equation*}
\int_{M}(\rho-\varphi) u \omega_{\rho}^{n}=0 \tag{7-3}
\end{equation*}
$$

It is known that $\eta(M) \cong \Lambda_{1}(\omega)$ for any Kähler-Einstein metric $\omega$ [Matsushima 1957]. To prove that the minimizer of $\Psi$ is always attained, it suffices to prove:

Proposition 7.1 [Bando and Mabuchi 1987]. For all

$$
\rho \in\left\{\rho \mid \sigma^{*} \omega=\omega_{\rho}, \sigma \in \operatorname{Aut}_{r}(M), \Psi(\sigma) \leq r\right\}
$$

we have

$$
|\varphi-\rho|_{C^{2, \alpha}\left(g_{\varphi}\right)} \leq C\left(|\varphi|_{C^{4, \alpha}}\right) .
$$

Proof. Clearly,

$$
-\Delta_{\varphi}(\rho-\varphi)<n \quad \text { and } \quad-\Delta_{\rho}(\rho-\varphi)>-n
$$

A lower bound for the Green function is given by

$$
\begin{equation*}
G_{\varphi} \geq-\gamma \frac{D_{\varphi}^{2}}{\operatorname{Vol}_{\varphi}} \doteq-A_{\varphi} \tag{7-4}
\end{equation*}
$$

since the volume is constant in a fixed Kähler class and the diameter of $g_{\varphi}$ is bounded by $C \operatorname{diam}(g)$ when $|\varphi|_{C^{2}} \leq C$. Using Green's formula and (7-4), we obtain
(7-5) $\sup _{M}(\rho-\varphi)$

$$
\begin{aligned}
& =\frac{1}{V} \int_{M}(\rho-\varphi) \omega_{\varphi}^{n}-\frac{1}{V} \int_{M} \Delta_{\varphi}(\rho-\varphi)(y)\left(G_{\varphi}(x, y)+A_{\varphi}\right) \omega_{\varphi}^{n}(y) \\
& \leq \frac{1}{V} \int_{M}(\rho-\varphi) \omega_{\varphi}^{n}+n A_{\varphi}
\end{aligned}
$$

Similarly, we deduce that
(7-6) $\quad \inf _{M}(\rho-\varphi)$

$$
\begin{aligned}
& =\frac{1}{V} \int_{M}(\rho-\varphi) \omega_{\rho}^{n}-\frac{1}{V} \int_{M} \Delta_{\rho}(\rho-\varphi)(y)\left(G_{\rho}(x, y)+A_{\rho}\right) \omega_{\rho}^{n}(y) \\
& \geq \frac{1}{V} \int_{M}(\rho-\varphi) \omega_{\rho}^{n}-n A_{\rho}
\end{aligned}
$$

Because $\operatorname{Ric}(\rho)=\omega_{\rho}$, we have $\operatorname{diam}\left(g_{\rho}\right) \leq \sqrt{2 n-1} \pi$ Myers' theorem. Combining (7-5) and (7-6) we get

$$
\begin{equation*}
\operatorname{Osc}_{M}(\rho-\varphi) \geq \frac{1}{V} \int_{M}(\rho-\varphi)\left(\omega_{\varphi}^{n}-\omega_{\rho}^{n}\right)+C\left(|\varphi|_{C^{2}}\right) \tag{7-7}
\end{equation*}
$$

From (7-1) we obtain

$$
\frac{1}{V} \int_{M}(\rho-\varphi)\left(\omega_{\varphi}^{n}-\omega_{\rho}^{n}\right)=I\left(\omega_{\varphi}, \omega_{\rho}\right) \leq(n+1)(I-J)\left(\omega_{\varphi}, \omega_{\rho}\right) \leq(n+1) r
$$

Since $\omega_{\rho}$ is a Kähler-Einstein metric, we have

$$
\begin{equation*}
\left(\omega_{\varphi}+\sqrt{-1} \partial \bar{\partial}(\rho-\varphi)\right)^{n}=e^{-(\rho-\varphi)+h_{\varphi}} \omega_{\varphi}^{n}, \tag{7-8}
\end{equation*}
$$

with

$$
\sqrt{-1} \partial \bar{\partial} h_{\varphi}=\operatorname{Ric}\left(\omega_{\varphi}\right)-\omega_{\varphi} \quad \text { and } \quad \int_{M} e^{h_{\varphi}} \omega_{\varphi}^{n}=\operatorname{Vol}(M)
$$

By using the second-order estimate in [Yau 1978], we get

$$
\begin{aligned}
n+\Delta_{\varphi}(\rho-\varphi) & \leq e^{C \operatorname{Osc}_{M}(\rho-\varphi)} C\left(\sup _{M}\left(\inf _{i \neq k}\left|R_{\varphi i \bar{i} k \bar{k}}\right|\right), \inf _{M} S_{\varphi}, \sup _{M} h_{\varphi}\right) \\
& \leq e^{C \operatorname{Osc}_{M}(\rho-\varphi)} C\left(|\varphi|_{C^{4}}\right) .
\end{aligned}
$$

Then the Krylov estimate shows that $\rho-\varphi$ has $C^{2, \alpha}$ bound.
Thus we also obtain a uniform bound for the gauge $\rho$. Our previous discussion implies:

Corollary 7.2. If $|\varphi|_{C^{4, \alpha}}$ is bounded and $\rho$ is the minimizer of $\Psi$, then $|\varphi-\rho|_{C^{2, \alpha}}$ and $|\rho|_{C^{2, \alpha}}$ are both bounded.

This implies that $g_{\rho}$ is equivalent to $g$.
We now turn to the uniqueness of the critical points of the functional $\Psi$ when $\varphi$ is small. The second variation of $\Psi$ at $\rho$ is given by

$$
\begin{equation*}
D^{2} \Psi_{\rho}(u, v)=\frac{1}{V} \int_{M}\left(1+\frac{1}{2} \Delta_{\rho} \rho\right) u v \omega_{\rho}^{n} \tag{7-9}
\end{equation*}
$$

Lemma 7.3. For all $|\varphi|_{C^{2, \alpha}} \leq \epsilon_{1}$ and $u \in \Lambda_{1}\left(\omega_{\rho}\right)$, the bilinear form $D^{2} \Psi_{\rho}(u, u)$ is positive definite. Hence $\rho$ is unique.

Proof. Note that (7-8) can be rewritten as

$$
\begin{equation*}
\left(\omega_{\rho}+\sqrt{-1} \partial \bar{\partial}(\varphi-\rho)\right)^{n}=e^{-(\varphi-\rho)-h_{\varphi}} \omega_{\rho}^{n} . \tag{7-10}
\end{equation*}
$$

By definition, $h_{\varphi}$ is given by

$$
h_{\varphi}=-\log \frac{\omega_{\varphi}^{n}}{\omega^{n}}-\varphi-\log \left(\frac{1}{V} \int_{M} e^{-\varphi}\right) \omega^{n} .
$$

We conclude that

$$
\begin{equation*}
\left|h_{\varphi}\right|_{C^{2, \alpha}\left(g_{\rho}\right)} \leq C \epsilon_{1} \leq \delta, \tag{7-11}
\end{equation*}
$$

by the assumption on $\varphi$. Let

$$
C_{\perp}^{2, \alpha}(M)=\left\{\varphi \in C^{2, \alpha}(M) \mid \int_{M} \varphi u \omega_{\rho}^{n} \text { for all } u \in \Lambda_{1}\left(\omega_{\rho}\right)\right\}
$$

Define the operator of (7-10) by

$$
\Phi(a, b)=\log \frac{\left(\omega_{\rho}+\sqrt{-1} \partial \bar{\partial} a\right)^{n}}{\omega_{\rho}^{n}}+a+b, \quad C_{\perp}^{2, \alpha}(M) \times C^{\alpha}(M) \rightarrow C^{\alpha}(M)
$$

It is clear from (7-10) that $\Phi\left(\varphi-\rho, h_{\varphi}\right)=0$. The linearized operator of (7-10) at $(a, b)=(0,0)$ is given by

$$
\delta_{a} \Phi(v)=\Delta_{\rho} v+v
$$

We infer that $\delta_{a} \Phi$ is invertible from $C_{\perp}^{2, \alpha}(M)$ to $C_{\perp}^{\alpha}(M)$. The implicit function theorem implies that there is a small $\delta$ neighborhood of 0 in $C^{\alpha}(M)$ such that when $\left|h_{\varphi}\right|_{C^{2, \alpha}\left(g_{\rho}\right)} \leq \delta$, we have from (7-3) that

$$
|\varphi-\rho|_{C^{2, \alpha}\left(g_{\rho}\right)} \leq C \delta
$$

Then we use Corollary 7.2 and (7-11) to obtain

$$
|\rho|_{C^{2, \alpha}} \leq|\varphi-\rho|_{C^{2, \alpha}}+|\varphi|_{C^{2, \alpha}} \leq C \epsilon_{1} .
$$

Hence $|\rho|_{C^{2, \alpha}}$ is small if we choose appropriate $\epsilon_{1}$ and the bilinear form $D^{2} \Psi_{\rho}(u, u)$ is positive definite.
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# THE SECOND VARIATION OF THE RICCI EXPANDER ENTROPY 
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#### Abstract

The critical points of the $W_{+}$functional introduced by M. Feldman, T. Ilmanen and $\mathrm{L} . \mathrm{Ni}$ are the expanding Ricci solitons, which are special solutions of the Ricci flow. On compact manifolds, expanding solitons coincide with Einstein metrics. In this paper, we compute the first and second variations of the entropy functional of the $\mathscr{W}_{+}$functional, and briefly discuss the linear stability of compact hyperbolic space forms.


## 1. Introduction

Perelman [2002] introduced two important functionals, denoted by $\mathscr{F}$ and $\mathscr{W}$. The corresponding entropy functionals $\lambda$ and $v$ are monotone along the Ricci flow $\partial g_{i j} / \partial t=-2 R_{i j}$ and are constant precisely on steady and shrinking solitons. H.-D. Cao, R. Hamilton and T. Ilmanen [Cao et al. 2004] presented the second variations of both entropy functionals and studied the linear stabilities of certain closed Einstein manifolds of nonnegative scalar curvature.

To find the corresponding variational structure for the expanding case, M. Feldman, T. Ilmanen and L. Ni [Feldman et al. 2005] introduced the functional $W_{+}$. Let $\left(M^{n}, g\right)$ be a compact Riemannian manifold, $f$ a smooth function on $M$, and $\sigma>0$. Define

$$
\begin{aligned}
W_{+}(g, f, \sigma) & =(4 \pi \sigma)^{-n / 2} \int_{M} e^{-f}\left(\sigma\left(|\nabla f|^{2}+R\right)-f+n\right) d V \\
\mu_{+}(g, \sigma) & =\inf \left\{W_{+}(g, f, \sigma) \mid f \in C^{\infty}(M) \text { with }(4 \pi \sigma)^{-n / 2} \int_{M} e^{-f} d V=1\right\}, \\
v_{+}(g) & =\sup _{\sigma>0} \mu_{+}(g, \sigma)
\end{aligned}
$$

Then $v_{+}$is nondecreasing along the Ricci flow and constant precisely on expanding solitons.

[^10]In this note, analogous to [Cao et al. 2004], we present the first and second variations of the entropy $v_{+}$. By computing the first variation of $v_{+}$, one can see that the critical points are expanding solitons, which are actually negative Einstein manifolds (see [Cao and Zhu 2006], for example). Our main result is this:

Theorem 1.1. Let $\left(M^{n}, g\right)$ be a compact negative Einstein manifold. Let h be a symmetric 2-tensor. Consider the variation of metric $g(s)=g+s h$. Then the second variation of $v_{+}$is

$$
\left.\frac{\mathrm{d}^{2} v_{+}(g(s))}{\mathrm{d} s^{2}}\right|_{s=0}=\frac{\sigma}{\operatorname{Vol} g} \int_{M}\left\langle N_{+} h, h\right\rangle
$$

where

$$
N_{+} h:=\frac{1}{2} \Delta h+\operatorname{div}^{*} \operatorname{div} h+\frac{1}{2} \nabla^{2} v_{h}+\operatorname{Rm}(h, \cdot)+\frac{g}{2 n \sigma \operatorname{Vol} g} \int_{M} \operatorname{tr} h
$$

here $\operatorname{tr}$ is the trace with respect to $g$ and $v_{h}$ is the unique solution of

$$
\Delta v_{h}-\frac{v_{h}}{2 \sigma}=\operatorname{div}(\operatorname{div} h), \quad \int_{M} v_{h}=0
$$

In this case, we may still define the concept of linear stability. We say that an expanding soliton is linearly stable if $N_{+} \leq 0$; otherwise it is linearly unstable. Similar to [Cao et al. 2004], the $N_{+}$operator is nonpositive definite if and only if the maximal eigenvalue of the Lichnerowicz Laplacian acting on the space of transverse traceless 2-tensors has a certain upper bound. Using the results in [Delay 2002; 2008] or [Lee 2006], one can then see that compact hyperbolic spaces are linearly stable. But unlike the positive Einstein case, it seems hard to find other examples of negative Einstein manifolds which are either linear stable or linear unstable.

## 2. The first variation of the expander entropy

Recall that in [Perelman 2002], the $\mathscr{F}$ functional is defined by

$$
\mathscr{F}(f, g)=\int_{M}\left(|\nabla f|^{2}+R\right) e^{-f} d V
$$

and its entropy $\lambda(g)$ is

$$
\lambda(g)=\inf \left\{\mathscr{F}(f, g) \mid f \in C^{\infty}(M) \text { with } \int_{M} e^{-f}=1\right\},
$$

where $R$ is the scalar curvature. By [Feldman et al. 2005, Theorem 1.7], we know that $\mu_{+}(g, \sigma)$ is attained by some function $f$. Moreover, if $\lambda(g)<0$, then $v_{+}(g)$ can be attained by some positive number $\sigma$.

Lemma 2.1. If $v_{+}(g)$ is realized by some $f$ and $\sigma$, it is necessary that the pair $(f, \sigma)$ solves the equations

$$
\begin{equation*}
\sigma\left(-2 \Delta f+|\nabla f|^{2}-R\right)+f-n+v_{+}=0 \tag{1}
\end{equation*}
$$

and

$$
\begin{equation*}
(4 \pi \sigma)^{-n / 2} \int_{M} f e^{-f} d V=\frac{n}{2}-v_{+} \tag{2}
\end{equation*}
$$

Proof. For fixed $\sigma>0$, suppose that $\mu_{+}(g, \sigma)$ is attained by some function $f$. Using the Lagrange multiplier method, consider the following functional

$$
\begin{aligned}
& L(g, f, \sigma, \lambda) \\
& =(4 \pi \sigma)^{-n / 2} \int_{M} e^{-f}\left(\sigma\left(|\nabla f|^{2}+R\right)-f+n\right) d V+\lambda\left((4 \pi \sigma)^{-n / 2} \int_{M} e^{-f} d V-1\right)
\end{aligned}
$$

Denote by $\delta f$ the variation of $f$. Then the variation of $L$ is

$$
\begin{aligned}
0= & \delta L \\
= & (4 \pi \sigma)^{-n / 2} \int_{M} e^{-f}(-\delta f)\left(\sigma\left(|\nabla f|^{2}+R\right)-f+n\right) d V \\
& \quad+(4 \pi \sigma)^{-n / 2} \int_{M} e^{-f}(2 \sigma \nabla f \nabla(\delta f)-\delta f) d V-(4 \pi \sigma)^{-n / 2} \int_{M} \lambda(\delta f) e^{-f} d V \\
= & (4 \pi \sigma)^{-n / 2} \int_{M} e^{-f}(\delta f)\left(\sigma\left(-2 \Delta f+|\nabla f|^{2}-R\right)\right) d V \\
& \quad+(4 \pi \sigma)^{-n / 2} \int_{M} e^{-f}(\delta f)(f-n-1-\lambda) d V
\end{aligned}
$$

Therefore,

$$
\sigma\left(-2 \Delta f+|\nabla f|^{2}-R\right)+f-n-1-\lambda=0
$$

Integrating both sides with respect to the measure $(4 \pi \sigma)^{-n / 2} e^{-f} d V$, we get

$$
-\lambda-1=(4 \pi \sigma)^{-n / 2} \int_{M} e^{-f}\left(\sigma\left(|\nabla f|^{2}+R\right)-f+n\right) d V=\mu_{+}(g, \sigma)
$$

When $\sigma$ and $f$ realize $\nu_{+}(g)$, this is just Equation (1).
Now we consider the variations $\delta \sigma$ and $\delta f$ of both $\sigma$ and $f$. We have
(3) $0=(4 \pi \sigma)^{-n / 2} \int_{M} e^{-f}\left(-\frac{n}{2 \sigma} \delta \sigma-\delta f\right)\left(\sigma\left(|\nabla f|^{2}+R\right)-f+n\right) d V$

$$
+(4 \pi \sigma)^{-n / 2} \int_{M} e^{-f}\left(\delta \sigma\left(|\nabla f|^{2}+R\right)+2 \sigma \nabla f \nabla(\delta f)-\delta f\right) d V
$$

and

$$
\begin{equation*}
(4 \pi \sigma)^{-n / 2} \int_{M} e^{-f}\left(-\frac{n}{2 \sigma} \delta \sigma-\delta f\right) d V=0 \tag{4}
\end{equation*}
$$

Using (1) and (4), we can write (3) as

$$
\begin{aligned}
0 & =(4 \pi \sigma)^{-n / 2} \int_{M} e^{-f}\left(\delta \sigma\left(|\nabla f|^{2}+R\right)-\delta f\right) d V \\
& =(4 \pi \sigma)^{-n / 2} \int_{M} e^{-f}\left(\frac{1}{\sigma} \delta \sigma\left(v_{+}+f-n\right)+\frac{n}{2 \sigma} \delta \sigma\right) d V \\
& =(\delta \sigma) \frac{1}{\sigma}(4 \pi \sigma)^{-n / 2} \int_{M} e^{-f}\left(v_{+}+f-\frac{n}{2}\right) d V
\end{aligned}
$$

which gives (2).
Before computing the variations of the $v_{+}$functional, let's recall some variation formulas for curvatures. By direct computation, we have:

Lemma 2.2. Suppose that $h$ is a symmetric 2-tensor and $g(s)=g+$ sh is a variation of $g$. Then

$$
\begin{equation*}
\left.\frac{\partial R}{\partial s}\right|_{s=0}=-h_{k l} R_{k l}+\nabla_{p} \nabla_{k} h_{p k}-\Delta \operatorname{tr} h \tag{5}
\end{equation*}
$$

and
(6) $\left.\frac{\partial^{2} R}{\partial s^{2}}\right|_{s=0}=2 h_{k p} h_{p l} R_{k l}-\left.2 h_{k l} \frac{\partial R_{k l}}{\partial s}\right|_{s=0}+\left.g^{k l} \frac{\partial^{2} R_{k l}}{\partial s^{2}}\right|_{s=0}$

$$
\begin{aligned}
= & 2 h_{k p} h_{p l} R_{k l}-h_{k l}\left(2 \nabla_{p} \nabla_{k} h_{p l}-\Delta h_{k l}-\nabla_{k} \nabla_{l} \operatorname{tr} h\right) \\
& -\nabla_{p}\left(h_{p q}\left(2 \nabla_{k} h_{k q}-\nabla_{q} \operatorname{tr} h\right)\right)+\nabla_{k}\left(h_{p q} \nabla_{k} h_{p q}\right) \\
& +\frac{1}{2} \nabla_{p} \operatorname{tr} h\left(2 \nabla_{k} h_{k p}-\nabla_{p} \operatorname{tr} h\right)+\frac{1}{2}\left(\nabla_{k} h_{p q} \nabla_{k} h_{p q}-2 \nabla_{p} h_{k q} \nabla_{q} h_{k p}\right)
\end{aligned}
$$

where $\nabla$ is the Levi-Civita connection of $g$ and $\operatorname{tr} h$ is the trace of $h$ taken with respect to $g$.

Now we are ready to compute the first variation of $v_{+}(g)$.
Proposition 2.3. Let $\left(M^{n}, g\right)$ be a compact Riemannian manifold with $\lambda(g)<0$. Let $h$ be any symmetric covariant 2-tensor on $M$, and consider the variation

$$
g(s)=g+s h
$$

Then the first variation of $v_{+}(g(s))$ is

$$
\left.\frac{d v_{+}(g(s))}{d s}\right|_{s=0}=(4 \pi \sigma)^{-n / 2} \int_{M} \sigma e^{-f}\left(-R_{i j}-\nabla_{i} \nabla_{j} f-\frac{1}{2 \sigma} g_{i j}\right) h_{i j} d V
$$

where the smooth function $f$ and $\sigma>0$ realize $\nu_{+}(g)$.

Proof. By taking derivatives directly, we have
(7) $\frac{\partial \nu_{+}}{\partial s}=(4 \pi \sigma)^{-n / 2} \int_{M} e^{-f}\left(-\frac{n}{2 \sigma} \frac{\partial \sigma}{\partial s}-\frac{\partial f}{\partial s}+\frac{1}{2} g^{i j} h_{i j}\right)\left(\sigma\left(|\nabla f|^{2}+R\right)\right) d V$

$$
+(4 \pi \sigma)^{-n / 2} \int_{M} e^{-f}\left(-\frac{n}{2 \sigma} \frac{\partial \sigma}{\partial s}-\frac{\partial f}{\partial s}+\frac{1}{2} g^{i j} h_{i j}\right)(-f+n) d V
$$

$$
+(4 \pi \sigma)^{-n / 2} \int_{M} e^{-f} \frac{\partial \sigma}{\partial s}\left(|\nabla f|^{2}+R\right) d V
$$

$$
-(4 \pi \sigma)^{-n / 2} \int_{M} e^{-f}\left(\sigma g^{i p} g^{j q} h_{p q} \nabla_{i} f \nabla_{j} f\right) d V
$$

$$
+(4 \pi \sigma)^{-n / 2} \int_{M} e^{-f}\left(\sigma\left(2 g^{i j} \nabla_{i} f \nabla_{j} \frac{\partial f}{\partial s}+\frac{\partial R}{\partial s}\right)-\frac{\partial f}{\partial s}\right) d V
$$

Since $(4 \pi \sigma)^{-n / 2} \int_{M} e^{-f} d V=1$, we have

$$
\begin{equation*}
(4 \pi \sigma)^{-n / 2} \int_{M}\left(-\frac{n}{2 \sigma} \frac{\partial \sigma}{\partial s}-\frac{\partial f}{\partial s}+\frac{1}{2} g^{i j} h_{i j}\right) e^{-f} d V=0 . \tag{8}
\end{equation*}
$$

Substituting (1), (2) and (8) in (7), we obtain

$$
\begin{aligned}
& \left.\frac{\partial \nu_{+}(s)}{\partial s}\right|_{s=0} \\
& =(4 \pi \sigma)^{-n / 2} \int_{M}\left(2 \sigma\left(|\nabla f|^{2}-\Delta f\right)+v_{+}(0)\right)\left(-\frac{n}{2 \sigma} \frac{\partial \sigma}{\partial s}-\frac{\partial f}{\partial s}+\frac{1}{2} g^{i j} h_{i j}\right) e^{-f} d V \\
& \quad+(4 \pi \sigma)^{-n / 2} \int_{M}\left(\frac{\partial \sigma}{\partial s}\left(|\nabla f|^{2}+R\right)-\frac{\partial f}{\partial s}-\sigma h_{i j} \nabla_{i} f \nabla_{j} f\right) e^{-f} d V \\
& \quad+(4 \pi \sigma)^{-n / 2} \int_{M} \sigma\left(2 \frac{\partial f}{\partial s}\left(|\nabla f|^{2}-\Delta f\right)+\nabla_{i} \nabla_{j} h_{i j}-\Delta \operatorname{tr} h-h_{i j} R_{i j}\right) e^{-f} d V \\
& =(4 \pi \sigma)^{-n / 2} \int_{M}\left(\frac{\partial \sigma}{\partial s}\left(|\nabla f|^{2}+R\right)-\frac{\partial f}{\partial s}-\sigma\left(h_{i j} \nabla_{i} \nabla_{j} f+h_{i j} R_{i j}\right)\right) e^{-f} d V \\
& =(4 \pi \sigma)^{-n / 2} \int_{M}\left(\frac{\partial \sigma}{\partial s}\left(|\nabla f|^{2}+R\right)+\frac{n}{2 \sigma} \frac{\partial \sigma}{\partial s}\right) e^{-f} d V \\
& \quad-(4 \pi \sigma)^{-n / 2} \int_{M} \sigma h_{i j}\left(R_{i j}+\nabla_{i} \nabla_{j} f+\frac{1}{2 \sigma} g_{i j}\right) e^{-f} d V \\
& =(4 \pi \sigma)^{-n / 2} \int_{M} \frac{1}{\sigma} \frac{\partial \sigma}{\partial s}\left(f(0)-\frac{n}{2}+v_{+}(0)-2 \sigma\left(|\nabla f|^{2}-\Delta f\right)\right) e^{-f} d V \\
& \quad-(4 \pi \sigma)^{-n / 2} \int_{M} \sigma h_{i j}\left(R_{i j}+\nabla_{i} \nabla_{j} f+\frac{1}{2 \sigma} g_{i j}\right) e^{-f} d V \\
& =-(4 \pi \sigma)^{-n / 2} \int_{M} \sigma h_{i j}\left(R_{i j}+\nabla_{i} \nabla_{j} f+\frac{1}{2 \sigma} g_{i j}\right) e^{-f} d V .
\end{aligned}
$$

Hence, the first variation of $v_{+}$is

$$
\left.\frac{d v_{+}(g(s))}{d s}\right|_{s=0}=(4 \pi \sigma)^{-n / 2} \int_{M} \sigma e^{-f}\left(-R_{i j}-\nabla_{i} \nabla_{j} f-\frac{1}{2 \sigma} g_{i j}\right) h_{i j} d V
$$

From the proposition, we can see that a critical point of $v_{+}(g)$ satisfies

$$
\mathrm{Rc}+\nabla^{2} f+\frac{1}{2 \sigma} g=0
$$

which means that $(M, g)$ is a gradient expanding soliton.

## 3. The second variation

Now we compute the second variation of $v_{+}$. Since any compact expanding soliton is Einstein (see [Cao and Zhu 2006], for example), $f$ is a constant. After adding a constant to $f$ we may assume that $f=n / 2$.

In the following, as in [Cao et al. 2004], we set $\operatorname{Rm}(h, h)=R_{i j k l} h_{i k} h_{j l}, \operatorname{div} \omega=$ $\nabla_{i} \omega_{i},(\operatorname{div} h)_{i}=\nabla_{j} h_{j i}$, and $\left(\operatorname{div}^{*} \omega\right)_{i j}=-\left(\nabla_{i} \omega_{j}+\nabla_{j} \omega_{i}\right)=-\frac{1}{2} L_{\omega^{\#}} g_{i j}$, where $h$ is a symmetric 2-tensor, $\omega$ is a 1-tensor, $\omega^{\#}$ is the dual vector field of $\omega$, and $L_{\omega^{\#}}$ is the Lie derivative.

Proof of Theorem 1.1. Let $(M, g)$ be a compact negative Einstein manifold with $f=n / 2$ and $R_{i j}=-1 /(2 \sigma) g_{i j}$. For any symmetric 2 -tensor $h$, consider the variation $g(s)=g+s h$. By Proposition 2.3, we know that $\left.\left(d v_{+} / d s\right)\right|_{s=0}=0$.

From (1) and (2), we get

$$
\begin{equation*}
\frac{n}{2 \sigma} \frac{\partial \sigma}{\partial s}(0)-2 \sigma \Delta \frac{\partial f}{\partial s}(0)-\sigma \frac{\partial R}{\partial s}(0)+\frac{\partial f}{\partial s}(0)=0 \tag{9}
\end{equation*}
$$

and

$$
(4 \pi \sigma)^{-n / 2} \int_{M} e^{-n / 2}\left(\frac{n}{2}\left(-\frac{n}{2 \sigma} \frac{\partial \sigma}{\partial s}(0)-\frac{\partial f}{\partial s}(0)+\frac{1}{2} \operatorname{tr} h\right)+\frac{\partial f}{\partial s}(0)\right) d V=0
$$

It follows by (8) that

$$
\begin{equation*}
(4 \pi \sigma)^{-n / 2} \int_{M} \frac{\partial f}{\partial s}(0) e^{-n / 2} d V=0 \tag{10}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{n}{2 \sigma} \frac{\partial \sigma}{\partial s}(0)=\frac{1}{\operatorname{Vol} g} \int_{M} \frac{1}{2} \operatorname{tr} h d V \tag{11}
\end{equation*}
$$

where $(4 \pi \sigma)^{-n / 2} e^{-n / 2}=\frac{1}{\operatorname{Vol} g}$. Thus

$$
\begin{aligned}
\frac{\mathrm{d} \nu_{+}}{\mathrm{d} s}= & (4 \pi \sigma)^{-n / 2} \int_{M} e^{-f}\left(-\frac{n}{2 \sigma} \frac{\partial \sigma}{\partial s}-\frac{\partial f}{\partial s}+\frac{1}{2} g^{i j} h_{i j}\right)\left(\sigma\left(|\nabla f|^{2}+R\right)-f+n\right) d V \\
& +(4 \pi \sigma)^{-n / 2} \int_{M} e^{-f}\left(\frac{\partial \sigma}{\partial s}\left(|\nabla f|^{2}+R\right)-\frac{\partial f}{\partial s}\right) d V \\
& +(4 \pi \sigma)^{-n / 2} \int_{M} \sigma e^{-f}\left(-g^{i p} g^{j q} h_{p q} \nabla_{i} f \nabla_{j} f+2 g^{i j} \nabla_{i} f \nabla_{j} \frac{\partial f}{\partial s}+\frac{\partial R}{\partial s}\right) d V \\
= & (4 \pi \sigma)^{-n / 2} \int_{M} e^{-f}\left(-\frac{n}{2 \sigma} \frac{\partial \sigma}{\partial s}-\frac{\partial f}{\partial s}+\frac{1}{2} g^{i j} h_{i j}\right)\left(2 \sigma\left(|\nabla f|^{2}-\Delta f\right)+v_{+}\right) d V \\
& +(4 \pi \sigma)^{-n / 2} \int_{M} e^{-f}\left(\frac{\partial \sigma}{\partial s}\left(|\nabla f|^{2}+R\right)-\frac{\partial f}{\partial s}\right) d V \\
& +(4 \pi \sigma)^{-n / 2} \int_{M} \sigma e^{-f}\left(-g^{i p} g^{j q} h_{p q} \nabla_{i} f \nabla_{j} f+2 g^{i j} \nabla_{i} f \nabla_{j} \frac{\partial f}{\partial s}+\frac{\partial R}{\partial s}\right) d V \\
= & (4 \pi \sigma)^{-n / 2} \int_{M} \sigma e^{-f} g^{i j} h_{i j}\left(|\nabla f|^{2}-\Delta f\right) d V \\
& +(4 \pi \sigma)^{-n / 2} \int_{M} e^{-f}\left(\sigma\left(-g^{i p} g^{j q} h_{p q} \nabla_{i} f \nabla_{j} f+\frac{\partial R}{\partial s}\right)-\frac{1}{2} g^{i j} h_{i j}\right) d V
\end{aligned}
$$

where we note that

$$
\int_{M} 2 \sigma e^{-f} g^{i j} \nabla_{i} f \nabla_{j} \frac{\partial f}{\partial s} d V=\int_{M} 2 \sigma e^{-f} \frac{\partial f}{\partial s}\left(|\nabla f|^{2}-\Delta f\right) d V
$$

and

$$
\begin{aligned}
\int_{M} & e^{-f}\left(\frac{\partial \sigma}{\partial s}\left(|\nabla f|^{2}+R\right)-\frac{\partial f}{\partial s}\right) d V \\
& =\int_{M} e^{-f}\left(\frac{\partial \sigma}{\partial s}\left(|\nabla f|^{2}+R\right)+\frac{n}{2 \sigma} \frac{\partial \sigma}{\partial s}-\frac{1}{2} g^{i j} h_{i j}\right) d V \\
& =\int_{M} e^{-f}\left(\frac{1}{\sigma} \frac{\partial \sigma}{\partial s}\left(\sigma\left(|\nabla f|^{2}+R\right)+\frac{n}{2}\right)-\frac{1}{2} g^{i j} h_{i j}\right) d V \\
& =\int_{M} e^{-f} \frac{1}{\sigma} \frac{\partial \sigma}{\partial s}\left(\sigma\left(2|\nabla f|^{2}-2 \Delta f\right)+f-\frac{n}{2}+v_{+}\right) d V-\int_{M} e^{-f} \cdot \frac{1}{2} g^{i j} h_{i j} d V \\
& =-\int_{M} e^{-f} \cdot \frac{1}{2} g^{i j} h_{i j} d V
\end{aligned}
$$

Since $f(0)=\frac{n}{2}$, we have
(12) $\left.\frac{d^{2} v_{+}}{d s^{2}}\right|_{s=0}=-\frac{1}{\operatorname{Vol} g} \int_{M} \sigma \operatorname{tr} h \Delta \frac{\partial f}{\partial s} d V$

$$
\begin{aligned}
& +\frac{1}{\operatorname{Vol} g} \int_{M}\left(-\frac{n}{2 \sigma} \frac{\partial \sigma}{\partial s}-\frac{\partial f}{\partial s}+\frac{1}{2} \operatorname{tr} h\right)\left(\sigma \frac{\partial R}{\partial s}-\frac{1}{2} \operatorname{tr} h\right) d V \\
& +\frac{1}{\operatorname{Vol} g} \int_{M}\left(\frac{\partial \sigma}{\partial s} \frac{\partial R}{\partial s}+\sigma \frac{\partial^{2} R}{\partial s^{2}}+\frac{1}{2}\left|h_{i j}\right|^{2}\right) d V
\end{aligned}
$$

In the following, all quantities are evaluated at $s=0$. First, we have
(13) $\frac{1}{\operatorname{Vol} g} \int_{M} \sigma \frac{\partial^{2} R}{\partial s^{2}} d V$

$$
\begin{aligned}
= & \frac{\sigma}{\operatorname{Vol} g} \int_{M}\left(-\frac{1}{\sigma}\left|h_{i j}\right|^{2}-h_{k l}\left(2 \nabla_{p} \nabla_{k} h_{p l}-\Delta h_{k l}-\nabla_{k} \nabla_{l} \operatorname{tr} h\right)\right. \\
& -\nabla_{p}\left(h_{p q}\left(2 \nabla_{k} h_{k q}-\nabla_{q} \operatorname{tr} h\right)\right)+\nabla_{k}\left(h_{p q} \nabla_{k} h_{p q}\right)
\end{aligned}
$$

$$
\left.+\frac{1}{2} \nabla_{p} \operatorname{tr} h\left(2 \nabla_{k} h_{k p}-\nabla_{p} \operatorname{tr} h\right)+\frac{1}{2}\left(\nabla_{k} h_{p q} \nabla_{k} h_{p q}-2 \nabla_{p} h_{k q} \nabla_{q} h_{k p}\right)\right) d V
$$

$$
=\frac{\sigma}{\operatorname{Vol} g} \int_{M}\left(-\frac{1}{\sigma}\left|h_{i j}\right|^{2}-h_{k l} \nabla_{p} \nabla_{k} h_{p l}-\frac{1}{2}|\nabla h|^{2}-\frac{1}{2}|\nabla \operatorname{tr} h|^{2}\right) d V
$$

$$
=\frac{\sigma}{\operatorname{Vol} g} \int_{M}\left(-\frac{1}{\sigma}\left|h_{i j}\right|^{2}-\frac{1}{2}|\nabla h|^{2}-\frac{1}{2}|\nabla \operatorname{tr} h|^{2}\right) d V
$$

$$
-\frac{\sigma}{\operatorname{Vol} g} \int_{M} h_{k l}\left(\nabla_{k} \nabla_{p} h_{p l}+R_{k q} h_{q l}+R_{p k q l} h_{p q}\right) d V
$$

$$
=-\frac{1}{\operatorname{Vol} g} \int_{M} \frac{1}{2}\left|h_{i j}\right|^{2} d V
$$

$$
+\frac{\sigma}{\operatorname{Vol} g} \int_{M}\left(|\operatorname{div} h|^{2}+\operatorname{Rm}(h, h)-\frac{1}{2}|\nabla h|^{2}-\frac{1}{2}|\nabla \operatorname{tr} h|^{2}\right) d V
$$

Moreover,

$$
\begin{align*}
\frac{1}{\operatorname{Vol} g} \int_{M} \frac{\partial \sigma}{\partial s} \frac{\partial R}{\partial s} d V & =\frac{\sigma}{n} \frac{1}{\operatorname{Vol} g} \int_{M} \operatorname{tr} h d V \frac{1}{\operatorname{Vol} g} \int_{M} \frac{\partial R}{\partial s} d V  \tag{14}\\
& =\frac{1}{2 n}\left(\frac{1}{\operatorname{Vol} g} \int_{M} \operatorname{tr} h d V\right)^{2}
\end{align*}
$$

Let $v_{h}$ be the solution to the equation

$$
\Delta v_{h}-\frac{v_{h}}{2 \sigma}=\operatorname{div} \operatorname{div} h=\nabla_{p} \nabla_{q} h_{p q}, \quad \int_{M} v_{h}=0
$$

Then

$$
\begin{aligned}
& \frac{1}{\operatorname{Vol} g} \int_{M}\left(-\frac{n}{2 \sigma} \frac{\partial \sigma}{\partial s}-\frac{\partial f}{\partial s}+\frac{1}{2} \operatorname{tr} h\right) \sigma \frac{\partial R}{\partial s} d V \\
& =\frac{\sigma}{\operatorname{Vol} g} \int_{M}\left(-\frac{n}{2 \sigma} \frac{\partial \sigma}{\partial s}-\frac{\partial f}{\partial s}+\frac{1}{2} \operatorname{tr} h\right)\left(\Delta v_{h}-\frac{v_{h}}{2 \sigma}+\frac{1}{2 \sigma} \operatorname{tr} h-\Delta \operatorname{tr} h\right) d V \\
& =-\left(\frac{1}{\operatorname{Vol} g} \int_{M} \frac{1}{2} \operatorname{tr} h d V\right)^{2}+\frac{\sigma}{\operatorname{Vol} g} \int_{M} v_{h}\left(-\Delta \frac{\partial f}{\partial s}+\frac{1}{2 \sigma} \frac{\partial f}{\partial s}\right) d V \\
& +\frac{\sigma}{\operatorname{Vol} g} \int_{M} \operatorname{tr} h\left(\Delta \frac{\partial f}{\partial s}-\frac{1}{2 \sigma} \frac{\partial f}{\partial s}\right) d V \\
& +\frac{\sigma}{\operatorname{Vol} g} \int_{M} \frac{1}{2} \operatorname{tr} h\left(\Delta v_{h}-\frac{v_{h}}{2 \sigma}+\frac{1}{2 \sigma} \operatorname{tr} h-\Delta \operatorname{tr} h\right) d V,
\end{aligned}
$$

where we have used (11) to derive the first term in the last equality. Meanwhile,

$$
\begin{aligned}
-\frac{1}{\operatorname{Vol} g} \int_{M} \frac{1}{2} \operatorname{tr} h\left(-\frac{n}{2 \sigma} \frac{\partial \sigma}{\partial s}-\frac{\partial f}{\partial s}\right. & \left.+\frac{1}{2} \operatorname{tr} h\right) \\
& =-\frac{1}{\operatorname{Vol} g} \int_{M} \frac{1}{2} \operatorname{tr} h\left(-2 \sigma \Delta \frac{\partial f}{\partial s}-\sigma \frac{\partial R}{\partial s}+\frac{1}{2} \operatorname{tr} h\right)
\end{aligned}
$$

It follows that

$$
\begin{aligned}
& \frac{1}{\operatorname{Vol} g} \int_{M}\left(-\frac{n}{2 \sigma} \frac{\partial \sigma}{\partial s}-\frac{\partial f}{\partial s}+\frac{1}{2} \operatorname{tr} h\right)\left(\sigma \frac{\partial R}{\partial s}-\frac{1}{2} \operatorname{tr} h\right) d V \\
&=\frac{1}{\operatorname{Vol} g} \int_{M} \sigma \operatorname{tr} h \Delta \frac{\partial f}{\partial s} d V-\frac{1}{\operatorname{Vol} g} \int_{M} \frac{1}{4}(\operatorname{tr} h)^{2} d V \\
&-\left(\frac{1}{\operatorname{Vol} g} \int_{M} \frac{1}{2} \operatorname{tr} h d V\right)^{2}+\frac{\sigma}{\operatorname{Vol} g} \int_{M} v_{h}\left(-\Delta \frac{\partial f}{\partial s}+\frac{1}{2 \sigma} \frac{\partial f}{\partial s}\right) d V \\
&+\frac{\sigma}{\operatorname{Vol} g} \int_{M} \operatorname{tr} h\left(\Delta \frac{\partial f}{\partial s}-\frac{1}{2 \sigma} \frac{\partial f}{\partial s}\right) d V \\
&+\frac{\sigma}{\operatorname{Vol} g} \int_{M} \operatorname{tr} h\left(\Delta v_{h}-\frac{v_{h}}{2 \sigma}+\frac{1}{2 \sigma} \operatorname{tr} h-\Delta \operatorname{tr} h\right) d V
\end{aligned}
$$

Now since

$$
\begin{aligned}
\frac{\sigma}{\operatorname{Vol} g} \int_{M} v_{h}\left(-\Delta \frac{\partial f}{\partial s}+\frac{1}{2 \sigma}\right. & \left.\frac{\partial f}{\partial s}\right) d V=\frac{\sigma}{\operatorname{Vol} g} \int_{M} v_{h}\left(-\frac{n}{4 \sigma^{2}} \frac{\partial \sigma}{\partial s}+\frac{1}{2} \frac{\partial R}{\partial s}\right) d V \\
& =\frac{\sigma}{\operatorname{Vol} g} \int_{M} \frac{1}{2} v_{h}\left(\Delta v_{h}-\frac{v_{h}}{2 \sigma}+\frac{1}{2 \sigma} \operatorname{tr} h-\Delta \operatorname{tr} h\right) d V \\
& =\frac{\sigma}{\operatorname{Vol} g} \int_{M}-\frac{1}{2}\left|\nabla v_{h}\right|^{2}-\frac{v_{h}^{2}}{4 \sigma}+\frac{v_{h}}{4 \sigma} \operatorname{tr} h-\frac{1}{2} v_{h} \Delta \operatorname{tr} h d V
\end{aligned}
$$

and

$$
\begin{aligned}
& \frac{\sigma}{\operatorname{Vol} g} \int_{M} \operatorname{tr} h\left(\Delta \frac{\partial f}{\partial s}-\frac{1}{2 \sigma} \frac{\partial f}{\partial s}\right) d V \\
& \quad=\frac{\sigma}{\operatorname{Vol} g} \int_{M} \operatorname{tr} h\left(\frac{n}{4 \sigma^{2}} \frac{\partial \sigma}{\partial s}-\frac{1}{2} \frac{\partial R}{\partial s}\right) d V \\
& \quad=\left(\frac{1}{\operatorname{Vol} g} \int_{M} \frac{1}{2} \operatorname{tr} h d V\right)^{2}-\frac{\sigma}{\operatorname{Vol} g} \int_{M} \frac{1}{2} \operatorname{tr} h\left(\Delta v_{h}-\frac{v_{h}}{2 \sigma}+\frac{1}{2 \sigma} \operatorname{tr} h-\Delta \operatorname{tr} h\right) d V
\end{aligned}
$$

we have

$$
\begin{align*}
& \frac{1}{\operatorname{Vol} g} \int_{M}\left(-\frac{n}{2 \sigma} \frac{\partial \sigma}{\partial s}-\frac{\partial f}{\partial s}+\frac{1}{2} \operatorname{tr} h\right)\left(\sigma \frac{\partial R}{\partial s}-\frac{1}{2} \operatorname{tr} h\right) d V  \tag{15}\\
& =\frac{1}{\operatorname{Vol} g} \int_{M} \sigma \operatorname{tr} h \Delta \frac{\partial f}{\partial s} d V+\frac{\sigma}{\operatorname{Vol} g} \int_{M}\left(-\frac{1}{2}\left|\nabla v_{h}\right|^{2}-\frac{v_{h}^{2}}{4 \sigma}+\frac{1}{2}|\nabla \operatorname{tr} h|^{2}\right) d V
\end{align*}
$$

Substituting (13), (14) and (15) in (12), we get

$$
\begin{aligned}
\left.\frac{\mathrm{d}^{2} v_{+}}{\mathrm{d} s^{2}}\right|_{s=0}= & \frac{\sigma}{\operatorname{Vol} g}\left(\int_{M}\left(|\operatorname{div} h|^{2}+\operatorname{Rm}(h, h)-\frac{1}{2}|\nabla h|^{2}-\frac{1}{2}\left|\nabla v_{h}\right|^{2}-\frac{v_{h}^{2}}{4 \sigma}\right) d V\right) \\
& +\frac{1}{2 n}\left(\frac{1}{\operatorname{Vol} g} \int_{M} \operatorname{tr} h d V\right)^{2} \\
= & \frac{\sigma}{\operatorname{Vol} g} \int_{M}\left\langle N_{+} h, h\right\rangle .
\end{aligned}
$$

As a simple application, we discuss briefly the linear stability of negative Einstein manifolds. In analogy with [Cao et al. 2004], we say that a negative Einstein manifold is linearly stable if $N_{+} \leq 0$, otherwise it is linearly unstable. As in that paper, decompose the space of symmetric 2-tensors as

$$
\text { ker } \operatorname{div} \oplus \operatorname{im} \operatorname{div}^{*},
$$

and further decompose ker div as
$(\text { ker div })_{0} \oplus \mathbb{R} g$,
where (ker div) $)_{0}$ is the space of divergence free 2-tensors $h$ with $\int_{M} \operatorname{tr} h=0$. It is easy to see that $N_{+}$vanishes on im div*, and on (ker div) ${ }_{0}$

$$
N_{+}=\frac{1}{2}\left(\Delta_{L}-\frac{1}{\sigma}\right)
$$

where $\Delta_{L}=\Delta+2 \operatorname{Rm}(\cdot, \cdot)-2 \mathrm{Rc}$ is the Lichnerowicz Laplacian on symmetric 2-tensors.

Moreover, we may write (ker div) ${ }_{0}$ as

$$
(\text { ker div })_{0}=S_{0} \oplus S_{1},
$$

where $S_{0}$ is the subspace of trace free 2-tensors and

$$
S_{1}=\left\{h \in(\operatorname{ker~div})_{0} \left\lvert\, h_{i j}=\left(-\frac{1}{2 \sigma} u+\Delta u\right) g_{i j}-\nabla_{i} \nabla_{j} u\right., u \in C^{\infty}(M) \text { and } \int_{M} u=0\right\}
$$

see [Buzzanca 1984], for example.
Define

$$
T u:=\left(-\frac{1}{2 \sigma} u+\Delta u\right) g_{i j}-\nabla_{i} \nabla_{j} u .
$$

Since $\Delta_{L}(T u)=T(\Delta u)$ for all smooth functions $u$ and $\operatorname{ker} T=\{0\}$, we can see that the Lichnerowicz Laplacian and the Laplacian on function space have the same eigenvalues. Thus $N_{+}$is always negative on $S_{1}$. Therefore, to study the linear stability of negative Einstein manifolds, it remains to look at the behavior of $\Delta_{L}$ acting on $S_{0}$ which is the space of transverse traceless 2-tensors.

Example. Suppose that $M$ is an $n$ dimensional compact real hyperbolic space with $n \geq 3$. By [Delay 2002] or [Lee 2006], the biggest eigenvalue of $\Delta_{L}$ on trace free symmetric 2-tensors on real hyperbolic space is $-\frac{1}{4}(n-1)(n-9)$. Since on $M$ we have $\operatorname{Rc}=-(n-1) g$, we obtain

$$
\frac{1}{\sigma}=2(n-1)
$$

Thus the biggest eigenvalue of $N_{+}$on $S_{0}$ is not greater than $-\frac{1}{8}(n-1)^{2}$. This implies that $M$ is linearly stable for $n \geq 3$.

Remarks. (1) When $n=3$, D. Knopf and A. Young [2009] proved that closed 3folds with constant negative curvature are geometrically stable under certain normalized Ricci flow. R. Ye [1993] had obtained a more powerful stability result earlier.
(2) For $n=2$, R. Hamilton [1988] proved that when the average scalar curvature is negative, the solution of the normalized Ricci flow with any initial metric converges to a metric with constant negative curvature. In particular, they are linearly stable. On the other hand, in [Delay 2008] we see that the biggest eigenvalue of the Lichnerowicz Laplacian on trace free symmetric 2-tensors is 2 . Thus $N_{+}$is nonpositive definite on (ker div) $)_{0}$, which also implies the linear stability.
(3) For the noncompact case, V. Suneeta [2009] proved certain geometric stability of $\mathbb{H}^{n}$ using different methods.
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