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TWO KAZDAN–WARNER-TYPE IDENTITIES FOR THE
RENORMALIZED VOLUME COEFFICIENTS AND THE

GAUSS–BONNET CURVATURES OF A RIEMANNIAN METRIC

BIN GUO, ZHENG-CHAO HAN AND HAIZHONG LI

We prove two Kazdan–Warner-type identities involving the renormalized
volume coefficients v(2k) of a Riemannian manifold (Mn, g), the Gauss–
Bonnet curvature G2r , and a conformal Killing vector field on (Mn, g). In
the case when the Riemannian manifold is locally conformally flat, we find

v(2k)
= (−2)−kσk and G2r(g)=

4r(n− r)!r!
(n− 2r)!

σr

and our results reduce to earlier ones established by Viaclovsky in 2000 and
the second author in 2006.

1. Introduction

Theorem A [Viaclovsky 2000b; Han 2006a]. Let (M, g) be a compact Riemann-
ian manifold of dimension n ≥ 3, let σk(g−1

◦ Ag) be the σk curvature of g, and
let X be a conformal Killing vector field on (M, g). When k ≥ 3, assume also that
(M, g) is locally conformally flat. Then

(1-1)
∫

M
〈X,∇σk(g−1

◦ Ag)〉dvg = 0.

Recall that on an n-dimensional Riemannian manifold (M, g) with n ≥ 3, the full
Riemannian curvature tensor Rm decomposes as

Rm=Wg ⊕ (Ag � g),

where Wg denotes the Weyl tensor of g,

Ag =
1

n−2

(
Ricg −

Rg

2(n− 1)
g
)

denotes the Schouten tensor, and� is the Kulkarni–Nomizu wedge product. Under
a conformal change of metrics gw = e2wg, where w is a smooth function over the

Haizhong Li is supported by NSFC grant number 10971110.
MSC2000: primary 53C20; secondary 53A30.
Keywords: renormalized volume coefficients, v(2k) curvature, conformal transformation, locally

conformally flat, σk curvature, Gauss–Bonnet curvatures, Kazdan–Warner.
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manifold, the Weyl curvature changes pointwise as Wgw = e2wWg. Thus, essential
information about the Riemannian curvature tensor under a conformal change of
metrics is reflected by the change in the Schouten tensor. One often tries to study
the Schouten tensor through the elementary symmetric functions σk(g−1

◦ Ag)

(which we later denote as σk(g)) of the eigenvalues of the Schouten tensor, called
the σk curvatures of g, by studying how they deform under conformal change of
metrics.

Question. For all k ≥ 1, can we generalize Theorem A without the condition that
(M, g) is locally conformally flat?

In this note, we show the answer is yes. The renormalized volume coefficients
v(2k)(g) of a Riemannian metric g, were introduced in the physics literature in the
late 1990s in the context of AdS/CFT correspondence — see [Graham 2009] for a
mathematical discussion — and were shown in [Graham and Juhl 2007] to be equal
to σk(g−1 Ag), up to a scaling constant, when (M, g) is locally conformally flat. In
fact, in the normalization we are going to adopt,

(1-2) v(2)(g)=− 1
2σ1(g) and v(4)(g)= 1

4σ2(g).

For k = 3, Graham and Juhl [2007, page 5] have also listed the formula

(1-3) v(6)(g)=−1
8

(
σ3(g)+

1
3(n−4)

(Ag)
i j (Bg)i j

)
,

where
(Bg)i j :=

1
n−3
∇

k
∇

l Wlik j +
1

n−2
Rkl Wlik j

is the Bach tensor of the metric. Just as
∫

M σk(g−1
◦ Ag) dvg is conformally invari-

ant when 2k=n and (M, g) is locally conformally flat, Graham [2009] showed that∫
M v

(2k)(g) dvg is also conformally invariant on a general manifold when 2k = n.
Chang and Fang [2008] showed that, for n 6= 2k, the Euler–Lagrange equations for
the functional

∫
M v

(2k)(g) dvg under conformal variations subject to the constraint
Volg(M)= 1 satisfies v(2k)(g)= const, which is a generalized characterization for
the curvatures σk(g−1

◦ Ag) when (M, g) is locally conformally flat, as given by
Viaclovsky [2000a].

In this note, we will first show that the curvatures v(2k)(g) will play the role of
σk(g−1

◦ Ag) in (1-1) for a general manifold. Graham [2009] also gives an explicit
expression of v(8)(g), but the explicit expression of v(2k)(g) for general k is not
known because they are algebraically complicated; see [Graham 2009, page 1958].
Thus the study of the v(2k)(g) curvatures involves significant challenges not shared
by that of σk(g): First, v(2k)(g) for k ≥ 3 depends on derivatives of curvature of g;
in fact, these depend on derivatives of curvatures of order up to 2k−4. Second, the
v(2k)(g) are defined in [Graham 2009] via an indirect, highly nonlinear inductive
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algorithm. Despite these difficulties, we can use some properties of these v(2k)(g)
curvatures to prove the following.

Theorem 1.1. Let (M, g) be a compact Riemannian manifold of dimension n ≥ 3,
and let X be a conformal Killing vector field on (Mn, g). For k ≥ 1, we have

(1-4)
∫

M
〈X,∇v(2k)(g)〉dvg = 0.

Remark 1.2. From (1-2), we know that Theorem 1.1 is equivalent to Theorem A
when k = 1, 2, or when (Mn, g) is locally conformally flat for k ≥ 3.

One main reason for interest in identities such as (1-1) and (1-4) is that they
play crucial roles in analyzing potentially blowing up conformal metrics with a
prescribed curvature function, with v(2k)(g) prescribed in this case. Although little
is known about this problem at this stage, Theorem 1.1 establishes one ingredient
for attacking this problem.

Our second result involves the Gauss–Bonnet curvatures G2r for 2r ≤ n, intro-
duced by H. Weyl in 1939 and defined by

G2r (g)= δ
j1 j2··· j2r−1 j2r
i1i2···i2r−1i2r

Ri1i2
j1 j2 · · · R

i2r−1i2r
j2r−1 j2r

,

where δ j1 j2··· j2r−1 j2r
i1i2···i2r−1i2r

is the generalized Kronecker symbol; see also [Labbi 2008].
Note that G2 = 2R, with R the scalar curvature.

Theorem 1.3. Let (Mn, g) be a compact Riemannian manifold, and let X be a con-
formal Killing vector field. Then for the Gauss–Bonnet curvatures defined above,
we have ∫

M
〈X,G2r (g)〉dvg = 0.

Remark 1.4. When (M, g) is locally conformally flat, we see that the Gauss cur-
vature satisfies

G2r (g)=
4r (n− r)!r !
(n− 2r)!

σr ,

so Theorem 1.3 reduces to Theorem A.

Remark 1.5. M. Labbi [2008] proved that the first variation of the functional∫
M G2r dvg within metrics with constant volume gave the so-called generalized

Einstein metric, and this functional has the variational property for 2r < n and
is a topological invariant for 2r = n. In fact, if n = 2r , this functional is the
Gauss–Bonnet integrand up to a constant [Chern 1944].

In the next section, we first provide a general proof for Theorem 1.1 by adapting
an ingredient in a preprint version [Han 2006b] of [Han 2006a], and using of a
variation formula for v(2k)(g) established in [Graham 2009] and [Chang and Fang
2008]. Because of the explicit expression for v(6)(g) and potential applications to
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other related problems in low dimensions, we provide in Section 3 a self-contained
proof for Theorem 1.1 in the case k = 3. We prove Theorem 1.3 in Section 4.

2. Proof of Theorem 1.1

We will need the following variation formula for v(2k)(g); see [Graham 2009].

Proposition 2.1. Under the conformal transformation gt = e2tηg, the variation of
v(2k)(gt) is given by

(2-1) ∂

∂t

∣∣∣
t=0
v(2k)(gt)=−2kηv(2k)

+∇i (L
i j
(k)η j ),

where L i j
(k) is defined as in [Graham 2009] by

L i j
(k) =−

k∑
l=1

1
l!
v(2k−2l)(g)∂ l−1

ρ gi j (ρ)
∣∣
ρ=0,

with gi j (ρ) denoting the extension of g such that

g+ =
(dρ)2− 2ρg(ρ)

4ρ2

is an asymptotic solution to Ric(g+)=−ng+ near ρ = 0.

An integral version of (2-1) first appeared in [Chang and Fang 2008]:∫
M

(
∂

∂t

∣∣∣
t=0
(v(2k)(gt))+ 2kηv(2k)(g)

)
dvg = 0.

Proof of Theorem 1.1 in the case n 6= 2k. Let X be a conformal vector field on M .
Let φt denote the local one-parameter family of conformal diffeomorphisms of
(M, g) generated by X . Thus for some smooth function ωt on M , we have

φ∗t (g)= e2ωt g =: gt .

We have the properties

φ∗t v
(2k)(g)= v(2k)(φ∗t g)= v(2k)(e2ωt g),(2-2)

ω̇ :=
d
dt

∣∣∣
t=0
ωt =

divX
n
,(2-3)

∂

∂t

∣∣∣
t=0
(g−1

t ◦ A(gt))=−∇
2ω̇− 2ω̇g−1

◦ A(g),(2-4)

∂

∂t

∣∣∣
t=0

divgt X = nXη = n〈X,∇η〉.(2-5)
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Using (2-2), (2-3), and (2-1), we have

〈X,∇v(2k)(g)〉 = ∂

∂t

∣∣∣
t=0
(v(2k)(gt))

=−2kω̇v(2k)
+∇i (L

i j
(k)ω̇ j )

=−
2k
n
(div X)v(2k)

+∇i (L
i j
(k)ω̇ j )

=−
2k
n

div(v(2k)X)+ 2k
n
〈X,∇v(2k)(g)〉+ 1

n
∇i (L

i j
(k)(div X) j ),

from which it follows that

(2-6)
(

1− 2k
n

)
〈X,∇v(2k)(g)〉 = −2k

n
div(v(2k)X)+ 1

n
∇i (L

i j
(k)(div X) j ).

Theorem 1.1 in the case 2k 6= n follows directly by integrating (2-6) over M . �

Proof of Theorem 1.1 in the case 2k = n. As in [Han 2006b], we will prove that
for any conformal metric g1 = e2ηg of g,∫

M
〈X, v(2k)(g1)〉dvg1 =

∫
M
〈X, v(2k)(g)〉dvg =−

∫
M

divg Xv(2k)(g)dvg,

that is,
∫

M〈X, v
(2k)(g)〉dvg is independent of the particular choice of metric in the

conformal class. We only have to prove that

(2-7) ∂

∂t

∣∣∣
t=0

∫
M

divgt Xv(2k)(gt)dvgt = 0 for gt = e2tηg.

We prove (2-7) by direct computations using Proposition 2.1. Indeed,

∂

∂t

∣∣∣
t=0

∫
M

divgt Xv(2k)(gt)dvgt

=

∫
M

(
n〈X,∇η〉v(2k)

+ div X (−2kηv(2k)
+∇i (L

i j
(k)η j ))+ nη div Xv(2k))dvg

=

∫
M

(
n〈X,∇η〉v(2k)

+ div X∇i (L
i j
(k)η j )

)
dvg

=

∫
M

(
〈nv(2k)X,∇η〉− L i j

(k)(div X)iη j
)
dvg

=

∫
M

(
− div(nv(2k)X)+∇ j (L

i j
(k)(div X)i )

)
ηdvg = 0

in the case n = 2k by (2-6).
The remaining argument is an adaptation of an argument of Bourguignon and

Ezin [1987]: either the connected component of the identity of the conformal
group C0(M, g) is compact, and then there is a metric ĝ conformal to g admit-
ting C0(M, g) as a group of isometries, from which it follows that divĝ X ≡ 0
and therefore (1-4) holds; or, C0(M, g) is noncompact, and then by a theorem of
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Obata and Ferrand, (M, g) is conformal to the standard sphere, in which case we
can pick the canonical metric to compute the integral on the left hand side of (1-4)
and conclude that it is zero. �

3. A self-contained proof of Theorem 1.1 in the case k = 3

We aim to give a direct, self-contained derivation for a more explicit version
of (2-1); namely, under conformal change of metric gt = e2tηg,

(3-1) ∂

∂t

∣∣∣
t=0
v(6)(gt)=−6v(6)(g)η+∇ j

((T (2)
i j (g)

8
+

Bi j (g)
24(n− 4)

)
∇

iη

)
,

where T (2)
i j (g) is the Newton tensor associated with Ag, as defined in Reilly [1977]:

Definition. For an integer k ≥ 0, the k-th Newton tensor is

T (k)
i j =

1
k!

∑
δ

j1··· jk j
i1···ik i Ai1 j1 · · · Aik jk ,

where δ j1··· jk j
i1···ik i is the generalized Kronecker symbol.

With (3-1) we can repeat the proof in the last section to prove Theorem 1.1 in the
case k = 3.

First we recall the transformation laws for the tensors Bi j and Ai j under con-
formal change of metric gt = e2tηg — see [Chang and Fang 2008]:

Ai j (gt)= Ai j − t∇2
i jη+ t2

∇iη∇ jη−
1
2 t2
|∇η|2ggi j ,

Bi j (gt)= e−2tη(Bi j + (n− 4)t (Ci jk +C j ik)∇
kη+ (n− 4)t2Wik jl∇

kη∇lη
)
,

where Ci jk := Ai j,k− Aik, j are the components of the Cotton tensor, with Ai j,k the
components of the covariant derivative of the Schouten tensor Ai j .

Thus
∂

∂t

∣∣∣
t=0

Ai j (gt)=−∇
i jη− 4Ai j (g)η,

∂

∂t

∣∣∣
t=0

Bi j (gt)= (n− 4)(Ci jk +C j ik)∇
kη− 2ηBi j .

Proposition 3.1 [Viaclovsky 2000a; Han 2006b; Hu and Li 2004]. We have

(i) kσk(g)=
∑
i, j

T (k−1)
i j Ai j

(ii)
∑

i

T (k)
i i = (n− k)σk(g).

(iii)
∑

l

∇
l Wli jk =−(n− 3)Ci jk .
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Using the relation between v(6) and σ3(g), and with Ai j Bi j as in (1-3), we find

−8 ∂
∂t

∣∣∣
t=0
v(6)(gt)

= T (2)
i j (g)

(
−∇

i jη−2ηAi j (g)
)

+
1

3(n−4)
(
−Bi j (g)∇ i jη+(n−4)Ai j (g)(Ci jk+C j ik)∇

kη−6ηAi j Bi j
)

=−6
(
σ3(g)+

1
3(n−4)

Ai j Bi j

)
η−

(
T (2)

i j (g)+
Bi j (g)

3(n−4)

)
∇

i jη+ 2
3 Ai j (g)Ci jk∇

kη

= 48v(6)(g)η−∇ j
((

T (2)
i j (g)+

Bi j (g)
3(n−4)

)
∇

iη

)
+

(∑
j

(
T (2)

i j, j (g)+
Bi j, j (g)
3(n−4)

)
+

2
3 AklCkli

)
∇

iη,

where we used (1-3) and Proposition 3.1(i). The following lemma implies that∑
j

(
T (2)

i j, j (g)+
Bi j, j (g)
3(n− 4)

)
+

2
3 AklCkli = 0,

thus establishing (3-1).

Lemma 3.2. (i)
∑

j

T (2)
i j, j =−ApqC pqi .

(ii)
∑

j

Bi j, j = (n− 4)AklCkli .

Proof of (i). In normal coordinates, we have∑
j

T (2)
i j, j =

∑( 1
2!

∑
δ

j1 j2 j
i1i2i Ai1 j1 Ai2 j2

)
j
=

∑
δ

j1 j2 j
i1i2i Ai1 j1 Ai2 j2, j =−ApqC pqi ,

where we used

δ
j1 j2 j
i1i2i =

∣∣∣∣∣∣
δi1 j1 δi1 j2 δi1 j

δi2 j1 δi2 j2 δi2 j

δi j1 δi j2 δi j

∣∣∣∣∣∣
and

∑
i

Ai i, j =
∑

i
Ai j,i , itself a consequence of the second Bianchi identity. �

Proof of (ii). First, using Proposition 3.1(iii) and substituting Ri j in terms of Ai j

in the definition of the Bach tensor Bi j , we obtain

Bi j =−
∑

k

Cik j,k +
∑
k,l

Akl Wlik j

=−

∑
k

(Aik, jk − Ai j,kk)+
∑
k,l

Akl Wlik j .
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Thus∑
j

Bi j, j

=−

∑
j,k

(Aik, jk j − Ai j,kk j )+
∑
k,l, j

(Akl, j Wlik j + Akl Wlik j, j )

=−

∑
j,k

(Aik, jk j − Aik, j jk)+
∑
k,l, j

Akl, j Wlik j − (n− 3)
∑
k,l

AklCkil

=−

∑
j,k,m

(Aik,m Rmjk j + Aim, j Rmkk j + Amk, j Rmik j )

+

∑
k,l, j

Akl, j Wlik j + (n− 3)
∑
k,l

AklCkli

=

∑
j,k,m

(−Amk, j Rmik j + Akm, j Wmik j )+ (n− 3)
∑
k,l

AklCkil

=

∑
j,k,m

Amk, j (−Amk gi j + Amj gik − gmk Ai j + gmj Aik)+ (n− 3)
∑
k,l

AklCkli

=

∑
m,k

(−Amk,i Amk + Ami,k Amk − Amk, j gmk Ai j + Amj,k gmk Ai j )

+ (n− 3)
∑
k,l

AklCkli

=

∑
m,k

Amk(Ami,k − Amk,i )+ (n− 3)
∑
k,l

AklCkli

=

∑
m,k

AmkCmik + (n− 3)
∑
k,l

AklCkli

= (n− 4)
∑
k,l

AklCkli ,

where we have used

Rmik j =Wmik j + Amk gi j − Amj gik + gmk Ai j − gmj Aik . �

Proof of Theorem 1.1 in the special case k = 3. We use the notation of Section 2.
Let φt be the local one-parameter family of conformal diffeomorphisms of (M, g)
generated by X . For gt = φ

∗
t (g)= e2ωt g, similarly to (3-1), we have

(3-2)

〈X, v(6)〉 = ∂

∂t

∣∣∣
t=0
v(6)(gt)

=−6v(6)(g)ω̇+
∑
i, j

∇
j
((T (2)

i j (g)

8
+

Bi j (g)
24(n− 4)

)
∇

i ω̇

)
,
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if n 6= 2k. Then integrating (3-2) we can get Theorem 1.1.
If n = 2k, then by use of (3-1) and (3-2), we can prove that

∫
M〈X, v

(6)(g)〉dvg

is independent of the particular choice of the metric within the conformal class.
The remainder of the proof repeats verbatim that of Section 2. �

4. Proof of Theorem 1.3

In this section, we will prove Theorem 1.3 using a method similar to the one used
in Section 2. Let (Mn, g) be a compact Riemannian manifold, and denote by Ri jkl

the Riemann curvature tensor in local coordinates. Define a tensor Pr by

Pr
j

i = δ
j j1 j2··· j2r−1 j2r
i i1i2···i2r−1i2r

Ri1i2
j1 j2 · · · R

i2r−1i2r
j2r−1 j2r

for 2r ≤ n,

where δ j j1 j2··· j2r−1 j2r
i i1i2···i2r−1i2r

is the generalized Kronecker symbol.

Lemma 4.1. The tensor Pr is divergence free, that is,

Pr
j
i, j = 0 for any i .

This property was present in [Labbi 2008] and [Lovelock 1971], although with
different notation and formalism. Since we define the tensor Pr explicitly as above,
and the property of Pr in Lemma 4.1 is a direct consequence of the Bianchi identity,
we include a proof here.

Proof. We have

Pr
j
i, j = rδ j j1 j2... j2r−1 j2r

i i1i2...i2r−1i2r
Ri1i2

j1 j2, j · · · R
i2r−1i2r

j2r−1 j2r

=−rδ j j1 j2··· j2r−1 j2r
i i1i2···i2r−1i2r

Ri1i2
j2 j, j1 · · · R

i2r−1i2r
j2r−1 j2r

− rδ j j1 j2··· j2r−1 j2r
i i1i2···i2r−1i2r

Ri1i2
j j1, j2 · · · R

i2r−1i2r
j2r−1 j2r

=−2rδ j j1 j2··· j2r−1 j2r
i i1i2···i2r−1i2r

Ri1i2
j1 j2, j · · · R

i2r−1i2r
j2r−1 j2r

=−2Pr
j
i, j ,

where we have used the second Bianchi identity. It then follows that Pr
j
i, j = 0. �

Lemma 4.2. The generalized Kronecker symbol satisfies

n∑
i, j=1

δi
jδ

j j1... jr
i i1...ir

= (n− r)δ j1... jr
i1...ir

for any 1≤ i1, . . . , jr ≤ n and r ≤ n.

The proof follows by a direct calculation from the definition.
Let X be a conformal vector field, and denote by φt the one-parameter subgroup

of diffeomorphisms generated by X . Then there exists a family of functionsωt such
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that gt = φ
∗
t g = e2ωt g. We have (2-3), ω0 = 0, and

(4-1) G2r (gt)= φ
∗

t G2r (g).

Under the conformal change of metric gt = e2ωt g, we have the formula (see for
example [Chow et al. 2006])

(4-2) Ri j
kl(gt)= e−2ωt (R

i j

kl − (α� g)i j
kl),

where we denote αi j = (ωt)i j−(ωt)i (ωt) j+
1
2 |∇ωt |

2gi j for convenience (note that
(ωt)i j is the covariant derivative with respect to the fixed metric g) and � is the
Kulkarni–Nomizu product, defined by

(α� g)i jkl = αik g jl +α jl gik −αil g jk −α jk gil .

From (4-2) we see that

(4-3) G2r (gt)= e−2rωt δ
j1 j2... j2r−1 j2r
i1i2...i2r−1i2r

·
(
R

i1i2
j1 j2 − (α� g)i1i2

j1 j2

)
· · ·
(
R

i2r−1i2r
j2r−1 j2r

− (α� g)i2r−1i2r
j2r−1 j2r

)
.

Taking derivative with respect to t on both sides of (4-1) and using (4-3), we see
by using (2-3) that

(4-4)

〈X,G2r (g)〉

=
∂

∂t

∣∣∣
t=0

G2r (gt)

=−2r ω̇G2r (g)− rδ j1 j2··· j2r−1 j2r
i1i2···i2r−1i2r

(
∂α

∂t

∣∣∣
t=0
� g

)i1i2

j1 j2
R

i3i4
j3 j4 · · · R

i2r−1i2r
j2r−1 j2r

=−2r ω̇G2r (g)− 4r(n− 2r + 1)Pr−1
j

i ω̇
i
j

=−2r
div X

n
G2r (g)−

4r(n− 2r + 1)
n

Pr−1
j
i (div X)i j

=−2r
div X

n
G2r (g)−

4r(n− 2r + 1)
n

∇ j
(
Pr−1

j
i (div X)i

)
.

where we have used Lemma 4.2 in the third equality and Lemma 4.1 in the last.
Integrating (4-4) over M and using the divergence theorem, we see that∫

M
〈X,G2r (g)〉dv =−2r

∫
M

div X
n

G2r (g)dv =
2r
n

∫
M
〈X,G2r (g)〉dv,(4-5)

Hence, if n > 2r , it follows from (4-5) that
∫

M〈X,G2r (g)〉dv = 0. If n = 2r , we
follow ideas in Section 2, that is, we need to prove that the integral∫

M
G2r (g) divg Xdvg,
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is independent of a particular choice of metric within a conformal class. Let g1 =

e2ηg(η ∈ C∞(M)) be any metric in the conformal class [g]. Considering a family
of metrics gt = e2tηg connecting g and g1, we need to prove that

∂

∂t

∣∣∣
t=0

∫
M

G2r (gt) divgt Xdvgt = 0.

By a direct computation, we have

∂

∂t

∣∣∣
t=0

∫
M

G2r (gt) divgt Xdvgt

=

∫
M

(
∂

∂t

∣∣∣
t=0

G2r (gt) div X +G2r (g)
∂

∂t

∣∣∣
t=0

divgt X + nηG2r (g) div X
)

dvg

=

∫
M

(
−2rηG2r (g) div X − 4r(n− 2r + 1)Pr−1

j
i η

i
j div X

+ nG2r (g)〈∇η, X〉+ nG2r (g) div Xη
)
dvg

=

∫
M

(
−2rηG2r (g) div X − 4ηr(n− 2r + 1)Pr−1

j
i (div X)ij
− nη〈∇G2r (g), X〉

)
dvg

= 0,

where we have used (2-5) in the second equality, the divergence theorem in the third
and (4-4) in the last. The remainder of the proof follows the idea of [Bourguignon
and Ezin 1987] as in Section 2. Hence we complete the proof of Theorem 1.3.
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GONALITY OF A GENERAL ACM CURVE IN P3

ROBIN HARTSHORNE AND ENRICO SCHLESINGER

Let C be an ACM (projectively normal) nonsingular curve in P3
C

not con-
tained in a plane, and suppose C is general in its Hilbert scheme — this is
irreducible once the postulation is fixed. Answering a question posed by
Peskine, we show the gonality of C is d − l , where d is the degree of the
curve and l is the maximum order of a multisecant line of C. Furthermore
l = 4 except for two series of cases, in which the postulation of C forces
every surface of minimum degree containing C to contain a line as well. We
compute the value of l in terms of the postulation of C in these exceptional
cases. We also show the Clifford index of C is equal to gon(C)− 2.

1. Introduction

Let C be a nonsingular projective curve over an algebraically closed field K. The
gonality of C , written gon(C), is the minimum degree of a surjective morphism
C → P1, or equivalently the minimum positive integer k such that there exists a
g1

k on C .
For curves of genus g ≥ 1 the gonality varies between 2, the value it takes on

hyperelliptic curves, and
[ 1

2(g+ 3)
]
, which by Brill–Noether theory is the gonality

of a general curve of genus g. It may be regarded as the most fundamental invariant
of the algebraic structure of C after the genus, providing a stratification of the
moduli space of curves of genus g.

When a curve is embedded in some projective space, it is natural to wonder
whether the gonality may be related to extrinsic properties of the curve. Here
is a classical result in this direction, already known to Noether [Ciliberto 1984;
Hartshorne 1986]:

Theorem 1.1. A smooth curve C⊂P2 of degree d≥3 has gonality gon(C)=d−1,
and any morphism C→P1 of degree d−1 is obtained by projecting C from one of
its points.

Hartshorne was partially supported by Gnsaga - Programma Professori visitatori. Schlesinger was
partially supported by MIUR PRIN 2005 Spazi di moduli e teoria di Lie and PRIN 2007: Moduli,
strutture geometriche e loro applicazioni.
MSC2000: 14H50, 14H51.
Keywords: gonality, Clifford index, ACM space curves, multisecant lines.
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See [Hartshorne 2002] for a proof and references. It is a simple exercise to
prove the statement using the method of [Lazarsfeld 1986], which associates a
vector bundle on P2 to a basepoint-free pencil on C . It is this method that we will
exploit in the proof of our result.

One may ask a similar question for a curve C ⊂ P3. If L is a line in P3,
projection from L induces a morphism πL : C → P1, whose degree is the degree
of C minus the number of points of intersection of C and L . Thus the morphisms
πL of minimal degree are those corresponding to maximal order multisecant lines.
We define

l = l(C)=max{deg(C ∩ L) : L a line in P3
}

By analogy with the plane curves case one might wonder whether

(1-1) gon(C)= deg(C)− l(C)

for a curve in P3, in which case following the terminology of [Hartshorne 2002]
we say the gonality of C is computed by multisecants. Of course, this is usually
not the case. For example, a general curve of genus g has gonality

[ 1
2(g+3)

]
and

can be embedded in P3 as a nonspecial linearly normal curve of degree g+3. Since
the Grassmannian of lines in P3 has dimension 4, and the set of lines meeting C
is a codimension one subvariety, one expects l(C) to be 4, and so

deg(C)− l(C)= g− 1>
[ 1

2(g+3)
]
= gon(C).

See [Hartshorne 2002, Examples 2.8 and 2.9] for specific counterexamples.
On the other hand, if the embedding of C in P3 is very special, one may hope

the gonality of C is computed by multisecants. In this vein Peskine raised the
question:

Question 1.2. If C is a smooth ACM curve in P3, is its gonality computed by
multisecants?

Here ACM means arithmetically Cohen–Macaulay: a curve in P3 is ACM if the
natural maps H 0(P3,O(n))→ H 0(C,OC(n)) are surjective for every n ≥ 0.

Some special cases have been treated in the literature. Early results about
uniqueness of the linear series |OC(1)| for complete intersections and other ACM
curves are in [Ciliberto and Lazarsfeld 1984]. Basili [1996] has proven that the
gonality of a smooth complete intersection is indeed computed by multisecants.
Ellia and Franco [2001] showed that the maximum order l of a multisecant to a
general complete intersection of type (a, b) is 4 if a≥b≥4 as one expects. Lazars-
feld [1997, 4.12] finds lower bounds for the gonality of a complete intersection
curve in Pn .

Results from [Martens 1996] and [Ballico 1997] show that the gonality of a
smooth curve C ⊂ P3 on a smooth quadric surface is computed by multisecants.
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In [Hartshorne 2002] it is shown that if a smooth curve C ⊂ P3 is ACM, lies on a
smooth cubic surface X , and is general in its linear system on X , then its gonality
is computed by multisecants. Farkas [2001] has shown that smooth ACM curves
C ⊂ P3 lying on certain smooth quartic surfaces that do not contain rational or
elliptic curves have gonality computed by multisecants.

In this paper, we show that, with the exception of very few cases we cannot
decide, the gonality of a general ACM curve is indeed computed by multisecants.
We have to make sense of the expression general ACM curve. To obtain an irre-
ducible parameter space for ACM curves one needs to fix the Hilbert function, that
is, the sequence of integers h0(OC(n)). This is more conveniently expressed by its
second difference or h-vector:

hC(n)= h0(OC(n))− 2h0(OC(n− 1))+ h0(OC(n− 2)).

which has the advantage of being finitely supported while still nonnegative. We
will denote by A(h) the Hilbert scheme parametrizing ACM curves in P3 with h-
vector h. By a theorem of Ellingsrud (see Remark 6.4), the Hilbert scheme A(h)
is smooth and irreducible. Thus by a general ACM curve we will mean a curve
in a Zariski open nonempty subset of A(h). We believe it is reasonable to assume
that C is general in the statement of our theorem, because it might happen that a
special ACM curve had a low degree pencil unrelated to the line bundle OC(1).

Theorem 1.3. Assume K = C is the field of complex numbers. Let C ⊂ P3 be a
nonplanar smooth ACM curve. If C is general in the Hilbert scheme A(hC), then

gon(C)= d − l,

where d = deg(C) and l = l(C) is the maximum order of a multisecant line to C ,
except perhaps when the degree d, the genus g and the least degree s of a surface
containing C form one of the following triples: (15, 26, 5), (16, 30, 5), (21, 50, 6),
(22, 55, 6), (23, 60, 6), (28, 85, 7), (29, 91, 7), (36, 133, 8).

For curves C contained in a quadric or a cubic surface, the statement follows
from the references cited above. So our contribution is for curves not lying on a
cubic surface.

We can also determine the integer l(C) in terms of the h-vector of C . Most of
the time l(C) = 4, with two families of exceptions. These exceptional cases arise
because the h-vector forces surfaces of minimal degree containing C to contain a
line as well; this line is then a multisecant of order higher than expected. If s as
above denotes the least degree of a surface containing C , we let

t =min{n : h0(IC(n))− h0(OP3(n− s)) > 0},
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so that (s, t) is the smallest type of a complete intersection containing C . We
denote by e the index of speciality of C : e =max{n : h1OC(n) > 0}.

The value of l(C) is given as follows:

Theorem 1.4. Let C⊂P3
C

be a general smooth ACM curve with s≥4. Let l= l(C)
denote the maximum order of a multisecant line to C. Then l = 4, unless

• the h-vector of C satisfies h(e+1)=3 and h(e+2)=2, in which case l= e+3
and C has a unique (e+ 3)-secant line, or

• t > s+3 and the h-vector of C satisfies h(t)= s−2 and h(t +1)= s−3, but
not h(e+ 1)= 3, h(e+ 2)= 2, in which case l = t−s+1 and C has a unique
(t−s+1)-secant line.

Nollet [1998] has found a sharp bound for the maximal order l = l(C) of a
multisecant line in terms of the h-vector of C , valid for any irreducible ACM
curve. If C is not a complete intersection, the bound is the largest integer n for
which hC(n − 1)− hC(n) > 1. Since this number is at least s, we see that l(C)
and the gonality of C vary in the family A(h), provided s ≥ 5, and the gonality of
the general curve is d − 4 (in fact the argument of Theorem 4.1 shows that l(C)
varies in the linear system |C | on a smooth surface X of degree s ≥ 5). On the
other hand, in the special case h(e+ 1)= 3 and h(e+ 2)= 2, then Nollet’s bound
is precisely e+ 3, so that l(C) is constant in A(h).

Finally, in most cases we can prove that every pencil computing the gonality of
C arises from a maximum order multisecant: the finite list of exceptions is given
in Theorem 9.1. In particular, C has a finite number of pencils of minimal degree,
and therefore its Clifford index is Cliff(C)= gon(C)− 2= d − l(C)− 2.

It would be interesting to investigate linear series gr
k on general ACM curves

also for r ≥ 2. For results in this direction we refer to [Lopez and Pirola 1995].

Outline of proof and structure of the paper. Since the conclusions of our result
are semicontinuous on the Hilbert scheme A(h), it suffices to show the existence
of a single curve C for which the result holds. Let C be a smooth ACM curve in P3

with given h-vector h, not lying on any surface of degree at most 3. In Section 3 we
review the classical result that for every smooth space curve D of degree at least
10 there exists a line L that is at least a 4-secant line of D. Thus gon(C)≤ d − 4.
Next, if C is general in A(h), it is contained in a smooth surface X of degree s. We
prove in Corollary 4.2 that, if C is general in its linear system on X and L is an
l-secant line of C with l ≥ 5, then L is contained in X . In fact, we prove a slightly
more general result, which gives explicit conditions for a space curve not to have
5-secant lines:
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Theorem 4.1. Let C ⊂ P3
K be a curve contained in an irreducible surface X of

degree s. Suppose C is a Cartier divisor on X and

H 0(P3,IC(s−2) )= 0, H 1(P3,IC(m) )= 0 for m = s−2, s−3, s−4.

If C is general in its linear system on X , then deg(C ∩ L) ≤ 4 for every line L not
contained in X , and C has only finitely many 4-secant lines not contained in X.

In particular, if X does not contain a line, then C does not have an l-secant line
for any l ≥ 5.

At this point to prove our main theorem we need to show that every pencil of
minimal degree arises from a multisecant line. The proof uses the technique from
[Lazarsfeld 1986], which associates to a basepoint-free pencil on C a vector bundle
E on the surface X , as explained in Section 5. In Section 6 we review enough
liaison theory for ACM curves to be able to show that the bundle E is Bogomolov
unstable. Thus it has a destabilizing divisor A ∈ Pic(X), whose degree x = A.H
satisfies stringent numerical restrictions in terms of the intersection numbers A2,
A.C and C2.

To use these constraints effectively we need to control the Picard group of X .
The hypothesis that the ground field is C allows us to apply the Noether–Lefschetz
type theorem of [Lopez 1991, II.3.1] or the more recent [Brevik and Nollet 2008]
to conclude that, if C is general in A(h) and X is very general among surfaces
of minimal degree containing C , then Pic(X) is freely generated by H and the
irreducible components of a curve 0 that is general among curves minimally linked
to C . Such a 0 is a general ACM curve, but it may not be irreducible. Thus
we are led to establish a structure theorem for general ACM curves. Section 7 is
devoted to the proof of this result. It generalizes Gruson–Peskine’s theorem [1978],
according to which the general ACM curve in A(h) is smooth and irreducible if h
is of decreasing type (“has no gaps”):

Theorem 7.21. Let A(h) denote the Hilbert scheme parametrizing ACM curves in
P3

K with h-vector h. If 0 is general in A(h), then

0 = D1 ∪ D2 ∪ · · · ∪ Dr ,

where r − 1 is the number of Gruson–Peskine gaps of h, and the Di are distinct
smooth irreducible ACM curves whose h-vectors are determined by the gap de-
composition of h as explained in Section 7. Furthermore, for every 1 ≤ i1 < i2 <

· · ·< ih ≤ r , the curve
Di1 ∪ Di2 ∪ · · · ∪ Dih

is still ACM.

Thus we can write the destabilizing divisor as A=aH+
∑

ai Di . In the proof of
the main Theorem 9.1, using the fact that the curves Di and their unions are ACM,
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together with the numerical constraints on x = A.H we show −s−1≤ x < 0. We
then play this inequality against the bounds of Corollary 8.9, which are essentially
upper bounds for the genus of an ACM curve lying on X in terms of the degree
of the curve and of degree of X . In fact, these bounds are a refinement of the
bounds for the genus of an ACM curve proven in [Gruson and Peskine 1978] (see
Remark 8.8). The end result is that there are only two possibilities for A: either
−A = H (the plane section) or −A = H − L for some line L on X .

Corollary 5.7 shows that in case A = −H the pencil arises from a multisec-
ant line not contained in X , while in case A = L − H the pencil arises from L .
This shows pencils of minimal degree on C all arise from multisecant lines, thus
completing the proof of the theorem.

2. Notation and terminology

A linear system of degree k and projective dimension r on C is denoted with the
symbol gr

k , and a g1
k is called a pencil. The gonality of C , written gon(C), is the

least positive integer k such that there exists a g1
k on C . Since a pencil of least

degree is automatically basepoint-free, the gonality of C is the least degree of a
surjective morphism C→P1. One can further notice that a g1

k with k = gon(C) is
complete, so that h0(C,OC(Z))= 2 for every divisor Z in the pencil.

Definition 2.1. Assume C ⊂P3 is a nonplanar curve. Given a line L , let πL :C→
P1 be obtained projecting C from L , and let Z(L) denote the g1

k corresponding to
πL . Note that Z(L) is obtained from the pencil cut out on C by planes through
L removing its base locus, which coincides with the scheme theoretic intersection
C ∩ L . In particular,

deg(πL)= deg Z(L)= deg(C)− deg(C.L)

and Z(L) is complete if deg(C.L) ≥ 2. We say that a g1
k on C arises from a

multisecant if it is of the form Z(L) for some line L . We say the gonality of C
can be computed by multisecants if there exists a line L such that Z(L) has degree
gon(C).

3. Existence of 4-secant lines

The following statement is classical and well known, but it seems hard to find a
reference.

Proposition 3.1. Let C be a smooth irreducible curve of degree d≥10 in P3. Then
C has an l-secant line L with l≥ 4. In particular, the gonality of C is at most d−4.

Proof. The statement is clear if deg(C) ≥ 4 and C is contained in a plane or
deg(C) ≥ 7 and C is contained in a quadric surface. If C is not contained in a
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quadric surface, we will show the Cayley number of 4-secants

C(d, g)=
(d − 2)(d − 3)2(d − 4)

12
−

g(d2
− 7d + 13− g)

2

is positive. The existence of L then follows from intersection theory as explained
in [Le Barz 1987] or in [Arbarello et al. 1985]. For fixed d ≥ 7, the number C(d, g)
is a decreasing function of g, because the partial derivative with respect to g is

g−
d2
− 7d + 13

2
,

which is negative because g ≤ d2/4− d + 1 when C is not contained in a plane.
But C is not even contained in a quadric surface; thus its genus is bounded above

by 1
6 d(d − 3)+ 1, and

C(d, g)≥ C
(
d, 1

6 d(d − 3)+ 1
)
=

d(d − 3)(d − 6)(d − 9)
72

,

which is positive for d ≥ 10. �

Remark 3.2. The result is sharp, because a smooth complete intersection of two
cubic surfaces has degree 9 and no 4-secant line.

4. Nonexistence of 5-secant lines

Theorem 4.1. Let C ⊂ P3 be a curve contained in an irreducible surface X of
degree s. Suppose C is a Cartier divisor on X and

H 0(P3,IC(s−2) )= 0, H 1(P3,IC(m) )= 0 for m = s−2, s−3, s−4.

If C is general in its linear system on X , then deg(C.L) ≤ 4 for every line L not
contained in X , and C has only finitely many 4-secant lines not contained in X.

In particular, if X does not contain a line, then C does not have an l-secant line
for any l ≥ 5.

Proof. The statement is obvious if s ≤ 3, so assume s ≥ 4. The hypotheses imply
h1O(D)= 0 for D = C , C − H , C − 2H because, by Serre duality,

h1(P3,IC(m))= h1(X,OX (m H −C))= h1(X,OX (C + (s− 4−m)H)).

Similarly, H 2(OX (C − nH)) is dual to

H 0(OX ((s− 4+ n)H −C))= H 0(X,IC,X (s− 4+ n)),

which by assumption is zero for n ≤ 2. Thus we see that h0OX (D)= χOX (D) for
D = C , C − H , C − 2H .
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Let L be a line not contained in X , and let V be the scheme theoretic intersection
of X and L . Then V has degree s, and there is an exact sequence

0→ OX (−2H)→ OX (−H)⊕2
→ IV,X → 0.

Twisting by OX (C) and taking cohomology we see that

h0(IV (C))= 2h0(OX (C − H))− h0(OX (C − 2H)).

Therefore

h0(OX (C))− h0(IV (C))= h0(OX (C))− 2h0(OX (C−H))+ h0(OX (C−2H))

= χ(OX (C))− 2χ(OX (C − H))+χ(OX (C − 2H))= s.

This shows that the points of V impose independent conditions on the linear
system |C |. It follows that the family of curves in |C | meeting L in a scheme of
length l ≤ s has codimension l in |C |. This implies the statement because L varies
in a four-dimensional family. �

Corollary 4.2. Let C ⊂ P3 be an ACM curve. Suppose that C is contained in a
smooth surface X ⊂ P3 of degree s = sC , and that C is general in its linear system
on X. Then deg(C.L)≤ 4 for any line L not contained in X.

In particular, if X does not contain a line, then C does not have an l-secant line
for any l ≥ 5.

Proof. The statement follows from Theorem 4.1 because C is ACM precisely when
H 1(P3,IC(m))= 0 for every m. �

5. Gonality of curves on a smooth surface: Lazarsfeld’s method

In this section we explain a construction due to Lazarsfeld [1986; 1997] that will
be crucial in proving that every pencil of minimal degree on a general ACM curve
arises from a multisecant.

When a curve C is contained in a smooth surface X , we associate a rank two
vector bundle on X to a basepoint-free g1

k on C as follows. The basepoint-free
g1

k is determined by a degree k line bundle OC(Z) on C , and a surjective map of
OC -modules

β : O⊕2
C → OC(Z).

(Note that, since k ≥ 1, the map H 0(β) : H 0(O⊕2
C )→ H 0(OC(Z)) is injective.)

Definition 5.1. Suppose C is an integral curve on the smooth projective surface
X , and Z is a basepoint-free pencil on C defined by β : O⊕2

C → OC(Z). Let

α : O⊕2
X → OC(Z)

denote the map obtained composing β with the natural surjection O⊕2
X → O⊕2

C .
Then the kernel E of α is called the bundle associated to the pencil Z.
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Proposition 5.2. Let E be the bundle associated to a pencil of degree k on C as in
the previous definition. Then

(a) E is a rank two vector bundle on X.

(b) H 0(E)= 0.

(c) c1(E)= OX (−C) and c2(E)= deg(Z), so that

1(E)
def
= c2

1(E)− 4c2(E)= C2
− 4k.

(Here we consider the first Chern class as an element of A1(X) ∼= Pic(X), while
we view the c2

1 and c2 as integers, via the degree map for zero cycles.)

Proof. By definition of E there is an exact sequence:

0→ E→ O⊕2
X → OC(Z)→ 0

Since OC has rank zero and projective dimension 1 as an OX -module, E is a rank
two vector bundle on X , whose Chern classes can be computed from the above
sequence. If H 0(E) were not zero, then H 0(α) : H 0(O⊕2

C )→ H 0(OC(Z)) would
not be injective, so α would induce a surjective map OC → OC(Z), contradicting
deg Z = k ≥ 1. �

We recall the definition of Bogomolov instability for rank two vector bundles
on a surface, and Bogomolov’s theorem which gives a numerical condition for
instability.

Definition 5.3. Let E be a rank two vector bundle on X . One says that E is Bo-
gomolov unstable if there exist a finite subscheme W ⊂ X (possibly empty) and
divisors A and B on X sitting in an exact sequence

(5-1) 0→ OX (A)→ E→ IW ⊗OX (B)→ 0.

where (A− B)2 > 0 and (A− B).H > 0 for some (hence every) ample divisor H .
We say A is a destabilizing divisor of E. It is unique up to linear equivalence.

Theorem 5.4 ([Bogomolov 1978]; compare [Huybrechts and Lehn 1997, 7.3.3]
and [Lazarsfeld 1997, 4.2]). Suppose the ground field K has characteristic zero.
Let E be a rank two vector bundle on the smooth projective surface X , and let
1(E)= c1(E)

2
− 4c2(E).

If 1(E) > 0, then E is Bogomolov unstable.

Following Lazarsfeld’s approach, we will show in Section 6 that the bundle
associated to a pencil computing the gonality of a smooth ACM curve satisfies
1(E) > 0, hence it is Bogomolov unstable, and there is a destabilizing divisor A.
To work effectively we will need the following technical result that will be useful
in two ways. First it immediately implies that, when −A = H (plane section) or



278 ROBIN HARTSHORNE AND ENRICO SCHLESINGER

−A=H−L (plane section minus a line), the given pencil arises from a multisecant;
later on the inequalities A2

≥ 0 and A.H < 0 will be used to exclude all other
possibilities for A.

Proposition 5.5. Suppose X is a smooth projective surface, C is an integral curve
on X , and |Z | is a complete basepoint-free pencil on C. Let E be the rank 2 bundle
on X associated to |Z |. Suppose there is an exact sequence

(5-2) 0→ OX (A)
h
→ E→ IW ⊗OX (B)→ 0

with W zero-dimensional and B not effective. Then the linear system | − A| on X
contains two effective curves D1 and D2 with the following properties:

(a) D1 and D2 meet properly in a 0-dimensional scheme V containing W .

(b) D1 and D2 meet C properly, and, if R is the base locus of the pencil cut out
on C by C.D1 and C.D2, then

OC(Z)∼= OX (−A)⊗OC(−R);

that is, the pencil |Z | is obtained by first restricting D1 and D2 to C and then
removing the base locus R.

(c) R is the residual scheme to W in V , that is, there is an exact sequence

0→ OW → OV → OR→ 0.

In particular h0IW (−A)≥ 2, A.H < 0 for every ample divisor H , and A2
≥ 0.

Remark 5.6. The proposition applies if E is Bogomolov unstable with destabi-
lizing sequence (5-2). Indeed in this case, if H is an ample divisor on X , then
(A− B).H > 0. Since c1(E)= A+ B =−C in Pic(X), we compute

−2B.H = (A− B).H +C.H > 0.

Therefore B is not effective.

Proof of Proposition 5.5. Dualizing 0→ E→ O⊕2
X → OC(Z)→ 0 we obtain an

exact sequence
0→ O⊕2

X → E(C)→ OC(C − Z)→ 0.

We now look at the composite map g : O⊕2
X → E(C)→ IW (−A).

This map is nonzero, otherwise O⊕2
X would map injectively into the kernel of

E(C)→ IW (−A), which is OX (C + A), absurd. Hence the image of g has rank
one, and has the form IY (−A) for some proper subscheme Y ⊂ X containing W .
Then IY =IV (−D)where D is the divisorial part of Y , and V is zero dimensional.
We obtain an exact sequence

0→ Ker(g)→ O⊕2
X → IV (−A− D)→ 0.
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It follows Ker(g)= OX (A+ D) and −A− D is effective. A diagram chase shows
there is an exact sequence

0→ OX (A+ D)→ OX (C + A)→ OC(C − Z)

from which we see there is an effective curve C0 linearly equivalent to C − D
contained in C . Since C is irreducible, this implies either D = C or D = 0.

Now −A− D is effective, so, if we had D = C , then B = −A−C would be
effective, contradicting the hypotheses. Hence the only possibility is D = 0.

Putting everything together we obtain a commutative diagram with exact rows:

0 −−−→ OX (A)
g∨
−−−→ O⊕2

X
(s1,s2)
−−−→ IV (−A) −−−→ 0yh

∥∥∥ y
0 −−−→ E −−−→ O⊕2

X −−−→ OC(Z) −−−→ 0

Now let D1 and D2 the divisors defined by the sections s1 and s2 of OX (−A). The
first row of the diagram shows D1 and D2 meet properly in the zero dimensional
scheme V , which contains W by construction. The two sections remain indepen-
dent in H 0(OC(Z)) because H 0(E) = 0. Hence D1 and D2 meet C properly, and
D1.C and D2.C span a pencil on C .

By the snake lemma, the kernel of the vertical map IV (−A) → OC(Z) is
IW (B)= IW (−A−C), hence a diagram chase produces an exact sequence

0→ OC(Z)→ OX (−A)⊗OC → OV /OW → 0

which proves the rest of the statement. �

Corollary 5.7. Assume X ⊂P3 is a smooth surface with plane section H , contain-
ing a smooth irreducible curve C. Suppose C is not contained in a plane. Let |Z |
be a complete basepoint-free pencil on C , and let E be the bundle on X associated
to |Z |.

(a) If there is an exact sequence

0→ OX (A)→ E→ IW (B)→ 0

with W zero dimensional and A+ H effective, then there is a line L such that
|Z | =Z(L) is the pencil cut out on C by planes through L. Furthermore, if X
does not contain L , then A = −H and W is the residual scheme to C ∩ L in
X ∩ L , while, if X contains L , then A = L − H and W is empty.

(b) Assume C is linearly normal and |Z | is the pencil cut out on C by planes
through a line L meeting C in a scheme of length at least 2. Then there
exists an exact sequence as above with A = −H if X does not contain L and
A = L − H if X contains L.
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Proof. (a) The divisor B is not effective; otherwise

B+ (A+ H)= (−A−C)+ (A+ H)= H −C

would be effective, which contradicts the assumption that C is not contained in
plane.

Thus we may apply Proposition 5.5 to the given exact sequence to conclude the
linear system |− A| contains a pencil. By assumption P = A+H is effective, and
therefore in order that | − A| = |H − P| may contain a pencil it is necessary that
P be empty or a line.

If P is empty, by 5.5 the are two plane sections D1 = H1∩ X and D2 = H2∩ X
of X meeting in a zero dimensional scheme V , hence the line L = H1 ∩ H2 is not
contained in X . Proposition 5.5b shows |Z | is obtained removing from the pencil
spanned by C ∩ H1 and C ∩ H2 its base locus C ∩ L , that is, |Z | = Z(L), and
Proposition 5.5c shows W is the residual scheme to C ∩ L in X ∩ L .

Finally, if P is a line, then D1 and D2 belong to |H−P|, hence their intersection
V = D1 ∩ D2 is empty. It follows from Proposition 5.5 that |Z | = Z(P) and that
and W is empty.

(b) By the definition of E there is an exact sequence

0→ E→ O⊕2
X → OC(Z)→ 0.

Comparing this sequence with

0→ OC → OC(Z)→ OZ → 0,

we obtain
0→ OX (−C)→ E→ IZ ,X → 0.

Now twist by H and take cohomology to get a long exact sequence

0→ H 0(OX (H −C))→ H 0(E(H))→ H 0(IZ ,X (H))→ H 1(OX (H −C)).

Since Z is contained in a plane, h0(IZ ,X (H)) > 0, while H 1(OX (H − C)) =
H 1(IC(H)) = 0 because C is linearly normal. Hence E(H) has a section, and
after removing torsion in the cokernel if necessary we find an exact sequence:

0→ OX (P − H)→ E→ IW (H − P −C)→ 0,

with W zero dimensional and P effective. Now (b) follows from (a). �

6. ACM curves

In this section we show that, if C is an ACM curve of degree d having a pencil of
minimal degree k ≤ d − 4 on a smooth surface of degree s = sC , then the bundle
E associated to the given pencil satisfies 1(E) > 0 (except for a small list of cases
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given in Proposition 6.10); hence, if the ground field has characteristic zero, it is
Bogomolov unstable. The proof is based on the structure of the biliaison class of
ACM curves which we now briefly recall. We also include some information about
the minimal link 0 of a curve C , which we will need later.

Given a curve C in P3 its fundamental numerical invariants are, besides its
degree dC and its arithmetic genus g(C)= 1−χ(OC):

• its index of speciality e(C)=max{n : h1OC(n) > 0};

• the minimal degree sC of a surface containing C ;

• the integer tC = min{n : h0(IC(n))− h0(OP3(n− sC)) > 0)}. If C is integral
or more generally if C lies on an integral surface of degree sC , the integer tC
is the smallest n such that C is contained in a complete intersection of two
surfaces of degree sC and n.

When C is ACM, all its basic numerical invariants can be computed from the
Hilbert function. It is convenient to express the Hilbert function through its second
difference function, the so called h-vector hC of C — see [Migliore 1998, §1.4] —
because hC is a finitely supported function. Thus one defines

hC(n)= h0(OC(n))− 2h0(OC(n− 1))+ h0(OC(n− 2)).

If s = s(C) and e = e(C), the function hC satisfies

(6-1)


h(n)= n+ 1 if 0≤ n ≤ s−1,

h(n)≥ h(n+ 1) if n ≥ s−1,

h(e+ 2) > 0 and h(n)= 0 for n ≥ e+ 3.

Thus we may write h as

hC = {1, 2, . . . , s, hC(s), . . . , hC(e+ 2)}.

with s = hC(s−1)≥ hC(s)≥ hC(s+1)≥ · · · ≥ hC(e+ 2).
We say that a finitely supported function h :N→N is an h-vector if it satisfies

(6-1) for some s≥ 1. Every h-vector arises as the h-vector of an ACM curve in P3;
see [Martin-Deschamps and Perrin 1990, Theorem V.1.3, p. 111] and Remark 7.7
below. It will be convenient to allow the identically zero function among h-vectors,
and think of it as the h-vector of the empty curve. In terms of the h-vector, the
fundamental invariants of C are:

Proposition 6.1. For an ACM curve C in P3, with h-vector hC , we have

(1) dC =
∑

hC(n),

(2) g(C)= 1+
∑
(n− 1)hC(n),

(3) e(C)+ 2=max{n : hC(n) > 0},



282 ROBIN HARTSHORNE AND ENRICO SCHLESINGER

(4) sC =min{n ≥ 0 : hC(n) < n+ 1}, and

(5) tC =min{n ≥ 0 : hC(n− 1) > hC(n)}.

Consistently with these formulas, for the empty curve we define s = 0, d = 0,
g = 1, e =−∞.

Remark 6.2. If C is an ACM curve with sC = s, then

dC =
∑

hC(n)≥
s−1∑
n=0

(n+ 1)= 1
2 s(s+1).

The h-vectors of integral curves have a special form:

Definition 6.3 [Maggioni and Ragusa 1988]. An h-vector is of decreasing type if
h(a) > h(a+ 1) implies that for each n ≥ a either h(n) > h(n+ 1) or h(n)= 0.

Remark 6.4. By a result from [Ellingsrud 1975] (see also [Martin-Deschamps and
Perrin 1990, p. 5; corollaire 1.2 on p. 134; §1.7, p. 139]), the Hilbert scheme A(h)
of ACM curves in P3 with a given h-vector is smooth and irreducible, even when
h is not of decreasing type.

Gruson and Peskine [1978] (see also [Maggioni and Ragusa 1988] and [Nollet
1998]) showed that, if C is an integral ACM curve, then hC is of decreasing type,
and conversely, if h is an h-vector of decreasing type, then there exists a smooth
irreducible ACM curve C with hC = h. Thus an h-vector h is of decreasing type
if and only if the general curve C in A(h) is smooth and irreducible.

If C is not irreducible, it may happen that every pair of surfaces X1 and X2

containing C of minimal degrees sC and tC have a common component. Nollet
[1998, Proposition 1.5] generalized the result of Gruson and Peskine by showing
that if C is contained in a complete intersection of type (sC , tC), then hC is of
decreasing type. We partially reproduce his argument here:

Lemma 6.5. (i) Suppose an ACM curve D is contained in a complete intersec-
tion Y of type (sD, tD), and let 0 be the curve and linked to D by Y . Then

e(0)+ 3< sD.

(ii) Let 0 be an ACM curve, and suppose a≤ b are integers such that a≥ e(0)+3
and b ≥ e(0)+ 4. Then the h-vector of a curve D linked to 0 by a complete
intersection of type (a, b) is of decreasing type. If a ≥ e(0)+ 4, then sD = a
and tD = b. If a = e(0)+ 3, then sD = a and tD = b− 1.

Proof. If 0 and D are linked by a complete intersection Y of type (a, b), we have,
by [Migliore 1998, 5.2.19],

h0(n)= hY (n)− hD(a+ b− 2− n)= hY (a+ b− 2− n)− hD(a+ b− 2− n).
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Suppose first a = sD and b = tD . Then

h0(sD − 1)= hY (tY − 1)− hD(tD − 1)= sY − sD = 0.

Therefore e(0)+ 3≤ sD − 1.
Next suppose b ≥ a ≥ e(0)+ 4. Then sD ≤ a because D ⊆ Y , and

hD(b− 1)= hY (a− 1)− h0(a− 1)= hY (a− 1)= a

while
hD(b)= hY (a− 2)− h0(a− 2)≤ hY (a− 2)= a− 1

hence sD = a and tD = b.
If a= e(0)+3 and b≥ e(0)+4, then a similar calculation shows hD(b−2)= a

and hD(b− 1) < a, so that sD = a and tD = b− 1.
It remains to show hD is of decreasing type. Let u= s(0). Then u≤ e(0)+3≤a

and h0(n)= hY (n)= n+1 for n ≤ u−1; hence hD(n)= 0 for n ≥ a+b−1−u.
Since h0(n)≥ h0(n+1) for n≥ u−1, we see that for b−1≤m ≤ a+b−2−u

hD(m)−hD(m+1)= hY (m)−hY (m+1)−h0(a+b−2−m)+h0(a+b−1−m)

= 1−∂h0(a+b−1−m)≥ 1,

which shows that hD is of decreasing type. �

Fix a smooth surface X ⊂P3 of degree s. Two curves C and D on X are said to
be biliaison equivalent if C is linearly equivalent to D+ nH for some integer n.

Definition 6.6. A curve C on a surface X is minimal on X if C−H is not effective.

Proposition 6.7. A curve C is minimal on a smooth surface X if and only if

e(C)+ 3< deg(X).

Proof. To say C is minimal is equivalent to saying h0(OX (C−H))= 0. By duality
on X this is the same as h2(IC(s−3))= 0, where s = deg(X). On the other hand,
h2(IC(s−3))= h1(OC(s−3)), so the condition says s−3> e(C), or equivalently,
e(C)+ 3< s. �

Definition 6.8. We say that an h-vector is s-minimal if the corresponding curve
satisfies e + 3 < s. We say that an h-vector is s-basic if it is the h-vector of an
integral curve C satisfying sC = tC = s. Thus the s-basic h-vectors are those
h-vectors of decreasing type that begin with a string

{1, 2, . . . , s−1, s,m}

with m = h(s)≤ s−1.

Table 1 on the next page lists s-basic h-vectors for s = 4 and s = 5.
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d g h-vector C2
−4(d−4) C2

−4(d−5) λ (0 = t H−C) q(λ)

10 11 1,2,3,4 −4 0 1,2,3 20
11 14 1,2,3,4,1 −2 2 2,3 17
12 17 1,2,3,4,2 0 4 1,3 16

s
=

4 13 20 1,2,3,4,3 2 6 1,2 17
13 21 1,2,3,4,2,1 4 8 3 9
14 24 1,2,3,4,3,1 6 10 2 12
15 28 1,2,3,4,3,2 10 14 1 9
16 33 1,2,3,4,3,2,1 16 20 ∅ 0

15 26 1,2,3,4,5 −9 −5 1,2,3,4 50
16 30 1,2,3,4,5,1 −6 −2 2,3,4 46
17 34 1,2,3,4,5,2 −3 1 1,3,4 44
18 38 1,2,3,4,5,3 0 4 1,2,4 44
18 39 1,2,3,4,5,2,1 2 6 3,4 34
19 42 1,2,3,4,5,4 3 7 1,2,3 46
19 43 1,2,3,4,5,3,1 5 9 2,4 36

s
=

5 20 47 1,2,3,4,5,4,1 8 12 2,3 40
20 48 1,2,3,4,5,3,2 10 14 1,4 30
21 52 1,2,3,4,5,4,2 13 17 1,3 36
21 54 1,2,3,4,5,3,2,1 17 21 4 16
22 57 1,2,3,4,5,4,3 18 22 1,2 34
22 58 1,2,3,4,5,4,2,1 20 24 3 24
23 63 1,2,3,4,5,4,3,1 25 29 2 24
24 69 1,2,3,4,5,4,3,2 32 36 1 16
25 76 1,2,3,4,5,4,3,2,1 41 45 ∅ 0

21 50 1,2,3,4,5,6 −12 −8 1,2,3,4,5 105

s
=

6 22 55 1,2,3,4,5,6,1 −8 −4 2,3,4,5 100
23 60 1,2,3,4,5,6,2 −4 0 1,3,4,5 97
24 65 1,2,3,4,5,6,3 0 4 1,2,4,5 96

28 85 1,2,3,4,5,6,7 −12 −8 1,2,3,4,5,6 196

s
=

7

29 91 1,2,3,4,5,6,7,1 −7 −3 2,3,4,5,6 190
30 97 1,2,3,4,5,6,7,2 −2 2 1,3,4,5,6 186

35 130 1,2,3,4,5,6,7,4,3 29 33 1,2,5,6 154

s
=

8 36 133 1,2,3,4,5,6,7,8 −8 −4 1,2,3,4,5,6,7 336
37 140 1,2,3,4,5,6,7,8,1 −2 2 2,3,4,5,6,7 329
45 196 1,2,3,4,5,6,7,8,9 1 5 1,2,3,4,5,6,7,8 540

Table 1. s-basic h-vectors and s-minimal biliaison types.
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Proposition 6.9. Suppose C is an ACM curve contained in a smooth surface X of
degree sC . Let s = sC , t = tC and e = e(C). Then e+ 3≥ t ≥ s and

(a) hC is of decreasing type;

(b) if 0 ∈ |t H −C |, then e(0)+ 3< s and 0 is minimal on X ;

(c) C −m H is effective if and only if m ≤ e+ 4− s;

(d) if C1 ∈ |C − (t−s)H |, hC1 is s-basic;

(e) if C2 ∈ |C − (t−s+1)H |, hC2 is of decreasing type.

There is a one to one correspondence h0 7→ hC1 mapping s-minimal h-vectors
to s-basic h-vectors.

Proof. Since C is ACM, the ideal sheaf IC,P3 is (e+ 3)-regular, hence e+ 3 ≥ t .
By definition of t , we have t ≥ s, and C is contained in a surface F of degree t that
does not contain X . Therefore C is contained in the complete intersection X∩F of
type (s, t). Let 0 ∈ |t H−C | be the curve linked to C by X∩F : then e(00)+3< s
and 0 is minimal (by either Lemma 6.5 or by definition of t).

Each of the curves C , C1, C2 is linked to a curve in the linear system |0| by a
complete intersection of type (s, t), (s, s), or (s−1, s), respectively. By Lemma 6.5
the h-vectors of C , C1 and C2 are of decreasing type, and hC1 is s-basic. �

There is a unique 1-basic h-vector, namely h0={1}, the h-vector of a line. Every
(s−1)-basic h-vector gives rise to two s-basic h vectors by performing a type A
or type B transformation, defined as follows: (1) A type A = As transformation
consists of inserting an s to an (s−1)-basic h-vector h={1, 2, . . . , s−1,m, . . . } to
transform it into the s-basic vector h′ = {1, 2, . . . , s−1, s,m . . . }. Geometrically,
if h is the h-vector of a curve C on a surface X of degree s, h′ is the h-vector of the
effective divisor C + H on X . (2) A type B transformation consists of inserting a
string s, s−1 to an (s−1)-basic h-vector h = {1, 2, . . . , s−1,m, . . . } to transform
it into the s-basic vector h′′ = {1, 2, . . . , s−1, s, s−1,m . . . }. Geometrically, this
operation breaks into two steps: suppose h is the h-vector of a curve C on a surface
X1 of degree s−1. Let C1 = C+ H be obtained by adding to C a plane section of
X1, then pick a surface X2 of degree s containing C1, and finally let C2 = C1+ H
be obtained by adding to C1 a plane section of X2. Then h′′ is the h-vector of C2.

Conversely, any s-basic h-vector with m = h(s) ≤ s − 2 arises from a type A
transformation of an (s−1)-basic h-vector, while any s-basic h-vector with m =
h(s) = s−1 arises from a type B transformation of an (s−1)-basic h-vector. In
particular, the number of s-basic h-vectors is 2s−1 (see Table 1).

Proposition 6.10. Let C be an integral ACM curve in P3 with sC ≥ 4. Suppose C
is contained in a smooth surface X of degree s= s(C). Suppose C has a basepoint-
free pencil of degree k, and let E be the bundle on X associated to such a pencil.
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(a) If k ≤ d − 5, then 1(E) > 0 unless
• s = 4 and (d, g)= (10, 11), or
• s = 5 and (d, g)= (15, 26), (16, 30), or
• s = 6 and (d, g)= (21, 50), (22, 55), (23, 60), or
• s = 7 and (d, g)= (28, 85), (29, 91), or
• s = 8 and (d, g)= (36, 133).

(b) If k = d − 4, then 1(E) > 0 unless
• s = 4 and (d, g)= (10, 11), (11, 14), (12, 17), or
• s = 5 and (d, g)= (15, 26), (16, 30), (17, 34), (18, 38), or
• s = 6 and (d, g)= (21, 50), (22, 55), (23, 60), (24, 65), or
• s = 7 and (d, g)= (28, 85), (29, 91), (30, 97), or
• s = 8 and (d, g)= (36, 133), (37, 140).

Proof. We can compute 1(E) in terms of d = dC and g = g(C):

1(E)= C2
− 4k = 2g− 2− (s− 4)d − 4k = δs(d, g)+ 4(d − k),

where we have set δs(C) = δs(d, g) = 2g − 2 − ds. One can easily verify the
following facts:

(1) Let C ⊆ Xs be a curve on a surface X of degree s in P3, and consider the
divisor C + H on Xs . Then

δs(C + H)− δs(C)= 2d − 3s.

In particular, if d ≥ 1
2 s(s+1) and s ≥ 3, δs(C + H) > δs(C).

(2) Suppose C⊆ Xs+1 is a curve on a surface X of degree s+1 in P3, and consider
the divisor C + H on Xs+1 Then

δs+1(C + H)− δs(C)= d − 3(s+1).

In particular, if d ≥ 1
2 s(s+1) and s ≥ 6, δs+1(C + H) ≥ δs(C), and the in-

equality is strict unless s = 6 and d = 21.

To prove the proposition, we have seen that 1(E) can be computed in terms of
d, g, s, k, which depend only on the h-vector and the choice of s, k. Therefore,
using the two remarks (1), (2) just made and using biliaisons on each surface
to reduce to s-basic h-vectors, and using the transformations of type A and B
mentioned before the statement, it would be sufficient to prove that 1 > 0 for all
s-basic h-vectors with s = 4. Unfortunately this is not so, as 1 ≤ 0 for the first
three 4-basic h-vectors (see Table 1). Still the two remarks show that 1 becomes
positive using the transformations of type A and B, with the only exceptions listed
in the statement. Table 1 displays all h-vectors for which 1≤ 0 for k = d−4 and
k = d − 5. �
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7. General ACM curves

We now generalize the results of [Gruson and Peskine 1978] by giving a description
of a general ACM curve C with a given h-vector h, even when h is not of decreasing
type. We show (Theorem 7.21) that C is a union of smooth ACM subcurves whose
h-vectors are determined by that of C . The basic step is Proposition 7.18, which is
a special case of [Davis 1985, Corollary 4.2], and says that C is the union of two
ACM subcurves whenever hC is not of decreasing type. As a corollary we show
the existence of multisecant lines for ACM curves with h-vector of special types.

Definition 7.1. Let C0 and C be two curves in P3.

(a) Following [Martin-Deschamps and Perrin 1990] we say that C is obtained
by an elementary biliaison of height h from C0 if there exists a surface X
in P3 containing C0 and C so that IC,X ∼= IC0,X (−h). In the language of
generalized divisors [Hartshorne 1994] this means C is linearly equivalent to
C0+ h H on X , where H denotes the plane section.

(b) As a particular case, we say C is obtained by a trivial biliaison of height h if
IC,X = IC0,X IY,X where Y is a complete intersection of X and a surface of
degree h. If Y meets C0 properly, this means C is the union of C0 and Y .

(c) By a special biliaison of degree k we mean an elementary biliaison of height
one C ∼ C0 + H on a surface of degree k ≥ e(C0)+ 4. The condition k ≥
e(C0)+ 4 guarantees sC = sC0 + 1 and k = e(C)+ 3 by [Martin-Deschamps
and Perrin 1990, p. 68].

Proposition 7.2 (Lazarsfeld–Rao property). Suppose C is an ACM curve with in-
dex of speciality e. Then C can be obtained by a special biliaison of degree k=e+3
from some ACM curve C0 satisfying sC0 = sC−1.

Proof. One knows — see for example [Strano 2004] — that an ACM curve C with
index of speciality e can be obtained by an elementary biliaison of height 1 on a
surface X of degree e+ 3 from an ACM curve C0 satisfying

sC0 = sC−1 and e(C0) < e(C).

Since deg(X)= e+ 3≥ e(C0)+ 4, this is a special biliaison. �

Remark 7.3. When sC = 1, the curve C0 above is the empty curve, which is
therefore convenient to allow among ACM curves.

Corollary 7.4. Let C be an ACM curve. Then there exist positive integers k1 <

k2 < · · ·< ku such that C is obtained from the empty curve by a chain of u special
biliaisons of degrees k1, . . . , ku . The sequence λC = (k1, k2, . . . , ku) is uniquely
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determined by C , and we will call it the biliaison type of C. Morever, we have

dC =
u∑

i=1
ki , g(C)= 1+ 1

2

u∑
i=1

ki (ki − 3)+
u∑

i=1
(sC − i)ki ,

sC = u, tC − sC + 1= k1, e(C)+ 3= ku .

Example 7.5. If C ⊂ P3 is ACM , then dC ≥
1
2 sC(sC + 1), with equality if and

only if λC = (1, 2, 3, . . . , sC − 1, sC).

Remark 7.6. The biliaison type λC was introduced from a different point of view
in [Green 1998], and it essentially the same thing as the numerical character {n j }

of [Gruson and Peskine 1978]: the precise relationship, if s = sC , is

n j − j = ks− j for j = 0, . . . , s−1.

The biliaison type (hence the numerical character) is equivalent to the h-vector
of C . Indeed, hC can be recovered from λC because one knows how hC vector
varies in an elementary biliaison, while λC can be computed out of hC via the
formula

ki = #{n : hC(n)≥ sC + 1− i}.

One can visualize hC and λC as follows. In the first quadrant of the (x, y) plane,
draw a dot at (n, p) if n and p are integers satisfying 1 ≤ p ≤ h(n). Then h(n) is
the number of dots on the vertical line x = n, while ki is the number of dots on the
horizontal line y = s− i + 1. In particular, k1 = tC − sC + 1 is the number of dots
on the top horizontal line y = s, and ks = e(C)+ 3 is the number of dots on the
bottom line y = 1.

Remark 7.7. The statement that every h-vector arises as the h-vector of an ACM
curve in P3 is equivalent to the statement that every finite, strictly increasing se-
quence of positive integers λ = (k1, . . . , ku) occurs as λC for some ACM curve
C ⊂ P3. We can see this by induction on u. When u = 1, λ = (k) is the biliaison
type of a plane curve of degree k. If u > 1, by induction there is an ACM curve
C0 with λC0 = (k1, . . . , ku−1). Now sC0 ≤ e(C0)+ 3 = ku−1 < ku . Therefore we
can find a surface X of degree ku containing C0, and construct C from C0 by a
biliaison of height one on X . Since e(C0)+ 3< ku , the biliaison is special, hence
λC equals the given λ. A refined version of this construction is in Theorem 7.21.

Definition 7.8. A sequence λ= (k1, k2, . . . , ku) has a gap at i if ki+1− ki ≥ 3.

For example, the sequence λC of Figure 1 has a gap at i = 2.
Davis [1985] shows that a gap in λC forces C to break in the union of two ACM

subcurves. We now give a more geometric proof of this result. For this we need
some preliminary remarks. While in general the union C of two ACM curves B
and D can fail to be ACM, it is certainly ACM if ID/IC is isomorphic to RB up to
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s = 4

h = {1, 2, 3, 4, 2, 2}

k1 = t− s + 1 = 1

k4 = e + 3 = 6

n

h
λ = {1, 2, 5, 6}

Figure 1. Biliaison type and h-vector.

a twist. This condition is satisfied when C is obtained from B by a trivial biliaison,
and also when C is obtained from B by a chain of elementary biliaisons “trivial on
B” (Lemma 7.16 below). Here are some preliminary examples.

Example 7.9. If C is obtained from a curve B by a trivial biliaison of height h
on a surface X , “adding” to C the complete intersection Y of X with a surface of
degree h, then

IY /IC ∼=
IY /IX

IC/IX

∼=
H 0
∗
(IY,X )

H 0
∗
(IC,X )

∼=
H 0
∗
(OX (−h))

H 0
∗
(IB,X (−h))

∼= RB(−h)

Example 7.10. Let D ⊂ P3 be a curve, and L a line not contained in D. Set
C = D ∪ L , and let f be the degree of the scheme theoretic intersection D ∩ L .
Then ID,C ∼= ID∩L ,L ∼= OL(− f ). If D is ACM, it follows that C = D∪ L is ACM
if and only if ID/IC ∼= RL(− f ).

By the same argument, if B and D are two ACM curves meeting properly and
IB∩D,B ∼= OB(− f ), then C = B ∪ D is ACM if and only if ID/IC ∼= RB(− f ).

From another point of view, suppose B and D are two ACM curves contained
in a smooth surface X , and let C = B+ D. Then

OB(−D) def
= OX (−D)⊗OB ∼= ID,C .

If OB(−D)∼= OB(− f ), then C is ACM if and only if ID/IC ∼= RB(− f ).

The condition ID/IC ∼= RB(− f ) implies that C is obtained by a “generalized
liaison addition” of B and D in the sense of [Geramita and Migliore 1994]. The
following proposition is essentially a special case of Theorem 1.3 of that reference.

Proposition 7.11. Suppose that C contains two subcurves B and D, and that for
some integer f there is an isomorphism of RC -modules:

(7-1) ID/IC ∼= RB(− f ).
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(a) There is a surface S of degree f containing D but not C , and the curve D is
the scheme theoretic intersection of C and S. In particular, f ≥ sD .

(b) The degrees and genera of B, C and D are related by the formulas

dC = dB + dD, g(C)= g(B)+ g(D)+ f dB − 1.

If B and D have no common component, then C is the scheme-theoretic
union of B and D, IB∩D,B ∼= OB(− f ), and B.D = f dB .

If C is contained in a smooth surface X , then C = B + D on X , and
OX (D)⊗OB ∼= OB( f ). In particular, B.D = f dB .

(c) Suppose D is ACM. Then B is ACM if and only if C is ACM, in which case

hC(n)= hB(n− f )+ hD(n)

(d) Suppose B, C and D are ACM and f = sD . If max{λB}<min{λD} then

λC = λB ∪ λD.

Proof. The hypothesis ID/IC ∼= RB(− f ) is equivalent to there being a form
F ∈ H 0(P3,O( f )) such that the sequence

0→ IB/IC(− f )→ RC(− f )
F
→ RC → RD→ 0

is exact. In particular, ID = IC + IS where S is the surface of equation F = 0,
hence D is the scheme theoretic union of C and S. Sheafifying the exact sequence

0→ IB(− f )→ IC → ID/(F)→ 0

we obtain another exact sequence

0→ H 1
∗
(IB)(− f )→ H 1

∗
(IC)→ H 1

∗
(ID).

It follows that, if D is ACM, then H 1
∗
(IB)(− f )∼= H 1

∗
(IC), and B is ACM if and

only if C is ACM.
If B and D are ACM, the relation between the h-vectors follows immediately

from the exact sequence 0→ RB(− f )→ RC → RD→ 0.
The relation between the degrees and genera follows computing the Euler char-

acteristics of the two sides of ID,C ∼= OB(− f ).
Suppose B and D have no common components. The kernel of the natural

surjective map
OB(− f )∼= ID,C → IB∩D,B

is supported on D and is a subsheaf of OB . Since B is locally Cohen–Macaulay and
has no component in common with D, the kernel is zero, hence OB(− f )∼=IB∩D,B .
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Suppose C is contained in a smooth surface X . Since D⊆C , there is an effective
divisor A on X such that C = A+ D. Then

OB(− f )∼= ID,C ∼= OX (−D)⊗OA

from which we deduce A = B and OB( f )∼= OX (D)⊗OB , hence B.D = f dB .
We deduce (d) from (c). By assumption

e(B)+ 3=max{λB}<min{λD} = tD − sD + 1.

On the other hand, hD(n)= sD if and only if sD−1≤ n ≤ tD−1, and hB(n− sD)

is nonzero if and only if sD ≤ n ≤ sD + e(B)+ 2. Since tD > sD + e(B)+ 2,
we see hD(n) = sD whenever hB(n − sD) is nonzero (hB so to speak sits on the
top of hD , as in Figure 1). Now it follows from hC(n) = hB(n− f )+ hD(n) that
λC = λB ∪ λD . �

Example 7.12. Figure 1 on page 289 shows the h-vector of a curve which is the
union of a twisted cubic curve B and a divisor D of type (6, 5) on a smooth quadric
surface. The biliaison types are λB = {1, 2} and λD = {5, 6}.

Definition 7.13. Suppose D0 ⊆ C0 are curves in P3 contained in a surface X , and
D is obtained from D0 by an elementary biliaison of height h on X . The biliaison
is defined by an injective morphism v : ID0,X (−h)→ OX whose image is ID,X .
Then the image of the restriction of v to IC0,X (−h), is the ideal IC,X of a curve
C ⊂ X , obtained by biliaison from C0. In this case, we say that the biliaison from
C0 to C is induced by the given biliaison from D0 to D. Note that C contains D.

Remark 7.14. When D0 is empty, a biliaison induced from D0 is the same thing
as a trivial biliaison. Indeed, in this case v is multiplication by a local equation of
the complete intersection D in OX , and v maps IC0,X (−h) onto IC0,X ID,X .

Remark 7.15. For an elementary biliaison from C0 to C to be induced by a biliai-
son of D0 it is enough that the corresponding morphism u : IC0,X (−h)→ OX lift
to a morphism û : ID0,X (−h)→ OX . Indeed, û is automatically injective because
its kernel K is isomorphic to a subsheaf of ID0,C0(−h) ⊆ OC0(−h), and at the
same time is a subsheaf of OX (−h); since OX and OC0 have no common associated
points, we must have K= 0.

Lemma 7.16. Suppose C0 contains B and D0, and ID0/IC0
∼= RB(− f ). Suppose C

is obtained by an elementary biliaison from C0 induced by an elementary biliaison
of height h from D0 to D on a surface X. Then C contains D and B, and

ID/IC ∼= RB(− f − h).
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Proof. Since the biliaison from C0 to C is induced by that from D0 to D, C contains
D, and

ID/IC ∼=
ID0/IX (−h)
IC0/IX (−h)

∼= RB(− f − h)

In particular, RB(−h− f ) is an RC -module, therefore B ⊆ C . �

Lemma 7.17. Suppose C0 contains B and D0, and ID0/IC0
∼= RB(−sD0). If k is

an integer such that

k ≥max(sD0 + e(B)+ 6, e(C0)+ 4),

then any height-one biliaison from C0 to C on a surface of degree k is induced by
a biliaison from D0 to a curve D such that

ID/IC ∼= RB(−sD)

Proof. The lemma generalizes [Martin-Deschamps and Perrin 1990, Remark 2.7c,
p. 65], which treats the case C0 = B and D0 = ∅. The statement in this case
becomes: if k ≥ e(C0)+ 6, then every height-one elementary biliaison from C0 to
C on a surface of degree k is trivial.

To prove the statement, let X be the degree k surface on which the biliaison
from C0 to C is defined, and apply HomOX ( · ,OX ) to the exact sequence

0→ IC0,X (−1)→ ID0,X (−1)→ OB(−sD0 − 1)→ 0

to see that u : IC0,X (−1)→ OX lifts to û : ID0,X (−1)→ OX if and only if the
image of u in Ext1OX

(OB(−sD0 − 1),OX ) vanishes. Now by Serre duality on X the
latter Ext group is dual to

H 1(X,OB(k− sD0 − 5))

which is zero because k≥ sD0+e(B)+6. Thus u lifts to give a height-one biliaison
from D0 to a curve D inducing the biliaison from C0 to C . By Lemma 7.16 above
ID/IC ∼= RB(−sD0−1). Finally, since k ≥ sD0 + 1, we have sD = sD0 + 1. �

The following proposition is a special case of [Davis 1985, Corollary 4.2].

Proposition 7.18. Suppose the biliaison type λC = (k1, k2, . . . , ks) of an ACM
curve C has a gap at j . Then C contains ACM curves B and D such that

λB = (k1, k2, . . . , k j ), λD = (k j+1, k j+2, . . . , ks), and ID/IC ∼= RB(−sD).

Furthermore, (B, D) is the unique pair of ACM curves with the above properties.

Proof. Note that s = sC . Suppose first j = s−1, that is, ks ≥ ks−1 + 3. Since
ks = e(C)+3, by Proposition 7.2 C is obtained by a special biliaison on a surface



GONALITY OF A GENERAL ACM CURVE IN P3 293

X of degree ks from an ACM curve B. By definition of biliaison type, λB =

(k1, k2, . . . , ks−1). As ks−1 = e(B)+ 3, we see

ks ≥ ks−1+ 3= e(B)+ 6.

By Lemma 7.17 the biliaison is trivial, so C contains a plane section D of X , and
ID/IC ∼= RB(−1). Since λD = (deg(X))= (ks), the statement holds when j = s−1

We now suppose j < s−1 and proceed by induction on s− j . By Proposition 7.2
C is obtained by a special biliaison on a surface X of degree ks from an ACM curve
C0 whose biliaison type is λ0 := λC0 = (k1, k2, . . . , ks−1). Thus λ0 has a gap at j ,
and sC0 = s−1, hence by induction C0 contains ACM curves B and D0 such that
λB = (k1, k2, . . . , k j ), λD0 = (k j+1, k j+2, . . . , ks−1), and ID0/IC0

∼= RB(−sD0).
In particular, sD0 = s− j − 1, so that

ks ≥ k j+1+ s− j − 1≥ k j + 3+ sD0 = e(B)+ 6+ sD0 .

Since ks = e(C)+ 3 ≥ e(C0)+ 4, by Lemma 7.17 the biliaison from C0 to C is
induced by a biliaison from D0 to a curve D, and ID/IC ∼= RB(−sD). Finally, since
D is obtained from D0 by a special biliaison, D is ACM and λD = λD0 ∪ (ks) =

(k j+1, k j+2, . . . , ks).
It remains to prove uniqueness. Note that sD = s− j is determined by C , hence

so is tD because
tD − sd + 1=min(λD)= k j+1.

By assumption e(B)+ 3 = k j ≤ k j+1− 3 = tD − sD − 2, hence from the exact
sequence

0→ ωD(m)→ ωC(m)→ ωB(sD +m)→ 0

we see
H 0(ωD(m))= H 0(ωC(m)) for every m ≤ 3− tD.

We will show that �D = H 0
∗
(ωD) is generated over the polynomial ring R =

H 0
∗
(P3) by its elements of degree at most 3− tD . Taking this for granted for the

moment, it follows that �D is the submodule of �C generated by⊕
m≤3−tD

H 0(ωC(m));

hence it is determined by C . But ID is the annihilator of �D , because RD is
Cohen–Macaulay with canonical module �D , hence D is determined by C .

Since tD − sD + 1 = k j+1 > 1, the curve D is contained in a unique surface
S of degree sD , and therefore B is also determined, being the residual curve to
D = C ∩ S in C .

To finish, we need to show �D = H 0
∗
(ωD) is generated by its sections of degree

at most 3 − tD . For this we choose a complete intersection Y of type (sD, u)
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containing D and let E be the curve linked to D by Y . As �D ∼= IE/IY (−eY ) and
IE is generated by its elements of degree at most e(E)+ 3, it is enough to show
e(Y )− tD ≥ e(E).

From ωE(−e(Y ))∼= ID/IY and h0(ID(tD−1))= h0(IY (tD−1)), we see that
h0(ω(tD − 1− e(Y )))= 0; that is, tD − e(Y )≤−e(E), as desired. �

Corollary 7.19. Let C ⊂ P3 be an irreducible, reduced ACM curve that is con-
tained in a smooth surface X of degree s = sC . Let t = tC and e = e(C).

(a) If hC(e+ 1) = 3, hC(e+ 2) = 2, then C has a unique (e+ 3)-secant line L ,
and every surface of degree at most e+ 2 containing C contains L as well.

(b) If hC(t) = s − 2, hC(t + 1) = s − 3 (so that s ≥ 3), then X contains a line L
that is a (t−s+1)-secant of C.

Remark 7.20. As a partial converse, we will see in the proof of Theorem 9.1 that,
if, for every smooth C in the Hilbert scheme A(h), the general surface of degree s
containing C contains a line, then the h-vector of C satisfies either (a) or (b).

Proof of Corollary 7.19. Since X is smooth, by definition of t there is surface X t of
degree t containing C but not X . Thus C is contained in the complete intersection
Y = X ∩ X t . Let 0 the curve linked to C by Y . Then on X

C ∼ t H −0

where H denotes a plane section of X , and ∼ stands for linear equivalence. By
[Migliore 1998, Corollary 5.2.19],

h0(n)= hY (s+ t − 2− n)− hC(s+ t − 2− n).

Case A: h(e+ 1)= 3 and h(e+ 2)= 2. The formula above implies

s0 =min{s, s+ t − 4− e}.

But t ≤ e+ 3 because hC(e+ 3)= 0, hence s0 = s+ t − 4− e. The conditions on
hC then translate as follows:

h0(s0)= h0(s0 + 1)= s0 − 1.

If s0 = 1, this implies 0 = L is a line. If s0 ≥ 2, then the condition on h0 is
equivalent to λ0 = (1, k2, . . . ), with k2 ≥ 4 because h0(n) ≥ s0 − 1 at least for
n= s0−2, s0−1, s0, s0+1. By Proposition 7.18 0 contains a line L and an ACM
curve D with ID/I0 ∼= RL(1− s0). We can treat the two cases simultaneously if
we take D to be the empty curve when s0 = 1.

By Proposition 7.11, 0 = L + D on X , and L .D = s0 − 1. Thus

C.L = (t H − L − D).L = t + s− 2− s0 + 1= s+ t − s0 − 1= e+ 3.
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In particular, every surface of degree at most e+ 2 containing C contains L as
well. On the other hand, C + L is an ACM curve, because it is linearly equivalent
to D+ t H . Therefore

IC/IC+L ∼= RL(−C.L)= RL(−e− 3).

It follows that hC∪L(n) and hC(n) differ only for n=e+3, where their value is 1 and
0 respectively. In particular, hC∪L(e+2)= hC(e+2)= 2 and hC∪L(e+3)= 1, so
that by [Nollet 1998, Proposition 1.5] the homogeneous ideal of C∪L is generated
by its forms of degree at most e+ 2, hence by the forms in IC of degree at most
e+ 2.

Suppose now M is an (e+3)-secant line of C . Then the homogeneous ideals of
C and C ∪M coincide in degrees at most e+ 2. It follows that the ideal of C ∪ L
is contained in that of C ∪M , hence C ∪ L = C ∪M and L = M . Therefore L is
the unique (e+ 3)-secant of C .

Case B: hC(t)= s− 2 and hC(t + 1)= s− 3. Then h0(s−3) = h0(s − 2) = 1
and h0(s−1)= 0. This implies either λ0 = (s−1), or λ0 = (. . . , ku−1, s−1) with
s−1− ku−1 ≥ 3. By Proposition 7.18, 0 contains a plane curve P of degree s−1
and an ACM curve B (possibly empty) such that IP/I0 ∼= RB(−1).

By Proposition 7.11, 0= B+P on X , and B.P = dB . Let L be the line residual
to P in the intersection of X with the plane of P . Then B.L = B.H − B.P = 0;
hence

C.L = (t H − B− P).L = ((t − 1)H − B+ L).L = t − 1+ 2− s = t−s+1. �

Given any sequence λ = (k1, k2, , . . . , ku) with r−1 gaps (for any r ≥ 1), we
can decompose λ uniquely as

(7-2) λ= λ1 ∪ λ2 ∪ · · · ∪ λr ,

where each λi has no gaps and, if ai and bi denote respectively the minimum
and the maximum integer in λi , we have ai+1 − bi ≥ 3. We call (7-2) the gap
decomposition of λ.

Theorem 7.21. Let A(λ) denote the Hilbert scheme parametrizing ACM curves
having biliaison type λ. If C is general in A(λ), then C is reduced and for every
f ≥ e(C)+ 3, there exists a smooth surface F of degree f containing C.

Let λ= λ1 ∪ λ2 ∪ · · · ∪ λr be the gap decomposition of λ. Then:

(a) Every ACM curve C ∈ A(λ) contains ACM subcurves Di , i = 1, 2, . . . , r ,
such that λDi = λi .

(b) If C is general in A(λ), we have

C = D1 ∪ D2 ∪ · · · ∪ Dr ,
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where the Di are distinct smooth irreducible ACM curves satisfying λDi = λi ;
for every 1≤ i1 < i2 < · · ·< ih ≤ r , the curve

Di1 ∪ Di2 ∪ · · · ∪ Dih

is ACM and has biliaison type λi1 ∪ λi2 ∪ · · · ∪ λih .

Remark 7.22. The Di in Theorem 7.21 (for i ≥ 2) are not necessarily general in
A(λi ): this is because they are forced to lie on surfaces containing D j for j < i .

Proof of Theorem 7.21. Recall that by a theorem of Ellingsrud A(λ) is irreducible
(see Remark 6.4). By Proposition 7.18 and induction on the number of gaps we
see that for each i , 1≤ i ≤ r , there are ACM curves Ci and Di with the following
properties:

(1) Cr = C and C1 = D1.

(2) If 2≤ i ≤ r , Ci contains Ci−1 and Di , and IDi /ICi = RCi−1(−sDi ).

(3) λDi = λi for every 1≤ i ≤ r .

(4) λCi = λ1 ∪ λ2 ∪ · · · ∪ λi for every 1≤ i ≤ r .

We claim that for every 1 ≤ i1 < i2 < · · · < ih ≤ r there are ACM curves
Ei1,i2,...,ih ⊆ Cih such that

(1) if h = 1, Ei = Di , and, if h = r , E1,2,...,r = C ;

(2) if 2≤ h ≤ r , Ei1,i2,...,ih contains Ei1,i2,...,ih−1 and Dih , and

IDih
/Ei1,i2,...,ih = REi1,i2,...,ih−1

(−sDih
);

(3) λEi1,i2,...,ih
= λi1 ∪ λi2 ∪ · · · ∪ λih .

We prove the statement by induction on h. When h = 1 there is nothing to prove.
Suppose h > 1. By the induction hypothesis, there is a curve A = Ei1,i2,...,ih−1 ⊆

Cih−1 with the properties above. Let B=Cih−1. By Lemma 7.23 below there exists
a curve C0 ⊆ Cih containing B and Dih such that IDih

/IC0
∼= RA(−sDih

). Since A
and Dih are ACM, it follows from Proposition 7.11 that C0 is ACM as well. We
define Ei1,i2,...,ih to be C0. Then Ei1,i2,...,ih has the required properties (the formula
for the biliaison type follows from part (d) of the same proposition).

To see the components Di of a generic C are smooth, we follow the original
proof of [Gruson and Peskine 1978, 2.5]. More precisely we show that, if

λ= λ1 ∪ λ2 ∪ · · · ∪ λr

is the gap decomposition of λ = (k1, . . . , ks), there exists an ACM curve C with
λC = λ satisfying the following properties:

(1) C is contained in a smooth surface for every f ≥ ks = e(C)+ 3.



GONALITY OF A GENERAL ACM CURVE IN P3 297

(2) C = D1 ∪ D2 ∪ · · · ∪ Dr , where the Di are smooth irreducible ACM curves
satisfying λDi = λi ; in particular, C is reduced.

(3) ωDr (−e(Dr )) has a section whose scheme of zeros is smooth (contains no
multiple points).

We prove this statement by induction on s as in [Gruson and Peskine 1978,
2.5]. For s = 1, the statement is about plane curves and is well known (note that
e(C)+ 3= dC for a plane curve C).

Assume now the statement is true for λ, fix a curve C with the properties above,
and consider λ+ = λ∪ {ks+1}. We have two cases to consider:

Case 1: ks+1 ≤ ks + 3. In this case λ+ has a gap at s, and its gap decomposition
is λ+ = λ1 ∪ λ2 ∪ · · · ∪ λr ∪ {ks+1}.

By assumption, ks+1 ≥ ks + 3 = e(C)+ 6; thus there exists a smooth surface
X of degree ks+1 containing C . Let Dr+1 be a general plane section of X , and
let C+ = C ∪ Dr+1. Then Dr+1 is smooth with λ = (ks+1), thus C+ satisfies (2)
with respect to λ+. It also satisfies (3) because ωDr+1(−e(Dr+1)) ∼= ODr+1 . By
construction C+ lies on the smooth surface X of degree ks+1 = e(C+)+ 3. The
fact that C+ is contained in a smooth surface of degree f , for every f > e(C+)+3,
follows now from the fact that IC+(e(C+)+3) is generated by its global sections;
see, for example, [Peskine and Szpiro 1974] and [Nollet 1998, Corollary 2.9]. Thus
C+ also satisfies (1), and we are done in case 1.

Case 2: ks+1 = ks + 1 or ks + 2. In this case the gap decomposition of λ+ is

λ+ = λ1 ∪ λ2 ∪ · · · ∪ λr−1 ∪ λ
+

r

where λ+r = λr ∪ {ks+1}.
We can still find a smooth surface X of degree ks+1 containing C because ks+1>

e(C)+ 3. In particular, X contains Dr . The proof of [Gruson and Peskine 1978,
2.5] shows that the general curve D+r in the linear system Dr +H on X is smooth
with λD+r = λ

+
r , and that ωD+r (−e(D+r )) has a section whose scheme of zeros is

smooth. Thus

C+ = D1 ∪ D2 ∪ · · · ∪ D+r

has the required properties (note that e(C+)+ 3= ks+1 = deg(X)). �

Lemma 7.23. Suppose C ⊂ P3 is a curve, with subcurves B, D such that

ID/IC

β
∼= RB(− f ).

If A is a subcurve of B, there exists a unique curve C0 with the following properties:

(1) C0 is contained in C.
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(2) C0 contains A and D, and there is an isomorphism ID/IC0

α
∼= RA(− f ) which

makes commutative the diagram

ID/IC
β

−−−→
∼=

RB(− f )y y
ID/IC0

α
−−−→
∼=

RA(− f )

where the vertical arrows are induced by the inclusions C0 ⊆ C and A ⊆ B.

If A and D have no common components, then C0 = A∪ D.

Proof. The inclusion

IA/IB(− f ) ↪→ RB(− f )
β−1

∼= ID/IC ↪→ RC

defines an ideal J in RC . Uniqueness is clear, because if such a C0 exists, we
must have IC0/IC = J . To show existence, let I be the inverse image of J in the
polynomial ring R= H 0

∗
(OP3), so that I/IC ∼= IA/IB(− f ). The given isomorphism

ID/IC

β
∼= RB(− f ) induces ID/I

α
∼= RA(− f ), hence an exact sequence

0→ RA(− f )→ R/I → RD→ 0.

From this exact sequence we see that R/I has depth at least one, hence I is the
saturated ideal of a subscheme C0 ⊂ C .

By construction IC0/IC and IA/IB(− f ) are isomorphic, so that the given iso-

morphism ID/IC

β
∼= RB(− f ) induces another, ID/IC0

α
∼= RA(− f ), with the desired

properties. Finally, we can check C0 is a locally Cohen–Macaulay curve looking
at the exact sequence

0→ OA(− f )→ OC0 → OD→ 0.

If A and D have no common components, then C0 contains the union A ∪ D.
Since both C0 and A∪ D are locally Cohen–Macaulay curves of degree dA+ dD ,
they must be equal. �

8. Bounds on the quadratic form φ(D, D)

Let X ⊂P3 be a smooth surface of degree s ≥ 2. We will make use of the bilinear
form on Pic(X):

φ(D, E)= (D.H) (E .H)− s (D.E)= det
[

D.H H 2

D.E E .H

]
.
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This is essentially the positive definite product on Pic(X)/ZH induced by the in-
tersection product: by the algebraic Hodge index theorem, φ(D, D) ≥ 0 for any
divisor D on X , and φ(D, D)= 0 if and only if D is numerically (hence linearly)
equivalent to a multiple of H .

In the proof of our main theorem it will be crucial to be able to bound φ(D, D)
from below in terms of the degree dD when D is an ACM curve on X . Note that
if D is a curve on X , then

(8-1) φ(D, D)= d2
D + s(s− 4)dD − 2s(g(D)− 1)

Thus, if we fix the degree dD and s, then knowing φ(D, D) is the same as knowing
the genus g(D), and bounding φ(D, D) from below is the same as bounding g(D)
from above. In fact, the bounds of this section can be seen as a refinement of
the bounds on the genus of an ACM curve of [Gruson and Peskine 1978]; see
Remark 8.8. The form φ(D, D) has the advantage of being invariant if we replace
D with m H − D or D+ nH , that is, it is invariant under liaison and biliaison on
X . Thus one can compute φ(D, D) assuming D is a minimal curve on X .

To compute these bounds we note that, by (8-1), the form φ(D, D) for an ACM
curve D depends only on the h-vector (or the biliaison type λ) of D and on s. Since
it is enough to consider only minimal curves on X , and there only finitely many
possible biliaison types λ of minimal curves for each s, our proof will proceed by
a careful analysis of these λ.

We call a biliaison type λ s-minimal if it corresponds to a minimal ACM curve
on a smooth surface X of degree s. Since minimal is equivalent to e + 3 < s
by Proposition 6.7, the s-minimal types λ are just those increasing sequences of
positive integers λ= (k1, k2, . . . , ku) satisfying ku< s. There are 2s−1 such possible
sequences (including the empty one), and by Proposition 6.9 the corresponding
curves are linked by a complete intersection (s, s) to curves with s-basic h-vectors.
For any such λ, we let d, g, e be the corresponding invariants of the associated
curve 0, and we define

(8-2) q(λ)= φ(0, 0)= d2
+ s(s− 4)d − 2s(g− 1).

Then one verifies the formula

(8-3) q(λ)=
u∑

i=1

ki (s−1)(s− ki ) − 2
∑

1≤i< j≤u

ki (s− k j ).

Table 1 on page 284 lists all the s-basic h-vectors and associated s-minimal bili-
aison types λ for s = 4, 5 and a few for s = 6, 7, 8, 9, together with the values q
takes on them.
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Definition 8.1. Suppose λ = (k1, k2, . . . , ku) is s-minimal. Then we define the
s-dual λ′ of λ to be

λ′ = (s− ku, s− ku−1, . . . , s− k1)

if λ 6=∅. If λ=∅, then λ′=∅. Note that, if λ is the biliaison type of an ACM curve
0, then λ′ is the biliaison type of a curve linked to 0 by a complete intersection of
two surfaces of degree s0 = uλ and s (see Section 6).

Proposition 8.2. The invariants of λ′ are uλ′ = uλ, dλ′ = uλs− dλ, q(λ′)= q(λ).

Proof. The first two equalities are obvious. The equality q(λ′)= q(λ) follows from
(8-3), or can be deduced from the invariance of φ(D, D) under liaison on X . �

We say that λ1= (k1, k2, . . . , ku) precedes λ2= (l1, l2, . . . , lv) and write λ1<λ2

if ku < l1. In this case, if λ2 is s-minimal, then

λ1 ∪ λ2 = (k1, k2, . . . , ku, l1, . . . , lv)

is also s-minimal. Note that (λ∪µ)′ = µ′ ∪ λ′.

Example 8.3. A plane curve of degree k < s on a surface X of degree s ≥ 2 is
minimal. The corresponding λ sequence is λ= (k), and q(λ)= k(s−1)(s− k).

More generally if λ is the biliaison type of a complete intersection of two sur-
faces of degrees a ≤ b < s then q(λ)= ab(s− a)(s− b).

Example 8.4. Let λ= (1, 2, . . . , k−1, k) with k < s. Then dλ = 1
2 k(k+ 1) and

q(λ)= dλ
(
s2
−

2
3 s(2k+ 1)+ dλ

)
The first statement of Proposition 8.5 below determines, once q((k)) is known,

the function q(λ) by induction on the number uλ of elements of λ.

Proposition 8.5. Suppose λ < µ are s-minimal.

(a) q(λ∪µ)= q(λ)+ q(µ)− 2dλdµ′ .

(b) If λ < (k) and (k+ 1) < µ, then

q(λ∪ (k+ 1)∪µ)− q(λ∪ (k)∪µ)= (s−1)(s−1− 2k)− 2(dµ′ − dλ).

(c) Suppose β is another s-minimal biliaison type, and h, k are two integers such
that λ< (h−1), (h) < β < (k), and (k+1) <µ. Let δ= λ∪ (h)∪β∪ (k)∪µ
and ε = λ∪ (h−1)∪β ∪ (k+1)∪µ. Then

q(δ)− q(ε)= 2s(k− h− uβ)≥ 2s > 0.

We next show that q(λ) increases if one inserts a new integer in a sequence λ.
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Corollary 8.6. Let (k1, k2, . . . , ku) be s-minimal.

(a) If ku < k < s, then

q(k1, k2, . . . , ku, k)≥ q(k1, k2, . . . , ku)+ k(s− k)2

In particular, q(λ)≥ (s−1)2 unless λ=∅.

(b) If ki < k < ki+1, then

q(k1, k2, . . . , ki , k, ki+1, . . . , ku)≥ q(k1, k2, . . . , kr )+ k(s− k).

Proof. Let λ= (k1, k2, . . . , ku) By Proposition 8.5 we have

q(λ∪ (k))= q(λ)+ q(k)− 2dλ(s− k)= q(λ)+ (s− k) (k(s−1)− 2dλ) .

Thus the first claim follows from

(8-4) dλ =
r∑
1

ki ≤
1
2

k(k− 1).

For the second claim, set λ = (k1, k2, . . . , ki ) and µ = (ki+1, ki+2, . . . , ku).
Using Proposition 8.5 we compute

q(λ∪ ((k)∪µ))− q(λ∪µ)= q((k)∪µ)− q(µ)+ 2dλ(dµ′ − d((k)∪µ)′)

Now dµ′ − d((k)∪µ)′ =−(s− k), while by duality and the first claim

q((k)∪µ)− q(µ)= q(µ′ ∪ (s− k))− q(µ′)≥ (s− k)k2.

Hence

q(λ∪ ((k)∪µ))− q(λ∪µ)≥ (s− k)k2
− 2dλ(s− k)

= (s− k)(k2
− 2dλ)≥ k(s− k),

where the last inequality follows from (8-4). �

We now prove a lower bound for q(λ) in terms of the residue class of dλmodulo s.

Proposition 8.7. Let λ be s-minimal, of degree d congruent to f modulo s, with
0≤ f < s. Then

(a) If uλ = 2, so that λ= (h, k) with h+ k ≡ f (mod s), then

q(λ)=
{

f (s−1)(s− f )+ 2h(k−1)s if h+ k < s,
f (s−1)(s− f )+ 2(s−k)(s−h−1)s if h+ k ≥ s.

(b) If uλ ≥ 3 and s ≥ 5, we have

q(λ)≥ 2s+m( f, s),

where m( f, s) denotes the minimum of q(µ) as µ varies among s-minimal



302 ROBIN HARTSHORNE AND ENRICO SCHLESINGER

biliaison types satisfying uµ = 2 and dµ ≡ f or dµ ≡ s− f (mod s). In fact,

m( f, s)=
{

f (s−1)(s− f )+ 2s( f−2) if 3≤ f ≤ s− f or f = s−2, s−1,
f (s−1)(s− f )+ 2s(s− f−2) if 3≤ s− f ≤ f or f = 0, 1, 2.

This minimum is attained by λ= (1, f−1) and λ′= (s− f+1, s−1) when 3≤
f ≤ s− f or if f = s−2, s−1, and by λ= (1, s− f−1) and λ′ = ( f +1, s−1)
when 3≤ s− f ≤ f or f = 0, 1, 2.

Proof. Part (a) is a simple computation. To prove part (b), note that the role of f
and s− f is symmetric, reflecting the fact that q(λ)= q(λ′). Thus we can replace
λ with λ′ whenever convenient. If λ = (k1, k2, . . . , kr ) and there are two indices
i < j such that ki −1> ki−1 and k j +1< k j+1, we replace ki by ki −1 and k j by
k j+1 to obtain a new increasing sequence λ1 with the same degree as λ, hence the
same f . Then q(λ) ≥ q(λ1)+ 2s by Proposition 8.5(c). When uλ = 2, it follows
that the minimum m( f, s) is attained by sequences of the form (1, k) or (h, s−1),
as in the statement. When uλ ≥ 3, iterating the procedure above and passing to the
dual word if necessary, we may assume that λ is one of the following sequences:

(1, 2, . . . , h) 3≤ h < s

(1, 2, . . . , h, s−m, s−(m−1), . . . , s−1) 1≤ m ≤ h, 2≤ h ≤ s−m−2

(1, 2, . . . , h, k) 2≤ h ≤ k−2

(1, 2, . . . , h, k, s−m, s−(m−1), . . . , s−1) m ≤ h, 1≤ h ≤ k−2, k ≤ s−m−2

If λ= (1, 2, . . . , s−1), we replace it with (2, . . . , s−2), since

q(1, 2, . . . , s−1) > q(2, . . . , s−2)

If h ≥ 2, we define

µ= (2, . . . , h−1, h+ 1, . . . )

to be the sequence obtained removing 1 and h from λ and adding h+ 1. If h = 1,
then λ= (1, k, s−1) with 3≤ k ≤ s−3, in which case we define µ= (k+1, s−1).

Then dµ = dλ, uµ = uλ − 1, hence we will be done by induction on uλ if we
show q(λ) ≥ q(µ)+ 2s. By Proposition 8.5(a) we can assume λ = (1, 2, . . . , h)
and µ= (2, . . . , h−1, h+ 1). Then one computes q(λ)− q(µ)= 2s. �

Remark 8.8. One can show that the bound q(λ)≥ f (s−1)(s− f ) is equivalent to
the bound in [Gruson and Peskine 1978] for the genus of an ACM curve of degree
d > s(s−1) not lying on a surface degree s−1. They also show that curves of
maximal genus are linked to plane curves: in our notation this means uλ = 1 if
q(λ) attains its minimal value f (s−1)(s− f ).
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Corollary 8.9. Let λ be s-minimal of degree d congruent to f modulo s, with
0≤ f < s. If uλ ≥ 2, then

q(λ)≥


2s(s−2) if f = 0,
3s2
− 8s+1 if f = 1 or f = s−1,

2s2
− 4s+ 4 if f /∈ {0, 1, s−1}.

Proof. We may assume s ≥ 5 because the cases s = 3, 4 are easily checked; see
Table 1. If f =0, 1 or s−1, the statement follows immediately from Proposition 8.7.
If f 6= 0,1, s−1, again by the smae proposition we have

q(λ)≥ q( f )+ 2s ≥ q(2)+ 2s = 2s2
− 4s+ 4. �

Corollary 8.10. Suppose s ≥ 5 and let λ be s-minimal. Suppose q(λ) ≤ (s+1)2.
Then one of the following occurs:

(1) λ=∅ and q(λ)= 0.

(2) λ= (1) or λ= (s−1), and q(λ)= (s−1)2.

(3) 5≤ s ≤ 7 and λ= (2) or λ= (s−2), so that q(λ)= 2(s−1)(s−2).

(4) s = 6 and λ= (3), so that q(λ)= 3(s−1)(s−3)= 45.

(5) s = 5 or 6 and λ= (1, s−1).

(6) s = 5 and λ= (1, 3) or λ= (2, 4), in which case q(λ)= 36= (s+1)2.

(7) s = 5 and λ= (1, 2) or λ= (3, 4), in which case q(λ)= 34.

Furthermore, if q(λ)≤ (s−1)2, then either (1) or (2) occurs. If (s−1)2<q(λ)≤ s2,
then either s = 4 and λ= (2) or (1, 3), or s = 5 and λ= (2) or (3).

Proof. Suppose first λ = ( f ). Then q(λ) = f (s−1)(s− f ). One checks this is
bigger than (s+1)2 except in the cases listed in the statement.

Suppose now uλ ≥ 2. If f = 0, then q(λ)≥ 2s(s−2) by Corollary 8.9, and this
is bigger than (s+1)2 unless s ≤ 6. When s = 5 or 6, one checks by hand the only
possibility is λ= (1, s−1).

If f = 1 or s−1, the lower bound for q(λ) is

3s2
− 8s+1,

which is bigger than (s+1)2 unless s≤ 5. When s= 5, one finds the two sequences
λ= (1, 3) or λ= (2, 4).

If f 6= 0, 1, s−1, then q(λ) ≥ 2s2
− 4s+ 4 which is bigger than (s+1)2 unless

s ≤ 5. When s = 5, one finds the two sequences λ= (1, 2) or λ= (3, 4) for which
q(λ)= 34. �
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9. Gonality of a general ACM curve

In this section we give the proof of our main result.

Theorem 9.1. Assume K has characteristic zero. Let C ⊂ P3
K be an irreducible,

nonsingular ACM curve with h-vector h, and let s = sC , t = tC , e = e(C) and g =
g(C). Assume that s ≥ 4 and that (s, d, g) is not one of the following: (4, 10, 11),
(5, 15, 26), (5, 16, 30), (6, 21, 50), (6, 22, 55), (6, 23, 60), (7, 28, 85), (7, 29, 91),
(8, 36, 133).

Suppose there is a smooth surface X of degree s containing C with the following
properties:

(1) The linear system |t H − C | on X contains a reduced curve 0, such that the
irreducible components D1, . . . Dr are ACM curves, and

λ0 = λD1 ∪ λD2 ∪ · · · ∪ λDr

is the gap decomposition of λ0.

(2) The Picard group of X is Pic(X)= Z[H ]⊕Z[D1]⊕ · · ·⊕Z[Dr ].

(3) C is general in its linear system on X.

Then
gon(C)= d − l,

where l = l(C) is the maximum order of a multisecant of C. Furthermore, with
the possible exception of the values of (s, d, g) listed in Proposition 6.10(b), C has
finitely many g1

d−l ; hence its Clifford index is

Cliff(C)= gon(C)− 2= d − l − 2.

More precisely:

(a) If h(e+ 1) = 3, h(e+ 2) = 2, then the gonality of C is d−e−3 and there is
unique pencil of minimal degree, arising from the unique (e+ 3)-secant line
of C (compare Corollary 7.19).

(b) if h(t)= s− 2, h(t + 1)= s−3, t > s+ 3, but the condition of case (a) above
does not occur, then the gonality of C is d − (t−s+1), and there is unique
pencil of minimal degree, arising from the unique (t−s+1)-secant line of C.

(c) if neither case (a) nor (b) above occurs, then the gonality of C is d−4, and
every g1

d−4 on C arises from a 4-secant line, unless either

(1) (s, d, g) is in the list of Proposition 6.10(b), or
(2) s = 4, C ∈ |C0 + bH | where b ≥ 2 and C0 has degree 4 and arithmetic

genus 1; in this case |OC(b)| is the unique g1
d−4 that does not arise from a

4-secant.
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Finally, if C has a complete basepoint-free pencil of degree k < d − 4, then the
pencil arises either from an (e+ 3)-secant line or from a (t−s+1)-secant line.

Remark 9.2. The conditions on h in (a) and (b) are not satisfied in any of the cases
listed in Proposition 6.10(b).

Proof of Theorem 9.1. The gonality of C is at most d − 4 by Proposition 3.1.
Suppose Z is a complete basepoint-free pencil of degree k on C , and assume

k ≤ d−4, unless we are in one of the cases listed in Proposition 6.10(b), for which
we assume k ≤ d − 5. We will classify these pencils as follows. By the same
proposition the bundle E associated to Z on X satisfies 1(E) > 0, and then by
Bogomolov’s result (Theorem 5.4) it follows that E is Bogomolov unstable. Let
OX (A) be the line bundle that destabilizes E. We will show that only the following
cases can occur:

(1) for any h-vector, we can have A = −H ; then by Corollary 5.7 the pencil Z

arises from a multisecant line L that is not contained in X . Corollary 4.2
shows that k = deg Z= d − 4 and that there is a finite set of such pencils.

(2) when h(e+ 1)= 3 and h(e+ 2)= 2, then C has a unique (e+ 3)-secant line
L , and Z= Z(L). In this case L ⊂ X and A = L − H .

(3) if t > s+3, h(t)= s−2, h(t+1)= s−3, then C has a unique (t−s+1)-secant
line L , and Z= Z(L). In this case L ⊂ X and A = L − H .

(4) s = 4, C ∈ |C0+ bH | where b ≥ 2 and C0 has degree 4 and arithmetic genus
1. In this case Z= |OC(b)| and A =−C0. In particular, deg Z= d− 4 and Z

does not arise from a multisecant.

The statement of the theorem clearly follows from this classification. For the Clif-
ford index, we use the fact, proved in [Coppens and Martens 1991], that Cliff(C)=
gon(C)− 2 when C has a finite number of pencils of minimal degree.

We now proceed to classify the possible basepoint-free complete pencils Z of
degree at most d−4. Let A be the divisor that destabilizes the bundle E associated
to Z. Recall that A sits in an exact sequence

0→ OX (A)→ E→ IW,X (B)→ 0

where W is zero-dimensional and (A− B).H > 0. From the exact sequence we
see A− B = 2A+C and

(2A+C)2 = (A− B)2 ≥1(E)= C2
− 4k.

By Proposition 5.5 we also have (−A).H > 0 and A2
≥ 0.
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To be able to work effectively with the above inequalities, we write x = A.H
for the degree of A, and consider the bilinear form on Pic(X)

φ(D, E)= (D.H) (E .H)− s (D.E)= det
[

D.H H 2

D.E E .H

]
.

We then obtain the following numerical constraints on x :

(9-1) −d < 2x < 0, x2
≥ φ(A, A), x2

+ dx + ks ≥ φ(A, A+C),

the last two inequalities being equivalent to A2
≥ 0 and (2A + C)2 ≥ C2

− 4k
respectively.

In Pic(X) we can write A=
∑

ai Di +cH with ai ∈ Z, c ∈ Z. We wish to show

φ(A, A+C)≥ 0.

We first prove φ(Di , D j )< 0. Let λ0 =λ1∪λ2∪· · ·∪λr be the gap decomposition
of λ0, so that λDi = λi . If i < j , Di + D j is ACM with λDi+D j = λi ∪ λ j by
Theorem 7.21. Since φ(D, D) = q(λD) for an ACM curve D with sD < s, by
Proposition 8.5

(9-2) φ(Di , D j )=−dλi dλ′j < 0

(note that the formula φ(Di , D j )=−dλi dλ′j is correct only for i < j).
To simplify notation we let qi = φ(Di , Di ) and bi = −

∑
j 6=i φ(Di , D j ). We

claim that qi > 2bi for every i . To prove this let Ei =
∑

j 6=i D j . Then

φ(0, 0)= φ(Di + Ei , Di + Ei )= φ(Di , Di )+φ(Ei , Ei )+ 2φ(Di , Ei )

= φ(Ei , Ei )+ qi − 2bi ;

thus it is enough to show φ(0, 0) > φ(Ei , Ei ), that is, q(λ0) > q(λEi ). The latter
inequality holds by Corollary 8.6; hence qi > 2bi .

We now compute

φ(A, A)=
∑

i
a2

i φ(Di , Di )+ 2
∑
i< j

ai a jφ(Di , D j )

=
∑

i
a2

i (qi − bi )−
∑

i
a2

i
∑
j 6=i
φ(Di , D j )+ 2

∑
i< j

ai a jφ(Di , D j )

=
∑

i
a2

i (qi − bi )−
∑
i< j
(ai − a j )

2φ(Di , D j ),

φ(A,C)= φ
(∑

i
ai Di , tC H −

∑
j

D j

)
= φ

(∑
i

ai Di ,−
∑

j
D j

)
=−

∑
i, j

aiφ(Di , D j )=−
∑

i
ai (qi − bi ).
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Therefore

φ(A, A)=
∑

i
a2

i (qi − bi )−
∑
i< j
(ai − a j )

2φ(Di , D j ),(9-3)

φ(A,C)=−
∑

i
ai (qi − bi ),(9-4)

φ(A, A+C)=
∑

i
(a2

i − ai )(qi − bi )−
∑
i< j
(ai − a j )

2φ(Di , D j ).(9-5)

The last equality implies φ(A, A + C) ≥ 0 because the ai are integers, qi >

2bi ≥ bi and φ(Di , D j ) < 0.
We now show that φ(A, A+C)≥ 0 implies x ≥−s−1.
By hypothesis k ≤ d − 4; therefore

x2
+ dx + (d − 4)s ≥ x2

+ dx + ks ≥ φ(A, A+C)≥ 0.

Let δ be the discriminant of the equation x2
+ dx + (d − 4)s = 0:

δ = d2
− 4sd + 16s = (d − 2s)2− 4s(s− 4).

Let y= d−2s. Since C is ACM and s= sC , we have d ≥ 1
2 s(s+1) by Remark 6.2,

hence
y− 2= d − 2s− 2≥ 1

2(s
2
− 3s− 4)≥ 1

2(s
2
− 4s).

In fact, we can have equality only if s = 4 and d = 10, while the hypotheses of the
theorem when s = 4 require d to be at least 11. Thus y− 2> 1

2 s(s− 4) and

δ = y2
− 4s(s− 4) > y2

− 8y+ 16= (y− 4)2.

Thus δ is positive, and the equation has two real roots, one smaller than −d/2, the
other one, say x̄ , larger than −d/2. Since −d/2 < x < 0, we conclude x ≥ x̄ .
Furthermore, unless s = 4 and d = 11, we have y−4≥ 0 under the hypotheses of
the theorem, hence

x̄ =−d
2
+

1
2

√
δ >−

d
2
+

1
2

√
y2− 8y+ 16=−d

2
+

1
2
(y− 4)=−s− 2.

The inequality x̄ >−6 holds also in case s = 4 and d = 11. Thus x ≥−s−1. Then
from x2

≥ φ(A, A) we see that

(s+1)2 ≥ φ(A, A).

If all the ai are zero, then A= cH (this is the case if C is a complete intersection
of X and another surface). Since −s−1≤ x = deg A< 0, we must have A=−H .

If not all the ai are zero, let 1 ≤ i1 < · · · < ih ≤ r be the indices for which
ai 6= 0. Formula (9-3) holds with this new set of indices, and shows that, if all the
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coefficients ai are nonzero, then φ(A, A) attains its minimum when all the ai are
equal to 1. Thus

φ(A, A)≥ φ(D, D),

where D = Di1 + · · ·+ Dih is the support of A.
Now D is ACM with biliaison type λD = λi1 ∪· · ·∪λih by Theorem 7.21. If λD

is not one of the special cases listed in Corollary 8.10, then

φ(D, D)= q(λD) > (s+1)2,

contradicting (s+1)2 ≥ φ(A, A).
Suppose now λD is one of the special cases listed in Corollary 8.10. We still

have φ(A, A) ≥ (s−1)2 because λD is not empty. Before examining the various
cases, let us remark that, if only one of the ai is nonzero, so that

A = aD+ cH

with D irreducible and a 6= 0, then either a = 1 or a =−1. This follows from

a2
=
φ(A, A)
φ(D, D)

≤
(s+1)2

(s−1)2
< 4.

Also note that D is irreducible precisely when λD has no gaps, that is, in all cases
of Corollary 8.10 except when s = 5 or 6 and λ= (1, s−1).

To complete the list of Corollary 8.10, observe from Table 1 that for s = 4 there
are 7 possibilities for λD , because λ 6=∅ and uλ < 4, namely

(1), (2), (3), (1, 2), (1, 3), (2, 3), (1, 2, 3).

Case 1: λD 6= (1), λD 6= (s−1), and, when s = 5 or 6, λD 6= (1, s−1).
Then φ(D, D) > (s−1)2 and λD has no gaps by Corollary 8.10. Thus D is

irreducible, A = aD+ cH with a =±1 and

(s+1)2 ≥ x2
≥ φ(A, A)= a2φ(D, D) > (s−1)2.

Hence x =−s−1 or x =−s.

Case 1a: a = 1, x = −s−1. In this case dD ≡ x ≡ −1 (mod s), and by
Corollary 8.10 we must have s ≤ 5. Furthermore by the last inequality in (9-1)

x2
+ dx + (d − 4)s ≥ 0,

that is
s2
+ 2s+1− sd − d + (d − 4)s ≥ 0

so d ≤ s2
−2s+1. This gives d ≤ 9 if s= 4, and d ≤ 16 if s= 5, while d ≥ 1

2 s(s+1)
because C is an ACM curve sC = s. Thus we must have s = 5, and examining
the list in Corollary 8.10 we find λD = (1, 3) is the only possibility. Then, for
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0 = t H − C , we know λ0 contains λD = (1, 3) in its gap decomposition and
uλ0 < 5. This forces λ0 = λD , hence D = 0 and therefore

d = st − deg(0)≥ 25− 4= 21

a contradiction, so this case does not occur.

Case 1b: a = 1, x =−s. In this case dD ≡ x ≡ 0 (mod s) and s2
= x2
≥ q(λ).

By Corollary 8.10 the only possibility is s = 4 and λD = (1, 3), which forces
D = 0 = t H − C . Furthermore, we must have gon(C) = k = d − 4 for the
inequality x2

+ dx + ks ≥ φ(A, A+C) of (9-1) to hold.
Since x = −4 = deg(D+ cH), we see c = −2. Now pick an effective divisor

C0 ∈ | − A| = |2H − D|. Then C0 is ACM with biliaison type (1, 3), thus C0 is
up to a deformation with constant cohomology an elliptic quartic. By construction
C ∈ |C0+bH | with b= t−2≥ 2. (Note that b= 2 gives (d, g)= (12, 17), which is
in the list of Proposition 6.10(b).) For b≥ 2 the restriction of |C0| to C is |OC(b)|,
and is a g1

d−4 on C that does not arise from a multisecant.

Case 1c: a=−1, x =−s−1 or−s. In this case A=−D+cH , hence, if D= Di ,

φ(A, A)+φ(A,C)=2φ(Di , Di )+
∑
j 6=i
φ(−Di ,−D j )=2qi−bi ≥

3
2qi >

3
2(s−1)2.

Therefore
x2
+ dx + (d − 4)s ≥ 3

2(s−1)2,

which contradicts both x =−s−1 and x =−s, so this case does not occur.

Case 2: λD = (1), so that D is a line L ⊂ X , and A = cH + aL with a =±1. In
this case either 0 = L and λ0 = (1), or λ0 has a gap at the beginning:

λ0 = (1, 4, . . . )

In both cases L = D1 is unique. The proof of Corollary 7.19 shows that the h-
vector of C satisfies hC(e+1)= 3 and hC(e+2)= 2, and that C.L = e+3. Thus
in any case

deg(Z)= gon(C)≤ d − e− 3.

We wish to show that A = L − H and Z = Z(L).
Recall that the degree x of A must satisfy the inequalities −s−1< x < 0 and

x2
≥ a2φ(L , L)= (s−1)2.

We also know x = cs+a with a =±1. Therefore c=−1 and either A=−H − L
or A =−H + L .

Suppose first A =−H − L . Since deg(X)= s ≥ 4,

H 0OX (H + L)∼= H 0OX (H)
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thus every curve B in the linear system |− A| = |H + L| contains the line L . This
contradicts Proposition 5.5, according to which we can find two effective divisors
in |−A|meeting properly. So A=−H−L is impossible. Therefore A=−H+L ,
and Z = Z(L) by Corollary 5.7.

Case 3: λD = (s−1), so that D = H − L is a plane curve of degree s−1, residual
to a line L in a plane section of X . Furthermore, A = cH + aD = (c+ a)H − aL
with a =±1.

In this case D = Dr , thus L is unique, and either 0 = Dr or λ0 has a gap
at the end. The proof of Corollary 7.19 shows that the h-vector of C satisfies
hC(t) = s − 2, hC(t + 1) = s−3 and that L is a (t−s+1)-secant line for C . An
argument analogous to the one of the previous case shows A = −H + L , so that
Z= Z(L).

Case 4: λD = (1, s−1) with s = 5 or 6, hence A = cH + a1L1+ a2 P where L1

is a line, P is a plane curve of degree s−1, and a1 and a2 are nonzero. Note that
φ(L1, P)=−1, therefore

φ(A, A)= (a2
1 + a2

2)(s−1)2− 2a1a2

= (a2
1 + a2

2)(s
2
− 2s)+ (a1− a2)

2
≥ 2(s2

− 2s) > s2.

On the other hand, (s+1)2 ≥ x2
≥ φ(A, A). Therefore we must have x = −s−1

and a2
1 + a2

2 < 3, that is, a1 and a2 can only be 1 or −1.
Then

−s−1= x = cs+ a1+ a2(s−1),

from which we see −1≡ a1−a2 (mod s). This is impossible because a1=±1 and
a2 =±1.

This complete the list of possible cases, and proves the classification of complete
basepoint-free pencils Z of degree at most d − 4, hence the theorem �

Remark 9.3. In the first of the cases excluded in the theorem, namely s = 4 and
(d, g)= (10, 11), we can prove gon(C)= 6= d−4 by the method of [Hartshorne
2002].

Theorem 9.4. Assume the ground field is the complex numbers. Then the conclu-
sions of Theorem 9.1 hold for the general ACM curve C in A(h).

Proof. Since the conclusions of Theorem 9.1 are semicontinuous on A(h) (cf. [Ar-
barello and Cornalba 1981]), it is enough to show the existence of a single curve C
for which the hypotheses of that theorem are satisfied. To check this, let h′ denote
the h-vector of a curve 0 linked by two surfaces of degrees s and t= tC to C ∈ A(h).
Note that h′ may not be of decreasing type, but in any case s0 ≤ e0 + 3 < s by
Lemma 6.5. By Theorem 7.21 a general curve 0 in A(h′) is reduced, its irreducible
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components are ACM, with biliaison type prescribed by λ0; and, since s > e0+3,
there exist smooth surfaces of any degree ≥ s− 1 containing 0.

Now let h2 be the h-vector of a curve C2 linked to 0 by the complete intersection
of two smooth surfaces of degree s−1 and s respectively. The flag Hilbert schemes
parametrizing pairs (0, Y ), where 0 ∈ A(h′) and Y is a complete intersection of
type (s−1, s), is irreducible [Martin-Deschamps and Perrin 1990, VII §3]. Thus a
general 0 in A(h′) can be linked to a general C2 ∈ A(h2). By Lemma 6.5 h2 is of
decreasing type, hence we may assume C2 is smooth, and lies on smooth surfaces
of degree s−1 and s. Since we are working over the complex numbers, we can
use the Noether–Lefschetz type theorem of [Lopez 1991, II 3.1]. We apply this
theorem to C2 with d = s, e = 1, and T a smooth surface of degree s−1 through
C2 to conclude that, if X is a very general surface of degree s containing C2, then
Pic(X) is freely generated by the classes of a plane section H and of the irreducible
components of 0 (here “very general” means, as usual, outside a countable union
of proper subvarieties).

Now on X we can take for C a general curve in the linear system

|C2+ (t − s+ 1)H | = |t H −0|.

The hypotheses of Theorem 9.1 are then satisfied for the smooth surface X and the
curve C .

One can simplify the argument using a more recent result [Brevik and Nollet
2008, Theorem 1.1], which allows one to work directly with 0 rather than C2. �
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UNIVERSAL INEQUALITIES FOR THE EIGENVALUES
OF THE BIHARMONIC OPERATOR ON SUBMANIFOLDS

SAÏD ILIAS AND OLA MAKHOUL

We establish universal inequalities for the eigenvalues of the clamped plate
problem on compact submanifolds of Euclidean space, of spheres and of
real, complex and quaternionic projective spaces. We prove similar results
for the biharmonic operator on domains of Riemannian manifolds that ad-
mit spherical eigenmaps (this includes compact homogeneous Riemannian
spaces) and finally on domains of hyperbolic space.

1. Introduction

Let (M, g) be a Riemannian manifold of dimension n and let 1 be the Laplacian
operator on M .

We will be concerned with the following eigenvalue problem for the Dirichlet
biharmonic operator, called the clamped plate problem:

(1-1)

{
12u = λu in �,

u = ∂u
∂ν
= 0 on ∂�,

where � is a bounded domain in M , 12 is the biharmonic operator in M and ν
is the outward unit normal. It is well known that the eigenvalues of this problem
form a countable family 0< λ1 ≤ λ2 ≤ · · · →+∞.

For the case when M = Rn , Payne, Pólya and Weinberger [1956] established
the following inequality, for each k ≥ 1:

λk+1− λk ≤
8(n+2)

n2k

k∑
i=1

λi .

This work was partially supported by the Agence Nationale de la Recherche through the FOG project
(ANR-07-BLAN-0251-01).
MSC2000: 35P15, 58A10, 58C40, 58J50.
Keywords: eigenvalue, biharmonic operator, universal inequality, submanifold, eigenmap.
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Implicit in [Payne et al. 1956], as noticed by Ashbaugh [1999], is the better in-
equality

(1-2) λk+1− λk ≤
8(n+2)

n2k2

( k∑
i=1

λ
1/2
i

)2

.

Later, Hile and Yeh [1984] extended ideas from earlier work on the Laplacian by
Hile and Protter [1980] and proved the better bound

n2k3/2

8(n+2)
≤

( k∑
i=1

λ
1/2
i

λk+1− λi

)( k∑
i=1

λi

)1/2

.

Implicit in their work is the stronger inequality

n2k2

8(n+2)
≤

( k∑
i=1

λ
1/2
i

λk+1− λi

)( k∑
i=1

λ
1/2
i

)
,

which was proved independently by Hook [1990] and Chen and Qian [1990]; see
also [Chen and Qian 1993a; 1993b; 1994].

Cheng and Yang [2006] obtained the bound

(1-3)
k∑

i=1

(λk+1− λi )≤
(8(n+2)

n2

)1/2 k∑
i=1

(
λi (λk+1− λi )

)1/2
.

Very recently, Cheng, Ichikawa and Mametsuka [2009b] obtained an inequality for
eigenvalues of Laplacian with any order l on a bounded domain in Rn . In particular,
they showed that for l = 2,

(1-4)
k∑

i=1

(λk+1− λi )
2
≤

8(n+2)
n2

k∑
i=1

(λk+1− λi )λi .

For the case when M = Sn , Wang and Xia [2007] showed that

(1-5)
k∑

i=1

(λk+1− λi )
2
≤

1
n

( k∑
i=1

(λk+1− λi )
2(n2
+ (2n+ 4)λ1/2

i

))1/2

×

( k∑
i=1

(λk+1− λi ) (n2
+ 4λ1/2

i )

)1/2

,

from which they deduced, using a variant of Chebyshev’s inequality,

(1-6)
k∑

i=1

(λk+1− λi )
2
≤

1
n2

k∑
i=1

(λk+1− λi )
(
2(n+ 2)λ1/2

i + n2)(4λ1/2
i + n2).
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This last inequality was also obtained by a different method by Cheng, Ichikawa
and Mametsuka [2009a].

On the other hand, Wang and Xia [2007] also considered the problem (1-1) on
domains of an n-dimensional complete minimal submanifold M of Rm and proved

(1-7)
k∑

i=1

(λk+1− λi )
2

≤

(8(n+2)
n2

)1/2
( k∑

i=1

(λk+1− λi )
2λ

1/2
i

)1/2( k∑
i=1

(λk+1− λi )λ
1/2
i

)1/2

,

from which they deduced the following generalization of inequality (1-4) to mini-
mal Euclidean submanifolds:

(1-8)
k∑

i=1

(λk+1− λi )
2
≤

8(n+2)
n2

k∑
i=1

(λk+1− λi )λi .

Recently, Cheng, Ichikawa and Mametsuka [2010] extended this last inequality to
any complete Riemannian submanifold M in Rm and showed

(1-9)
k∑

i=1

(λk+1− λi )
2
≤

1
n2

k∑
i=1

(λk+1− λi )
(
n2δ+ 2(n+ 2)λ1/2

i

)
(n2δ+ 4λ1/2

i ),

with
δ = sup� |H |

2,

where H is the mean curvature of M .
The goal of Section 2 of this article is to study the relation between eigenvalues

of the biharmonic operator and the local geometry of Euclidean submanifolds M
of arbitrary codimension. The approach is based on an algebraic formula (see
Theorem 2.3) we proved in [Ilias and Makhoul 2010]. This approach is useful for
the unification and for the generalization of all the results in the literature. In fact,
using this general algebraic inequality, we obtain (see Theorem 2.4) the inequality

(1-10)
k∑

i=1

f (λi )≤
1
n

( k∑
i=1

g(λi )
(
2(n+ 2)λ1/2

i + n2δ
))1/2

×

( k∑
i=1

( f (λi ))
2

g(λi )(λk+1− λi )
(4λ1/2

i + n2δ)

)1/2

,

where f and g are two functions satisfying some functional conditions (see Defi-
nition 2.1), δ = sup� |H |

2 and H is the mean curvature of M . The family of such
pairs of functions is large. And particular choices for f and g lead to the known
results. For instance, if we take f (x)= g(x)= (λk+1− x)2, then (1-10) becomes
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(1-11)
k∑

i=1

(λk+1− λi )
2
≤

1
n

( k∑
i=1

(λk+1− λi )
2(2(n+ 2)λ1/2

i + n2δ
))1/2

×

( k∑
i=1

(λk+1− λi )(4λ
1/2
i + n2δ)

)1/2

,

which gives easily (see Remark 2.2) inequality (1-9) of Cheng, Ichikawa and
Mametsuka [2010].

In Section 3 we consider the case of manifolds admitting spherical eigenmaps
and obtain similar results. As a consequence, we obtain universal inequalities for
the clamped plate problem on domains of any compact homogeneous Riemannian
manifold.

In Section 4, we show how one can easily obtain, from the algebraic techniques
used in the previous sections, universal inequalities for eigenvalues of (1-1) on
domains of hyperbolic space Hn .

All our results hold if we add a potential to 12 (that is, 12
+ q where q is a

smooth potential). For instance, in this case instead of inequality (1-10), we obtain

(1-12)
k∑

i=1

f (λi )≤
1
n

( k∑
i=1

g(λi )
(
2(n+ 2)λ1/2

i + n2δ
))1/2

×

( k∑
i=1

( f (λi ))
2

g(λi )(λk+1− λi )
(4λ1/2

i + n2δ)

)1/2

,

where λi = λi − inf� q .
Finally, the case of the clamped problem with weight

(1-13)

{
12u = λ ρ u in �,

u = ∂u
∂ν
= 0 on ∂�,

can be easily treated with minor changes.

2. Euclidean submanifolds

Before stating the main result of this section, we introduce a family of pairs of
functions and a theorem obtained in [Ilias and Makhoul 2010], which will play an
essential role in the proofs of all our results.

Definition 2.1. Let λ ∈ R. A pair ( f, g) of functions defined on ]−∞, λ[ belongs
to =λ if f and g are positive and, for any distinct x, y ∈ ]−∞, λ[,

(2-1)
( f (x)− f (y)

x−y

)2
+

( (
f (x)

)2

g(x)(λ−x)
+

(
f (y)

)2

g(y)(λ−y)

)(g(x)−g(y)
x−y

)
≤ 0.
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Remark 2.2. This definition of the family =λ differs slightly from that given in
[Ilias and Makhoul 2010], but all the results there are still valid.

A direct consequence of our definition is that g must be nonincreasing.
If we multiply f and g of =λ by positive constants, the resulting functions are

also in =λ. In the case where f and g are differentiable, one can easily deduce
from (2-1) the necessary condition(

(ln f (x))′
)2
≤
−2
λ−x

(ln g(x))′.

This last condition helps us to find many pairs ( f, g) satisfying the conditions of
Definition 2.1, for example,

{(1, (λ− x)α) | α ≥ 0},

{((λ− x), (λ− x)β) | β ≥ 1
2},

{((λ− x)δ, (λ− x)δ) | 0< δ ≤ 2}.

Let H be a complex Hilbert space with scalar product 〈 · , · 〉 and corresponding
norm ‖·‖. For any two operators A and B, we denote by [A, B] their commutator,
defined by [A, B] = AB− B A.

Theorem 2.3. Let A : D ⊂ H→ H be a self-adjoint operator defined on a dense
domain D, which is semibounded below and has a discrete spectrum

λ1 ≤ λ2 ≤ λ3 ≤ · · · .

Let
{Tp : D→H}np=1

be a collection of skew-symmetric operators and

{Bp : Tp(D)→H}np=1

a collection of symmetric operators, leaving D invariant. Denote by

{ui }
∞

i=1

a basis of orthonormal eigenvectors of A, ui corresponding to λi . Let k ≥ 1 and
assume that λk+1 > λk . Then, for any ( f, g) in =λk+1

(2-2)
( k∑

i=1

n∑
p=1

f (λi )
〈
[Tp, Bp]ui , ui

〉)2

≤ 4
( k∑

i=1

n∑
p=1

g(λi )
〈
[A, Bp]ui , Bpui

〉)
×

( k∑
i=1

n∑
p=1

( f (λi ))
2

g(λi )(λk+1− λi )
‖Tpui‖

2
)
.
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Our first result is the following application of this inequality to the eigenvalues
of the clamped plate problem (1-1) on a domain of a Euclidean submanifold:

Theorem 2.4. Let X : M → Rm be an isometric immersion of an n-dimensional
Riemannian manifold M in Rm . Let � be a bounded domain of M and consider
the clamped plate problem (1-1) on�. Then for any k ≥ 1 such that λk+1 >λk and
for any ( f, g) in =λk+1 , we have

(2-3)
k∑

i=1

f (λi )≤
2
n

( k∑
i=1

g(λi )
(
2(n+ 2)λ1/2

i + n2δ
))1/2

×

( k∑
i=1

( f (λi ))
2

g(λi )(λk+1− λi )

(
λ

1/2
i +

n2

4
δ

))1/2

,

where δ= sup� |H |
2 and H be the mean curvature vector field of the immersion X

(that is, which is given by 1
n trace h, where h is the second fundamental form of X ).

Proof. We apply inequality (2-2) of Theorem 2.3 with A=12, Bp = X p and Tp =

[1, X p], p = 1, . . . ,m, where X1, . . . , Xm are the components of the immersion
X . This gives

(2-4)
( k∑

i=1

m∑
p=1

f (λi )
〈[
[1, X p], X p

]
ui , ui

〉
L2

)2

≤ 4
( k∑

i=1

m∑
p=1

g(λi )
〈
[12, X p]ui , X pui

〉
L2

)
×

( k∑
i=1

m∑
p=1

( f (λi ))
2

g(λi )(λk+1− λi )
‖[1, X p]ui‖

2
L2

)
,

where ui are the L2-normalized eigenfunctions. First we have, for p = 1, . . . ,m,

[12,X p]ui =1
2 X pui+2∇1X p.∇ui+21(∇X p ·∇ui )+21X p1ui+2∇X p.∇1ui .

Thus

〈 [12, X p]ui , X pui 〉L2

=

∫
�

u2
i X p1

2 X p + 2
∫
�

X pui∇1X p.∇ui + 2
∫
�

X pui1(∇X p · ∇ui )

+ 2
∫
�

X pui1X p1ui + 2
∫
�

X pui∇X p.∇1ui

=

∫
�

1X p1(X pu2
i )− 2

∫
�

div(X pui∇ui )1X p + 2
∫
�

1(X pui )∇X p · ∇ui

+ 2
∫
�

X p1X pui1ui − 2
∫
�

div(X pui∇X p)1ui .
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A straightforward calculation gives

(2-5) 〈 [12, X p]ui , X pui 〉L2 = 4
∫
�

ui1X p∇X p · ∇ui +

∫
�

(1X p)
2u2

i

+ 4
∫
�

(∇X p · ∇ui )
2
− 2

∫
�

|∇X p|
2ui1ui .

Since X is an isometric immersion, we have

(2-6) nH = (1X1, . . . ,1Xm)

and

(2-7)
m∑

p=1

ui1X p∇X p · ∇ui = 0,
m∑

p=1

(∇X p · ∇ui )
2
= |∇ui |

2.

Incorporating these identities in (2-5) and summing on p from 1 to m, we obtain

m∑
p=1

〈 [12, X p]ui , X pui 〉L2 = 4
∫
�

|∇ui |
2
− 2n

∫
�

ui1ui + n2
∫
�

|H |2u2
i

= 2(n+ 2)
∫
�

ui (−1ui )+ n2
∫
�

|H |2u2
i

≤ 2(n+2)
(∫

�

(−1ui )
2
)1/2(∫

�

u2
i

)1/2

+ n2
∫
�

|H |2u2
i(2-8)

= 2(n+ 2)λ1/2
i + n2

∫
�

|H |2u2
i

≤ 2(n+ 2)λ1/2
i + n2δ,(2-9)

where the Cauchy–Schwarz inequality gave (2-8) and where δ = sup� |H |
2.

On the other hand, we have

[1, X p]ui = 2∇X p · ∇ui + ui1X p.

Then
m∑

p=1

‖[1, X p]ui‖
2
L2 =

m∑
p=1

∫
�

(2∇X p · ∇ui + ui1X p)
2

= 4
m∑

p=1

∫
�

(∇X p · ∇ui )
2
+ 4

m∑
p=1

∫
�

ui1X p∇X p · ∇ui

+

m∑
p=1

∫
�

(1X p)
2u2

i .
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Using the identities (2-6) and (2-7), we obtain

(2-10)
m∑

p=1

‖[1, X p]ui‖
2
L2 = 4

∫
�

|∇ui |
2
+ n2

∫
�

|H |2u2
i

= 4
∫
�

(−1ui ) · ui + n2
∫
�

|H |2u2
i

≤ 4
(∫

�

(−1ui )
2
)1/2(∫

�

u2
i

)1/2

+ n2δ

= 4λ1/2
i + n2δ.

A direct calculation gives〈
[[1, X p], X p]ui , ui

〉
L2 =

∫
�

(
1(X2

pui )− 2X p1(X pui )+ X2
p1ui

)
ui

= 2
∫
�

|∇X p|
2u2

i .

Therefore

(2-11)
m∑

p=1

〈
[[1, X p], X p]ui , ui

〉
L2 = 2

m∑
p=1

∫
�

|∇X p|
2u2

i = 2n.

To conclude, we simply use the estimates (2-9), (2-10) and (2-11) together with
inequality (2-4). �

Remarks 2.5. • As indicated in the end of the introduction, Theorem 2.4 holds
for a general operator 12

+ q, where q is a smooth potential. Indeed, this is an
immediate consequence of the fact that [12

+ q, X p] = [1
2, X p] and the entire

proof of Theorem 2.4 works in this situation. The only modification is in the
estimation of the term

∫
�
|∇ui |

2. In this case, letting λi = λi − inf� q , we have∫
�

|∇ui |
2
≤

(∫
�

(−1ui )
2
)1/2(∫

�

u2
i

)1/2

=

(
λi −

∫
�

qu2
i

)1/2

≤ (λi )
1/2.

Taking into account this modification in inequalities (2-8) and (2-10), we obtain
inequality (1-12).

• If f (x) = g(x) = (λk+1 − x)2, then inequality (2-3) extends inequality (1-7)
of Wang and Xia [2007] to any Riemannian submanifolds of Rm . By using a
Chebyshev inequality (for instance the one of [Cheng et al. 2009b, Lemma 1]),
inequality (1-9) of Cheng, Ichikawa and Mametsuka [2010] can be easily deduced
from inequality (2-3).

• If f (x)= g(x)2 = (λk+1− x), then inequality (2-3) generalizes inequality (1-3)
of Cheng and Yang [2006] to the case of Euclidean submanifolds.
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Using the standard embeddings of the rank one compact symmetric spaces in
a Euclidean space (see for instance [El Soufi et al. 2009, Lemma 3.1] for the val-
ues of |H |2 of these embeddings), we can extend easily the previous theorem to
domains or submanifolds of these symmetric spaces and obtain:

Theorem 2.6. Let M be the sphere Sm , the real projective space RPm , the com-
plex projective space CPm or the quaternionic projective space QPm endowed
with their respective metrics. Let (M, g) be a compact Riemannian manifold of
dimension n and let X : M→ M be an isometric immersion of mean curvature H.
Consider the clamped plate problem on a bounded domain � of M. For any k ≥ 1
such that λk+1 > λk and for any ( f, g) ∈ =λk+1 , we have

(2-12)
k∑

i=1

f (λi )≤
2
n

( k∑
i=1

g(λi )
(
2(n+ 2)λ1/2

i + n2δ′
))1/2

×

( k∑
i=1

( f (λi ))
2

g(λi )(λk+1− λi )

(
λ

1/2
i +

n2

4
δ′
))1/2

,

where

δ′ = sup(|H |2+ d(n)), where d(n)=


1 if M = Sm,

2(n+1)/n if M = RPm,

2(n+2)/n if M = CPm,

2(n+4)/n if M =QPm .

Remarks 2.7. • As in [El Soufi et al. 2009, Remark 3.2], in some special geomet-
rical situations, the constant d(n) in the inequality of Theorem 2.6 can be replaced
by a sharper one. For instance, when M = CPm and

– M is odd-dimensional, then d(n) can be replaced by d ′(n)=(2/n)(n+2−1/n),

– X (M) is totally real, then d(n) can be replaced by d ′(n)= 2(n+ 1)/n.

• When f (x) = g(x) = (λk+1 − x)2, and M is a sphere, (2-12) generalizes to
submanifolds inequality (1-5) established by Wang and Xia for spherical domains.

• As for Theorem 2.4, the result of Theorem 2.6 holds for a more general operator
12
+ q , with the same modification (that is, λ1/2

i instead of λ1/2
i ).

3. Manifolds admitting spherical eigenmaps

In this section, as before, we let (M, g) be a Riemannian manifold and � be a
bounded domain of M . A map X : (M, g)→Sm−1 is called an eigenmap if its com-
ponents X1, X2, . . . , Xm are all eigenfunctions associated to the same eigenvalue λ
of the Laplacian of (M, g). This is equivalent to say that the map X is a harmonic
map from (M, g) into Sm−1 with constant energy λ (that is,

∑m
p=1 |∇X p|

2
= λ).

The most important examples of such manifolds M are the compact homogeneous
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Riemannian manifolds. In fact, they admit eigenmaps for all the positive eigenval-
ues of their Laplacian; see [Li 1980].

Theorem 3.1. Let λ be an eigenvalue of the Laplacian of (M, g) and suppose that
(M, g) admits an eigenmap X associated to this eigenvalue λ. Let� be a bounded
domain of M and consider the clamped plate problem (1-1) on �. For any k ≥ 1
such that λk+1 > λk and for any ( f, g) ∈ =λk+1 , we have

(3-1)
k∑

i=1

f (λi )

≤

( k∑
i=1

g(λi )(λ+ 6λ1/2
i )

)1/2( k∑
i=1

( f (λi ))
2

g(λi )(λk+1− λi )
(λ+ 4λ1/2

i )

)1/2

.

Proof. As in the proof of Theorem 2.4, we apply Theorem 2.3 with A = 12,
Bp = X p and Tp = [1, X p], p = 1, . . . ,m, to obtain

(3-2)
( k∑

i=1

m∑
p=1

f (λi )〈 [[1, X p], X p]ui , ui 〉L2

)2

≤ 4
( k∑

i=1

m∑
p=1

g(λi )〈 [1
2, X p]ui , X pui 〉L2

)
×

( k∑
i=1

m∑
p=1

( f (λi ))
2

g(λi )(λk+1− λi )
‖[1, X p]ui‖

2
L2

)
,

where {ui }
∞

i=1 is a complete L2-orthonormal basis of eigenfunctions of 12 associ-
ated to {λi }

∞

i=1. As in (2-11), and using the equality

m∑
p=1

|∇X p|
2
= λ,

we have

(3-3)
m∑

p=1

〈
[[1, X p], X p]ui , ui

〉
L2 = 2

m∑
p=1

∫
�

|∇X p|
2u2

i = 2λ.

We further have
m∑

p=1

‖[1, X p]ui‖
2
L2

=

m∑
p=1

∫
�

(
[1, X p]ui

)2

= 4
∫
�

m∑
p=1

(∇X p · ∇ui )
2
+

∫
�

m∑
p=1

(1X p)
2u2

i + 4
∫
�

m∑
p=1

ui1X p∇X p · ∇ui
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Applying Cauchy–Schwarz and the equalities

m∑
p=1

X2
p = 1 and X p =−λX p,

we then obtain
m∑

p=1

‖[1, X p]ui‖
2
L2

≤ 4
∫
�

m∑
p=1

|∇X p|
2
|∇ui |

2
+ λ2

∫
�

( m∑
p=1

X2
p

)
u2

i − 2λ
∫
�

ui∇

( m∑
p=1

X2
p

)
·∇ui

= 4λ
∫
�

(−1ui )ui + λ
2
≤ 4λ

(∫
�

(−1ui )
2
)1/2(∫

�

u2
i

)1/2

+ λ2

= 4λλ1/2
i + λ

2.

Similarly, we infer from (2-5) that

m∑
p=1

〈 [12, X p]ui , X pui 〉L2

= λ2
∫
�

u2
i − λ

∫
�

∇

( m∑
p=1

X2
p

)
·∇u2

i + 4
m∑

p=1

∫
�

(∇X p · ∇ui )
2
+ 2λ

∫
�

(−1ui )ui

≤ λ2
+ 4

∫
�

m∑
p=1

|∇X p|
2
|∇ui |

2
+ 2λ

(∫
�

(−1u)2
)1/2(∫

�

u2
i

)1/2

≤ λ2
+ 4λλ1/2

i + 2λλ1/2
i

= λ2
+ 6λλ1/2

i .

Incorporating these two bounds, together with (3-3), in inequality (3-2) gives the
theorem. �

Corollary 3.2. Let (M, g) be a compact homogeneous Riemannian manifold with-
out boundary and let λ1 be the first nonzero eigenvalue of its Laplacian. Then the
inequality (3-1) of Theorem 3.1 holds with λ= λ1.

Remark 3.3. As before, one can get a similar result for the operator 12
+ q .

4. Domains in hyperbolic space

We turn next to the case of a domain� of hyperbolic space. It is easy to establish a
universal inequality for eigenvalues of the clamped plate problem (1-1) on� in the



326 SAÏD ILIAS AND OLA MAKHOUL

vein of the preceding ones. Unfortunately, until now we have not succeeded in ob-
taining a simple generalization for the case of domains of hyperbolic submanifolds.
In what follows, we take the half-space model for Hn , that is,

Hn
= {x = (x1, x2, . . . , xn) ∈ Rn

: xn > 0}

with the standard metric

ds2
=

dx2
1 + dx2

2 + · · ·+ dx2
n

x2
n

.

In terms of the coordinates (xi )
n
i=1, the Laplacian of Hn is given by

1= x2
n

n∑
j=1

∂2

∂x j∂x j
+ (2− n)xn

∂

∂xn
.

Theorem 4.1. For any k≥1 such that λk+1>λk , the eigenvalues λi of the clamped
problem (1-1) on the bounded domain � of Hn must satisfy for any ( f, g) ∈ =λk+1 ,

(4-1)
k∑

i=1

f (λi )≤

( k∑
i=1

g(λi )(6λ
1/2
i − (n− 1)2)

)1/2

×

( k∑
i=1

(
( f (λi ))

2

g(λi )(λk+1− λi )

)
(4λ1/2

i − (n− 1)2)
)1/2

.

Proof. Theorem 2.3 remains valid for A =12, Bp = F = ln xn and Tp = [1, F],
for all p = 1, . . . , n. Thus, denoting by ui the eigenfunction corresponding to λi ,
we have

(4-2)
( k∑

i=1

f (λi )
〈
[[1, F], F]ui , ui

〉
L2

)2

≤ 4
( k∑

i=1

g(λi )〈 [1
2, F]ui , Fui 〉L2

)
×

( k∑
i=1

(
( f (λi ))

2

g(λi )(λk+1− λi )

)
‖[1, F]ui‖

2
L2

)
.

We start with the calculation of〈
[[1, F], F]ui , ui

〉
L2 =

∫
�

(
[1, F](Fui )− F[1, F]ui

)
ui

=

∫
�

(
1(F2ui )− 2F1(Fui )+ F21ui

)
ui .

Note that

(4-3) 1F = 1− n and |∇F |2 = 1.
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Thus a direct calculation gives

(4-4)
〈
[[1, F], F]ui , ui

〉
L2 = 2

∫
�

|∇F |2u2
i = 2.

On the other hand, using again the identities of (4-3), we obtain

(4-5) ‖[1, F]ui‖
2
L2 =

∫
�

(1Fui + 2∇F · ∇ui )
2

=

∫
�

(1F)2u2
i + 4

∫
�

(∇F · ∇ui )
2
+ 4

∫
�

1Fui∇F · ∇ui

= (1− n)2+ 4
∫
�

(∇F · ∇ui )
2
+ 4(1− n)

∫
�

ui∇F · ∇ui .

But ∫
�

ui∇F · ∇ui =−

∫
�

ui∇F · ∇ui −

∫
�

u2
i1F,

hence

(4-6)
∫
�

ui∇F · ∇ui =
n−1

2
.

Then we infer from (4-3), (4-5) and (4-6) that

(4-7) ‖[1, F]ui‖
2
L2 ≤−(n− 1)2+ 4

∫
�

|∇F |2 |∇ui |
2

=−(n− 1)2+ 4
∫
�

|∇ui |
2
=−(n− 1)2+ 4

∫
�

ui (−1ui )

≤−(n− 1)2+ 4
(∫

�

u2
i

)1/2(∫
�

(−1ui )
2
)1/2

= 4λ1/2
i − (n− 1)2.

Now,

(4-8) [12,F]ui =1
2(Fui )−F12ui =1(1Fui+2∇F ·∇ui+F1ui )−F12ui

= 2(1−n)1ui+21(∇F ·∇ui )+2∇F ·∇1ui ;

thus

〈 [12, F]ui , Fui 〉L2

= 2(1− n)
∫
�

Fui1ui + 2
∫
�

Fui1(∇F · ∇ui )+ 2
∫
�

Fui∇F · ∇1ui

= 2(1− n)
∫
�

Fui1ui + 2
∫
�

1(Fui )∇F · ∇ui − 2
∫
�

div(Fui∇F)1ui

= 2
∫
�

1Fui∇F · ∇ui + 4
∫
�

(∇F · ∇ui )
2
− 2

∫
�

|∇F |2ui1ui .
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We infer from (4-3) and (4-6) that

(4-9) 〈 [12, F]ui , Fui 〉L2 ≤−(n− 1)2+ 4
∫
�

|∇F |2 |∇ui |
2
+ 2

∫
�

ui (−1ui )

=−(n− 1)2+ 6
∫
�

ui (−1ui )

≤ 6
(∫

�

u2
i

)1/2(∫
�

(−1ui )
2
)1/2

− (n− 1)2

= 6λ1/2
i − (n− 1)2.

Inequality (4-2) along with (4-4), (4-7) and (4-9) gives the theorem. �

Remarks 4.2. • It will be interesting to look for an extension of Theorem 4.1 to
domains of hyperbolic submanifolds.

• Our method works for any bounded domain � of a Riemannian manifold admit-
ting a function such that |∇h| is constant and |1h| ≤ C , where C is a constant.

• As before, we have the same statement as in Theorem 4.1 for the operator12
+q;

it suffices to replace λ1/2
i by λ1/2

i .
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MULTIGRADED FUJITA APPROXIMATION

SHIN-YAO JOW

The original Fujita approximation theorem states that the volume of a big
divisor D on a projective variety X can always be approximated arbitrarily
closely by the self-intersection number of an ample divisor on a birational
modification of X . One can also formulate it in terms of graded linear series
as follows: Let W• = {Wk} be the complete graded linear series associated
to a big divisor D, where

Wk = H0(X, OX(k D)).

For each fixed positive integer p, define W ( p)
• to be the graded linear sub-

series of W• generated by Wp:

W ( p)
m =

{
0 if p - m,
Image(SkWp→Wkp) if m = kp.

Then the volume of W ( p)
• approaches the volume of W• as p→∞. We will

show that, under this formulation, the Fujita approximation theorem can
be generalized to the case of multigraded linear series.

1. Introduction

Let X be an irreducible variety of dimension d over an algebraically closed field K ,
and let D be a (Cartier) divisor on X . When X is projective, the following limit,
which measures how fast the dimension of the section space H 0(X,OX (m D))
grows, is called the volume of D:

vol(D)= volX (D)= lim
m→∞

h0(X,OX (m D))
md/d!

.

One says that D is big if vol(D) > 0. It turns out that the volume is an interesting
numerical invariant of a big divisor [Lazarsfeld 2004a, Section 2.2.C], and it plays
a key role in several recent works in birational geometry [Tsuji 2000; Boucksom
et al. 2004; Hacon and McKernan 2006; Takayama 2006].

MSC2000: 14C20.
Keywords: Fujita approximation, multigraded linear series, Okounkov body.
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When D is ample, one can show that vol(D)= Dd , the self-intersection number
of D. This is no longer true for a general big divisor D, since Dd may even be
negative. However, Fujita [1994] showed that the volume of a big divisor can
always be approximated arbitrarily closely by the self-intersection number of an
ample divisor on a birational modification of X . This theorem, known as Fujita
approximation, has several implications for the properties of volumes, and is also a
crucial ingredient in [Boucksom et al. 2004] (see [Lazarsfeld 2004b, Section 11.4]
for more details).

Lazarsfeld and Mustaţǎ [2009] (henceforth [LM]) recently obtained, among
other things, a generalization of Fujita approximation to graded linear series. Re-
call that a graded linear series W•={Wk} on a (not necessarily projective) variety X
associated to a divisor D consists of finite dimensional vector subspaces

Wk ⊆ H 0(X,OX (k D))

for each k ≥ 0, with W0 = K , such that

Wk ·W` ⊆ Wk+`

for all k, `≥0. Here the product on the left denotes the image of Wk⊗W` under the
multiplication map H 0(X,OX (k D))⊗ H 0(X,OX (`D))→ H 0(X,OX ((k+ `)D)).
In order to state the Fujita approximation for W•, they defined, for each fixed
positive integer p, a graded linear series W (p)

•
which is the subgraded linear series

of W• generated by Wp:

W (p)
m =

{
0 if p - m,

Im(Sk Wp→Wkp) if m = kp.

Then under mild hypotheses, they showed that the volume of W (p)
•

approaches the
volume of W• as p→∞. See [LM, Theorem 3.5] for the precise statement, as
well as [LM, Remark 3.4] for how this is equivalent to the original statement of
Fujita when X is projective and W• is the complete graded linear series associated
to a big divisor D (that is, Wk = H 0(X,OX (k D)) for all k ≥ 0).

The goal of this note is to generalize the Fujita approximation theorem to multi-
graded linear series. We will adopt the following notation from [LM, Section 4.3]:
Let D1, . . . , Dr be divisors on X . For Em = (m1, . . . ,mr ) ∈ Nr , write Em D =∑

mi Di , and put | Em| =
∑
|mi |.

Definition. A multigraded linear series W
E•

on X associated to the Di consists of
finite-dimensional vector subspaces

WEk ⊆ H 0(X,OX (Ek D))
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for each Ek ∈ Nr , with WE0 = K , such that

WEk ·W Em ⊆ WEk+ Em,

where the multiplication on the left denotes the image of WEk⊗W Em under the natural
map

H 0(X,OX (Ek D))⊗ H 0(X,OX ( Em D))→ H 0(X,OX ((Ek+ Em)D)).

Given Ea ∈ Nr , denote by WEa,• the singly graded linear series associated to the
divisor EaD given by the subspaces WkEa ⊆ H 0(X,OX (kEaD)). Then put

volWE•(Ea) = vol(WEa,•)

(assuming that this quantity is finite). It will also be convenient for us to consider
WEa,• when Ea ∈Qr

≥0, given by

WEa,k =
{

WkEa if kEa ∈ Nr ,
0 otherwise.

Our multigraded Fujita approximation, similar to the singly graded version, is
going to state that (under suitable conditions) the volume of W

E•
can be approx-

imated by the volume of the following finitely generated submultigraded linear
series of W

E•
:

Definition. Given a multigraded linear series W
E•

and a positive integer p, de-
fine W (p)

E•
to be the submultigraded linear series of W

E•
generated by all W Emi with

| Emi | = p, or concretely,

W (p)
Em =


0 if p - | Em|,∑
| Emi |=p

Em1+···+ Emk= Em

W Em1 · · ·W Emk if | Em| = kp.

We now state our multigraded Fujita approximation when W
E•

is a complete
multigraded linear series, since this is the case of most interest and allows for a
more streamlined statement. The Remark on page 335 points out what assumptions
on W

E•
are actually needed in the proof.

Theorem. Let X be an irreducible projective variety of dimension d , and let D1,
D2, . . . , Dr be big divisors on X. Let W

E•
be the complete multigraded linear series

associated to the Di , namely

W Em = H 0(X,OX ( Em D))
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for each Em ∈ Nr . Then given any ε > 0, there exists an integer p0 = p0(ε) having
the property that if p ≥ p0, then

(1)

∣∣∣∣∣1− volW (p)
E•
(Ea)

volWE•(Ea)

∣∣∣∣∣< ε
for all Ea ∈ Nr .

2. Proof of the Theorem

The main tool in our proof is the theory of Okounkov bodies developed system-
atically in [Lazarsfeld and Mustat,ă 2009]. Given a graded linear series W• on a
d-dimensional variety X , its Okounkov body 1(W•) is a convex body in Rd that
encodes many asymptotic invariants of W•, the most prominent one being the vol-
ume of W•, which is precisely d! times the Euclidean volume of 1(W•). The idea
first appeared in Okounkov’s papers [1996; 2003] in the case of complete linear
series of ample line bundles on a projective variety. Later it was further developed
and applied to much more general graded linear series by Lazarsfeld and Mustaţǎ
[2009] and also independently by Kaveh and Khovanskii [2008; 2009].

Proof of the Theorem. Let T = {(a1, . . . , ar ) ∈ Rr
≥0 | a1 + · · · + ar = 1}, and let

TQ be the set of all points in T with rational coordinates. The fraction inside (1)
is invariant under scaling of Ea due to homogeneity, hence it is enough to prove (1)
for Ea ∈ TQ.

Let 1(W
E•
) ⊆ Rd

× Rr be the global Okounkov cone of W
E•

as in [LM, Theo-
rem 4.19], and let π : 1(W

E•
)→ Rr be the projection map. For each Ea ∈ T , write

1(W
E•
)
Ea for the fiber π−1(Ea). Define in a similar fashion the convex cone1(W (p)

E•
)

and the convex bodies 1(W (p)
E•
)
Ea . By [LM, Theorem 4.19],

(2) 1(W
E•
)
Ea =1(WEa,•) for all Ea ∈ TQ.

Although [LM, Theorem 4.19] requires Ea to be in the relative interior of T , here
we know that (2) holds even for those Ea in the boundary of T because the big cone
of X is open and W

E•
was assumed to be the complete multigraded linear series. By

the singly graded Fujita approximation, vol(WEa,•) can be approximated arbitrarily
closely by vol(W (p)

Ea,• ) if p is sufficiently large. (Here by W (p)
Ea,• we mean W (p)

E•

restricted to the Ea direction, which certainly contains (WEa,•)(p).) Hence given any
finite subset S ⊂ TQ and any ε′ > 0, we have

vol(1(W (p)
E•
)
Ea)≥ vol(1(W

E•
)
Ea)− ε

′ for all Ea ∈ S

as soon as p is sufficiently large.
Because the function Ea 7→ vol(1(W

E•
)
Ea) is uniformly continuous on T , given

any ε′ > 0, we can partition T into a union of polytopes with disjoint interiors
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T =
⋃

Ti , in such a way that the vertices of each Ti all have rational coordinates,
and on each Ti we have a constant Mi such that

(3) Mi ≤ vol(1(W
E•
)
Ea)≤ Mi + ε

′ for all Ea ∈ Ti .

Let S be the set of vertices of all the Ti . Then as we saw in the end of the previous
paragraph, as soon as p is sufficiently large we have

(4) vol(1(W (p)
E•
)
Ea)≥ vol(1(W

E•
)
Ea)− ε

′ for all Ea ∈ S.

We claim that this implies

(5) vol(1(W (p)
E•
)
Ea)≥ vol(1(W

E•
)
Ea)− 2ε′ for all Ea ∈ TQ.

To show this, it suffices to verify it on each of the Ti . Let Ev1, . . . , Evk be the vertices
of Ti . Then each Ea ∈ Ti can be written as a convex combination of the vertices:
Ea =

∑
t j Ev j where each t j ≥ 0 and

∑
t j = 1. Since 1(W (p)

E•
) is convex, we have

1(W (p)
E•
)
Ea ⊇

∑
t j 1(W (p)

E•
)
Ev j
,

where the sum on the right means the Minkowski sum. By (3) and (4), the volume
of each 1(W (p)

E•
)
Ev j

is at least Mi − ε
′, hence by the Brunn–Minkowski inequality

[Kaveh and Khovanskii 2008, Theorem 5.4], we have

vol(1(W (p)
E•
)
Ea)≥ Mi − ε

′ for all Ea ∈ Ti ∩ TQ.

This combined with (3) shows that (5) is true on Ti ∩ TQ, hence it is true on TQ

since the Ti cover T .
Since (1) follows from (5) by choosing a suitable ε′, the proof is complete. �

Remark. In the statement of the Theorem we assume that W
E•

is the complete
multigraded linear series associated to big divisors. But in fact since the main tool
we used in the proof is the theory of Okounkov bodies established in [Lazarsfeld
and Mustat,ă 2009], in particular [LM, Theorem 4.19], the really indispensable
assumptions on W

E•
are the same as those in [LM] (which they called Conditions

(A′) and (B′), or (C′)). The only place in the proof where we invoke that we are
working with a complete multigraded linear series is the sentence right after (2),
where we want to say that (2) holds not only in the relative interior of T but also
in its boundary. Hence if W

E•
is only assumed to satisfy Conditions (A′) and (B′),

or (C′), then given any ε>0 and any compact set C contained in T∩int(supp(W
E•
)),

there exists an integer p0 = p0(C, ε) such that if p ≥ p0 then

volW (p)
E•
(Ea) > volWE•(Ea)− ε

for all Ea ∈ C ∩ TQ.
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SOME DIRICHLET PROBLEMS ARISING FROM CONFORMAL
GEOMETRY

QI-RUI LI AND WEIMIN SHENG

We study the problem of finding complete conformal metrics determined by
some symmetric function of the modified Schouten tensor on compact man-
ifolds with boundary; which reduces to a Dirichlet problem. We prove the
existence of the solution under some suitable conditions. In particular, we
prove that every smooth compact n-dimensional manifold with boundary,
with n ≥ 3, admits a complete Riemannian metric g whose Ricci curvature
Ricg and scalar curvature Rg satisfy

det(Ricg − Rg g)= const.

This result generalizes Aviles and McOwen’s in the scalar curvature case.

1. Introduction

Let (Mn, g), for n≥ 3, be a compact, n-dimensional smooth Riemannian manifold
with smooth boundary ∂M . Let M = M \∂M be the interior of M , and denote the
Ricci tensor and the scalar curvature by Ric and R (or Ricg and Rg to emphasize the
metric), respectively. In [2003], Gursky and Viaclovsky introduced the modified
Schouten tensor

Aτg :=
1

n−2

(
Ricg −

τ

2(n−1)
Rgg

)
,

where τ ∈ R. We are interested in deforming the metric in the conformal class [g]
of a fixed back ground metric g to certain complete metric ḡ satisfying

det(ḡ−1 Aτḡ)= const in M.

More generally, let 0+ be an open convex cone in Rn with vertex at the origin
satisfying 0+n ⊂ 0

+
⊂ 0+1 , where

0+k = {κ = (κ1, . . . , κn) ∈ Rn
| σ j (κ) > 0, 1≤ j ≤ k},

The authors were supported by NSFC 10771189 and 10831008.
MSC2000: primary 53C21; secondary 53C23.
Keywords: modified Schouten tensor, Dirichlet problem, complete metric, prescribed curvature.
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and
σk(κ)=

∑
i1<···<ik

κi1 · · · κik .

Let F : Rn
→ R be a smooth symmetric function that satisfies some structure

conditions in 0+, to be listed later. We ask, Does there exist a complete metric ḡ
in the conformal class [g] such that

(1-1) F(ḡ−1 Aτḡ)= f (x) in M

for some given smooth function f ∈ C∞(M)? In this paper, we give a partial
answer in the case τ > n− 1. We remark that, if F = σ1, then (1-1) becomes

(2− τ)n− 2
2(n− 1)(n− 2)

Rḡ = f (x).

In the case τ > n− 1 and f (x) is positive, some results have appeared in [Aviles
and McOwen 1988].

To find a complete conformal metric satisfying (1-1), we need to solve the
Dirichlet problem for (1-1) with larger and larger boundary data. We first write this
curvature equation as a partial differential equation. Recall the following formula
for the transformation of Aτ under a conformal change of metric ḡ = e2ug:

(1-2) Aτḡ =
τ−1
n−2

(1u)g−∇2u+ du⊗ du+ τ−2
2
|∇u|2g+ Aτg.

From (1-2) we may write (1-1) as

F
(
τ−1
n−2

(1u)g−∇2u+ du⊗ du+ τ−2
2
|∇u|2g+ Aτg

)
= f (x)e2u .

In this paper, we study a more general equation. Let h(x, z) : Mn
×R be some

smooth positive function. Let’s consider

(1-3) F(λ(1u)g−∇2u+ a(x)du⊗ du+ b(x)|∇u|2g+ B)= h(x, u),

where λ > 1, B is a symmetric 2-tensor, and a(x) and b(x) are smooth functions
on M . Suppose F is homogeneous of degree one, F = 0 on ∂0+, and F satisfies
the following in 0+:

(C1) F is positive;

(C2) F is concave (that is, ∂2 F
∂κi∂κ j

is negative semidefinite);

(C3) F is monotone (that is, ∂F
∂κi

is positive).

For convenience, we define

W [u] := ∇2
confu+ B,
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and
∇

2
confu = λ(1u)g−∇2u+ adu⊗ du+ b|∇u|2g

in the sequel. We call u is admissible if g−1W [u] ∈ 0+.

Theorem 1.1. For n ≥ 3, let (Mn, g) be a smooth, compact Riemannian manifold
with boundary ∂M. If

(1) B ∈ 0+;

(2) h > 0 on M × R, ∂zh(x, z) > 0 on M × R, limz→+∞ h(x, z)→ +∞ and
limz→−∞ h(x, z)→ 0 in M ×R; and

(3) a(x) is positive on M and λa(x)+ b(x) is nonnegative in M ,

then there exists a unique admissible function u ∈ C∞(M) solving the Dirichlet
problem

(1-4)

{
F(W [u])= h(x, u) in M,

u = ϕ on ∂M,

where ϕ is a smooth function defined on a neighborhood of ∂M.

We may apply Theorem 1.1 to the elementary symmetric functions and their
quotients (σk/σl)

1/(k−l) on 0+k , with 0≤ l < k ≤ n and σ0 = 1:

Corollary 1.2. For n ≥ 3, let (Mn, g) be a smooth, compact Riemannian manifold
with boundary ∂M. Let f ∈ C∞(M), let f > 0, and let S be a Riemannian metric
on ∂M that is conformal to g|∂M . If Aτg ∈ 0

+

k and τ > n − 1, then there exists a
smooth metric ĝ ∈ [g] on M satisfying(σk

σl

)1/(k−l)
(Aτĝ)= f in M and ĝ|∂M = S,

where 0≤ l < k ≤ n.

Recently Gursky, Streets and Warren [2011] proved that any Riemannian man-
ifold with boundary admits a negative Ricci curvature metric; see also Lohkamp
[1994] and Guan [2008]. Once Ricg<0, we have A2(n−1)

g =
1

n−2(Ricg −Rgg)∈0+k .
Therefore:

Corollary 1.3. For n ≥ 3, every smooth compact n-dimensional manifold with
boundary admits a Riemannian metric g with its Ricci tensor Ric and scalar cur-
vature R satisfying

σk(g−1(Ric−Rg))= const> 0,

where 1≤ k ≤ n. In the case k = n, we have

det(Ric−Rg)= const> 0.
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By solving the infinite boundary data Dirichlet problem, we can produce com-
plete metrics with constant σk-Aτg curvature, where τ > n− 1.

Theorem 1.4. For n ≥ 3, let (Mn, g) be a smooth, compact Riemannian manifold
with boundary ∂M. Choose any smooth positive function f ∈ C∞(M). If B ∈ 0+,
a(x) is positive on M , and λa(x)+ b(x) is nonnegative in M , then there exists an
admissible solution u ∈ C∞(M) to the equation

(1-5)

{
F(W [u])= f (x)e2u in M,

u =+∞ on ∂M.

Moreover, there exist some constants C > 0 and 0< γ ≤ 1, depending on

n, λ, | f |C2(M), |a|L∞(M), |b|L∞(M), |B|g(M)

and the geometry of (M, g), such that

−C − γ log d(x)≤ u(x)≤− log d(x)+C near ∂M,

where d(x) denotes the distance to ∂M with respect to the metric g.

We can combine this with the result of [Gursky et al. 2011]:

Corollary 1.5. For n ≥ 3, every smooth compact n-dimensional manifold with
boundary admits a complete metric g whose Ricci curvature satisfies

σk(g−1(Ric−Rg))= const> 0,

where 1≤ k ≤ n. In the case k = n, we have

det(Ric−Rg)= const> 0.

When we consider the modified Schouten tensor with τ ≤ 0, it seems reasonable
to consider the negative cone, by seeking a complete conformal metric ḡ in the
conformal class [g], such that σk(−ḡ Aτḡ)= const> 0. There are some interesting
results, and we refer the reader to [Guan 2008] and [Gursky et al. 2011]. In the
case τ = 1, A1

g is just the classical Schouten tensor. In [2005], Schnürer fixes the
metric at the boundary and realizes a prescribed value for the product of the eigen-
values of the Schouten tensor in the interior, provided there exists a subsolution.
In [2007], Guan proved the existence of a conformal metric given its value on the
boundary as a prescribed metric conformal to the (induced) background metric,
with a prescribed curvature function of the Schouten tensor.

For compact manifolds without boundary, the problem of finding conformal
metrics in 0+k of constant σk curvature (that is, of finding g ∈ [g0] such that
A1

g ∈ 0
+

k and σk(g−1 A1
g) = const) — known as the higher order k-Yamabe prob-

lem for k ≥ 2 — has attracted enormous interest since the work [Viaclovsky 2000]
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appeared. It can be viewed as a fully nonlinear version of the Yamabe problem,
which was solved by Trudinger [1968], Aubin [1976] and Schoen [1984]. The
solvability of the higher order k-Yamabe problem was shown for k = 2 in [Sheng
et al. 2007] (see also [Chang et al. 2002; Ge and Wang 2006]), for k = n/2 in
[Trudinger and Wang 2010], for k > n/2 in [Gursky and Viaclovsky 2007], and
for locally conformally flat manifolds in [Guan and Wang 2003a; Li and Li 2003;
Sheng et al. 2007]. For results concerning the modified Schouten tensor on closed
manifolds, see [Gursky and Viaclovsky 2003; Li and Sheng 2005] for the case
τ < 1, and [Sheng and Zhang 2007] for the case τ ≥ n− 1.

Our primary task is to solve the Dirichlet problem (1-4). The proof goes via
the continuity method and a priori estimates. This paper is organized as follows.
In Section 2, we show (1-3) is elliptic at any admissible solution. In Section 3,
4 and 5, we establish a priori estimates that are essential in proving the existence
result. We then complete the proof of Theorem 1.1 in Section 6 and solve the
infinite boundary data Dirichlet problem (1-5) in Section 7.

2. Ellipticity

In order to discuss the ellipticity properties of Equation (1-3), we define

A[u] := F(g−1W [u])− h(x, u).

We then suppose that u ∈ C2(M) satisfies A[u] = 0. Let us = u + sψ , then the
linearized operator of A is

Lψ :=
d
ds

A[us]|s=0

= F(g−1W [u])i j (λ(1ψ)gi j −ψi j + 2auiψ j + 2b 〈∇u,∇ψ〉 gi j )

− hz(x, u)ψ.

Defining

(2-1) Qi j
= λ

∑
l

(F ll)δi j
− F i j ,

we have

(2-2) Lψ = Qi jψi j + 2F i j (auiψ j + b 〈∇u,∇ψ〉 gi j )− hz(x, u)ψ.

Proposition 2.1. Equation (1-3) is elliptic at any admissible solution.

Proof. Since F i j is positive definite in 0+, we have

Qi j
≥ (λ− 1)

∑
l

(F ll)δi j > 0.

Therefore, (1-3) is elliptic by (2-2). �
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If ∂zh(x, z) is positive on M ×R, then the coefficient of ψ in the zeroth-order
term of (2-2) is strictly negative, and we have this:

Corollary 2.2. If ∂zh(x, z) is positive on M ×R, then at any admissible solution
of (1-3), the linearized operator L : C2,α(M)→ Cα(M) is invertible.

3. The global C0 estimates

Proposition 3.1. If B ∈ 0+ and limz→+∞ h(x, z)→+∞, limz→−∞ h(x, z)→ 0.
Then there exists some positive constant C0, depending only upon h, B and ϕ, such
that for any C2(M) admissible solution u of (1-4), we have

|u|C0(M) ≤ C0.

Proof. Since M is compact, we may suppose x̃ is a minimum of the function u. If
x̃ ∈ M , we have

h(x̃, u(x̃))= F(λ(1u)(x̃)g−∇2u(x̃)+ B(x̃))

≥min
M

F(B) > 0.

Using limz→−∞ h(x, z)→ 0, we get the lower bound of u. Otherwise x̃ ∈ ∂M , we
get u ≥min∂M ϕ.

The upper bound of u follows by considering a maximum of the function u and
using the fact that limz→+∞ h(x, z)→+∞. �

4. Gradient estimates

We first establish the interior gradient estimates.

Lemma 4.1. Suppose B ∈0+ and λa(x)+b(x) is nonnegative in M. If u ∈C3(Br )

is an admissible solution of (1-4) in a ball Br ⊂ M , then there is a constant C
depending only on |a|C1(M), |b|C1(M), maxM×[−C0,C0]|h|C1 , |g|C2(M), λ, |B|C1(M)
and |u|C0(Br ), such that

sup
Br/2

|∇u| ≤ C.

Proof. Consider the auxiliary function

H(x)= ζ(x)veφ(u),

where ζ(x) ∈ C∞0 (Br ) is a cutoff function to be chosen later, v = (1+ 1
2 |∇u|2g),

φ : R−→R is a function of the form φ(s) = α(β + s)p, and |s| ≤ |u|C0(Br ). The
constants α, β and p depend only on |u|C0(Br ) and |a|L∞ , such that the function φ(s)
satisfies φ′(s) > 0 and φ′′(s)−φ′2(s)− |a|L∞φ′(s)≥ ε1 > 0 for some constant ε1

depending on |u|C0(Br ) and |a|L∞ . It is proved in [Gursky and Viaclovsky 2003] that
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such a function φ always exists in the case |a|L∞ = 1. With a slight modification,
the proof still works for our case.

Suppose the maximum of H occurs at an interior point x̃ ∈ Br . Take a nor-
mal coordinate system (x1, . . . , xn) at x̃ with respect to g such that W [u]i j (x̃) is
diagonal. Then at x̃ we have

0= Hi = (vζi + ζuli ul + vζφ
′ui )eφ(u),

that is,

(4-1) ζuli ul =−v(ζi + ζφ
′ui ),

and

(4-2) 0≥ Hi j = ζ(ululi j + uli ul j + ul(ui ul j + uli u j )φ
′)eφ(u)

+vζ((φ′2+φ′′)ui u j +φ
′ui j )eφ(u)

+ ul(ul jζi + uliζ j )eφ(u)+ v(ζi j +φ
′(uiζ j + ζi u j ))eφ(u).

Recall that Qi j
= λ(

∑
l F ll)δi j

− F i j . Since F i j is positive definite in 0+, one
obtains λ(

∑
l F ll)δi j

≥ Qi j
≥ ε0(

∑
l F ll)δi j > 0, where ε0 = λ− 1. Then (4-2)

implies

0≥ ζQi j (ululi j + uli ul j + 2ui ulul jφ
′)

+ vζQi j ((φ′2+φ′′)ui u j +φ
′ui j )

+ 2ul Qi j uliζ j + vQi j (ζi j + 2φ′uiζ j ).

By the Ricci identity, we have uli j = ui jl+R jli pu p, where Ri jlp is the Riemannian
curvature tensor of (M, g). Then

(4-3) 0≥ ζQi j(ului jl + R jli pu pul + 2ululi u jφ
′
+ v((φ′2+φ′′)ui u j +φ

′ui j )
)

+ 2ul Qi j uliζ j + vQi j (ζi j + 2φ′uiζ j ).

Using h(x, u)= F(W [u])= F i j W [u]i j and hl + hzul = F i j W [u]i j;l , we obtain

(4-4) Qi j ui j =−F i j (aui u j + b|∇u|2gi j + Bi j )+ h(x, u),

and

(4-5) ul Qi j ui jl

=−F i j (alului u j + 2aui u jlul + blul |∇u|2gi j + 2bukulkul gi j + ul Bi jl)

+ hlul + hz|∇u|2.
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Plugging (4-4) and (4-5) into (4-3), we have

0≥ − ζ F i j (alului u j + 2aui u jlul + blul |∇u|2gi j + 2bukulkul gi j + ul Bi jl)

− ζvφ′F i j (aui u j + b|∇u|2gi j + Bi j )

+ ζQi j (R jli pu pul + 2ululi u jφ
′
+ v(φ′2+φ′′)ui u j )

+ ζ(hlul + hz|∇u|2+ vφ′h(x, u))

+ 2ul Qi j uliζ j + 2vφ′Qi j uiζ j + vQi jζi j .

Without loss of generality, we may assume 1
2 |∇u|2 ≤ v ≤ |∇u|2, and using (4-1),

we derive

(4-6)

0≥ ζvφ′F i j (aui u j + b|∇u|2gi j )+ ζv(φ
′′
−φ′2)Qi j ui u j

− ζ F i j (alului u j + blul |∇u|2gi j + ul Bi jl)

− ζvφ′F i j Bi j + ζQi j R jli pu pul

+ ζ(hlul + hz|∇u|2+ vφ′h(x, u))

− 2vφ′Qi jζi u j + 2v(aF i j
+ b(

∑
F ll)δi j )ζi u j

+ vQi jζi j − 2(v/ζ )Qi jζiζ j

≥ ζv(φ′′−φ′2− aφ′)Qi j ui u j

+ ζvφ′(λa(x)+ b(x))(
∑

F ll)|∇u|2−Cζ(
∑

F ll)(v3/2
+ 1)

−Cζ(v+ 1)−C(
∑

F ll)(|∇ζ |v3/2
+ |∇

2ζ |v+ (|∇ζ |2/ζ )v),

in the second inequality, we have used the definition of Qi j to get

aζvφ′F i j ui u j = λaζφ′(
∑

l F ll)|∇u|2− aζvφ′Qi j ui u j .

Now we choose ζ to satisfy, as in [Guan and Wang 2003b],

0≤ ζ ≤ 1, |∇ζ | ≤ b0ζ
1/2, |∇2ζ | ≤ b0

for some constant b0 > 0 and

ζ(x)= 1 in Br/2 and ζ(x)= 0 outside Br .

By virtue of (4-6), we then have

0≥ (
∑

l F ll)(ε0ε1ζv
2
−Cζv3/2

−Cζ )−Cζ(v+ 1)−C(
∑

l F ll)(ζ 1/2v3/2
+ v).

Multiplying by ζ on both sides and using that 0≤ ζ ≤ 1, we have

(4-7) 0≥ (
∑

l F ll)(ε0ε1ζ
2v2
−Cζ 3/2v3/2

−Cζv−C)−C(ζv+ 1).
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Note that Euler formula and concavity of F imply

(
∑

l F ll)(κ)= F(κ)+
∑

i F i i (κ)(1− κi )≥ F(e) > 0 in 0+,

where e = (1, . . . , 1). From (4-7), if ε0ε1ζ
2v2
− Cζ 3/2v3/2

− Cζv − C ≤ 0, we
have (ζv)(x̃)≤ C . Otherwise, we have

0≥ F(e)(ε0ε1ζ
2v2
−Cζ 3/2v3/2

−Cζv−C)−C(ζv+ 1).

We then obtain (ζv)(x̃)≤ C . Hence H ≤ C in Br ; therefore supBr/2
|∇u| ≤ C . �

We now derive a priori bounds for the boundary gradient of solutions to (1-4)
with smooth Dirichlet data ϕ. Without loss of generality, we may assume that
ϕ ∈ C∞(M) in the sequel. The method is to construct barrier functions near ∂M
using the boundary distance function. Let d(x)= distg(x, ∂M) for x ∈ M , and set

Mδ = {x ∈ M | d(x) < δ} for δ > 0.

Since ∂M is smooth and |∇d| = 1 on ∂M , we choose δ > 0 sufficiently small so
that d is smooth and 1

2 ≤ |∇d| ≤ 2 in Mδ.
Consider the locally defined auxiliary function

w− := ϕ+ θ log δ2

d+δ2 ,

where θ is some small positive constant. We may directly check that

(4-8)
{

w−|∂M = ϕ,

ϕ+ θ log(δ/2)≤ w−|{d(x)=δ} ≤ ϕ+ θ log δ.

Since
∇w− =∇ϕ−

θ

d+δ2∇d,

∇
2w− =∇2ϕ−

θ

d+δ2∇
2d + θ

(d+δ2)2
∇d ⊗∇d,

we obtain

W [w−]i j =
(λ+ bθ)θ
(d + δ2)2

|∇d|2gi j +
aθ2

(d + δ2)2
di d j −

θ

(d + δ2)2
di d j

−
θ

d + δ2 (λ1dgi j − di j + a(ϕ j di +ϕi d j )+ 2b 〈∇ϕ,∇d〉 gi j )

+ λ1ϕgi j −ϕi j + aϕiϕ j + b|∇ϕ|2gi j + Bi j

≥
(ε0− (|a|L∞(M)+ |b|L∞(M))θ)θ

(d + δ2)2
|∇d|2gi j −

θ

d+δ2 C ′gi j −C ′′gi j ,

where C ′ and C ′′ are some sufficiently large constants, depending only on |ϕ|C2(M̄),
λ, |a|L∞(M), |b|L∞(M̄), |B|g(M) and the geometric quantities of (M, g), independent



346 QI-RUI LI AND WEIMIN SHENG

of δ. Choosing

θ ≤
ε0

2(|a|L∞(M)+ |b|L∞(M))
and δ ≤min

{
1,

ε0

16C ′
,
ε0θ

64C ′′

}
,

by virtue of |∇d|> 1/2 in Mδ, we derive

(4-9)

W [w−]i j ≥
ε0θ

8(d + δ2)δ
gi j −

θ

d + δ2 C ′gi j −C
′′

gi j

=
θ

d+δ2

( ε0

16δ
−C ′

)
gi j −C

′′

gi j +
θε0

16δ(d + δ2)
gi j

≥
θε0

32δ
gi j −C

′′

gi j

=
θε0

64δ
gi j +

( θε0

64δ
−C ′′

)
gi j ≥

θε0

64δ
gi j ,

in the first inequality we have used the fact d + δ2
≤ 2δ, while in the second, we

have used that d + δ2
≤ 2.

To estimate the boundary gradient, we need the following maximum principle.
We first give a standard definition.

Definition 4.2. We say a subsolution w of (1-3) is admissible and

F(W [w])≥ h(x, w) in M.

Changing the direction of the inequality, one gets the definition of the supsolution
of (1-3).

Lemma 4.3. Suppose that w1 and w2 are smooth sub- and supersolutions (respec-
tively) of (1-3) withw1|∂M <w2|∂M . If ∂zh(x, z) is positive in M×R, thenw1≤w2

on M.

Proof. We argue by contradiction. Set w̃=w2−w1. Suppose w̃(x̃)=minM w̃ < 0
for some x̃ ∈ M ; then x̃ must be an interior point. At this point,

∇w2(x̃)=∇w1(x̃) and ∇
2w2(x̃)≥ ∇2w1(x̃).

Consequently

F(W [w2])(x̃)= Qi j
∇

2
i jw2(x̃)+ F i j (a∇iw2∇ jw2+ b|∇w2|

2gi j + Bi j )(x̃)

≥ Qi j
∇

2
i jw1(x̃)+ F i j (a∇iw1∇ jw1+ b|∇w1|

2gi j + Bi j )(x̃)

= F(W [w1])(x̃).

We therefore have

h(x̃, w2(x̃))≥ F(W [w2])(x̃)≥ F(W [w1])(x̃)≥ h(x̃, w1(x̃)),

which contradicts that w1(x̃) > w2(x̃) and ∂zh(x, z) is positive in M ×R. �
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Let x0 be an arbitrary point on ∂M . We pick local coordinates in Mδ so that
∂M is the plane xn = 0, and let {eγ, en}

n−1
γ=1 be the corresponding coordinate vector

fields, where en(x0) denotes the interior normal vector and eγ(x0) the tangential
direction.

Lemma 4.4. Let u be a C2(M) admissible solution of (1-4). If B ∈ 0+ and
∂zh(x, z) is positive in M ×R, then there exists a constant C depending on

C0, λ, |ϕ|C2(M), |a|L∞(M), |b|L∞(M), |B|g(M)

and the geometric quantities of (M, g), such that

∂nu|∂M >−C.

Proof. Recalling (4-8) and (4-9), we have

w−|∂M = ϕ and F(W [w−])= F i j W [w−]i j ≥
ε0θ

64δ
F(e) on Mδ.

We choose δ smaller, so that

F(W [w−])≥ max
M×[minM ϕ,maxM ϕ]

h(x, z)≥ h(x, w−) on Mδ.

Since |u|C0(M) < C0, we can regard w− as a local subsolution of (1-3) on Mδ =

{x | d(x)≤ δ}. Applying Lemma 4.3 to Mδ, we have

u(x)− u(x0)

d(x, x0)
≥
w−(x)−w−(x0)

d(x, x0)
for any x0 ∈ ∂M .

That is, ∂nu|∂M ≥ ∂nw
−
|∂M , and our lemma follows. �

We next prove that the ∂nu have an upper bound; the boundary gradient estimates
follow.

Lemma 4.5. Let u be a C2(M) admissible solution of (1-4). If B ∈ 0+ and
∂zh(x, z) is positive in M ×R, then we have

∂nu(x0) < C for any point x0 ∈ ∂M ,

where C is a positive constant depending on C0, λ, |ϕ|C2(M), |a|L∞(M), |b|L∞(M),
|B|g(M̄) and the geometric quantities of (M, g).

Proof. Since u is admissible and 0+ ⊂ 0+1 , we have

c11u+ c2|∇u|2+ tr B ≥ (nλ− 1)1u+ (a+ nb)|∇u|2+ tr B > 0,

where c1 = nλ − 1 and c2 = |a|L∞ + n|b|L∞ . Therefore the proof reduces to
constructing a local supbarrier function of the equation

c11v+ c2|∇v|
2
+ tr B = 0.
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Let’s consider w+ = ϕ+ θ log((d + δ2/δ2)) in Mδ; then

w+i = θ
di

d + δ2 +ϕi ,

w+i j =−θ
di d j

(d + δ2)2
+ θ

di j

d + δ2 +ϕi j .

We therefore have

c11w
+
+ c2|∇w

+
|
2
+ tr B

=−θ(c1− c2θ)
|∇d|2

(d + δ2)2
+ (c11d + 2c2〈∇d,∇ϕ〉) θ

d+δ2

+ c1(1ϕ)+ c2|∇ϕ|
2
+ tr B.

Now we choose θ < c1/(2c2). Then using |∇d|2 > 1
2 in Mδ, we derive

c11w
+
+ c2|∇w

+
|
2
+ tr B ≤−

c1θ

4(d + δ2)2
+C ′ θ

d+δ2 +C ′′

≤

(
−

c1

4δ(1+ δ)
+C ′

)
θ

d+δ2 +C ′′ in Mδ,

where C ′ and C ′′ are two positive constants depending on

|ϕ|C2(M), λ, |a|L∞(M), |b|L∞(M), |B|g(M)

and the geometric quantities of (M, g), independent of δ. Next we choose

δ <min
{

1,
c1

8(C ′+ 1)
,
θ

2C ′′
}
;

then c11w
+
+ c2|∇w

+
|
2
+ tr B < 0 in Mδ.

Note that {
w+|∂M = ϕ,

w+|{x∈M |d(x)=δ} ≥ ϕ+ θ log(1/δ).

Without loss of generality, we can assume δ is small; then |u|C0(M) < C0 and the
maximum principle imply u ≤ w+ in Mδ. Consequently, for any x0 ∈ ∂M ,

u(x)− u(x0)

d(x, x0)
≤
w+(x)−w+(x0)

d(x, x0)
.

That is, ∂nu|∂M ≤ ∂nw
+
|∂M , and our lemma follows. �

Combining Lemma 4.1, Lemma 4.4 and Lemma 4.5, we obtain this:

Proposition 4.6. Suppose B ∈0+, λa(x)+b(x) is nonnegative in M and ∂zh(x, z)
is positive in M ×R. Then for any C3(M) admissible solution u of (1-4), there is
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a constant C1 depending only on

C0, λ, |ϕ|C2(M), |a|C1(M), |b|C1(M), max
M×[−C0,C0]

|h|C1, |B|C1(M)

and the geometric quantities of (M, g), such that |∇u| ≤ C1 on M.

5. Estimates for the second derivative

As in Section 4, we begin by establishing the interior estimates.

Lemma 5.1. Let B ∈ 0+ and a(x) be positive on M. Let u ∈ C4(Br ) be an
admissible solution of (1-4) in a ball Br ⊂M ; there is a constant C depending only
on

|a|C2(M), |b|C2(M), max
M×[−C0,C0]

|h|C2, |g|C2(M), |B|C2(M), λ, |u|C1(Br )

such that supBr/2
|∇

2u| ≤ C.

Proof. Since 0+ ⊂ 0+1 , we obtain

0< tr W [u] = (nλ− 1)(1u)+ (a(x)+ nb(x))|∇u|2+ tr B.

Consequently 1u ≥ −C . For obtaining the upper bound of 1u, we consider the
auxiliary function

G(x)= ζ(x)(1u+3a(x)|∇u|2)

for some large constant3> 1, depending only on |a|L∞ , |b|L∞ and λ, to be chosen
later; here ζ(x) ∈ C∞0 (Br ) is a cutoff function as in Lemma 4.1.

Suppose G achieves a maximum at an interior point x̃ ∈ M . We take a normal
coordinate system (x1, . . . , xn) with respect to g such that W [u]i j (x̃) is diagonal.
Without loss of generality, we may assume G(x̃) ≥ 1 and x̃ ∈ Br . Then, at x̃ , we
have

0= Gi = (1u+3a|∇u|2)ζi + ζ(ulli +3ai |∇u|2+ 23aululi ),

that is,

(5-1) ζulli =−3aiζ |∇u|2− 23aζululi − (1u+3a|∇u|2)ζi ,

and

(5-2) 0≥Gi j = ζ(ulli j+3ai j |∇u|2+23ul(ai ul j+a j uli )+23a(uli ul j+ululi j ))

+ (ulli +3ai |∇u|2+ 23aululi )ζ j

+ (ull j +3a j |∇u|2+ 23aulul j )ζi + (1u+3a|∇u|2)ζi j .

Recall that Qi j
= λ(

∑
l F ll)δi j

− F i j . Since F i j is positive definite in 0+, one
obtains λ(

∑
l F ll)δi j

≥ Qi j
≥ ε0(

∑
l F ll)δi j > 0, where ε0 = λ− 1. Notice that
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the Ricci identity gives uli j = ui jl +O(|∇u|) and ulli j = ui jll +O(|∇2u|+ |∇u|).
Then (5-2) implies

(5-3)

0≥ Qi j Gi j

= ζQi j(ulli j +3ai j |∇u|2+ 43ulai ul j + 23a(uli ul j + ululi j )
)

+ 2Qi j (ulli +3ai |∇u|2+ 23aululi )ζ j + (1u+3a|∇u|2)Qi jζi j

≥ ζQi j (ui jll + 23a(uli ul j + ului jl))+ 2Qi j ulliζ j

−C3(
∑

l F ll)(|∇2u| + 1).

Using hll+2hlzul+hzull = F i j W [u]i j;ll+ F i j,rs W [u]i j;l W [u]rs;l and the con-
cavity of F , we obtain

(5-4) Qi j ui jll ≥−2aF i j (uilu jl + ui u jll)− 2b(
∑

l F ll)(|∇2u|2+ uklluk)

−C(
∑

l F ll)(|∇2u| + 1)+ hll + 2hlzul + hzull .

On the other hand, (4-5) implies

(5-5) 23aul Qi j ui jl ≥−C3(
∑

l F ll)(|∇2u| + 1)+ 23ahlul + 23ahz|∇u|2.

Plugging (5-4) and (5-5) into (5-3), and employing (5-1) we have

0≥ 23aζQi j uli ul j − 2aζ F i j (uilu jl + ui u jll)+ 2Qi j ulliζ j

− 2bζ(
∑

l F ll)(|∇2u|2+ uklluk)

−C3(
∑

l F ll)(|∇2u| + 1)−C3(|∇2u| + 1)

≥ 2ζ(3aλ− b)(
∑

l F ll)|∇2u|2− 2aζ(3+ 1)F i j uilu jl

−C3(
∑

l F ll)(|∇2u| + 1)−C3(|∇2u| + 1)

≥ 2ζ(ε0a3− a− b)(
∑

l F ll)|∇2u|2

−C3(
∑

l F ll)(|∇2u| + 1)−C3(|∇2u| + 1).

Since a is positive on M , we assume a(x) ≥ ε2 > 0. We now choose 3 >

max{1, 2(|a|L∞ + |b|L∞)/(ε0ε2)}, and multiply ζ on both sides to produce

(5-6) 0≥3(
∑

l F ll)(ε0ε2ζ
2
|∇

2u|2−Cζ |∇2u| −C)−C3(ζ |∇2u| + 1).

It follows that (ζ |∇2u|)(x̃)≤ C . Therefore supBr/2
1u ≤ C .

If 0+ ⊂ 0+2 , then supBr/2
1u ≤ C implies that supBr/2

|∇
2u| ≤ C . To get the

Hessian bounds of u in general, we simply consider the maximum of

ζ(x) max
ξ∈(Tx M∩Sn)

(∇ξ∇ξu+3a(x)(∇ξu)2).

The calculation is similar. �
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We next derive a priori bounds for second derivatives of solutions to (1-4). The
method we use is similar to that of [Guan 2007; Guan 2008; Gursky et al. 2011].
The notation below is the same as in Section 4.

We use a barrier function

v(x)= p(qd2
− d) in Mδ,

where p and q are positive constants. Let’s define a linear operator

(5-7) P(ψ)= Qi jψi j + 2F i j (a(x)uiψ j + b(x) 〈∇u,∇ψ〉 gi j ).

Then
Pd = Qi j di j + 2F i j (aui d j + b 〈∇u,∇d〉 gi j ),

and consequently
|Pd| ≤ C#

∑
l F ll in Mδ,

where C# depends on λ, |u|C1(M), |a|L∞(M̄), |b|L∞(M) and the geometric quantities
of (M, g). On the other hand, we have in Mδ

Pd2
= 2Qi j (di d j )+ 2dPd

≥ 2ε0(
∑

l F ll)|∇d|2− 2dC#
∑

l F ll

≥ (ε0− 2C#δ)
∑

l F ll,

where ε0 = λ− 1 as before. After we choose

q > 2(1+C#)/ε0 and δ <min{ε0/(4C#), 1/(2q)},

the function v satisfies

(5-8) Pv ≥ p{q(ε0− 2C#δ)−C#}
∑

l F ll
≥ p

∑
l F ll,

and

(5-9) v ≤− 1
2 pd in Mδ.

Let x0 be an arbitrary point on ∂M . Let r(x)= distg(x, x0) to denote the distance
from x to x0 with respect to the background metric. Let �δ(x0) = Bδ(x0) ∩ Mδ,
where Bδ(x0) = {x ∈ M | r(x) < δ}. Since δ is small, we assume r2 is smooth
in �δ(x0). A similar calculation implies

(5-10) 1
2ε0

∑
l F ll
≤ Pr2

≤ (2λ+ 1
2ε0)

∑
l F ll in �δ(x0).

Now we pick a local coordinates in Mδ so that ∂M is the plane xn=0, and we let
{eγ, en}

n−1
γ=1 be the corresponding coordinate vector fields, where en(x0) denotes the

interior normal vector and eγ(x0) the tangential direction. Fix some γ and consider
the locally defined function φ= eγ(u−ϕ), where u is a C3(M) admissible solution
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of (1-4). In order to derive the boundary estimates for second derivatives, we need
the following lemma.

Lemma 5.2. In the notation above, there exists a constant C , depending only on
C0, C1, |a|C1(M̄), |b|C1(M), |h|C1(M×[−C0,C0])

and |ϕ|C3(Mδ)
, such that

|Pφ| ≤ C(1+
∑

l F ll).

Proof. Differentiating Equation (1-3) with respect to eγ yields

Qi j ui jγ + 2F i j (auiγu j + bululγgi j )

=−F i j (aγui u j + bγ|∇u|2gi j + Bi jγ)+ hzuγ + hγ.

Exchanging derivatives implies

ui jγ = uγi j + (Rm ∗∇u)i jγ.

Combining these calculations yields

Pφ = Qi j uγi j + 2F i j (aui uγ j + bukuγk gi j )

− Qi jϕγi j − 2F i j (auiϕγ j + bukϕγk gi j )

=−F i j (aγui u j + bγ|∇u|2gi j + Bi jγ)+ hzuγ + hγ

− Qi jϕγi j − 2F i j (auiϕγ j + bukϕγk gi j )− Qi j (Rm ∗∇u)i jγ

Therefore
|Pφ| ≤ C(

∑
l F ll)+C. �

We are now ready to prove the boundary estimates for second derivatives.

Lemma 5.3. Let u ∈ C3(M) be an admissible solution of (1-4). Then

|∇
2u| ≤ C on ∂M,

where the constant C > 0 depends on

C0, C1, |a|C1(M), |b|C1(M), |h|C1(M×[−C0,C0])
, |ϕ|C3(Mδ)

, |B|C1(M)

and the geometric quantities of (M, g).

Proof. We require separate proofs for the different types ∇γ∇ηu, ∇γ∇nu and
∇n∇nu of boundary second derivatives.

Let x0 be an arbitrary point on ∂M . Using that u−ϕ = 0 on ∂M , we obtain

∇γ∇η(u−ϕ)(x0)=−∇n(u−ϕ)5(eγ, eη)(x0),

where 1 ≤ γ, η ≤ n− 1 and 5 denotes the second fundamental form of ∂M . We
therefore have the estimates for the pure tangential second order derivatives.
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Combining (5-8), (5-10) and Lemma 5.2, we have for any positive constant µ

P(φ− v+µr2)≤ (C − p+µ(2λ+ 1
2ε0))

∑
l F ll
+C.

Picking µ large enough and p > µ2, we get

P(φ− v+µr2)≤− 1
2 pF(e)+C < 0.

Thus by the maximum principle, we conclude that the minimum of φ − v +µr2

occurs on the boundary of �δ(x0). It remains to check these boundary values.
There are two components of ∂�δ(x0) to check. Firstly, since φ ≡ 0 and v ≡ 0 on
∂�δ(x0)∩∂M , we get φ−v+µr2

≥ 0 on ∂�δ(x0)∩∂M and (φ−v+µr2)(x0)= 0.
Sinceµ is large, (5-9) implies φ−v+µr2>φ+(p/2)d+µr2>0 on ∂�δ(x0)\∂M .
It follows that the normal derivative of φ− v+µr2 is nonnegative, and therefore
we conclude

∇n∇γu(x0) > ∇n(∇γϕ+ v−µr2)(x0)

=∇n∇γϕ(x0)− p >−C.

However, using Lemma 5.2 again, it is clear that the same argument applies to−φ,
and one deduces the mixed second derivative estimates

|∇n∇γu|< C.

Once we bound ∇γ∇ηu and ∇γ∇nu, to estimate the double normal second de-
rivative ∇n∇nu we only need to bound 1u. Note that W [u]i j ∈ 0

+

1 , that is,

(nλ− 1)(1u)+ (a(x)+ nb(x))|∇u|2+ tr B > 0.

Consequently1u is bounded from below and we have to establish an upper bound

unn ≤ C on ∂M.

Without loss of generality, one can assume unn≥0 on ∂M (otherwise we are done).
Orthogonally decompose the matrix W at x0 ∈ ∂M in terms of eγ and en . Using
the known bounds, we find

W [u]i j (x0)= (λ1ugi j − ui j + aui u j + b|∇u|2gi j + Bi j )(x0)

≥

(
λunn In−1 0

0 (λ− 1)unn

)
(x0)−Cδi j

≥ (ε0unn(x0)−C)δi j ,
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where C depends on |u|C1(M), |a|C0(M), |b|C0(M), |B|C0(M), |∇γ∇ηu| and |∇γ∇nu|.
It is clear that

C > max
M×[−|u|C0(M̄),|u|C0(M)]

|h|

≥ F i j (x0)W [u]i j (x0)

≥ (ε0unn(x0)−C)
∑

l F ll(x0)

≥ (ε0unn(x0)−C)F(e).

Thus we obtain the upper bound as desired. �

Combining Lemma 5.1 and Lemma 5.3, we have the global estimates for the
second derivative.

Proposition 5.4. Suppose B ∈0+ and a(x) is positive on M. Then for any C4(M)
admissible solution u of (1-4), there is a constant C2 depending only on C0, C1, λ,
|a|C2(M̄), |b|C2(M), |h|C2(M×[−C0,C0]), |ϕ|C3(M), |B|C2(M) and the geometric quanti-
ties of (M, g) such that

|∇
2u| ≤ C2 on M .

6. Proof of Theorem 1.1

The proof of Theorem 1.1 is standard. We only sketch it here. For t ∈ [0, 1], we
consider the equations

(?t)
{

F(∇2
confu+ B t)= ht ,

u|∂M = ϕ
t ,

where

B t
= t B+ 1−t

F(e)
g, ht

= (1− t)e2u
+ th(x, u), ϕt

= tϕ.

For t = 0, the admissible solution is u ≡ 0 on M ; for t = 1, it is our desired
Equation (1-4). It is direct to check that

• B t
∈ 0+.

• ht > 0 on M ×R, ∂zht(x, z) > 0 on M ×R, limz→+∞ ht(x, z)→+∞ and
limz→−∞ ht(x, z)→ 0 in M ×R.

• There exists a uniform constant C > 0, independent of t ∈ [0, 1], such that
|B t
|C2(M̄) < C , |ht

|C2(M×[−C,C]) < C and |ϕt
|C3(M) < C .

Applying our a priori estimates Proposition 3.1, 4.6 and 5.4 to (?t) and noting
that F is concave, we obtain, by Evans–Krylov estimates,

|ut |C2,α(M) ≤ C for all t ∈ [0, 1].
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Combining this with Corollary 2.2, we see by standard degree theory that (?t) is
solvable for t = 1. Uniqueness follows by Lemma 4.3.

7. Proof of Theorem 1.4

To solve the Dirichlet problem for large boundary conditions, we need to control
the behavior of the solution near the boundary. We can do this by constructing
barrier functions for some suitable equation.

Recall that F is concave, then

F(κ)≤ ω
∑
κi in 0+

for some uniform constant ω> 0. For any C2(M) admissible function u satisfying

F(W [u])= f (x)e2u in M,

u is a subsolution of the equation

(7-1) b11u+ b2|∇u|2+ b3 = e2u,

where

b1 =
ω(nλ− 1)
minM f

, b2 =
ω(|a|L∞ + n|b|L∞)

minM f
b3 =

ω|tr B|L∞
minM f

.

Before constructing a local supsolution of (7-1), we give some notation. Take a
point y0 ∈ Mδ/4 near the boundary ∂M . Suppose x0 ∈ ∂M is the point that satisfies
d(y0) = distg(x0, y0). Consider a geodesic running from x0, passing through y0,
and going out a small distance to a point z0 with distg(z0, x0) = η. We use r(x)
to denote the distance from z0 to x with respect to the background metric g. We
assume that δ and η are small enough that r2(x)= (distg(x, z0))

2 is smooth in the
ball Bη(z0). We may choose normal coordinates {ek}. Then we have

1r2(z0)= 2n.

We now assume
1≤1r2

≤ 3n in Bη(z0).

Consider the following auxiliary function defined in Bη(z0):

w(x)=− log(η2
− r2)+ θ log

η2
− r2
+ ε

ε
+ log 2+ 1

2 log(nb1+ b2)+ log η,

where θ and ε are constants to be chosen later. It is easy to check that

wi =
2rri

η2− r2 − θ
2rri

η2− r2+ ε
,
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and

wi j =
∇

2
i jr

2

η2− r2 +
4r2rir j

(η2− r2)2
− θ

∇
2
i jr

2

η2− r2+ ε
− θ

4r2rir j

(η2− r2+ ε)2
.

Consequently, using |∇r | = 1 and 1≤1r2
≤ 3n in Bη(z0), we derive

b11w+ b2|∇w|
2
+ b3

= b1
1r2

η2− r2 +
4(b1+ b2)r2

(η2− r2)2
−

b1θ1r2

η2− r2+ ε
−

4(b1− b2θ)θr2

(η2− r2+ ε)2

−
8b2θr2

(η2− r2)(η2− r2+ ε)
+ b3

≤
3nb1η

2
+ (3b1+ 4b2)r2

(η2− r2)2
−

b1θ

η2− r2+ ε
−

4(b1− b2θ)θr2

(η2− r2+ ε)2
+ b3.

Now choosing θ < b1/(2b2), η <
√

b1θ/(2b3), ε < η2, and using r ≤ η, one
obtains

b11w+ b2|∇w|
2
+ b3 ≤

4(nb1+ b2)η
2

(η2− r2)2
≤ e2w.

Since w|∂Bη(z0) =+∞, maximum principle implies

u ≤ w in Bη(z0);

hence

(7-2) u(y0)≤− log d(y0)+ θ log
2ηd(y0)+ ε

ε
+ log 2+ 1

2 log(nb1+ b2).

Now we complete the proof as follows.

Proof of Theorem 2. We use the notation of Section 4. The argument here is similar
to that in [Guan 2008]. Let’s consider the locally defined auxiliary functions

vγm := γ log mδ2

md+δ2 in Mδ,

where γ is some small positive constant to be chosen later and m = 1, 2, 3, . . . . It
is direct to check that

(7-3)
vγm |∂M = γ log m,

γ log 1
2δ ≤ v

γ
m |{d(x)=δ} ≤ γ log δ.
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By a direct computation, we obtain

W [vγm]i j =
(λ+ bγ)γm2

(md + δ2)2
|∇d|2gi j +

aγ2m2

(md + δ2)2
di d j −

γm2

(md + δ2)2
di d j

−
γm

md + δ2 (λ1dgi j − di j )+ Bi j

≥
(ε0− (|a|L∞(M)+ |b|L∞(M))γ)γm2

(md + δ2)2
|∇d|2gi j

−
γm

md + δ2 C ′gi j −C ′′gi j ,

where C ′ and C ′′ are some large constants depending only on λ, |B|g(M) and the
geometric quantities of (M, g), independent of δ. Choosing

γ ≤
ε0

2(|a|L∞(M)+ |b|L∞(M))
and δ ≤min

{
1,

ε0

16C ′
,
ε0γ

64C ′′

}
,

and observing that |∇d|> 1/2 in Mδ, we derive

W [vγm]i j ≥

( ε0m
4(md + δ2)

−C ′
) γm

md + δ2 gi j −C ′′gi j

≥
ε0γm2

8(md + δ2)2
gi j −C ′′gi j

≥
ε0γm2

16(md + δ2)2
gi j .

Consequently, if γ ≤ min{1, 1
2ε0/(|a|L∞(M)+ |b|L∞(M))} and δ is small enough,

then

(7-4)

F(W [vγm])≥
ε0γm2

16(md + δ2)2
F(e)

=
ε0γF(e)

16δ4 exp(2vγm/γ)

≥ f (x)e2vγm

in Mδ. For any integer m ≥ 1, let um ∈ C∞(M) be the admissible solution of the
Dirichlet problem {

F(W [u])= f (x)e2u in M,

u = γ log m on ∂M,

where γ is the constant has been fixed. Then (7-3), (7-4) and Lemma 4.3 imply

(7-5) um ≥ v
γ
m = γ log mδ2

md+δ2 .
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Recalling (7-2), we obtain for any m ≥ 1

(7-6) um ≤− log d +C.

Since um ≤ um+1 for m ≥ 1, and the um have the boundary control (7-5) and (7-6),
the limit

u(x) := lim
m→∞

um(x)

exists for all x ∈ M and satisfies

−C − γ log d ≤ u(x)≤− log d +C

near ∂M .
For any compact subset K ⊂ M , by the boundary control above and the a priori

estimates of Proposition 3.1, Lemma 4.1 and Lemma 5.1, we obtain

|um |C2,α(K ) ≤ C,

where 0<α < 1, C =C(K ) is independent of m. Thus u is a solution of (1-5). �
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POLYCYCLIC QUASICONFORMAL
MAPPING CLASS SUBGROUPS

KATSUHIKO MATSUZAKI

For a subgroup of the quasiconformal mapping class group of a Riemann
surface in general, we give an algebraic condition which guarantees its dis-
creteness in the compact-open topology. Then we apply this result to its
action on the Teichmüller space.

1. Introduction

We consider a Riemann surface R in general, not necessarily topologically finite,
and a subgroup G consisting of quasiconformal mapping classes of R. Such a
group usually appears as acting on the infinite dimensional Teichmüller space
of R and in particular discreteness of its orbit is often discussed. In this case,
the discreteness of G is understood through the action on the Teichmüller space.
In this paper however, we first start from a more basic viewpoint on G as surface
homeomorphisms and then look into its action on the Teichmüller space.

Throughout this introduction, we assume that a Riemann surface R has no ideal
boundary at infinity ∂R for the sake of simplicity. The quasiconformal mapping
class group MCG(R) of R is the group of all quasiconformal automorphisms g of R
modulo homotopy equivalence. We introduce a topology for this group induced
by the compact-open topology of homeomorphisms of R. Then a subgroup G
of MCG(R) is defined to be discrete if it is discrete in this topology. Our main
theorem refers to a certain algebraic condition under which G is always discrete.
Here we say that a group G is polycyclic if G is solvable and if every subgroup
of G is finitely generated.

Theorem 2.4. If a subgroup G of MCG(R) is polycyclic, then G is discrete.

This result is sharp in a sense that there is a counterexample for either a finitely
generated solvable group or an infinitely generated abelian group.

MSC2000: primary 30F60; secondary 37F30.
Keywords: quasiconformal mapping class group, Teichmüller space, discrete, polycyclic.
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In the first of the application of this theorem, we deal with stationary mapping
class subgroups and consider their action on Teichmüller spaces. The quasiconfor-
mal mapping class group MCG(R) acts on the Teichmüller space T (R) of a Rie-
mann surface R biholomorphically and isometrically. A subgroup G ⊂MCG(R)
is called stationary if there exists a compact subsurface V of R such that every
representative g of every mapping class [g] ∈ G satisfies g(V )∩ V 6=∅.

A basic nature of stationary subgroups in connection with their discreteness
in the compact-open topology and discontinuity of the action on the Teichmüller
space is that, if G ⊂ MCG(R) is stationary and discrete, then G acts discontinu-
ously on T (R). Then we have the following consequence from the main theorem.
Recall that we assume ∂R =∅ until the end of this section.

Corollary 4.2. If a polycyclic subgroup G of MCG(R) is stationary, then G acts
discontinuously on T (R).

We expect that this result should be valid for every finitely generated stationary
subgroup G ⊂MCG(R).

In the second application of Theorem 2.4, we deal with asymptotically confor-
mal mapping class subgroups. We say that a quasiconformal homeomorphism of a
Riemann surface R is asymptotically conformal if its complex dilatation vanishes
at infinity of R. We say that a subgroup G⊂MCG(R) is asymptotically conformal
if there exists some p ∈ T (R) such that every element of G can be realized as an
asymptotically conformal automorphism of the Riemann surface Rp corresponding
to p. We denote by MCGp(R) the subgroup of MCG(R) having this property for
p ∈ T (R).

Theorem 5.1. If an asymptotically conformal subgroup G of MCGp(R) for p ∈
T (R) is polycyclic, then the orbit G(p) is a discrete set in T (R).

One may ask a question about how the algebraic assumption on G can be relaxed
for this statement.

2. Discreteness of mapping class subgroups

We always assume that a Riemann surface R is hyperbolic, that is, R is represented
by a Fuchsian group F acting on the unit disk D and is endowed with the hyperbolic
metric. The quasiconformal mapping class group MCG(R) for R is the group
of all homotopy classes [g] of quasiconformal automorphisms g of R. Here the
homotopy is considered to be relative to the ideal boundary at infinity ∂R of R,
where ∂R = (∂D−3(F))/F for the limit set 3(F) of F . This means that, when
∂R 6=∅, two quasiconformal automorphisms g0 and g1 are regarded as homotopic
if there is a homotopy 8 : R×[0, 1]→ R between g0 =8( · , 0) and g1 =8( · , 1)
such that its extension to each x ∈ ∂R is constant over [0, 1].
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The compact-open topology on the space of all homeomorphic automorphisms
of R induces a topology on MCG(R). More precisely, we say that a sequence of
mapping classes [gn] ∈MCG(R) converges to a mapping class [g] ∈MCG(R) in
the compact-open topology if we can choose representatives gn ∈ [gn] and g ∈ [g]
satisfying that gn converges to g locally uniformly on R. When R has the ideal
boundary at infinity ∂R, we further require that the extensions gn of the quasi-
conformal automorphisms gn to ∂R converge to the extension g of g in such a
way that gn is identical with g on a compact subset Wn ⊂ ∂R, where {Wn}

∞

n=1
is some compact exhaustion of ∂R, that is, an increasing sequence of compact
subsets of ∂R satisfying that the closure of the union of all Wn is ∂R. We call this
topology on MCG(R) the compact-open topology relative to the boundary. If [gn]

converges to [g] in the compact-open topology relative to the boundary, then there
are quasisymmetric automorphisms g̃n and g̃ of the unit circle ∂D corresponding
to [gn] and [g] respectively such that the sequence g̃n converges uniformly to g̃.

Definition. We say that a subgroup G of MCG(R) is discrete if it is a discrete set in
MCG(R) with respect to the compact-open topology relative to the boundary. The
discreteness is equivalent to the condition that, if a sequence of mapping classes
{[gn]}

∞

n=1⊂MCG(R) converges to [id], then [gn] = [id] for all sufficiently large n.

Concerning the discreteness of the full mapping class group MCG(R), we have
a simple characterization.

Proposition 2.1. The quasiconformal mapping class group MCG(R) is discrete if
and only if R is analytically finite, that is, R is a compact Riemann surface from
which at most finitely many points are removed.

Proof. Assume that R is analytically finite. In this case, there are a finite number
of simple closed geodesics {ci }

k
i=1 such that, if [g] ∈MCG(R) satisfies that g(ci )

is freely homotopic to ci for every i , then [g] = [id]. If a sequence of mapping
classes {[gn]}

∞

n=1 converges to [id], then gn(ci ) is freely homotopic to ci for every i
and for all sufficiently large n. This implies that MCG(R) is discrete.

Conversely, assume that R is not analytically finite. If R is topologically finite,
that is, the fundamental group π1(R) of R is finitely generated, then R should
have the ideal boundary at infinity and clearly MCG(R) is not discrete in this
case. If R is not topologically finite, then there is an infinite sequence of simple
closed geodesics {cn}

∞

n=1 diverging to the infinity of R, in other words, escaping
from any compact subset of R. Let [τn] be the mapping class caused by the Dehn
twist along cn . Then [τn] 6= [id] and {[τn]}

∞

n=1 converges to [id]. This implies that
MCG(R) is not discrete. �

We will consider the discreteness of countable subgroups of MCG(R). Note that
MCG(R) is uncountable in many cases when R is analytically infinite [Matsuzaki
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2005]. An uncountable subgroup G of MCG(R) is not discrete, as the following
proposition asserts.

Proposition 2.2. Assume that R has no ideal boundary at infinity ∂R. If a sub-
group G ⊂MCG(R) is uncountable, then G is not discrete.

Proof. Let {ci }
∞

i=1 be the family of (free homotopy classes of) all simple closed
geodesics on R. We first consider the images of c1 under G. Since G is uncountable
whereas {ci } is countable, there are uncountably many elements of G that map c1

to simple closed curves freely homotopic to each other. Then, by composing the
inverse of one of these elements, we have uncountably many elements of G that
keep c1 in its free homotopy class. Next we consider the images of c2 under this
uncountable subset of G and obtain uncountably many elements of G that keep
c1 and c2 in their free homotopy classes. By continuing this process and then by
taking the diagonal, we can choose a sequence {[gn]}

∞

n=1 of elements in G such
that gn(ci ) is freely homotopic to ci for all i = 1, 2, . . . , n and for each n. This
implies that {[gn]} converges to [id]. �

In this section, we investigate an algebraic condition on a countable subgroup G
of MCG(R) under which G is always discrete. Our fundamental result is the fol-
lowing. The proof will be given in the next section.

Theorem 2.3. If G ⊂ MCG(R) is a finitely generated abelian group, then G is
discrete.

Note that both assumptions that G is finitely generated and that G is abelian are
necessary for the above theorem as examples below show. However, we cannot
have the converse statement to the theorem. In fact, for any countable group G,
there exists a discrete subgroup of MCG(R) for some Riemann surface R that is
isomorphic to G. Indeed, we can construct R so that its conformal automorphism
group, which is always discrete unless π1(R) is abelian, contains such a subgroup.

Examples. (1) First we give an indiscrete G ⊂ MCG(R) that is abelian but not
finitely generated. Let R be a Riemann surface with an infinite family of mutually
disjoint simple closed geodesics {cn}

∞

n=1 and G a subgroup of MCG(R) generated
by all the mapping classes [τn] caused by the Dehn twist along cn for each integer
n ≥ 1. Since [τn] converges to [id], G is not discrete though G is abelian.

(2) Next we give an indiscrete G ⊂ MCG(R) that is finitely generated but not
abelian. Assume that there are a simple closed geodesic c0 on R and a mapping
class [g] ∈MCG(R) such that the images {gn(c0)}n∈Z of c0 under the iteration of
a representative g ∈ [g] are mutually disjoint. Define cn to be the simple closed
geodesic freely homotopic to gn(c0) and [τn] to be the mapping classes caused
by the Dehn twist along cn . Let G be a subgroup of MCG(R) generated by two
elements [g] and [τ0]. Since [g]n[τ0]= [τn][g]n for every integer n ∈Z, we see that
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G contains the subgroup G ′ generated by all such [τn]. Hence G is not discrete as
Example (1) shows.

In the second example above, the group G is solvable since the commutator
subgroup [G,G] is contained in the abelian subgroup G ′. Although G itself is
finitely generated, G ′ is not, so G is not discrete. Hence we consider the following
stronger condition than solvability which requires all its subgroups to be finitely
generated.

Definition. We say that a group G is polycyclic if G is solvable and if every sub-
group of G is finitely generated.

See [Wolf 1968] for other equivalent conditions for G to be polycyclic. This
name comes from the fact that G is polycyclic if and only if G has a finite normal
chain of subgroups G = G0 FG1 F · · · F Gm = {1} such that each quotient group
Gi−1/Gi (i = 1, . . . ,m) is cyclic. We can say that G is polycyclic when G is
obtained in finitely many simple steps from finitely generated abelian groups.

Theorem 2.4. If G ⊂MCG(R) is a polycyclic group, then G is discrete.

This extension of Theorem 2.3 is obtained by an inductive argument which is
easily seen from the following assertion.

Lemma 2.5. Assume that every subgroup of G ⊂MCG(R) is finitely generated. If
G is not discrete, then neither is the commutator subgroup [G,G].

Proof. Since G is not discrete, there is a sequence {[gn]}
∞

n=1 in G that converges to
[id] as n→∞. Then we see that for every n0 ≥ 1, there exist m, n ≥ n0 such that
[gm] and [gn] do not commute. Indeed, if not, there is n0 such that [gm] and [gn]

commute for any m, n ≥ n0. Then a subgroup G ′ of G generated by {[gn]}n≥n0 is
abelian and G ′ is not discrete. By assumption, G ′ is finitely generated. However,
this contradicts Theorem 2.3.

Fix some n0≥1. We choose m1, n1≥n0 such that [h1] :=[[gm1], [gn1]] is not the
identity [id]. Then we choose m2, n2≥max{m1, n1} such that [h2] := [[gm2], [gn2]]

is not the identity. Inductively, for each i ≥ 1, we choose mi , ni ≥max{mi−1, ni−1}

such that [hi ] := [[gmi ], [gni ]] is not the identity. Then every [hi ] belongs to the
commutator subgroup [G,G] of G and [hi ] converges to [id] as i → ∞. This
implies that [G,G] is not discrete. �

3. Restraint of mapping class groups

In this section, we will prove Theorem 2.3. The proof uses a certain property of
mapping class groups, not necessarily satisfied for abstract groups in general. We
first explain this situation by the following example.
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Example. Let S∞ be the infinite symmetric group acting on a countable set X =
{1, 2, . . .} as permutations. We consider an element g = (1)(23)(456) · · · of S∞
which gives a cyclic permutation on mutually disjoint subsets of n points in X
where n runs over all positive integers. Then we see that gn! converges to id in the
compact-open topology with respect to the discrete topology on X . In particular,
the cyclic subgroup 〈g〉 is not discrete.

Let X = {ci }
∞

i=1 be the family of (free homotopy classes of) all simple closed
geodesics on a Riemann surface R. The quasiconformal mapping class group
MCG(R) acts faithfully on the countable set X by the correspondence of the free
homotopy class g(c) to [g] · c for any [g] ∈ MCG(R) and for any c ∈ X . In this
way, we can represent MCG(R) as a subgroup of S∞. As the above example
shows, an arbitrary subgroup of S∞ cannot have the required property which we
want to prove in Theorem 2.3. The nature in which MCG(R) ⊂ S∞ originates
from R gives a certain restriction on the action of MCG(R) and we must use this
constraint in order to prove our theorem. The following lemma can be regarded as
one of such properties of MCG(R).

Lemma 3.1. For every element [g] ∈ MCG(R) of infinite order, there exists ei-
ther a compact subsurface V in R or a compact subset V ′ in an arbitrarily given
compact exhaustion of the ideal boundary at infinity ∂R such that either the re-
striction gn

|V is homotopic to id|V on R or the extension gn is the identity on V ′

for no positive integer n ∈ N.

Proof. Suppose to the contrary that there is no such compact subsurface V in R
nor compact subset V ′ in the compact exhaustion of ∂R. Then, for any compact
subsurface V1⊂ R, there is n1∈N such that gn1 |V1 is homotopic to id|V1 on R. Also,
for any compact subset V ′1 in the compact exhaustion of ∂R, there is n′1 ∈ N such
that gn′1 is the identity on V ′. Set h= gn1n′1 . Since h is not homotopic to the identity
on R relative to ∂R, there is either some compact subsurface V2 ⊂ R including V1

such that h|V2 is not homotopic to id|V2 on R or some compact subset V ′2 in the
compact exhaustion of ∂R including V ′1 such that h is not the identity on V ′2. We
assume that the first case occurs. The argument for the second case is similar.

For that compact subsurface V2, there is n2 ∈ N such that gn2 |V2 is homotopic
to id|V2 on R. We may assume that n2 is a proper multiple of n1n′1, that is,
n2= kn1n′1 for some integer k>1. Then h|V1∼ id|V1 , h|V2 6∼ id|V2 and hk

|V2∼ id|V2 ,
where ∼ means that they are homotopic to each other on R. However, this is
impossible, as we see in the following. Represent the Riemann surface R by a
Fuchsian group F acting on the unit disk D and take a subgroup F1 of F corre-
sponding to the subsurface V1. Choose a quasisymmetric automorphism h̃ of ∂D

corresponding to h so that h̃ is the identity on the limit set3(F1)⊂ ∂D of F1. Also,
take a subgroup F2 of F corresponding to the subsurface V2 which contains F1.
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Then the quasisymmetric automorphism h̃ is not the identity on the limit set3(F2)

containing 3(F1). This implies that there is a point x ∈ 3(F2)−3(F1) that is
moved by h̃. Since the movement of x is towards one direction in some interval
contained in ∂D−3(F1), it cannot return to the original place under the iteration
of h̃. Thus h̃k(x) 6= x , which violates the condition that hk

|V2 ∼ id|V2 . �

Although the following fact is not special for mapping class groups, the property
of discreteness is shared with a subgroup of finite index as in usual arguments. We
also use this fact in the proof of Theorem 2.3.

Proposition 3.2. Let G ′ be a subgroup of G ⊂ MCG(R) of finite index. If G ′ is
discrete, then so is G.

Proof. If G is not discrete, there is a sequence of distinct elements [gn] of G that
converges to [id]. Since the index of G ′ in G is finite, we may assume that the [gn]

are all in the same coset, say, G ′[h] for some [h] ∈ G. Then [g′n] = [gn] · [h]−1

belong to G ′ and converge to [h]−1. This contradicts the assumption that G ′ is
discrete. �

Now we are ready to prove our fundamental result.

Proof of Theorem 2.3. By Proposition 3.2, we may assume that G is isomorphic
to a free abelian group Zm of rank m ≥ 1. We will prove the statement of the
theorem by induction with respect to m. First, we show that the statement is valid
when m = 1. Assume that G ∼= Z is not discrete, that is, there is a sequence of
elements in G converging to [id]. When R has the ideal boundary at infinity ∂R,
some compact exhaustion of ∂R is associated to this converging sequence. For a
generator [g] ∈ MCG(R) of G, Lemma 3.1 gives either a compact subsurface V
of R or a compact subset V ′ in the exhaustion of ∂R as in its statement. However,
since G is not discrete, there is some n ∈ N such that gn

|V is homotopic to id|V
on R and the extension gn of gn to ∂R is the identity on V ′. This contradicts the
choice of V and V ′.

We assume that the statement is true for any subgroup of MCG(R) isomorphic
to Z j for every integer j with 1 ≤ j ≤ m − 1. Let G be a subgroup of MCG(R)
isomorphic to Zm ; we prove that G is discrete. Suppose to the contrary that G
is not discrete. Then we have a sequence [gn] ∈ G converging to [id] as well
as a compact exhaustion of ∂R associated with this sequence. We will choose
a subsequence of [gn] so that any m elements in the subsequence generates a
subgroup isomorphic to Zm . To this end, first observe that all the elements [gn]

in the convergent sequence cannot be contained in a finite union of subgroups
of G that are isomorphic to Z j with 1 ≤ j ≤ m − 1, by the induction assumption.
Then choose a subsequence [gn(i)] in the following way. The first m − 1 entries
[gn(1)], . . . , [gn(m−1)] are chosen so that they are linearly independent over Z. Sup-
pose that we have already chosen l entries Gl = {[gn(1)], . . . , [gn(l)]} for l ≥m−1.
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Then take the (l+1)-st entry [gn(l+1)] so that any m − 1 elements of Gl together
with [gn(l+1)] are linearly independent over Z, in other words, [gn(l+1)] belongs to
no maximal proper subgroup (∼=Zm−1) of G containing m−1 elements of Gl . The
reason why we can choose such [gn(l+1)] is that, if not, all [gn]must be contained in
the union of the finite number of subgroups of G determined by any m−1 elements
of Gl . By this construction, it is clear that any m elements in the subsequence [gn(i)]

generate a subgroup isomorphic to Zm .
Fix an arbitrary nontrivial element [g0] ∈ G. By Lemma 3.1, we take either a

compact subsurface V of R such that gn
0 |V 6∼ id|V or a compact subset V ′ in the

exhaustion of ∂R such that gn
0|V ′ 6= id|V ′ for all n ∈ N. We only consider the first

case. The second case is similar. Since we are assuming that [gn(i)] converges
to [id], there is some i0 such that gn(i)|V ∼ id|V for every i ≥ i0. Take m arbitrary
elements [gn(i)] with i ≥ i0 and rename them as [gi ] (i = 1, . . . ,m). Since they
generate a subgroup of G isomorphic to Zm , a linear combination of [gi ] (i =
1, . . . ,m) over Z yields some multiple of any element of G. This implies that
[g0]

n for some n ∈N is represented by [g1]
k1 · · · [gm]

km for some ki ∈Z. However,
this forces gn

0 |V ∼ id|V , which contradicts the choice of V . �

4. Discontinuity of the action on the Teichmüller space

We apply our theorem to the action of mapping class subgroups on Teichmül-
ler spaces. For a Riemann surface R, the Teichmüller space T (R) is defined to
be the set of all equivalence classes [ f ] of quasiconformal homeomorphisms f
of R. Here we say that two quasiconformal homeomorphisms f1 and f2 of R
are equivalent if there exists a conformal homeomorphism h : f1(R) → f2(R)
such that f −1

2 ◦ h ◦ f1 is homotopic to the identity on R, where the homotopy is
considered to be relative to the ideal boundary at infinity ∂R. The Teichmüller
distance between two points [ f1] and [ f2] in T (R) is defined by dT ([ f1], [ f2]) =

(1/2) log K ( f ), where f is an extremal quasiconformal homeomorphism in the
sense that its maximal dilatation K ( f ) is minimal in the homotopy class of f2◦ f −1

1 .
Then dT is a complete distance on T (R). The Teichmüller space T (R) can be
embedded in the complex Banach space of all bounded holomorphic quadratic
differentials on R′, where R′ is the complex conjugate of R. In this way, T (R) is
endowed with a complex structure. Consult [Lehto 1987; Nag 1988; Gardiner and
Lakic 2000] for the theory of Teichmüller spaces.

Each element [g] ∈MCG(R) acts on T (R) from the left as [g] · [ f ] = [ f ◦g−1
]

for [ f ] ∈ T (R). It is evident from the definition that MCG(R) acts on T (R) iso-
metrically with respect to the Teichmüller distance. It also acts biholomorphically
on T (R). Except for few cases where the dimension of T (R) is lower, the action
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of MCG(R) on T (R) is faithful. Then MCG(R) can be represented in the group
of all isometric biholomorphic automorphisms of T (R).

We say that a subgroup G ⊂MCG(R) acts at p = [ f ] ∈ T (R) discontinuously
if there exists a neighborhood U of p such that the number of the elements [g] ∈G
satisfying [g](U ) ∩U 6= ∅ is finite. We denote the orbit of p under G by G(p)
and the stabilizer subgroup of G at p by StabG(p). Then G acts discontinuously
at p if and only if G(p) is a discrete set and StabG(p) is a finite group. If G
acts discontinuously at every point p in T (R), then we say that G acts discontinu-
ously on T (R). When R is analytically finite, MCG(R) itself acts discontinuously
on T (R). However, for a Riemann surface in general, this is not always true. See
[Fujikawa 2004] regarding the discontinuity of the action of mapping class groups
on Teichmüller spaces.

We consider mapping class subgroups by imposing a stationary property on
them in the following sense.

Definition. We call a subgroup G of MCG(R) stationary if there exists a compact
subsurface V of R such that every representative g of every mapping class [g] ∈G
satisfies g(V )∩ V 6=∅.

The stationary property puts a certain normalization on a family of quasicon-
formal automorphisms of R. Under this condition, the discreteness of G in the
compact-open topology affects the behavior of its orbit on the Teichmüller space.

Lemma 4.1. Let G be a stationary subgroup of MCG(R) for a Riemann surface R
with ∂R =∅. If G is discrete then the orbit G(p) for any p ∈ T (R) diverges to the
infinity of T (R), and in particular, G acts discontinuously on T (R).

Proof. Compactness of a family of normalized quasiconformal homeomorphisms
with uniformly bounded dilatations yields that if there is a sequence [gn] in a sta-
tionary subgroup G of MCG(R) such that [gn](p) is bounded in T (R), then a
subsequence of some representatives gn ∈ [gn] converges to some quasiconformal
automorphism of R locally uniformly. However, if G is discrete in the compact-
open topology, then there is no such sequence. This implies that [gn](p) is bounded
in T (R) for no sequence [gn] ∈ G, that is, the orbit G(p) diverges to the infinity
of T (R). �

Combining Theorem 2.4 and Lemma 4.1 immediately yields the following.

Corollary 4.2. Let G be a stationary subgroup of MCG(R) for a Riemann sur-
face R with ∂R =∅. If G is polycyclic, then G acts discontinuously on T (R).

We expect that this corollary is valid for every finitely generated stationary sub-
group G of MCG(R).

Conjecture. If a finitely generated subgroup G ⊂MCG(R) is stationary, then G
is discrete.
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If R is analytically finite, then MCG(R) is finitely generated and stationary.
In this case, MCG(R) is discrete and acts on T (R) discontinuously. The above
conjecture can be regarded as a generalization of this property for mapping class
groups of analytically finite Riemann surfaces.

There is an example of an infinitely generated (countable) stationary subgroup G
such that G does not act discontinuously on T (R). This is obtained similarly to
Example (1) in Section 2 but we must further assume that the lengths of the simple
closed geodesics cn in the example tend to zero as n→∞.

Remark. If we assume a bounded geometry condition on the hyperbolic metric
on R, then we do not have to impose any algebraic condition on a stationary sub-
group G for the discontinuity of its action on T (R). This result was proved in
[Fujikawa 2004; Fujikawa et al. 2004]. See also these papers for the definition of
the bounded geometry condition, to which we add ∂R =∅.

5. Discreteness of the orbit on a fiber over the asymptotic Teichmüller space

In this section, we impose a certain analytic condition on a subgroup of the quasi-
conformal mapping class group and show the discreteness of its orbit in the Teich-
müller space. Our condition also generalizes certain properties of the mapping
class group of an analytically finite Riemann surface.

A quasiconformal homeomorphism f of a Riemann surface R is called asymp-
totically conformal if, for every ε > 0, there exists a compact subsurface V of R
such that the maximal dilatation of f restricted to R − V is less than 1+ ε. The
asymptotic Teichmüller space AT(R) of R is defined by replacing the words “con-
formal automorphisms” with “asymptotically conformal automorphisms” in the
definition of the Teichmüller space T (R). Since a conformal automorphism is
asymptotically conformal, there is a projection α : T (R)→ AT(R). We denote the
fiber of α containing p ∈ T (R) by Tp, that is, Tp = α

−1(α(p)). Consult [Earle
et al. 2000; 2002; 2004; Gardiner and Lakic 2000] for the theory of asymptotic
Teichmüller spaces.

The quasiconformal mapping class group MCG(R) acts on T (R) preserving the
fiber structure of α. Hence it acts on AT(R). We define MCGp(R) to be the sub-
group of MCG(R) consisting of all elements keeping the fiber Tp invariant. Every
element of MCGp(R) can be realized as an asymptotically conformal automor-
phism of the Riemann surface Rp corresponding to p. We say that a subgroup G
of MCG(R) is asymptotically conformal if G is a subgroup of MCGp(R) for some
p ∈ T (R). When R is analytically finite, AT(R) consists of a single point and
MCGp(R) coincides with the full MCG(R) for every p ∈ T (R).

We will show the following theorem concerning the discreteness of the orbit of
an asymptotically conformal subgroup.
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Theorem 5.1. For a Riemann surface R with ∂R = ∅, if an asymptotically con-
formal subgroup G of MCGp(R) is polycyclic, then the orbit G(p) is a discrete set
in T (R).

We first prove this theorem in the case that G is a finitely generated abelian
group. Before the proof, we give the definition of an escaping sequence of mapping
classes. A sequence {[gn]}

∞

n=1 of mapping classes in MCG(R) is stationary if
there exists a compact subsurface V of R such that every representative gn of
each mapping class [gn] satisfies gn(V )∩ V 6=∅. If a subgroup G of MCG(R) is
stationary in the previous sense, then every sequence in G is stationary in this sense.
On the contrary, a sequence {[gn]}

∞

n=1 is called escaping if, for every compact
subsurface V of R, there exists some representative gn of each mapping class [gn]

such that {gn(V )} diverges to the infinity of R (that is, escapes from every compact
subset of R) as n→∞. Remark that a sequence {[gn]} ⊂MCG(R) can be neither
stationary nor escaping, but we can always choose a subsequence either stationary
or escaping.

The following lemma is crucial for considering an escaping sequence in an
asymptotically conformal mapping class group. The proof has been given in [Mat-
suzaki 2007; 2010, Theorem 5.6].

Lemma 5.2. Assume that the fundamental group π1(R) of R is noncyclic. Let G
be an abelian subgroup of MCGp(R) having an escaping sequence [gn] such that
[gn](p)→ p as n→∞. Then [g](p)= p for every [g] ∈ G.

Then the following inductive step gives the full statement of Theorem 5.1 as we
have done in Section 2.

Lemma 5.3. Assume that ∂R=∅ and every subgroup of G⊂MCGp(R) is finitely
generated. If the orbit G(p) is not a discrete set, then neither is the orbit G1(p) of
the commutator subgroup G1 = [G,G].

Proof of Theorem 5.1. Let G be a finitely generated abelian subgroup of MCGp(R).
If G is stationary, then Corollary 4.2 gives that G acts discontinuously on T (R),
and in particular, the orbit G(p) is a discrete set in T (R). This is also true for
a stationary sequence in G. If G contains an escaping sequence {[gn]} such that
[gn](p)→ p as n →∞, then Lemma 5.2 implies that G(p) = {p} is a discrete
set. Hence, if G is a finitely generated abelian subgroup, then the statement of the
theorem is valid. For the general case that G is polycyclic, we apply Lemma 5.3
to obtain the statement. �

Proof of Lemma 5.3. If G(p) is not a discrete set, then we find a sequence
{[gn]}

∞

n=1 ⊂ G such that [gn](p) 6= p converges to p as n →∞. Then we can
apply the same arguments as in the proof of Lemma 2.5. Namely, for every n0≥ 1,
there exist m, n ≥ n0 such that [gm] and [gn] do not commute. Indeed, if not,
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there is n0 such that [gm] and [gn] commute for any m, n ≥ n0. Then the finitely
generated subgroup G ′ of G generated by {[gn]}n≥n0 is abelian and G ′(p) is not a
discrete set. However, this contradicts Theorem 5.1 in the finitely generated abelian
case. Note that this case has been proved without Lemma 5.3.

Fix some n0 ≥ 1. Choose m1, n1 ≥ n0 such that [h1] :=
[
[gm1], [gn1]

]
6= [id].

Then choose m2, n2 ≥ max{m1, n1} such that [h2] :=
[
[gm2], [gn2]

]
6= [id]. Using

induction, for each i ≥ 1, choose mi , ni ≥ max{mi−1, ni−1} such that [hi ] :=[
[gmi ], [gni ]

]
6= [id]. Then every [hi ] belongs to the commutator subgroup [G,G]

of G. Note that all [hi ] are not necessarily distinct. We see that [hi ](p)→ p as
i→∞. Indeed,

d([hi ](p), p)≤ 2d([gmi ](p), p)+ 2d([gni ](p), p)→ 0

as i →∞. If [hi ](p) 6= p for infinitely many i , then we are done by passing to a
subsequence. Hence we have only to consider the case that all but finitely many
[hi ] 6= [id] belong to the stabilizer subgroup H = StabG(p) of G for p, and in
particular the case that H is not trivial.

We may assume that p is the base point of the Teichmüller space T (R). Then
there is a conformal automorphism group of R identified with H . Let Fix(H) be
the fixed point locus of H in T (R), which can be identified with the Teichmüller
space T (R/H) of the orbifold R/H . If [gn](p) does not lie in Fix(H), then there is
some [en] ∈ H such that [en][gn](p) 6= [gn](p). Set [hn]= [en]

−1
[gn]

−1
[en][gn] for

such n, which belongs to [G,G] and satisfies [hn](p) 6= p. If there are infinitely
many such n, we have [hn](p)→ p, which is the desired consequence. Hence
we have only to consider the case that [gn](p) lies in Fix(H) for all but finitely
many n.

The condition [gn](p) ∈ Fix(H) is equivalent to [gn]
−1
[e][gn] ∈ H for every

[e] ∈ H . This is satisfied if and only if the mapping class [gn] ∈MCG(R) descends
to a mapping class [ĝn] of R/H . Consider the subgroup of the mapping class group
MCG(R/H) generated by all {[ĝn]}

∞

n=1. Here [ĝn] belongs to MCGp(R/H) for
p ∈ T (R/H)= Fix(H). In the case where H is a finite group, this is easily seen.
In the case where H is an infinite group, the present situation is possible only when
[gn] belongs to H . Indeed, this follows from the fact that Tp∩Fix(H)={p} for the
infinite group H [Matsuzaki 2010, Theorem 4.2]. However, since we are dealing
with the elements [gn] ∈ G satisfying [gn](p) 6= p, this is not the case. Hence, by
the same reason as before, we can choose a sequence {[hi ]} in [G,G] such that
[hi ](p)→ p as i→∞ and in addition that none of [hi ] belongs to H = StabG(p).
This implies [hi ](p) 6= p converges to p as i→∞, which completes the proof. �

In the remark of the previous section, we mentioned that when R satisfies the
bounded geometry condition, we do not have to impose any algebraic condition
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on G. In particular, G is not necessarily finitely generated. The corresponding
statement for the discreteness of the orbit of an asymptotically conformal mapping
class subgroup will be the following.

Proposition 5.4. Assume that a Riemann surface R satisfies the bounded geometry
condition. If a subgroup G of MCGp(R) is solvable, then the orbit G(p) is a
discrete set in T (R).

However, if G ⊂ MCGp(R) is an infinitely generated (countable) group, for
instance, then the orbit is not necessarily a discrete set. Our question asks for
some algebraic conditions upon G that guarantee this discreteness.
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ON ZERO-DIVISOR GRAPHS OF BOOLEAN RINGS

ALI MOHAMMADIAN

The zero-divisor graph of a ring R is the graph whose vertices consist of the
nonzero zero-divisors of R in which two distinct vertices a and b are adja-
cent if and only if either ab = 0 or ba = 0. In this paper, we investigate some
properties of zero-divisor graphs of Boolean rings. Among other results, we
prove that for any two rings R and S with 0(R) ' 0(S), if R is Boolean and
|R| > 4, then R ' S.

1. Introduction

Throughout the paper, R denotes a ring, not necessarily with identity, and D(R)
denotes the set of all zero-divisors of R. If X is either an element or a subset of
R, then the left annihilator of X is Ann`(X) = {a ∈ R | aX = 0} and the right
annihilator of X , denoted by Annr (X), is similarly defined. For any subset Y of R,
we let Y ∗= Y\{0}. The zero-divisor graph of R, denoted by 0(R), is a graph with
the vertex set D(R)∗ such that two vertices x and y are joined by an undirected
edge if and only if x 6= y and either xy = 0 or yx = 0. Notice that a ring R
is a domain if and only if 0(R) is the null graph. For a commutative ring R with
identity, the definition of a zero-divisor graph of R that was first introduced in [Beck
1988] coincides with the above definition of 0(R). The zero-divisor graph concept
for noncommutative rings was first defined in [Redmond 2002]. The zero-divisor
graphs offer a graphical representation of rings so that we may discover some new
algebraic properties of rings that are hidden from the viewpoint of classical ring
theorists. For an instance, using the notion of a zero-divisor graph, it has been
proven in [Redmond 2004] that for any finite ring R,

∑
x∈R |Ann`(x)\Annr (x)| is

even. A simple proof of this result is given in [Akbari and Mohammadian 2007].
Let us recall some definitions regarding graph theory and ring theory. For a

vertex v of a graph G, N(v) denotes the set of all vertices of G adjacent to v, and
the degree of v is defined by |N(v)|. A graph G is called a star if G contains
at least two vertices and there exists a vertex that is joined to all other vertices

This research was in part supported by a grant from IPM.
MSC2000: 05C25, 06E20, 16P10.
Keywords: Boolean ring, reduced ring, zero-divisor graph.
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and G has no other edges. A path P in a graph G is a sequence of distinct vertices
v1, v2, . . . , vk+1 in which every two consecutive vertices are adjacent. The number
k is called the length of P . For two vertices u and v in a graph G, the distance
between u and v, denoted by d(u, v), is the length of the shortest path between u
and v, if such a path exists; otherwise, we define d(u, v)=∞. The diameter of a
graph G is defined by diam G = sup{d(u, v) | u and v are distinct vertices of G}.
In [Redmond 2002] it was shown that for any ring R, diam0(R)6 3. Furthermore,
two graphs G1 and G2 are said to be isomorphic if there is a bijective map ϕ
between the vertex set of G1 and the vertex set of G2 such that the adjacency
relation is preserved. Finally, we recall that a ring is called reduced if it has no
nonzero nilpotent elements. A ring whose elements are all idempotent is called
Boolean. We denote by Zn the ring of integers modulo n and by Fq the field with
q elements.

In this article we study the zero-divisor graphs of Boolean rings. We show that
for any reduced ring R that is not a domain, 0(R) is isomorphic to the zero-divisor
graph of a nonreduced ring, provided that 0(R) is a star. As a consequence, we
prove that Boolean rings with more than four elements are determined by their
zero-divisor graphs.

2. The results

In [Akbari and Mohammadian 2006, Theorem 17], it is proven that for any finite
ring R that is not a field, if 0(R) is isomorphic to the zero-divisor graph of a
reduced ring S, then R ' S, unless S ' Z2× Fq , where either q = 2 or (q + 1)/2
is a prime power. Since for any finite field F , 0(Z2 × F) is a star, the following
theorem presents an analogue of this result for the general case.

Remark 1. Let {Ai }i∈I and {B j } j∈J be two families of commutative domains with
identity, where |I | > 2. In [Anderson et al. 2003, Theorem 2.1], it is shown that
0
(∏

i∈I Ai
)
' 0

(∏
j∈J B j

)
if and only if there is a bijective map π : I → J such

that |Ai | = |Bπ(i)| for all i ∈ I . Hence there are many examples of nonisomorphic
pairs of infinite reduced commutative rings whose zero-divisor graphs are isomor-
phic.

Theorem 2. Let S be a reduced ring such that S is not a domain and 0(S) is not a
star. If R is a ring such that 0(R)' 0(S), then R is also a reduced ring.

Proof. We recall a well-known fact about reduced rings: for all elements x and y
of a reduced ring T , xy = 0 if and only if yx = 0. For this, note that if xy = 0
for some elements x, y ∈ T , then (yx)2 = 0 and since T is reduced, we find that
yx = 0. This fact implies that if two vertices u and v of 0(S) are adjacent, then
uv = vu = 0. We use this property frequently in what follows. We also state two
properties of 0(S):
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(i) For every two adjacent vertices u and v of 0(S) with at least one common
neighbor, u + v is a vertex of 0(S) and N(u + v) = N(u) ∩N(v). For this,
note that if x ∈ N(u) ∩N(v), then xu = xv = 0, and hence x(u + v) = 0.
Also, u + v 6= 0 since uv = 0 and S is reduced. Therefore, x ∈ N(u + v).
Conversely, if x ∈N(u+v), then (xu)u = x(u+v)u = 0 and thus u(xu)= 0.
Therefore (xu)2 = 0 and so xu = 0. This means that x ∈ N(u) and with a
similar argument, we find that x ∈N(v), as required.

(ii) For every three mutually adjacent vertices u, v andw of 0(S), we have N(u)*
N(v)∪N(w). Indeed, it easily seen that v+w ∈N(u) \ (N(v)∪N(w)).

Suppose that R is a ring with 0(R)' 0(S). So properties (i) and (ii) also hold
for 0(R). To the contrary, assume that a2

= 0 for some element a ∈ R∗.
Since S is reduced, [Akbari and Mohammadian 2006, Corollary 4] yields that

0(R) has at least two vertices. Note that a is not adjacent to all other vertices
of 0(R). To prove this, suppose otherwise. Since 0(R) is not a star, there exist
two adjacent vertices x, y ∈ N(a). So N(x) ⊆ N(a) ∪ N(y), which contradicts
(ii). Moreover, we have |N(a)| > 2. For this, suppose otherwise. Since 0(R)
is a connected graph [Redmond 2002] with at least two vertices, we may assume
that N(a) = {b} for some vertex b of 0(R). From a + b ∈ Ann`(a) ∪ Annr (a),
we conclude that a + b = 0. Hence b = −a and therefore 0(R) is a star on two
vertices, a contradiction.

We claim that either Ra = {0, a} or a R = {0, a}. Suppose that there exist two
elements b ∈ Ra \ {0, a} and c ∈ a R \ {0, a}. If b 6= c, then a, b and c are three
mutually adjacent vertices and N(a)⊆N(b)∪N(c), which contradicts (ii). Hence
b = c. For some vertex d ∈ N(a) \ {b}, the vertices a, b and d are mutually
adjacent and N(a) ⊆ N(b)∪N(d), which again contradicts (ii). Since Ra 6= {0}
and a R 6= {0}, the claim is proved.

We assume that Ra = a R = {0, a}. For any two vertices x, y 6∈ N(a), we have
xa = ya = a. Thus (xy)a = a and so xy 6= 0. This means that every edge of
0(R) has at least one endpoint in N(a). Working towards a contradiction, assume
that no two vertices in N(a) are adjacent. This means that 0(R), and so 0(S) is a
bipartite graph, and using [Akbari et al. 2003, Theorem 2.4], 0(S) and thus 0(R)
is a complete bipartite graph. Let r 6∈ N(a) and s ∈ N(a) ∩ N(r). Since 0(R)
is a complete bipartite graph and a + s ∈ N(a), r is adjacent to a + s. Therefore
a=r(a+s)r=0, a contradiction. Hence there are two adjacent vertices b, c∈N(a).
We now consider the two following cases.

Case I. Suppose that a together with one of the elements b, c are contained in
one of the one-sided annihilators of the third element. Without loss of generality,
assume that {a, c} ∈ Ann`(b). By (i), there exists a vertex d in 0(R) such that
d 6∈ {a, b} and N(d)=N(a)∩N(b). If b 6= a+ c, then a+ c ∈N(a)∩N(b), and
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hence a = d(a + c)d = 0, a contradiction. Thus b = a + c, and it follows from
ab = 0 that ac = 0. Moreover, if ca 6= 0, then a = ca = cb− c2

= −c2, which
contradicts d ∈ N(c) \N(a). Therefore ca = 0 and so c2

= cb− ca = 0. Since
b = a+ c, we find that the product of any two elements of {a, b, c} is zero.

Suppose towards a contradiction that there is a vertex r ∈ (N(b)∩N(c)) \ {a}.
We have rar = r(b− c)r = 0 and by Ra = a R = {0, a}, we deduce that r ∈N(a).
By (i), there exists a vertex s in 0(R) such that N(s)=N(a)∩N(r). This implies
that sas = s(b− c)s = 0, since {b, c} ⊆N(a)∩N(r). On the other hand, s 6∈N(a)
and Ra = a R = {0, a} yields that sas = a, a contradiction. This establishes that
N(b)∩N(c)= {a}.

For convenience and without loss of generality, assume that cd = 0. From
{b, c} ⊆ Annr (c), d 6∈ N(a)∪N(b) and N(b)∩N(c) = {a}, we have Rc = {0, c}.
Therefore [R :Ann`(a)∩Ann`(c)]6 [R :Ann`(a)][R :Ann`(c)] = |Ra||Rc| = 4.
Since N(b)∩N(c)= {a} and the product of any two elements of {a, b, c} is zero,
we find that Ann`(a)∩Ann`(c)= {0, a, b, c}. This yields that |R|6 16. Using (i),
let e be a vertex of 0(R) in which N(e)=N(a)∩N(c). It is not hard to see that

R = {0, a, b, c} ∪
(
d +{0, a, b, c}

)
∪
(
e+{0, a, b, c}

)
∪
(
d + e+{0, a, b, c}

)
.

Therefore Ann`(a) = Annr (a) = {0, a, b, c} ∪ (d + e+ {0, a, b, c}). Because e 6∈
N(a)∪N(c), Ra = {0, a} and Rc = {0, c}, we conclude that ea = a and ec = c.
Therefore eb = b and by b ∈ N(a) ∩N(c), we obtain that be = 0. Furthermore,
e 6∈ N(a) ∪N(c) and N(b) ∩N(c) = {a} yield that Rb = {0, b}. It follows from
d 6∈N(b) that d+e ∈Ann`(b), and so N(a)⊆N(b)∪N(c), which contradicts (ii).

Case II. When Case I does not occur, by replacing b with c if necessary, we may
assume that ab = bc = ca = 0 and none of ba, cb and ac is zero. We have
{a, b} ∈ Ann`(cb), and so, applying the argument in the first paragraph of Case I
for cb and b instead of b and c, respectively, we obtain in particular that ba = 0,
which is a contradiction.

Next, with no loss of generality, assume that a R = {0, a} and there exists an
element g ∈ Ra \ {0, a}. Since a R = {0, a}, −a = a and so −g = g. Also,
from g ∈ Ra and a R = {0, a}, we easily obtain that ag = ga = 0. By (i), there
exists a vertex h in 0(R) such that N(h)=N(a)∩N(g). We claim that Annr (a)⊆
Annr (h)∪{0, a, g, a+g}. Suppose x ∈Annr (a)\(Annr (h)∪{a, g}). Since g ∈ Ra
and N(h)=N(a)∩N(g), we conclude that x ∈Ann`(h). Moreover, h 6∈N(a) and
a R = {0, a}, so ah = a. We have a + g ∈ N(a) ∩N(g) and (a + g)h = a + g,
and hence h(a + g) = 0. These equalities yield that h(a + g + x) = hx 6= 0
and (a + g + x)h = a + g 6= 0. On the other hand, a(a + g + x) = 0, so it
follows from g ∈ Ra and N(h) = N(a) ∩N(g) that a + g + x = 0. Therefore,
x = a + g, and the claim is proved. Since Annr (a), Annr (h) and {0, a, g, a + g}
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are three additive subgroups of R in which Annr (a) ⊆ Annr (h)∪ {0, a, g, a+ g}
and a ∈ Annr (a) \Annr (h), we deduce that Annr (a)= {0, a, g, a+ g}. Applying
(ii), there exists a vertex y ∈N(a)\(N(g)∪N(a+g)). We have ya= 0 and ay 6= 0.
By [R :Annr (a)] = |a R|, we conclude that R=Annr (a)∪ y+Annr (a). It follows
from Annr (a) = {0, a, g, a+ g} that Ra = {0}, a contradiction. Now the proof is
complete. �

Example 3. The condition on 0(S) in Theorem 2 is necessary. For examples
involving infinite rings, let S be an arbitrary infinite domain, R be the polynomial
ring in the set of variables {x} ∪ {xα |α ∈ S} with coefficients in Z2, and I be the
ideal of R generated by {x2

} ∪ {xxα − x |α ∈ S} ∪ {xαx− x |α ∈ S}. It is easy
to verify that 0(R/I) is a star on |S| vertices and x+ I is that vertex which is
adjacent to all other vertices of the graph. Therefore 0(R/I)' 0(Z2×S), while
R/I is not reduced.

Remark 4. It is easy to establish that every reduced ring whose zero-divisor graph
is a star is isomorphic to the direct product of Z2 and a domain. For this, let R be a
reduced ring with 0(R) a star and let e be that vertex which is adjacent to all other
vertices of 0(R). Obviously, e is idempotent, and using the fact that all idempotent
elements of a reduced ring are central, we may write R ' eR × (1− e)R. Since
0(R) is a star, we clearly conclude that eR = {0, e} and (1− e)R is a domain,
as required. From this, Theorem 2, Example 3, and [Akbari and Mohammadian
2006, Theorem 17], we imply that for every reduced ring R that is not a domain,
0(R) is isomorphic to the zero-divisor graph of a nonreduced ring if and only if
0(R) is either an infinite star or a star with q vertices, where either q = 2 or both
q and (q + 1)/2 are prime powers.

In [LaGrange 2007, Theorem 4.1], it is shown that if R and S are two commuta-
tive rings with identity such that S is a Boolean ring with more than four elements
and 0(R)' 0(S), then R ' S. In what follows, we generalize this result to every
arbitrary ring R. We need the following easy lemmas.

Lemma 5. Let R be a ring such that all elements in D(R) are idempotent. Then
R is either a domain or a Boolean ring.

Proof. Suppose that R is not a domain. By the hypotheses, R is reduced. Using the
fact that all idempotent elements of a reduced ring are central, D(R) is contained
in the center of R. Therefore, for every two elements a ∈ R and z ∈ D(R)∗, we
have az ∈D(R). Hence (az)2= az, and so (a2

−a)z= 0. The latter equality shows
that a2

− a ∈D(R) and also Ann`(a2
− a)=D(R). Thus a2

− a = (a2
− a)2 = 0

for each element a ∈ R, as desired. �

Lemma 6. Let R be a Boolean ring with |R| > 4. Then 0(R) contains no vertex
adjacent to all other vertices of the graph.
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Proof by contradiction. Suppose that a vertex r is adjacent to all other vertices
of 0(R). Let z ∈ D(R) \ {0, r}. We have r(r + z) = r 6= 0 and so r + z is a
nonzero-divisor idempotent of R. Thus 1 = r + z is the identity of R and so
R = {0, 1, r, 1− r}, which contradicts |R|> 4. �

Theorem 7. Let S be a Boolean ring with |S| > 4. Suppose that R is a ring
and ϕ : 0(R)→ 0(S) is a graph isomorphism. Then ϕ is extendable to a ring
isomorphism from R to S. In particular, R ' S.

Proof. Recall that the characteristic of every Boolean ring is 2. We first state the
following properties of 0(S).

(i) For every two vertices u and v of 0(S), if N(u)=N(v), then u = v. For this,
note that if u 6= uv, then u + uv ∈ N(v) \N(u), which is impossible. So we
conclude that u= uv, and similarly v= uv, which yield that u= v, as desired.

(ii) For every two adjacent vertices u and v of 0(S), using (i) together with an
easy argument, we find that u + v is the unique vertex of 0(S) such that
N(u + v) = N(u)∩N(v), if N(u)∩N(v) 6= ∅; and otherwise, 1 = u + v is
the identity of S, because in this case u + v is a nonzero-divisor idempotent
of S. Moreover, if S has identity, then v = 1+ u is the unique neighbor of u
in 0(S) such that N(u)∩N(v)=∅. For uniqueness, note that for any vertex
x ∈N(u), if x 6= 1+ u, then 1+ u+ x ∈N(u)∩N(x).

(iii) For every two nonadjacent vertices u and v of 0(S), N(u)∪N(v) ⊆ N(uv);
and if N(u)∪N(v)⊆N(w) for some vertex w of 0(S), then N(uv)⊆N(w).
For the second statement, let x ∈ Ann`(uv). We have vx ∈ Ann`(u). Since
N(u)⊆N(w), w(vx)= 0 and sowx ∈Ann`(v). It follows from N(v)⊆N(w)

that w(wx)= 0 and thus x ∈ Ann`(w), as required.

Since 0(R) ' 0(S), the above properties also hold for 0(R). Using Theorem 2
and Lemma 6, R is reduced. It is easily checked that N(z2)=N(z) for each vertex
z of 0(R). By (i), we have z2

= z for every element z ∈D(R). Applying Lemma 5,
R is a Boolean ring. Define ϕ(0)= 0. By (ii), 0(R) (respectively, 0(S)) contains
two adjacent vertices with no common neighbors if and only if R (respectively, S)
has identity. Since 0(R) ' 0(S), either both R and S have identity or neither of
them has identity. When the first case occurs, we define ϕ(1) = 1. Furthermore,
the properties (ii) and (iii) imply that for every two vertices u and v of 0(S), the
elements

• 1+ u, if S has identity;

• u+ v, if u and v are adjacent and u+ v 6= 1; and

• uv, if u and v are not adjacent,
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can be determined by 0(S). We claim that for every two distinct nonadjacent
vertices u and v of 0(S), the element u+ v can also be determined by 0(S). First
assume that uv 6∈ {u, v}. Using (iii), we obtain that the element uv is determined
by 0(S). By (i) and (ii), u + uv is the unique vertex of 0(S) such that N(u) =
N(uv)∩N(u+uv). This and a similar argument establish that the elements u+uv
and v + uv are determined by 0(S). Since the vertices u + uv and v + uv are
adjacent, we are done using (ii). Next, with no loss of generality, suppose that
uv = u. In this case, the vertices u and u+ v are adjacent, and so applying (i) and
(ii), we find that u+v is the unique vertex of0(S) such that N(v)=N(u)∩N(u+v).
This proves the claim. Now, by 0(R) ' 0(S) and the above reasonings, it is not
hard to verify that ϕ(a+b)= ϕ(a)+ϕ(b) and ϕ(ab)= ϕ(a)ϕ(b) for all a, b ∈ R,
as desired. �

As an interesting fact, it is well-known that every isomorphism between mul-
tiplicative semigroups of two Boolean rings is a ring isomorphism. Obviously,
Theorem 7 generalizes this fact. The following theorem asserts that the zero-divisor
graph of a Boolean ring R determines whether R has identity or not.

Theorem 8. Let R be a Boolean ring and |R| > 4. Then diam0(R) = 3 if R has
identity, and otherwise diam0(R)= 2.

Proof. We know from [Redmond 2002] that for any ring T , diam0(T ) 6 3. First
suppose that R has identity. Since |R|> 4, we can take an element e 6∈ {0, 1}. We
have R = eR ⊕ (1− e)R, so either |eR| > 2 or |(1− e)R| > 2. With no loss of
generality, let f ∈ eR \ {0, e}. Since e and 1+ e+ f are two nonadjacent vertices
with no common neighbors and diam0(R)6 3, the result follows.

Next suppose that R has no identity. Applying Lemma 6, we find diam0(R)>2.
Now, let a and b be two nonadjacent vertices of 0(R). Since R has no identity,
there exists an element c such that (a+b+ab)c 6= c. We have c+ac+bc+abc ∈
N(a)∩N(b), which clearly completes the proof. �

It is well-known that every finite Boolean ring has identity. We generalize this
fact in the following theorem.

Theorem 9. Let R be a Boolean ring such that 0(R) has a vertex of finite degree.
Then R has identity.

Proof. Recall that the adjoint multiplication ◦ of an arbitrary ring T is defined by
x ◦ y = x + y + xy for any two elements x, y ∈ T . Suppose that a is a vertex
of finite degree of 0(R) and N(a) = {a1, . . . , an} for some integer n > 1. Let
b = a1 ◦ · · · ◦ an . Clearly, ab = 0 and ai b = ai for all i . We show that a+ b is the
identity of R. Indeed, it is enough to prove that a+b is a nonzero-divisor. Toward
a contradiction, assume that (a + b)z = 0 for some element z ∈ R∗. Multiplying
this equality by a, we find that az = 0, and hence z = a j for some j ∈ {1, . . . , n}.
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Also, multiplying the equality (a + b)z = 0 by a j yields that a j z = 0, which is
impossible. This completes the proof. �

Remark 10. The converse of Theorem 9 is not true. Let R be the set consisting of
the empty set together with all finite unions of all left-closed right-open intervals
and all left-unbounded right-open intervals of real numbers. Clearly, R is a Boolean
ring with identity with respect to symmetric difference as the addition operation
and intersection as the multiplication operation, while obviously every vertex of
0(R) has infinite degree.

We conclude the paper with the following theorem on the polynomial rings over
Boolean rings.

Theorem 11. Let R and S be two Boolean rings such that 0(R[x]) ' 0(S[x]).
Then R ' S.

Proof. Let T be an arbitrary Boolean ring. 0(T [x]) is the null graph if and only if
T ' Z2. Hence we may assume that D(R)∗ and D(S)∗ are both nonempty. Using
Theorem 7, it suffices to establish that 0(R)'0(S). Since finitely generated one-
sided ideals of von Neumann regular rings, including Boolean rings, are principal
[Lam 2001, (4.23)], for each finitely generated ideal I of T , there exists a unique
element e such that I = (e). For a polynomial f (x)=anxn

+· · ·+a0∈T [x], let f̂ (x)
be the unique element of T such that (a0, . . . , an) = ( f̂ (x)). From [Armendariz
1974, Lemma 1], every reduced ring is Armendariz, and hence it is not hard to see
that for any polynomial f (x) ∈ D(T [x])∗, f̂ (x) is the unique element of T such
that N( f (x))=N( f̂ (x)).

Now, assume that φ : 0(R[x])→ 0(S[x]) is a graph isomorphism. We define
ψ :0(R)→0(S) byψ(a)= φ̂(a) for all a ∈D(R)∗, and we claim thatψ is a graph
isomorphism. If a and b are two adjacent vertices of 0(R), then φ(a)∈N(φ(b))=
N(ψ(b)). This yields that ψ(b) ∈ N(φ(a)) = N(ψ(a)) and therefore ψ(a) and
ψ(b) are adjacent in 0(S). The converse is clearly true, and so ψ preserves the
adjacency relation. Moreover, if ψ(a) = ψ(b) for two vertices a and b of 0(R),
then N(φ(a))=N(φ(b)) and thus N(a)=N(b). In particular, N(a)∩R=N(b)∩R.
Using the property (i) of the zero-divisor graphs of Boolean rings given in the proof
of Theorem 7, we deduce that a = b. This concludes the injectivity of ψ . Finally,
we prove that ψ is surjective. Suppose s ∈D(S)∗ and let

r = φ̂−1(s).

Since N(φ−1(s)) = N(r), we find that N(s) = N(φ(r)) = N(ψ(r)) and hence
s = ψ(r). This establishes the claim and completes the proof. �

Remark 12. Let n > 2 and R and S be two rings which each of them is the direct
product of n arbitrary finite fields. Using the result mentioned in Remark 1, it is
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easily checked that 0(R[x]) ' 0(S[x]). Therefore the conclusion of Theorem 11
is not true if one of R and S is not Boolean.
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RATIONAL CERTIFICATES OF POSITIVITY ON COMPACT
SEMIALGEBRAIC SETS

VICTORIA POWERS

Let R[X] denote the real polynomial ring R[X1, . . . , Xn] and write
∑

R[X]2

for the set of sums of squares in R[X]. Given g1, . . . , gs ∈ R[X] such that
the semialgebraic set K := {x ∈Rn | gi (x)≥ 0 for all i} is compact, Schmüd-
gen’s theorem says that if f ∈ R[X] such that f > 0 on K , then f is in
the preordering in R[X] generated by the gi ’s, i.e., f can be written as a
finite sum of elements σ ge1

1 . . . ges
s , where σ is a sum of squares in R[X] and

each ei ∈ {0, 1}. Putinar’s theorem says that under a condition on the set of
generators {g1, . . . , gs} (which is a stronger condition than the compactness
of K ), any f > 0 on K can be written f = σ0 + σ1 g1 + · · · + σs gs, where
σi ∈

∑
R[X]2. Both of these theorems can be viewed as statements about

the existence of certificates of positivity on compact semialgebraic sets. In
this note we show that if the defining polynomials g1, . . . , gs and polyno-
mial f have coefficients in Q, then in Schmüdgen’s theorem we can find a
representation in which the σ ’s are sums of squares of polynomials over Q.
We prove a similar result for Putinar’s theorem assuming that the set of
generators contains N −

∑
X2

i for some N ∈ N.

1. Introduction

We write N, R, and Q for the set of natural, real, and rational numbers. Let n ∈N

be fixed and let R[X ] denote the polynomial ring R[X1, . . . , Xn]. We denote by∑
R[X ]2 the set of sums of squares in R[X ].
For S = {g1, . . . , gs} ⊆ R[X ], the basic closed semialgebraic set generated by

S, denoted KS , is
{x ∈ Rn

| g1(x)≥ 0, . . . , gs(x)≥ 0}.

Associated to S are two algebraic objects: The quadratic module generated by S,
denoted MS , is the set of f ∈ R[X ] which can be written

f = σ0+ σ1g1+ · · ·+ σs gs,

MSC2010: primary 11E25, 12D15, 13J30, 14P10; secondary 14Q20.
Keywords: rational sums of squares, certificates of positivity, Schmüdgen’s theorem, Putinar’s

theorem.
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where each σi lies in
∑

R[X ]2, and the preordering generated by S, denoted TS , is
the quadratic module generated by all products of elements in S. In other words,
TS is the set of f ∈ R[X ] which can be written as a finite sum of elements

σge1
1 . . . g

es
s , for σ ∈ R[X ] and each ei ∈ {0, 1}.

A polynomial f ∈
∑

R[X ]2 is obviously globally nonnegative in Rn and writing
f explicitly as a sum of squares gives a “certificate of positivity” for the fact that f
takes only nonnegative values in Rn . (Note: To avoid having to write “nonnegativ-
ity or positivity” we use the term “positivity” to mean either.) More generally, for
a basic closed semialgebraic set KS , if f ∈ TS or f ∈MS , then f is nonnegative on
KS and an explicit representation of f in MS or TS gives a certificate of positivity
for f on KS .

Schmüdgen [1991] showed that if the semialgebraic set KS is compact, then any
f ∈ R[X ] which is strictly positive on KS is in the preordering TS . A preordering
or quadratic module is archimedean if it contains N −

∑
X2

i for some N ∈N. We
note that if MS is archimedean, then it follows immediately that KS is compact,
however the converse is not true in general. Putinar [1993] showed that if MS is
archimedean then any f ∈R[X ] which is strictly positive on KS is in MS . In other
words, these results say that under the given conditions a certificate of positivity
for f on KS exists.

Recently, techniques from semidefinite programming combined with Schmüd-
gen’s and Putinar’s theorems have been used to give numerical algorithms for ap-
plications such as optimization of polynomials on semialgebraic sets. However
since these algorithms are numerical they might not produce exact certificates of
positivity. With this in mind, Sturmfels asked whether any f ∈ Q[X ] which is a
sum of squares in R[X ] is a sum of squares in Q[X ]. Hillar [2009] showed that the
answer is yes in the case where f is known to be a sum of squares over a totally
real field K . The general question remains unsolved.

It is natural to ask a similar question for Schmüdgen’s and Putinar’s theorems: If
the polynomials defining the semialgebraic set and the positive polynomial f have
rational coefficients, is there a certificate of positivity for f in which the sums
of squares have rational coefficients? In this note, we show that in the case of
Schmüdgen’s theorem the answer is yes. This follows from an algebraic proof of
the theorem, originally due to T. Wörmann [1998]. In the case of Putinar’s theorem,
we show that the answer is also yes as long as the generating set contains N−

∑
X2

i
for some N ∈ N. This follows easily from an algorithmic proof of the theorem,
due to Schweighofer [2005]. For Lasserre’s method [2001] for optimization of
polynomials on compact semialgebraic sets, it is usual in concrete cases to add a
polynomial of the type N−

∑
X2

i to the generators in order to insure that Putinar’s
theorem holds. Thus our assumption in this case is reasonable.
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2. Rational certificates of for Schmüdgen’s theorem

Fix S = {g1, . . . , gs} ⊆ R[X ] and define KS and TS as above.

Theorem 1 (Schmüdgen). Suppose that KS is compact. If f ∈R[X ] and f > 0 on
KS , then f ∈ TS .

In this section we show that if f and the generating polynomials g1, . . . , gs are
in Q[X ], then f has a representation in TS in which all sums of squares σε are in∑

Q[X ]2. This follows from T. Wörmann’s algebraic proof of the theorem using
the classical Abstract Positivstellensatz, and a generalization of Wörmann’s crucial
lemma due to M. Schweighofer.

The abstract Positivstellensatz. We will need a version of the abstract Positivstel-
lensatz, a result traditionally attributed to Kadison and Dubois, but now thought to
have been proved earlier by Krivine or Stone. For details on its history, see [Prestel
and Delzell 2001, Section 5.6]. The setting is preordered commutative rings, and
we state the version we need as Theorem 2 below.

Let A be a commutative ring with Q ⊆ A. A subset T ⊆ A is a preordering
if T + T ⊆ T , T · T ⊆ T , and −1 6∈ T . For S = {a1, . . . , ak} ⊆ A, we define the
preordering generated by S, TS , exactly as for A = R[X ].

An ordering in A is a preordering P such that P ∪ −P = A and P ∩ −P is
a prime ideal. Any a ∈ A has a unique sign in {−1, 0, 1} with respect to a fixed
ordering P and we use the notation a ≥P 0 if a ∈ P , a >P 0 if a ∈ P \ (P ∩−P),
etc.

Fix a preordered ring (A, T ) and denote by Sper A the real spectrum of (A, T ),
i.e., the set of orderings of A which contain T . Then define

H(A)= {a ∈ A | there exists n ∈ N with n± a ≥P 0 for all P ∈ Sper A},

the ring of geometrically bounded elements in (A, T ), and

H ′(A)= {a ∈ A | there exists n ∈ N with n± a ∈ T },

the ring of arithmetically bounded elements in (A, T ). Clearly, H ′(A) ⊆ H(A).
The preordering T is archimedean if H ′(A)= A.

Theorem 2 [Schweighofer 2002, Theorem 1]. Given the preordered ring (A, T )
as above and suppose A = H ′(A). For any a ∈ A, if a >P 0 for all P ∈ Sper A,
then a ∈ T .

Consider the case where A = R[X ] and T = TS for S = {g1, . . . , gs} ⊆ R[X ].
Let K = KS , then K embeds densely in Sper A and hence H(A)={ f ∈R[X ] | f is
bounded on S}. If S is compact, this implies H(A)= A and Schmüdgen’s theorem
follows from the following result:
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Lemma 3 [Berr and Wörmann 2001, Lemma 1]. With A, T , and S as above, if
H(A)= A then H ′(A)= A.

Our result follows from a generalization of this lemma:

Theorem 4 [Schweighofer 2002, Theorem 4.13]. Let F be a subfield of R and
(A, T ) a preordered F-algebra such that F ⊆ H ′(A) and A has finite transcen-
dence degree over F. Then

A = H(A) H⇒ A = H ′(A).

We can now prove the existence of rational certificates of positivity in Schmüd-
gen’s theorem. The argument is exactly that of the proof of the general theorem
above.

Theorem 5. Given S = {g1, . . . , gs} ⊆ Q[X ] and suppose KS ⊆ Rn is compact.
Then for any and f ∈Q[X ] such that f > 0 on KS , there is a representation of f
in the preordering TS ,

f =
∑

e∈{0,1}s
σege1

1 . . . g
es
s ,

with all σe ∈
∑

Q[X ]2.

Proof. Let T be the preordering in Q[X ] generated by S. Since KS is compact,
every element of Q[X ] is bounded on KS . Then KS dense in Sper A implies that
H(Q[X ]) = Q[X ], hence by Theorem 4 we have Q[X ] = H ′(A). Note that the
condition F ⊆ H ′(A) holds in this case since Q+=

∑
Q2. The result follows from

Theorem 2. �

3. Rational certificates for Putinar’s theorem

Given S = {g1, . . . , gs}, recall that the quadratic module generated by S, MS , is
the set of elements in the preordering KS with a “linear” representation, i.e.,

MS =
{
σ0+ σ1g1+ · · ·+ σs gs | σi ∈

∑
R[X ]2

}
.

In order to guarantee representations of positive polynomials in the quadratic mod-
ule, we need a condition stronger than compactness of KS , namely, we need MS

to be archimedean.
The quadratic module MS is archimedean if all elements of R[X ] are bounded

by a positive integer with respect to MS , i.e., if for every f ∈ R[X ] there is some
N ∈ N such that N − f ∈ MS . It is not too hard to show that MS is archimedean
if there is some N ∈N such that N −

∑
X2

i ∈ MS . Clearly, if MS is archimedean,
then KS is compact; the polynomial N −

∑
X2

i can be thought of as a “certificate
of compactness”. However, the converse is not true; see [Prestel and Delzell 2001,
Example 6.3.1]. The key to the algebraic proof of Schmüdgen’s theorem from the
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previous section is showing that in the case of the preordering generated by a finite
set of elements from R[X ], the compactness of the semialgebraic set implies that
the corresponding preordering is archimedean.

Putinar [1993] showed that if the quadratic module MS is archimedean, we can
replace the preordering TS by the quadratic module MS .

Theorem 6 (Putinar). Suppose that the quadratic module MS is archimedean.
Then for every f ∈ R[X ] with f > 0 on KS , f ∈ MS .

Lasserre’s method [2001] for minimizing a polynomial on a compact semial-
gebraic set involves defining a sequence of semidefinite programs corresponding
to representations of bounded degree in MS whose solutions converge to the min-
imum. In this context, if MS is archimedean then Putinar’s theorem implies the
convergence of the semidefinite programs. In practice, it is not clear how to decide
if MS is archimedean for a given set of generators S, however in concrete cases a
polynomial N−

∑
X2

i can be added to the generators if an appropriate N is known
or can be computed.

Using an algorithmic proof of Putinar’s theorem due to M. Schweighofer [2005]
we can show that rational certificates exist for the theorem as long as we have a
polynomial N −

∑
X2

i as one of our generators:

Theorem 7. Suppose S = {g1, . . . , gs} ⊆ Q[X ] and N −
∑

X2
i ∈ MS for some

N ∈N. Then given any f ∈Q[X ] such that f > 0 on KS , there exist σ0 . . . σs, σ ∈∑
Q[X ]2 so that

f = σ0+ σ1g1+ · · ·+ σs gs + σ
(
N −

∑
X2

i
)
.

Proof. The idea of Schweighofer’s proof is to reduce to Pólya’s theorem. We
follow the proof, making sure that each step preserves rationality.

Let

1=
{

y ∈ [0,∞)2n
| y1+ · · ·+ y2n = 2n(N + 1

4)
}
⊆ R2n

and let C be the compact subset of Rn defined by C = l(1), where l : R2n
→ Rn

is defined by

y 7→
(

y1− yn+1

2
, . . . ,

yn − y2n

2

)
.

Scaling the gi ’s by positive elements in Q, we can assume that gi ≤ 1 on C for
all i . The key to the proof is the observation that there exists λ ∈ R+ such that
q := f − λ

∑
(gi − 1)2k gi > 0 on C [Schweighofer 2005, Lemma 2.3]. Since we

can always replace λ by a smaller value, we can assume λ ∈Q, whence q ∈Q[X ].
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Let d = deg q and let Qi be the homogeneous part of q of degree i , so q =∑d
i=1 Qi . Let Y = (Y1, . . . , Y2n) and define in Q[Y ]

F(Y1, . . . , Y2n) :=

d∑
i=1

Qi

(
Y1− Yn+1

2
, . . . ,

Yn − Y2n

2

)(
Y1+ · · ·+ Y2n

2n(N + 1
4)

)d−i

.

Then F is homogenous and F > 0 on [0,∞)2n
\ {0}. By Pólya’s theorem, there is

some k ∈ N so that

G :=
(

Y1+ · · ·+ Y2n

2n(N + 1
4)

)k

F

has nonnegative coefficients as a polynomial in R[Y ]. Furthermore, since F ∈
Q[Y1, . . . , Y2n], it is easy to see that G ∈Q[Y ].

Define φ :Q[Y1, . . . , Y2n] →Q[X ] by

φ(Yi )= N + 1
4 + X i , φ(Yn+i )= (N + 1

4)− X i for i = 1, . . . , n

and note that φ(G)= q and

φ(Yi )= (N + 1
4)± X i

=
∑
j6=i

(
X2

j + (X i ±
1
2)

2)
+
(
N −

∑
X2

j
)
∈
∑

Q[X ]2+
(
N −

∑
X2

j
)
.

Thus φ(G)= q implies there is a representation of q of the required type and then,
since f = q + λ

∑
(gi − 1)2k gi with λ ∈Q, we are done. �

Remark 8. In the preordering case (Schmüdgen’s theorem), as noted above if
the semialgebraic set KS is compact, then it follows that the preordering TS in
Q[X ] is archimedean. However it is more subtle in the quadratic module case
since it is not always clear how to decide if MS is archimedean for a given set of
generators S. Thus an open question is the following: Suppose S⊆Q[X ] is a finite
set of polynomials and MS is archimedean as a quadratic module in R[X ]. Is it true
that MS is archimedean as a quadratic module in Q[X ]? To put it more concretely,
suppose S= {g1, . . . , gs} ⊆Q[X ] and we know that there is some N ∈N such that

N −
∑

X2
i = σ0+ σ1g1+ · · ·+ σs gs,

with σi ∈
∑

R[X ]2. Does there exist a representation with σi ∈
∑

Q[X ]2? Equiv-
alently, does there exist N ∈ N such that for each i = 1, . . . , n we can write

N ± X i = σ0+ σ1g1+ · · ·+ σs gs,

with σi ∈
∑

Q[X ]2?
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QUIVER GRASSMANNIANS, QUIVER VARIETIES AND THE
PREPROJECTIVE ALGEBRA

ALISTAIR SAVAGE AND PETER TINGLEY

Quivers play an important role in the representation theory of algebras,
with a key ingredient being the path algebra and the preprojective algebra.
Quiver grassmannians are varieties of submodules of a fixed module of the
path or preprojective algebra. In the current paper, we study these objects
in detail. We show that the quiver grassmannians corresponding to sub-
modules of certain injective modules are homeomorphic to the lagrangian
quiver varieties of Nakajima which have been well studied in the context of
geometric representation theory. We then refine this result by finding quiver
grassmannians which are homeomorphic to the Demazure quiver varieties
introduced by the first author, and others which are homeomorphic to the
graded/cyclic quiver varieties defined by Nakajima. The Demazure quiver
grassmannians allow us to describe injective objects in the category of lo-
cally nilpotent modules of the preprojective algebra. We conclude by relat-
ing our construction to a similar one of Lusztig using projectives in place of
injectives. In an appendix added after the first version of the current paper
was released, we show how subsequent results of Shipman imply that the
above homeomorphisms are in fact isomorphisms of algebraic varieties.
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Introduction

Quivers play a fundamental role in the theory of associative algebras and their
representations. Gabriel’s theorem, which states a precise relationship between
indecomposable representations of certain quivers and root systems of associated
Lie algebras, indicated that the representation theory of quivers was also intimately
connected to the representation theory of Kac–Moody algebras. This eventually
lead to the Ringel–Hall construction of quantum groups and the quiver variety
constructions of Lusztig and Nakajima.

Fix a quiver (directed graph) Q = (Q0, Q1) with vertex set Q0 and arrow set
Q1. The corresponding path algebra CQ is the algebra spanned by the set of di-
rected paths, with multiplication given by concatenation. There is a natural grading
CQ=

⊕
n(CQ)n of the path algebra by length of paths. Representations of a quiver

are equivalent to representations (or modules) of its path algebra. Note that (CQ)0-
modules are simply Q0-graded vector spaces, and in particular all CQ-modules are
Q0-graded. For a CQ-module V and u ∈ NQ0, the associated quiver grassman-
nian is the variety GrQ(u, V ) of all CQ-submodules of V of graded dimension
u. These natural objects (or closely related ones) can be found in several places
in the literature. For instance, they appear in [Crawley-Boevey 1996; Schofield
1992] in the study of spaces of morphisms of CQ-modules and in [Caldero and
Chapoton 2006; Caldero and Keller 2006; Derksen et al. 2009] in connection with
the theory of cluster algebras. Geometric properties have been studied in [Caldero
and Reineke 2008; Szántó 2009; Wolf 2009] and representation theoretic properties
in [Fedotov 2010; Geiss et al. 2006; Lusztig 1998; 2000; Nakajima 2003; Reineke
2008].

Let g be the Kac–Moody algebra whose Dynkin diagram is the underlying graph
of Q (the graph obtained by forgetting the orientation of all arrows) and let Q̃ be the
double quiver obtained from Q by adding an oppositely oriented arrow ā for every
a ∈ Q1. One is often interested in modules of the preprojective algebra P=P(Q),
which is a certain natural quotient of the path algebra CQ̃ and inherits the grading.
In particular, P-modules are also CQ̃-modules. To each vertex i ∈ Q0, we have an
associated one-dimensional simple P-module si . For

w =
∑

i
wi i ∈ NQ0,

we let sw =
⊕

i (s
i )⊕wi be the corresponding semisimple module. By Baer’s Theo-

rem, the category of P-modules has enough injectives, so we can define qw to
be the injective hull of sw. One of the main results of the current paper is that
the quiver grassmannian GrQ̃(v, qw) is homeomorphic to the lagrangian Nakajima
quiver variety L(v,w) used to give a geometric realization of irreducible highest
weight representations of g; [Nakajima 1994; 1998]. In addition, for each σ in
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the Weyl group of g, there is a natural finite-dimensional submodule qw,σ of qw

such that the quiver grassmannian GrQ̃(v, qw,σ ) is homeomorphic to the Demazure
quiver variety Lσ (v,w) defined in [Savage 2006d]. Since Nakajima’s realization
of highest weight representations and the first author’s realization of Demazure
modules depend only on the topological information of the spaces involved, such
homeomorphisms allow one to replace quiver varieties by quiver grassmannians in
the constructions. This change of setting affords some advantages. In particular,
it avoids the description as a moduli space. One can view it as a uniform way of
picking a representative from each orbit in the original moduli space descriptions.

Quiver grassmannians admit natural group actions. We describe these actions
and show that certain special cases agree, under the homeomorphisms described
above, with well-studied groups actions on Nakajima quiver varieties. In this way,
we are able to give a quiver grassmannian realization of the cyclic/graded quiver
varieties used by Nakajima [2004] to define t-analogs of q-characters of quantum
affine algebras.

The injective modules qw are locally nilpotent if and only if the quiver Q is of
finite or affine type. However, it turns out that the submodules qw,σ are always
nilpotent. The limit q̃w of these submodules is the injective hull of the semisimple
module sw in the category of locally nilpotent P-modules, giving us a description
of the indecomposable injectives in this category.

Lusztig has previously presented a canonical bijection between the points of
the lagrangian Nakajima quiver variety and the points of a type of quiver grass-
mannian inside a projective (as opposed to injective) object. In finite type, the
projective objects are also injective. It turns out that, on the level of geometric
realizations of representations of finite type g, the two constructions are related by
the Chevalley involution. Outside of finite type, there are some other subtle yet
important differences between the two constructions. In particular, the description
in terms of projective objects requires one to impose a nilpotency condition in the
definitions. However, the description in terms of injectives given in the current
paper requires no such condition and is in this way simpler. Furthermore, through
the use of the distinguished modules qw,σ mentioned above, one can always con-
sider quiver grassmannians of submodules of a fixed finite-dimensional module of
the preprojective algebra. Thus, one can avoid working with infinite-dimensional
objects.

Motivated by an earlier version of the current paper [Savage and Tingley 2009],
I. Shipman [2010] has recently proven that the canonical bijection given by Lusztig
and mentioned above is, in fact, an isomorphism of algebraic varieties. We have
added an Appendix explaining how this result allows us to conclude that the maps
between quiver grassmannians and lagrangian Nakajima quiver varieties described
in the current paper are also isomorphisms of algebraic varieties.
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Throughout this paper, we work over the field C of complex numbers. While
many results hold in more generality, this assumption will streamline the exposition
and several results we quote in the literature are stated over C. We will always use
the Zariski topology and do not assume that algebraic varieties are irreducible. We
let N=Z≥0 and denote the fundamental weights and simple roots of a Kac–Moody
algebra by ωi and αi respectively.

This paper is organized as follows. In Section 1 we review some results on
quivers, path algebras and preprojective algebras. In Section 2 we discuss various
module categories of these objects and introduce our main object of study, the
quiver grassmannian. We review the definition of the quiver varieties of Lusztig
and Nakajima in Section 3 and realize these as quiver grassmannians in Section 4.
In Section 5 we introduce a natural group action and show how it can be used
to recover group actions typically constructed on quiver varieties. We also de-
fine graded/cyclic versions of quiver grassmannians. In Section 6 we use quiver
grassmannians to give a geometric realization of integrable highest weight repre-
sentations of a symmetric Kac–Moody algebra and discuss the compatibility of this
construction with the natural nesting of quiver grassmannians. Finally, in Section 7
we discuss a precise relationship between our construction and a similar one due to
Lusztig. The Appendix, added after the appearance of [Shipman 2010], provides a
proof that the maps between quiver grassmannians and quiver varieties described
in the current paper are isomorphisms of algebraic varieties.

1. Quivers, path algebras, and preprojective algebras

We briefly review the relevant definitions concerning quivers. We refer the reader
to [Deng et al. 2008; Ringel 1998; Savage 2006a] for further details.

A quiver is a directed graph. That is, it is a quadruple Q = (Q0, Q1, s, t)
where Q0 and Q1 are sets and s and t are maps from Q1 to Q0. We call Q0 and
Q1 the sets of vertices and directed edges (or arrows) respectively. For an arrow
a ∈ Q1, we call s(a) the source of a and t (a) the target of a. Usually we will
write Q = (Q0, Q1), leaving the maps s and t implied. The quiver Q is said to
be finite if Q0 and Q1 are finite. A loop is an arrow a with s(a) = t (a). In this
paper, all quivers will be assumed to be finite and without loops. A quiver is said
to be of finite type if the underlying graph of Q (i.e the graph obtained from Q by
forgetting the orientation of the edges) is a Dynkin diagram of finite ADE type.
Similarly, it is of affine (or tame) type if the underlying graph is a Dynkin diagram
of affine type and of indefinite (or wild) type if the underlying graph is a Dynkin
diagram of indefinite type.

A path in Q is a sequence β = alal−1 · · · a1 of arrows such that t (ai )= s(ai+1)

for 1 ≤ i ≤ l − 1. We call l the length of the path. We let s(β) = s(a1) and
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t (β) = t (al) denote the initial and final vertices of the path β. For each vertex
i ∈ I , we have a trivial path ei with s(ei )= t (ei )= i .

The path algebra CQ associated to a quiver Q is the C-algebra whose underlying
vector space has basis the set of paths in Q, and with the product of paths given
by concatenation. More precisely, if β = al · · · a1 and β ′ = bm · · · b1 are two paths
in Q, then ββ ′ = al · · · a1bm · · · b1 if t (β ′) = s(β) and ββ ′ = 0 otherwise. This
multiplication is associative. There is a natural grading

CQ =
⊕
n≥0

(CQ)n

where (CQ)n is the span of the paths of length n.
Given a quiver Q = (Q0, Q1), we define the double quiver associated to Q to

be the quiver Q̃ = (Q0, Q̃1) where

Q̃1 =
⋃

a∈Q1

{a, ā}, where s(ā)= t (a), t (ā)= s(a).

We then have a natural involution Q̃1→ Q̃1 given by a 7→ ā (where ¯̄a = a). The
algebra

P= P(Q)= CQ̃/
∑

a∈Q1

(aā− āa)

is called the preprojective algebra associated to Q. It inherits a grading

P=
⊕
n≥0

Pn

from the grading on CQ. Up to isomorphism, the preprojective algebra P(Q)
depends only on the underlying graph of Q. See [Lusztig 1991, §12.15] for details.

2. Modules of the path algebra and quiver grassmannians

2A. Module categories. For an associative algebra A, let A-Mod denote the cat-
egory of A-modules and A-mod the category of finite-dimensional A-modules.
We will use the notation V ∈ A-Mod (resp. V ∈ A-mod) to indicate that V is an
object in the category A-Mod (resp. A-mod). Note that P0-mod is equivalent to
the category of finite-dimensional Q0-graded vector spaces whose morphisms are
linear maps preserving the grading, and we will often blur the distinction between
these two categories. Up to isomorphism, the objects of P0-mod are classified
by their graded dimension. We denote the graded dimension of a module V by
dimQ0 V =

∑
i (dim Vi )i ∈ NQ0 and let dimC V =

∑
i∈Q0

dim Vi ∈ N. We will
sometimes view the graded dimension dimQ0 V of V as its isomorphism class.

For V,W ∈P0-mod, we denote the set of P0-module morphisms from V to W
by HomP0(V,W ). Under the equivalence of categories above, HomP0(V,W ) is
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identified with
⊕

i∈Q0
HomC(Vi ,Wi ). We define EndP0 V to be HomP0(V, V ) and

GLV =
∏

i∈Q0
GL(Vi ) to be group of invertible elements of EndP0 V . For V ∈P0-

mod, we will write U ⊆ V to mean that U is a P0-submodule of V . This is the
same as a Q0-graded subspace. Note that any P-module becomes a P0-module by
restriction, and thus can be thought of as a Q0-graded vector space.

Suppose A =
⊕

n≥0 An is a graded algebra and V is an A-module. Then V is
nilpotent if there exists an n ∈ N such that Ak · V = 0 for all k ≥ n. We say V
is locally nilpotent if for all v ∈ V , there exists n ∈ N such that Ak · v = 0 for all
k ≥ n. We denote by A-lnMod the category of locally nilpotent A-modules. For
n ≥ 0, we define A≥n =

⊕
k≥n Ak and we let A+ = A≥1.

Proposition 2.1. For a quiver Q, the following are equivalent:

(i) P(Q) is finite-dimensional,

(ii) all finite-dimensional P(Q)-modules are nilpotent,

(iii) all finite-dimensional P(Q)-modules are locally nilpotent, and

(iv) Q is of finite type.

Proof. The equivalence of (i) and (iv) is well-known; see [Reiten 1997], for exam-
ple. That (ii) implies (iv) was proven in [Crawley-Boevey 2001] and the converse
was proven by Lusztig [Lusztig 1991, Proposition 14.2]. Since a finite-dimensional
module is nilpotent if and only if it is locally nilpotent, (ii) is equivalent to (iii). �

2B. Simple objects. For each i ∈ Q0, let si be the simple CQ̃-module given by
si

i = C and si
j = 0 for i 6= j . Then si is also naturally a P-module which we also

denote by si .

Lemma 2.2. The set {si
}i∈Q0 is a set of representatives of the isomorphism classes

of simple objects of CQ̃-lnMod and P-lnMod. In particular, if Q is of finite type,
then {si

}i∈Q0 is a set of representatives of the isomorphism classes of simple objects
of CQ̃-mod and P-mod.

Proof. Any nonzero element of a simple locally nilpotent module M generates a
finite-dimensional module which must be all of M . Therefore M is finite-dimen-
sional and hence nilpotent. Then (CQ̃)+ and P+ are two-sided ideals of CQ̃ and P

respectively that act nilpotently on any nilpotent module. Therefore, simple nilpo-
tent CQ̃-modules and P-modules are the same as simple CQ̃/(CQ̃)+-modules and
P/P+-modules respectively. Since

CQ̃/(CQ̃)+ ∼= P/P+ ∼=
⊕
i∈I

Cei ,

the first statement follows. The second statement then follows from Proposition 2.1.
�
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Lemma 2.3. Fix a quiver Q and let A be either CQ̃ or P(Q). If V ∈ A-lnMod,
then the socle of V is {v ∈ V | A+ · v = 0}.

Proof. It is clear that {v ∈ V | A+ · v = 0} is a sum of simple subrepresentations
of V and is thus contained in the socle of V . Similarly, by Lemma 2.2, any simple
subrepresentation of (V, x) is contained in {v ∈ V | A+ · v = 0}. �

2C. Projective covers. Recall that if A is an associative algebra and V is an A-
module, then a projective cover of V is a pair (P, f ) such that P is a projective
A-module and f : P→V is a superfluous epimorphism of A-modules. This means
that f (P)= V and f (P ′) 6= V for all proper submodules P ′ of P . We often omit
the homomorphism f and simply call P a projective cover of V .

Definition 2.4. For i ∈ Q0, let pi
= Pei .

Lemma 2.5. Assume Q is a quiver of finite type. For i ∈ Q0, {pi
}i∈Q0 is a set

of representatives of the isomorphism classes of indecomposable projective P-
modules. Furthermore, pi is a projective cover of si .

Proof. This follows from [Auslander et al. 1995, Proposition 4.8]. �

Lemma 2.6. Assume Q is a quiver of affine (tame) or indefinite (wild) type. Then
there exist i ∈ Q0 for which the simple module si does not have a projective cover.

Proof. Since the module si is obviously cyclic, by [Anderson and Fuller 1992,
Lemma 27.3] it has a projective cover if and only if si∼=Pe/I e for some idempotent
e ∈P and some left ideal I contained in the Jacobson radical of P. Assume this is
true for some idempotent e and ideal I . Then we must have e= ei and then I would
have to contain P+ei , the ideal consisting of all paths of length at least one starting
at vertex i . We identify ZQ0 with the root lattice via

∑
v j j↔

∑
v jα j . Let β be a

minimal positive imaginary root and let i be in the support of β (i.e., β =
∑
β jα j

with βi >0). By [Crawley-Boevey 2001, Theorem 1.2], there is a simple module T
of P whose dimension vector is β and so, in particular, dim Ti 6=0. Since the simple
module T cannot be killed by P+ei (since then Ti would be a proper submodule),
P+ei is not contained in the Jacobson radical of P. This contradicts the fact that
I is contained in the Jacobson radical. �

2D. Injective hulls. Recall that if A is an associative algebra and V is an A-
module, then an injective hull of V is an injective A-module E that is an essential
extension of V (that is, V is a submodule of E and any nonzero submodule of E
intersects V nontrivially). By Baer’s Theorem [1940], the category P-Mod has
enough injectives. In particular, the simple modules si have injective hulls. Here
we give an explicit description of these injective hulls in the finite type case, and
study some of their properties in the more general case.
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Definition 2.7. Assume Q is a quiver of finite type. For i ∈ Q0, let

q i
= HomC(ei P,C)

be the dual space of the right P-module ei P. Define a left P-module structure on
q i by setting a · f (x)= f (xa), for a ∈ P, f ∈ q i , and x ∈ ei P.

Lemma 2.8. If Q is a quiver of finite type, then {q i
}i∈Q0 is a set of representatives

of the isomorphism classes of indecomposable injective P-modules. Furthermore,
q i is an injective hull of si .

Proof. If Q is of finite type, then P is finite-dimensional by Proposition 2.1. The
result then follows from Lemma 2.5 and a well-known fact about modules over
finite-dimensional algebras; see, for example, [Lam 1999, Corollary 3.66]. �

For w =
∑

i wi i ∈ NQ0, define the semisimple P-module

sw =
⊕
i∈Q0

(si )⊕wi .

Let q i be the injective hull of si in the category P-Mod (if Q is a quiver of finite
type, this agrees with the notation of Definition 2.7). Then

qw =
⊕
i∈I

(q i )⊕wi

is the injective hull of sw.

Lemma 2.9. For w ∈ NQ0, any finite-dimensional submodule of qw is nilpotent.

Proof. Let V be a finite-dimensional submodule of qw. Then we have the chain of
submodules V =P≥0V ⊇P≥1V ⊇P≥2V ⊇· · · . Since qw is an essential extension
of sw, we have sw ∩P≥nV 6= 0 for all n ∈ N such that P≥nV 6= 0. Because P1

acts trivially on sw, we have dim P≥n+1V < dim P≥nV for all n ∈ N such that
P≥nV 6= 0. Thus P≥nV = 0 for n large enough. �

Remark 2.10. It follows from Lemma 2.9 and Proposition 7.10 that if Q is a quiver
of finite type, then pw (and qw) is nilpotent. However, in general the pw are not
nilpotent.

Proposition 2.11. If Q is of affine (tame) type, then qw is locally nilpotent for all
w ∈ NQ0. If Q is connected and of indefinite (wild) type, then qw is not locally
nilpotent for any w ∈ NQ0, w 6= 0.

The following proof was explained to us by W. Crawley-Boevey.

Proof. It suffices to consider the case where w = i for some i ∈ Q0. We identify
ZQ0 with the root lattice via

∑
v j j ↔

∑
v jα j . We first assume that Q is con-

nected of wild type. Let β be a minimal positive imaginary root. Thus (β, j) ≤ 0
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for all j ∈Q0. Suppose the support of β is all of Q0. Since Q is wild, β cannot be a
radical vector (see [Kac 1990, Theorem 4.3]), so (β, j)< 0 for some j ∈ Q0. If, on
the other hand, the support of β is not all of Q0, we take j ∈Q0 to be a vertex not in
the support of β but connected to it by an arrow and we again have (β, j) < 0. By
[Crawley-Boevey 2001, Theorem 1.2], there is a simple module T for the prepro-
jective algebra of dimension β. By [Crawley-Boevey 2000, Lemma 1], Ext1(T, s j )

is nonzero. Let V be a nontrivial extension of T by s j . This module must embed in
the injective hull q j of s j and thus q j cannot be locally nilpotent. Thus the result
holds whenever (β, i) < 0. For general i , choose a shortest path from i to some
j with (β, j) < 0 and consider the corresponding nilpotent module U with head
s j and socle si . Then, as above, there is a nontrivial extension of T by U , which
must embed into q i . So q i is not locally nilpotent.

Now assume that Q is of tame type. Since the preprojective algebra of a tame
quiver is a finitely generated C-algebra, noetherian, and a polynomial identity ring
[Baer et al. 1987, Theorem 6.5] (see [Ringel 1998] for a proof that the preprojective
algebra considered there is the same as the one considered here), any simple module
is finite-dimensional; see [McConnell and Robson 2001, Theorem 13.10.3]. By
[Jategaonkar 1976, Theorem 2], the injective hull of a simple P-module is artinian.
In particular, finitely generated submodules of injective hulls of simple modules are
artinian and noetherian. Thus they are of finite length and hence finite-dimensional.
Now, the dimension vectors of simple P-modules are the coordinate vectors i ∈ Q0

and the minimal imaginary root δ. Since (δ, i) = 0 for all i ∈ Q0, there are no
nontrivial extensions between simples of dimension δ and the one-dimensional
simples. Therefore, the composition factors of the finite-dimensional submodules
of the injective hull q i of si are all one-dimensional simple modules. Thus q i is
locally nilpotent. �

Remark 2.12. In types A and D, there exist simple and explicit descriptions of
the representations q i , i ∈ Q0, in terms of classical combinatorial objects such
as Young diagrams; see [Frenkel and Savage 2003; Savage 2006b; 2006c]. This
allows one to give simple and explicit descriptions of the injective modules qw for
any w ∈NQ0 when the underlying graph of the corresponding quiver is of type A
or D.

2E. Quiver grassmannians.

Definition 2.13 (quiver grassmannian). For a CQ-module V , let GrQ(V ) be the
variety of all CQ-submodules of V . We have a natural decomposition

GrQ(V )=
⊔

u∈NQ0

GrQ(u, V ), GrQ(u, V )= {U ∈ GrQ(V ) | dim U = u}.
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We call GrQ(u, V ) a quiver grassmannian. Note that GrQ(u, V ) is a closed sub-
set of the usual grassmannian of dimension u subspaces of V and thus is a pro-
jective variety. If V is a P-module, then P-submodules of V are the same as
CQ̃-submodules of V . Hence one can think of GrQ̃(V ) as the variety of all P-
submodules of V . Therefore, we will often write GrP(V ) and GrP(u, V ) for
GrQ̃(V ) and GrQ̃(u, V ) when V is a P-module.

Example 2.14 (grassmannians). If Q is the quiver with a single vertex and no
arrows, then P = C and P-modules are simply vector spaces. Then GrP(u, V ) =
Gr(u, V ) is the usual grassmannian of dimension u subspaces of V .

Example 2.15 (partial flag varieties). Let Q be the quiver with Q0= {1, 2, . . . , n}
and Q1={a1, . . . , an−1}, where s(ai )= i , t (ai )= i+1 for all i = 1, . . . , n−1. Fix
a positive integer d and set Vi =Cd for all i =1, . . . , n. For each 1≤ i ≤n−1, let ai

act by the identification Vi ∼= Vi+1. Then for u ∈NQ0 with u1≤ u2≤ · · · ≤ un ≤ d ,
the quiver grassmannian GrP(u, V ) is isomorphic to the partial flag variety

{0⊆ F1 ⊆ F2 ⊆ · · · ⊆ Fn ⊆ Cd
| dim Fi = ui }.

Definition 2.16. For V∈P-Mod, we define a natural action of AutP V on GrP(u,V )
by

(g,U ) 7→ g(U ), g ∈ AutP V, U ∈ GrP(u, V ).

3. Quiver varieties

We briefly recall certain quiver varieties defined by Lusztig and Nakajima, referring
the reader to [Lusztig 1991; Nakajima 1994; 1998] for further details, as well
as the Demazure quiver varieties introduced in [Savage 2006d]. We fix a quiver
Q = (Q0, Q1) and let P= P(Q) denote its preprojective algebra.

3A. Lusztig and Nakajima quiver varieties. For V ∈ P0-mod, define

RepQ̃ V =
⊕
a∈Q̃1

HomC(Vs(a),t (a)).

For a path β=al · · · a1 in Q and x= (xa)a∈Q̃1
∈RepQ̃ V , we define xβ = xal · · · xa1 .

For an element
∑

j c jβ j ∈ CQ, we define

x∑
j c jβ j =

∑
j

c j xβ j .

Thus each x ∈ RepQ̃ V defines a representation CQ̃→ EndC V of graded dimen-
sion dimQ0 V (i.e., whose induced representation of (CQ)0 is in the isomorphism
class determined by dimQ0 V ). Furthermore, each such representation comes from
an element of x ∈ RepQ̃ V . These two statements are simply the equivalence of
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categories between the representations of the quiver and of the path algebra. We
say that x is nilpotent if there exists N > 0 such that xβ = 0 for all paths β of
length greater than N .

Definition 3.1 (Lusztig nilpotent variety). For V ∈P0-mod, define3(V )=3Q(V )
to be the set of all nilpotent P-module structures on V compatible with its P0-
module structure. More precisely,

3(V )=

{
x ∈ RepQ̃ V

∣∣∣∣∣ ∑
a∈Q1,
t (a)=i

xaxā −
∑

a∈Q1,
s(a)=i

xāxa = 0 ∀ i ∈ Q0, x nilpotent

}
.

We call 3(V ) a Lusztig nilpotent variety.

As above, elements of 3(V ) are in natural one-to-one correspondence with
nilpotent representations P→ EndC V of graded dimension dimQ0 V .

For V,W ∈P0-mod, let3(V,W )=3(V )×HomP0(V,W ). We say that (x, t)∈
3(V,W ) is stable if there exists no nontrivial x-invariant P0-submodule of V
contained in ker t . This is equivalent to the condition that ker((x, t)|Vi )= 0 for all
i ∈ Q0 (see [Frenkel and Savage 2003, Lemma 3.4] — while the statement there
is for type A, the proof carries over to the more general case). We denote the set
of stable elements by 3(V,W )st. There is a natural action of GLV on 3(V,W )

and the restriction to 3(V,W )st is free; see [Nakajima 1994; 1998]. We denote
the GLV -orbit through a point (x, t) by [x, t].

Definition 3.2 (lagrangian Nakajima quiver variety). For V,W ∈ P0-mod, let
L(V,W ) = 3(V,W )st/GLV . We call L(V,W ) a lagrangian Nakajima quiver
variety. Up to isomorphism, this variety depends only on v = dimQ0 V and w =
dimQ0 W and so we will sometimes denote it by L(v,w).

Remark 3.3. The quiver varieties defined above are lagrangian subvarieties of
what are usually called the Nakajima quiver varieties [Nakajima 1994; 1998].

3B. Group actions. Let GP be the group of algebra automorphisms of P that
fix P0. The group GLW acts naturally on HomP0(V,W ). As above, we identify
elements of3(V )with nilpotent representations P→EndC V of graded dimension
dimQ0 V . Then

(h, (x, t)) 7→ (h ? x, t), h ? x = x ◦ h−1, h ∈ GP,

defines a GP-action on 3(V,W ). The actions of GLW and GP commute and both
commute with the GLV -action. Since they also preserve the stability condition,
they define a GLW ×GP-action on L(v,w).

We can use this action to define GLW ×C∗-actions on L(v,w) as follows. Sup-
pose a function m : Q̃1 → Z is given such that m(a) = −m(ā) for all a ∈ Q̃1.
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Then the map a 7→ zm(a)+1a, z ∈ C∗, extends to an automorphism of P fixing P0.
We denote this automorphism by hm(z). Thus hm defines a group homomorphism
C∗→ GP. Then the homomorphism

(3-1) GLW ×C∗→ GLW ×GP, (g, z) 7→ (zg, hm(z))

defines a GLW ×C∗-action on L(v,w) which we denote by ?m .
We give two important examples of this action [Nakajima 2001, §2.7; 2004].

First, for each pair i, j ∈ Q0 connected by at least one edge, let bi j denote the
number of arrows in Q1 joining i and j . We fix a numbering a1, . . . , abi j of these
arrows, which induces a numbering ā1, . . . , ābi j of the corresponding arrows in
Q̄1. Define m1 : H → Z by

m1(ap)= bi j + 1− 2p, m1(āp)=−bi j − 1+ 2p.

For the second action, we define m2(a)= 0 for all a ∈ Q1.

3C. Demazure quiver varieties. Let g be the Kac–Moody algebra corresponding
to the underlying graph of Q (the one whose Dynkin diagram is this graph) and let
W be its Weyl group. Recall that W acts naturally on the weight lattice of g. For
u ∈ ZQ0, we define elements of the weight and root lattice by

ωu =
∑
i∈Q0

uiωi , αu =
∑
i∈Q0

uiαi .

Proposition/Definition 3.4 [Savage 2006d, Proposition 5.1]. The lagrangian Nak-
ajima quiver variety L(v,w) is a point if and only if ωw− αv = σ(ωw) for some
σ ∈ W (i.e., ωw − αv is an extremal weight of the irreducible representation of
highest weight ωw, equivalently v is w-extremal in the sense of Definition 4.7).
In this case, we let (xw,σ , tw,σ ) be a representative (unique up to isomorphism)
of the GLV -orbit corresponding to this point. So L(v,w) = {[xw,σ , tw,σ ]} when
ωw−αv = σ(ωw).

Definition 3.5 (Demazure quiver variety). For σ ∈W and v,w∈NQ0, let Lσ (v,w)
be the subvariety consisting of all [x, t] ∈L(v,w) such that (x, t) is isomorphic to
a subrepresentation of (xw,σ , tw,σ ). We call Lσ (v,w) a Demazure quiver variety.

Remark 3.6. It follows from the uniqueness assertion in Proposition/Definition 3.4
that the GLW ×GP-action on L(v,w) fixes Lσ (v,w) for all σ ∈W. Thus we have
an induced GLW ×GP-action on the Demazure quiver varieties.

4. Quiver varieties as quiver grassmannians

4A. Lagrangian Nakajima quiver varieties as quiver grassmannians. We will
now show that certain quiver grassmannians are homeomorphic to the lagrangian
Nakajima quiver varieties. We begin with a key technical proposition.
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Proposition 4.1. Suppose A =
⊕

n≥0 An is a graded algebra and V is a locally
nilpotent A-module. Furthermore, suppose S is a semisimple locally nilpotent A-
module with injective hull E.

(i) Let π : E→ S be an A0-linear retract for the canonical embedding ι : S→ E
(that is, an A0-linear map such that πι= id) and let τ : V→ S be a homomor-
phism of A0-modules. Then there exists a unique A-module homomorphism
γ : V → E such that the following diagram commutes:

E

π

��
V

τ //

γ
??

S

Furthermore, the map γ is injective if and only if τ |socle V is injective.

(ii) Suppose π1, π2 : E → S are A0-linear retracts for the canonical embedding
ι : S→ E. Then there exists a unique γ ∈AutA E such that π2=π1γ . The map
γ fixes S pointwise. Conversely, given an A0-linear retract π : E → S and
any γ ∈ AutA E fixing S pointwise, πγ : E→ S is also a A0-linear retract.

Proof. Since V is locally nilpotent, we have a filtration

0= V (0)
⊆ V (1)

= socle V ⊆ V (2)
⊆ V (3)

⊆ · · ·

of V where V (n)
= {m ∈ V | A≥n ·m = 0}. We prove by induction on n that there

exists a unique homomorphism γn : V (n)
→ E such that the diagram

(4-1)

E

π

��
V (n)

τn //

γn

==

S

commutes, where τn = τ |V (n) . Since V (1)
= socle V and A+ · socle V = 0, we must

have γ1(V (1)) ⊆ S and so the unique choice for γ1 is τ1. Suppose the statement
holds for n = k. Since E is injective, there exists an A-module homomorphism
γ̂k+1 such that the following diagram commutes:

V (k+1)
γ̂k+1 // E

V (k)
?�

OO

γk

<<

Define γk+1 by
γk+1 = γ̂k+1−π ◦ γ̂k+1+ τ.
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It is then clear that the diagram (4-1) commutes (with n = k + 1). Note also that
γk+1|V (k) = γk . We claim that γk+1 is a homomorphism of A-modules. Since it is
an A0-module homomorphism by definition, it suffices to show it commutes with
the action of A+.

For r ∈ A+ and m ∈ V (k+1), we have r ·m ∈ V (k). Also, A+ · S = 0. Then

r · γk+1(m)= r · (γ̂k+1(m)−π ◦ γ̂k+1(m)+ τ(m))

= r · γ̂k+1(m)= γ̂k+1(r ·m)= γk(r ·m)

= γk+1(r ·m),

as desired.
Now suppose that γ ′k+1 is another P-module homomorphism making (4-1) com-

mute (with n = k+1). By the inductive hypothesis, we have γk+1|V (k) = γ ′k+1|V (k) .
For all r ∈ A+ and m ∈ V (k+1), we have

r · γk+1(m)= γk+1(r ·m)= γ ′k+1(r ·m)= r · γ ′k+1(m).

Thus γk+1(m)− γ ′k+1(m) lies in S. Therefore

γk+1(m)− γ ′k+1(m)= π(γk+1(m)− γ ′k+1(m))

= π(γk+1(m))−π(γ ′k+1(m))= τ(m)− τ(m)= 0.

The induction is complete and we obtain the desired map γ by taking the limit.
Note that γ |socle V = τ |socle V . Since a homomorphism of modules is injective if

and only if its restriction to the socle is injective, it follows that γ is injective if
and only if τ |socle V is injective.

We now prove (ii). By (i), there exists a unique A-module homomorphism
γ : E → E such that π2 = π1γ . Similarly, there exists a unique A-module auto-
morphism γ̃ : E → E such that π1 = π2γ̃ and γ γ̃ = γ̃ γ = id by the uniqueness
assertion in (i). Thus γ is an A-automorphism of E . The converse statement is
trivial. �

Remark 4.2. The retract π : E → S in Proposition 4.1 is equivalent to choosing
an A0-module decomposition E = S⊕T . The second part of the proposition states
that any two such decompositions are related by a unique A-module automorphism
of E fixing S.

Definition 4.3. Let V be a P0-module of graded dimension v. Define ĜrP(v, qw)
to be the variety of injective P0-module homomorphisms γ :V→qw whose image
is a P-submodule of qw.

Theorem 4.4. Fix v,w ∈ NQ0. Then there is a bijective GLV -equivariant al-
gebraic map from ĜrP(v, qw) to 3(v,w)st and a bijective algebraic map from
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GrP(v, qw) to L(v,w). In particular, ĜrP(v, qw) is homeomorphic to 3(v,w)st

and GrP(v, qw) is homeomorphic to L(v,w).

Remark 4.5. Lusztig [1998; 2000] has described a canonical bijection between
the lagrangian Nakajima quiver varieties and grassmannian type varieties inside
the projective modules pw (see Section 7). In several places in the literature, it was
claimed that the varieties defined by Lusztig are isomorphic (as algebraic varieties)
to the lagrangian Nakajima quiver varieties. However, the authors were not aware
of a proof existing in the literature. Most references for this statement were to
[Lusztig 1998; 2000], where the points of the two varieties are shown to be in
canonical bijection (similar to the situation in the current paper). Lusztig informed
the authors that he was not aware of a proof that the varieties are isomorphic. After
the appearance of an earlier version of the current paper [Savage and Tingley 2009],
Shipman [2010] proved that the varieties are indeed isomorphic. From now on, we
will incorporate Shipman’s work, as it allows us to strengthen several results; in
particular (see Corollary A.6 in the Appendix) the map ῑ in the proof below is an
isomorphism of algebraic varieties.

Proof of Theorem 4.4. Fix V ∈ P0-mod of graded dimension v and a P0-module
homomorphism π : qw → sw that is the identity on sw. We identify sw with the
W appearing in the definition of the quiver varieties. A point γ ∈ ĜrP(v, qw)
defines an embedding of V into qw, hence a P-module structure on V satisfying
the stability condition and so a point of3(v,w)st. More precisely, γ ∈ ĜrP(v, qw)
corresponds to the point (γ−1xwγ, πγ ) ∈ 3(v,w)st, where xw is the element of
RepQ̃ qw corresponding to the P-module qw. Thus we have a map

ι : ĜrP(v, qw)→3(V,W )st,

which is clearly algebraic and GLV -equivariant. By Proposition 4.1, ι is bijective.
Passing to the quotient by GLV we also obtain a bijective algebraic map ῑ from
GrP(v, qw) to L(v,w).

Now, GrP(v, qw) and L(v,w) are both projective. By, for example, [Hartshorne
1977, Theorem 4.9 and Exercise 4.4], the image of a projective variety under an
algebraic map is always closed, so ῑ takes closed subsets to closed subsets. Since ῑ is
a bijection, this implies that ῑ−1 is continuous. Hence ῑ is a homeomorphism. Since
ĜrP(v, qw) and 3(v,w)st are principal G-bundles over GrP(v, qw) and L(v,w),
the map ι also induces a homeomorphism. �

Remark 4.6.

(i) The role of the retract π in Proposition 4.1 is to ensure the uniqueness of γ .

(ii) When Q is of finite type, the injective module qw is also projective (see
Proposition 7.10) and thus Theorem 4.4 follows from [Lusztig 2000, §2.1].
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(iii) The isomorphisms of Theorem 4.4 depend on the choice of the retract π :
qw→ sw. By Proposition 4.1(ii), isomorphisms coming from different retracts
are related by an automorphism of qw fixing sw.

(iv) In Lusztig’s grassmannian type realization of the lagrangian Nakajima quiver
varieties [Lusztig 1998; 2000], one must require that the submodules contain
all paths of large enough length (this corresponds to the nilpotency condition
in the definition of the quiver varieties). In the current approach using injective
modules, no such condition is required due to Lemma 2.9.

4B. Demazure quiver grassmannians. As before, let g be the Kac–Moody alge-
bra corresponding to the underlying graph of Q and let W be its Weyl group with
Bruhat order �.

Definition 4.7. For each w ∈ NQ0, we define an action of W on ZQ0 as follows.
For v ∈ ZQ0 and σ ∈W, define σ ·w v = u where u is the unique element of ZQ0

satisfying
σ(ωw−αv)= ωw−αu .

We say that v ∈ NQ0 is w-extremal if v ∈W ·w 0.

Lemma 4.8. If v,w ∈ NQ0 and ωw− αv is a weight of the irreducible highest
weight representation of g of highest weightωw (i.e the corresponding weight space
is nonzero), then σ ·w v ∈ NQ0 for all σ ∈W. In particular W ·w 0⊆ NQ0.

Proof. This follows easily from the fact that W acts on the weights of highest
weight irreducible representations and the weight multiplicities are invariant under
this action. �

Proposition 4.9. For v ∈ NQ0, the following statements are equivalent:

(i) v is w-extremal,

(ii) L(v,w) consists of a single point,

(iii) GrP(v, qw) consists of a single point, and

(iv) there is a unique submodule of qw of graded dimension v.

Proof. The equivalence of (i) and (ii) is given in [Savage 2006d, Proposition 5.1].
The equivalence of (ii), (iii) and (iv) follows from Theorem 4.4. �

Definition 4.10 (Demazure quiver grassmannian). For σ ∈W, we let qw,σ denote
the unique submodule of qw of graded dimension σ ·w 0. We call GrP(v, qw,σ ) a
Demazure quiver grassmannian.

Proposition 4.11. If σ1, σ2 ∈W with σ1 � σ2, then qw,σ2 has a unique submodule
of graded dimension σ1 ·w 0 and this submodule is isomorphic to qw,σ1 .
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Proof. Since σ1 � σ2, we have Lωw,σ1 ⊆ Lωw,σ2 , where Lωw,σi is the Demazure
module corresponding to Lωw (the irreducible integrable highest weight g-module
with highest weight ωw) and σi . It then follows from [Savage 2006d, Theorem 7.1]
that qw,σ1 is (isomorphic to) a submodule of qw,σ2 . Since any submodule of qw,σ2

is also a submodule of qw, uniqueness follows directly from Proposition 4.9. �

Proposition 4.12. Fix σ ∈W and v,w ∈ NQ0. Then GrP(v, qw,σ ) is isomorphic
(as an algebraic variety) to the Demazure quiver variety Lσ (v,w).

Proof. This follows immediately from Definitions 3.5 and 4.10 and the description
of the homeomorphism GrP(v, qw) ∼= L(v,w) given in Theorem 4.4, which is
actually an isomorphism of algebraic varieties by Corollary A.6. �

Remark 4.13. Note that if Q is a quiver of finite type and σ0 is the longest element
of W, then Lσ0(v,w)=L(v,w) and Gr(v, qw,σ0)=Gr(v, qw) for all v,w ∈NQ0.

The (qw,σ )σ∈W form a directed system under the Bruhat order. Let q̃w be the
direct limit of this system.

Lemma 4.14. Any locally nilpotent submodule V of qw is contained in q̃w.

Proof. First note that for n ∈ N, the submodule (qw)(n) = {v ∈ qw : P≥n · v = 0}
of qw is finite-dimensional. This follows from the fact that q i is a submodule of
HomC(ei P,C) (since this is an injective module containing si ), which has this
property, and qw =

⊕
i∈I (q

i )⊕wi .
Since V is locally nilpotent, we have a filtration

0= V (0)
⊆ V (1)

= socle V ⊆ V (2)
⊆ · · ·

where V (n)
={v∈V :P≥n ·v=0}. Local nilpotency of V ensures that

⋃
n V (n)

=V .
It suffices to show that each V (n) is contained in q̃w. Since V (n)

⊆ (qw)(n), it
follows that V (n) is finite-dimensional. Choose a linear retract π : qw → sw. By
Theorem 4.4, V corresponds to a point of L(v,w). Choose σ ∈ W sufficiently
large so that the (ωw− αv)-weight space of the representation Lωw is contained
in the Demazure module Lωw,σ (we can always do this since the weight space is
finite-dimensional). Then by Proposition 4.12, we have that V ⊆ qw,σ ⊆ q̃w. �

Theorem 4.15. We have that q̃w is the injective hull of sw in the category P-lnMod.

Proof. Since each qw,σ is nilpotent, it follows that q̃w is locally nilpotent and thus
belongs to the category P-lnMod. Furthermore, it is clear that q̃w has socle sw and
that it is an essential extension of sw. It remains to show that q̃w is an injective
object of P-lnMod. Suppose M and N are locally nilpotent P-modules and we
have a homomorphism M → q̃w and an injection M ↪→ N . Since qw is injective
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in the category of P-modules, there exists a homomorphism h : N→ qw such that
the following diagram commutes:

N
h

((
M
?�

OO

// q̃w � � // qw

Since N is locally nilpotent, h(N ) is a locally nilpotent submodule of qw. There-
fore the map h factors through q̃w by Lemma 4.14. �

Corollary 4.16. We have that q̃w ∼= qw if and only if Q is of finite or affine (tame)
type.

Proof. This follows immediately from Theorem 4.15 and Proposition 2.11. �

We see from the above that {qw,σ }σ∈W is a “rigid” filtration of q̃w (rigid in the
sense of the uniqueness of submodules of the given w-extremal graded dimen-
sions). Proposition 4.12 can be seen as a representation theoretic interpretation of
this filtration. It corresponds to the filtration by Demazure modules of the irre-
ducible highest-weight representation of g of highest weight ωw. If the quiver Q is
of finite type, the Weyl group W, and hence this filtration, is finite. Otherwise they
are infinite. In the infinite case, we have a filtration of the infinite-dimensional q̃w

by finite-dimensional submodules qw,σ , σ ∈W.

5. Group actions and graded quiver grassmannians

We now define a natural GLW ×GP-action on the quiver grassmannians and show
that the maps of Theorem 4.4 are equivariant. We then define graded/cyclic quiver
grassmannians and show they are isomorphic to the graded/cyclic quiver varieties
of Nakajima [2001, §4.1; 2004, §4].

5A. GLw × GP-action and equivariance. Let GLw =GLsw and recall that GP is
the group of algebra automorphisms of P that fix P0 pointwise. For a P-module
V and h ∈GP, denote by h V the P-module with action given by (a, v) 7→ h−1(a) ·
v. Now, fix (g, h) ∈ GLw × GP and a P0-module retract π : qw → sw. By
Proposition 4.1, there exists a unique P-module homomorphism γ(g,h) :

hqw→ qw

such that the following diagram commutes:

hqw

π

��

γ(g,h) // qw

π

��
sw

g // sw
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The uniqueness assertion of Proposition 4.1 ensures that γ(g,h) is bijective with
inverse γ(g−1,h−1). Note that since the action of P0 on hqw and qw is the same,
γ(g,h) can be considered as a P0-automorphism of qw. This defines a group ho-
momorphism GLw ×GP→ GLqw , (g, h) 7→ γ(g,h). In other words, it defines an
action of GLw×GP on qw by P0-module automorphisms. This in turn defines an
action on ĜrP(v, qw) and GrP(v, qw) given by

(g, h) ? γ = γ(g,h)γ, γ ∈ ĜrP(v, qw)

(g, h) ?U = γ(g,h)(U ), U ∈ GrP(v, qw).

Proposition 5.1. The isomorphisms of Theorem 4.4 are GLw×GP-equivariant.

Proof. Let (x, t) 7→ γ (x, t) be the map 3(v,w)st ∼=
−→ ĜrP(v, qw) of Theorem 4.4.

Fix (x, t)∈3(v,w)st. Recall that for (g, h)∈GLw×GP, we have (g, h)?(x, t)=
(h?x, gt). Let V x be the P-module corresponding to x . Then h V x is the P-module
corresponding to h ? x . We have the commutative diagram

qw

π

��
V x

γ (x,t)
==

t
// sw

It follows that the diagram

hqw

π

��

γ(g,h) // qw

π

��
h V x

γ (x,t)
==

t
// sw g

// sw

commutes. By the uniqueness statement in Proposition 4.1, we have

γ ((g, h) ? (x, t))= γ (h ? x, gt)= γ(g,h)γ (x, t)= (g, h) ? γ (x, t),

which proves that the map 3(v,w)st ∼= ĜrP(v, qw) is equivariant. The remaining
claim follows from the fact that the isomorphism L(v,w)∼=GrP(v, qw) is obtained

from the map 3(v,w)st ∼=
−→ ĜrP(v, qw) by taking quotients by GLV . �

5B. Graded/cyclic quiver grassmannians. Fix an abelian reductive subgroup A
and a group homomorphism ρ : A→GLw×GP, defining an action of A on qw by
P0-module automorphisms. The weight space corresponding to λ ∈ Hom(A,C∗)

is

(5-1) qw(λ) def
= {v ∈ qw | ρ(a)(v)= λ(a)v ∀ a ∈ A}.
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We define

GrP(qw)A
= {U ∈ GrP(qw) | ρ(a) ?U =U ∀ a ∈ A},

GrP(u, qw)A
= GrP(qw)A

∩GrP(u, qw).

Then for all U ∈ GrP(qw)A, we have the map ρU : A→ GLU , a 7→ ρ(a)|U . In
other words, ρU is a representation of A in the category of P0-modules. If ρ1 and
ρ2 are two such representations, we write ρ1 ∼= ρ2 when ρ1 and ρ2 are isomorphic.
That is, ρ1 ∼= ρ2 for ρi : A → GLUi , if there exists a P0-module isomorphism
ξ : U1 → U2 such that ρ2 = ξρ1ξ

−1, where ξρU ξ
−1 denotes the homomorphism

a 7→ ξρU (a)ξ−1. Then, for ρ1 : A→ GLU , U a P0-module, we define

GrP(ρ1, qw)A
= {U ′ ∈ GrP(qw)A

| ρU ′ ∼= ρ1}.

Note that GrP(ρ1, qw)A depends only on the isomorphism class of ρ1.
Recall the action of GLw×GP on3(V,W )st and L(v,w) described in Section 3B

(where we now identify W with sw, w = dimQ0 W ). Define

L(w)A
= {[x, t] ∈ L(v,w) | ρ(a) ? [x, t] = [x, t] ∀ a ∈ A},

L(v,w)A
= L(w)A

∩L(v,w).

Fix a point [x, t] ∈ L(v,w)A. For every a ∈ A, there exists a unique ρ1(a) ∈GLV

such that

(5-2) ρ(a) ? (x, t)= ρ−1
1 (a) · (x, t),

and the map ρ1 : A→GLV is a homomorphism. Let L(ρ1, w)
A
⊆L(v,w)A be the

set of A-fixed points y such that (5-2) holds for some representative (x, t) of y.

Theorem 5.2. Let V be a P0-module and ρ1 : A→GLV a group homomorphism.
Then GrP(ρ1, qw)A is isomorphic to L(ρ1, w)

A as an algebraic variety.

Proof. Choose [x, t] ∈ L(ρ1, w)
A. Let U = γ (x, t)(V ) be the corresponding point

of GrP(v, qw)A. We want to show that ρ1 ∼= ρU . Let (g, h) ∈ A and consider the
commutative diagram

hqw

π

��

γ(g,h) // qw

π

��
h V x

γ (x,t)
==

t
// sw g

// sw V .

γ (x,t)
``

t
oo

Then ρU (g, h)= γ(g,h)|U . Note that γ (x, t) is an isomorphism when its codomain
is restricted to U and we denote by γ (x, t)−1 the inverse of this restriction. We
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claim that ρ1 = ρ̃
def
= γ (x, t)−1

(
γ(g,h)|U

)
γ (x, t). It suffices to show that

(h ? x, gt)= (g, h) ? (x, t)= ρ̃−1
· (x, t)= (ρ̃−1x ρ̃, t ρ̃).

We have

ρ̃−1x = γ (x, t)−1(γ(g,h)|U )
−1γ (x, t)x

= γ (x, t)−1(γ(g,h)|U )
−1xγ (x, t)

= γ (x, t)−1(h ? x)(γ(g,z)|U )−1γ (x, t)

= (h ? x)γ (x, t)−1(γ(g,z)|U )
−1γ (x, t)

= (h ? x)ρ̃−1,

so ρ̃−1x ρ̃ = h ? x . Similarly, t ρ̃ = tγ (x, t)−1
(
γ(g,h)|U

)
γ (x, t) = gt and we are

done. �

We now restrict to a special case of this construction that has been studied by
Nakajima. In particular, we define GLw×C∗-actions on the quiver grassmannians
corresponding to the actions on quiver varieties described in Section 3B.

For any function m : Q̃1 → Z such that m(a) = −m(ā) for all a ∈ Q̃1, the
group homomorphism (3-1) defines a GLw × C∗-action on qw, ĜrP(v, qw) and
GrP(v, qw)which we again denote by ?m . If A is any abelian reductive subgroup of
GLw×C∗, we can consider the weight decompositions as above. For the remainder
of this section, we fix m = m2 (see Section 3B). That is, m(a)= 0 for all a ∈ Q1.
We also write ? for ?m . Recall the definition (5-1) of qw(λ). For x ∈Pn , v ∈ qw(λ)
and (g, z) ∈ A, we have

ρ(g, z)(x · v)= γ(zg,hm(z))(x · v)= z−nx · γ(zg,hm(z))(v)= z−nλ(g, z)v.

Thus Pn : qw(λ)→ qw(l−nλ), where we write l−nλ for the element L(−n)⊗λ of
Hom(A,C∗) and L(−n)= C with C∗-module structure given by z · v = z−nv.

Now let (g, z) be a semisimple element of A and define

GrP(qw)(g,z) = {U ∈ GrP(qw) | (g, z) ?U =U },

GrP(u, qw)(g,z) = GrP(qw)(g,z) ∩GrP(u, qw).

The module qw has an eigenspace decomposition with respect to the action of
(g, z) given by

qw =
⊕
a∈C∗

qw(a), qw(a)= {v ∈ qw | (g, z) ? v = av}.

Then GrP(qw)(g,z) consists of those U ∈GrP(qw) that are direct sums of subspaces
of the weight spaces qw(a), a ∈C∗. Thus, each U ∈GrP(qw)(g,z) inherits a weight
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space decomposition, or C∗-grading,

U =
⊕
a∈C∗

U (a), U (a)= {v ∈U | (g, z) ? v = av}.

As above we see that Pn : qw(a)→ qw(az−n) and Pn :U (a)→U (az−n). We also
regard sw as an A-module via the composition

A ↪→ GLw×C∗
projection
−−−−−→ GLw = GLsw .

Thus sw also inherits a C∗-grading as above. For a Q0×C∗-graded vector space
V =

⊕
i∈Q0,
a∈C∗

Vi,a , define the graded dimension (or character)

char V =
∑

i∈Q0,
a∈C∗

(dim Vi,a)X i,a ∈ N[X i,a]i∈Q0, a∈C∗ .

Recall that a P0-module is equivalent to an Q0-graded vector space. Thus qw, sw,
and elements of GrP(qw)(g,z) have natural Q0×C∗-gradings and we can consider
their graded dimensions.

Definition 5.3 (graded/cyclic quiver grassmannian). For a graded dimension
d ∈ N[X i,a]i∈Q0, a∈C∗ , define

GrP(d, qw)(g,z) = {U ∈ GrP(qw)(g,z) | char U = d}.

We call GrP(d, qw)(g,z) a cyclic quiver grassmannian if z is a root of unity, and a
graded quiver grassmannian otherwise.

Theorem 5.4. Let V be a Q0×C∗-graded vector space. For a semisimple element
(g, z) ∈ GLw × C∗, the graded/cyclic quiver grassmannian GrP(char V, qw)(g,z)

is isomorphic to the lagrangian graded/cylic quiver variety L•(V, sw) defined in
[Nakajima 2004, §4], where sw is considered as a Q0×C∗-graded vector space as
above.

Proof. This follows immediately from Proposition 5.1 since L•(V,W ) is simply
the set of points of L(V,W ) fixed by a semisimple element (g, z) of GLw×C∗. �

Remark 5.5. Nakajima [2004] assumes the quiver Q is of ADE type. However,
the definitions in §4 of that article extend naturally to the more general case.

6. Geometric construction of representations of Kac–Moody algebras and
compatibility with nested quiver grassmannians

Since certain quiver grassmannians are isomorphic to lagrangian Nakajima quiver
varieties, one can translate Nakajima’s geometric construction of representations of
Kac–Moody algebras into the quiver grassmannian setting. Having done this, one
sees that the quiver grassmannian construction is compatible with a natural nesting
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of these varieties — a property which seems to have no analog in the setting of
quiver varieties. One benefit of this nesting compatibility is that it allows one
to always work with quiver grassmannians in finite-dimensional modules, even
though the injective objects qw themselves may be infinite-dimensional (outside
of finite type).

For the remainder of this section, we fix a Kac–Moody algebra g with symmetric
Cartan matrix and let W be its Weyl group. Let Q = (Q0, Q1) be a quiver whose
underlying graph is the Dynkin graph of g and let P = P(Q) denote the corre-
sponding path algebra. We also fix a P0-module retract π : qw→ sw, allowing us
to identify GrP(v, qw) with L(v,w) as in Theorem 4.4.

6A. Constructible functions. Recall that for a topological space X , a constructible
set is a subset of X that is obtained from open sets by a finite number of the usual set
theoretic operations (complement, union and intersection). A constructible func-
tion on X is a function that is a finite linear combination of characteristic functions
of constructible sets. For a complex variety X , let M(X) denote the C-vector
space of constructible functions on X with values in C. We define M(∅)= 0. For
a continuous map p : X→ X ′, define

p∗ : M(X ′)→ M(X), (p∗ f ′)(x)= f ′(p(x)), f ′ ∈ M(X ′)

and

p! : M(X)→ M(X ′), (p! f )(x)=
∑
a∈Q

aχ(p−1(x)∩ f −1(a)), f ∈ M(X),

where χ denotes the Euler characteristic of cohomology with compact support.

Lemma 6.1. Suppose X is a constructible subset of a topological space Y and let
ι : X ↪→ Y be the inclusion map. Then

(i) ι∗( f )= f |X for f ∈ M(Y ), and

(ii) for f ∈ M(X), ι!( f ) is the extension of f by zero. That is,

ι!( f )(x)=
{

f (x) if x ∈ X,
0 if x ∈ Y \ X.

The proof is straightforward and will be omitted.

6B. Raising and lowering operators. Let V be a P-module. For u, u′ ∈NQ0 with
u ≤ u′ (i.e., u =

∑
ui i and u′ =

∑
u′i i where ui ≤ u′i for all i ∈ Q0), define

(6-1) GrP(u, u′, V )= {(U,U ′) ∈ GrP(u, V )×GrP(u′, V ) | U ⊆U ′},
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and let

GrP(u, V )
π1
←− GrP(u, u′, V )

π2
−→ GrP(u′, V )

be the natural projections given by π1(U,U ′)=U and π2(U,U ′)=U ′. For each
i ∈ I , define the operators

(6-2)
Êi : M(GrP(u+ i, V ))→ M(GrP(u, V )), Êi f = (π1)!(π

∗

2 f ),

F̂i : M(GrP(u, V ))→ M(GrP(u+ i, V )), F̂i f = (π2)!(π
∗

1 f ),

where the maps π1 and π2 are as in (6-1) with u′ = u+ i .

6C. Compatibility with nested quiver grassmannians. Suppose V1 ⊆ V2 are P-
modules. Then we have the commutative diagram

GrP(u, V1)� _

ιu

��

GrP(u, u′, V1)
π1

1oo
π1

2 //
� _

ιu,u′

��

GrP(u′, V1)� _

ιu′

��
GrP(u, V2) GrP(u, u′, V2)

π2
1oo

π2
2 // GrP(u′, V2)

where ιu , ιu′ and ιu,u′ denote the canonical inclusions. Denote by Ê j
i and F̂ j

i ,
j = 1, 2, the operators defined in (6-2) for V = V j .

Proposition 6.2. We have

(i) Ê1
i = ι

∗
u ◦ Ê2

i ◦ (ιu+i )!, and

(ii) F̂1
i = ι

∗

u+i ◦ F̂2
i ◦ (ιu)!.

Proof. Let u′ = u + i . By linearity, it suffices to prove the first statement for
functions of the form 1X where X is a constructible subset of GrP(u′, V1). Then
(ιu′)!1X =1X , where on the right-hand side, X is viewed as a subset of GrP(u′, V2).
We have

(π2
2 )
∗
◦ (ιu′)!1X = (π

2
2 )
∗1X = 1(π2

2 )
−1(X)

and

(ιu,u′)!(π
1
2 )
∗1X = (ιu,u′)!1(π1

2 )
−1(X) = 1(π1

2 )
−1(X).

Since X ⊆ GrP(u′, V1), we have (π2
2 )
−1(X)= (π1

2 )
−1(X) and thus

(π2
2 )
∗
◦ (ιu′)!1X = (ιu,u′)! ◦ (π

1
2 )
∗1X .

Therefore
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ι∗u ◦ Ê2
i ◦ (ιu′)!1X = ι

∗

u ◦ (π
2
1 )! ◦ (π

2
2 )
∗
◦ (ιu′)!1X

= ι∗u ◦ (π
2
1 )! ◦ (ιu,u′)! ◦ (π

1
2 )
∗1X

= ι∗u ◦ (π
2
1 ◦ ιu,u′)! ◦ (π

1
2 )
∗1X

= ι∗u ◦ (ιu ◦π
1
1 )! ◦ (π

1
2 )
∗1X

= ι∗u ◦ (ιu)! ◦ (π
1
1 )! ◦ (π

1
2 )
∗1X

= (π1
1 )! ◦ (π

1
2 )
∗1X

= Ê1
i 1X ,

where the sixth equality holds since ι∗u ◦ (ιu)! is the identity on M(GrP(u, V1)).
We now prove the second statement. Again, it suffices to prove it for functions

of the form 1X where X is a constructible subset of GrP(u, V1). Now, for U ∈
GrP(u′, V1), we have

ι∗u′ ◦ F̂2
i ◦ (ιu)!1X (U )= ι∗u′ ◦ (π

2
2 )! ◦ (π

2
1 )
∗
◦ (ιu)!1X (U )

= ι∗u′ ◦ (π
2
2 )! ◦ (π

2
1 )
∗1X (U )

= ι∗u′ ◦ (π
2
2 )! ◦ 1(π2

1 )
−1(X)(U )

= χ
(
(π2

2 )
−1(U )∩ (π2

1 )
−1(X)

)
= χ

(
(π1

2 )
−1(U )∩ (π1

1 )
−1(X)

)
= (π1

2 )!1(π1
1 )
−1(X)(U )

= (π1
2 )! ◦ (π

1
1 )
∗1X (U )

= F̂1
i 1X (U ),

where the fifth equality holds since U ∈ GrP(u′, V1). �

It follows from Proposition 4.12 that the Demazure quiver grassmannians stabi-
lize in the following sense.

Corollary 6.3. For u, w ∈ NQ0, there exists σ ∈ W, such that GrP(v, qw,σ
′

) is
isomorphic to L(v,w) for all σ ′ � σ .

Proof. It follows from [Savage 2006d, Proposition 6.1] that there exists a σ ∈W

such that GrP(v, qw,σ ) ∼= Lσ (v,w) = L(v,w). It follows from the same proposi-
tion that for σ ′ � σ , we have Lσ ′(v,w) = L(v,w). The result then follows from
Proposition 4.12. �

Corollary 6.4. For v,w ∈ NQ0, let σ v,w ∈W be minimal among the σ ∈W such
that GrP(v, qw,σ ) is isomorphic to L(v,w). Then GrP(v, qw,σ ) ∼= GrP(v, qw) for
all σ � σ v,w. In particular, every submodule of the injective module qw of graded
dimension v is a submodule of qw,σ for σ � σ v,w.
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Remark 6.5. In the case when g is of finite type, we can take σ = σ0, where
σ0 is the longest element of the Weyl group. Then GrP(v, qw) is isomorphic to
GrP(v, qw,σ0) for all v ∈ NQ0.

Lemma 6.6. Suppose w, v, v′ ∈ NQ0 with v ≤ v′ and σ ∈W. Then the diagram

GrP(v, qw,σ )� _

��

GrP(v, v
′, qw,σ )

π2 //π1oo
� _

��

GrP(v
′, qw,σ )� _

��
GrP(v, qw) GrP(v, v

′, qw)
π2 //π1oo GrP(v

′, qw)

commutes, where the vertical arrows are the natural inclusions. If σ � σ v,w, σ v
′,w,

then the vertical arrow are isomorphisms.

Proof. This follows immediately from Corollary 6.4. �

6D. Quiver grassmannian realization of representations. For each i ∈ I , define

(6-3) Hi : M(GrP(v, qw))→ M(GrP(v, qw)), Hi f = (w−Cv)i f,

where C is the Cartan matrix of g. Also, in the special case when V = qw for some
w, we denote the operators Êi and F̂i by Ei and Fi respectively.

Proposition 6.7. The operators Ei , Fi , Hi define an action of g on⊕
u

M(GrP(u, qw)).

Proof. Throughout this proof, for varieties X and Y , the notation X ∼= Y means
that X and Y are homeomorphic. In [Nakajima 1994, §10], Nakajima defines the
variety

F(v,w; i) def
= F̃(v,w; i)/GLV ,

where

F̃(v,w; i)= {(x, t, Z) | (x, t) ∈3(V,W )st, Z ⊆ V, x(Z)⊆ Z , dim Z = v− i}.

Using the homeomorphism of Theorem 4.4, we have

F̃(v,w; i)∼={(γ, Z) | γ ∈ ĜrP(v, qw), Z ⊆ V, dim Z = v− i, P ·γ (Z))⊆ γ (Z)}.

The map from the set{
(γ, Z) | γ ∈ ĜrP(v, qw), Z ⊆ V, dim Z = v− i, P · γ (Z)⊆ γ (Z)

}
into GrP(v− i, v, qw) given by

(γ, Z) 7→ (γ (Z), γ (V ))
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is a principal GLV -bundle and thus

F(v,w; i)

= F̃(v,w; i)/GLV

∼=
{
(γ, Z) | γ ∈ ĜrP(v, qw), Z ⊆ V, dim Z = v− i, P · γ (Z)⊆ γ (Z)

}
/GLV

= GrP(u− i, u, qw).

Therefore, the following diagram commutes:

(6-4)

GrP(v− i, qw)

∼=

��

GrP(v− i, v, qw)
π1oo π2 //

∼=

��

GrP(v, qw)

∼=

��
L(v− i, w) F(v,w; i)

π2 //π1oo L(v,w)

where the maps π1 and π2 appearing on the bottom row are described in §10 of
[Nakajima 1994]. The result then follows immediately from Proposition 10.12 of
the same reference. �

Let U (g)− be the lower half of the enveloping algebra of g. Let α be the constant
function on GrP(0, qw) with value 1 and let

Lw
def
= U (g)− ·α ⊆

⊕
v

M(GrP(v, qw)),(6-5)

Lw(v)
def
= M(GrP(v, qw))∩ Lw.(6-6)

Theorem 6.8. The operators Ei , Fi , Hi preserve Lw and Lw is isomorphic to the
irreducible highest-weight integrable representation of g with highest weight ωw.
The summand Lw(v) in the decomposition Lw =

⊕
v Lw(v) is a weight space with

weight ωw−αv.

Proof. In light of the commutative diagram (6-4), the result follows immediately
from [Nakajima 1994, Theorem 10.14]. �

Remark 6.9. It follows from Proposition 6.2 and Lemma 6.6 that we can always
work with GrP(v, qw,σ ) for large enough σ . Therefore, we can avoid quiver grass-
mannians in infinite-dimensional injectives if desired.

From the realization of irreducible highest-weight representations given in Theo-
rem 6.8, we obtain some natural automorphisms of these representations. Recall
from Definition 2.16 the natural action of AutP qw on GrP(v, qw) for any v given
by (g, V ) 7→ g(V ). This induces an action on

⊕
v M(GrP(v, qw)) given by

(g, f ) 7→ f ◦ g−1, f ∈
⊕
v

M(GrP(v, qw)), g ∈ AutP qw.
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This action clearly commutes with the operators Ei and Fi and thus induces an
action on Lw. Such actions do not seem to be clear in the original quiver variety
picture. Similar actions were considered in [Lusztig 2000, §1.22] in the case when
Q is of finite type.

7. Relation to Lusztig’s grassmannian realization

Lusztig [1998; 2000] gave a grassmannian type realization of the lagrangian Naka-
jima quiver varieties inside the projective modules pw. In the case when Q is a
quiver of finite type, the injective hulls of the simple objects are also projective cov-
ers (of different simple objects). Thus, Lusztig’s and our construction are closely
related. In this section, we extend Lusztig’s construction to give a realization of the
Demazure quiver varieties. We then give a precise relationship between his con-
struction and ours in the finite type case. We will see that the natural identification
of the two constructions corresponds to the Chevalley involution on the level of
representations of the Lie algebra g associated to our quiver.

7A. Lusztig’s construction and Demazure quiver varieties.

Definition 7.1. For V ∈ P-Mod, define

G̃rP(V )= {U ∈ GrP(V ) | Pn · V ⊆U for some n ∈ N}.

In other words, G̃rP(V ) consists of all P-submodules of V such that the quotient
V/U is nilpotent. For u ∈ NQ0, we define

G̃rP(u, V )= {U ∈ G̃rP(V ) | dimQ0(V/U )= u}.

Proposition 7.2. Fix v,w ∈ NQ0. Then L(v,w) is isomorphic to G̃rP(v, pw) as
an algebraic variety.

Proof. This is proven in Corollary 3.2 of [Shipman 2010]. Note that, in that article,
a different stability condition is used in the definition of L(v,w). However, it is
well-known that the different stability conditions give rise to isomorphic varieties.
We refer the reader to [Nakajima 1996] for a discussion of various stability condi-
tions. �

Proposition 7.3. For v ∈ NQ0, the following statements are equivalent:

(i) v is w-extremal.

(ii) L(v,w) consists of a single point.

(iii) G̃rP(v, pw) consists of a single point.

(iv) There is a unique P-submodule V of pw of codimension v such that pw/V is
nilpotent.
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Proof. The equivalence of (i) and (ii) is given in [Savage 2006d, Proposition 5.1].
The equivalence of (ii) and (iii) follows from Proposition 7.2. Finally, the equiva-
lence of (iii) and (iv) follows directly from Definition 7.1 �

Definition 7.4. For σ ∈ W, we let pw,σ denote the unique submodule of pw of
graded codimension σ ·w 0 and define

G̃rQ,σ (v, pw)= {V ∈ G̃rP(v, pw) | pw,σ ⊆ V }.

Proposition 7.5. Fix σ ∈W and v,w ∈ NQ0. Then G̃rQ,σ (v, pw) is isomorphic
to the Demazure quiver variety Lσ (v,w).

Proof. This follows directly from Definitions 3.5 and 7.4 and Proposition 7.2. �

7B. Relation between the projective and injective constructions. We now sup-
pose Q is of finite type and let g be the Kac–Moody algebra whose Dynkin diagram
is the underlying graph of Q. Let σ0 be the longest element of the Weyl group of
g. There is a unique Dynkin diagram automorphism θ such that −w0(αi )= αθ(i).
Extend θ to an automorphism of the root lattice

⊕
i∈Q0

Zαi by linearly extending
the map αi 7→αθ(i). We also have an involution of NQ0 given by w 7→ θ(w) where
θ(w)i = wθ(i).

Definition 7.6 (Chevalley involution). The Chevalley involution ζ of g is given by

ζ(Ei )= Fi , ζ(Fi )= Ei , ζ(Hi )=−Hi .

For any representation V of g, let ζV be the representation with the same under-
lying vector space as V , but with the action of g twisted by ζ . More precisely, the
g-action on ζV is given by (a, v) 7→ ζ(a) · v.

For a dominant weight λ of g, let Lλ denote the corresponding irreducible
highest-weight representation and let vλ be a highest weight vector. Recall that an
isomorphism of irreducible representations is uniquely determined by the image of
vλ. The following lemma is well known.

Lemma 7.7. The lowest weight of Lλ is σ0(λ)=−θ(λ). If v−θ(λ) denotes a lowest
weight vector, then the map vλ 7→ v−θ(λ) induces an isomorphism ζ Lλ ∼= Lθ(λ).

Lemma 7.8. We have dimQ0 pw = dimQ0 qw = σ0 ·w 0.

Proof. Since the lowest weight of the representation L(w) is σ0(w), the result
follows immediately from Theorem 4.4 and Proposition 7.2. �

Lemma 7.9. For w ∈NQ0, we have σ0 ·w 0= σ0 ·θ(w) 0. Furthermore, θ(σ0 ·w 0)=
σ0 ·w 0.

Proof. Let v = σ0 ·w 0. Then αv = ωw− σ0(ωw) = ωw + θ(ωw) and the results
follow easily from the fact that θ2

= Id. �

Proposition 7.10. If Q is a quiver of finite type and w ∈ NQ0, then pw ∼= qθ(w).
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Proof. Since pw =
⊕

i∈Q0
(pi )⊕wi and qw =

⊕
i∈Q0

(q i )⊕wi , it suffices to prove the
result for w equal to i for arbitrary i ∈ Q0.

Let v = σ0 ·w 0 = dimQ0 pi . In the geometric realization of crystals via quiver
varieties [Saito 2002], the point G̃rP(v, pw) ∼= L(v,w) corresponds to the lowest
weight element of the crystal Bωi . The lowest weight of the representation Lωi

is σ0(ωi ) = −ωθ(i). Therefore, it follows from the geometric description of the
crystals that dimQ0 socle pi

= θ(i). By Lemmas 7.8 and 7.9, we have

dimQ0 pi
= σ0 ·w 0= σ0 ·θ(w) 0= dimQ0 qθ(i).

Thus, by Proposition 4.9, we have pi ∼= qθ(i). �

Corollary 7.11. Suppose Q is a quiver of finite type, w ∈ NQ0, and σ ∈W. Then
qw,σ ∼= pθ(w),σσ0 .

Proof. Let τ = σσ0 (and so σ = τσ0). In light of Propositions 4.9, 7.3 and 7.10
and Definitions 4.10 and 7.4, it suffices to prove that the codimension of qw,σ in
qw is τ ·θ(w) 0.

Let y = τ ·θ(w) 0, so that τ(θ(w))= θ(w)−αy , that is,

αy = θ(w)− τ(θ(w)).

Next, let

v = dimQ0 qw = σ0 ·w 0 and u = dimQ0 qw,σ = σ ·w 0,

which implies σ0(w)= w−αv and σ(w)= w−αu . Then∑
i∈Q0

(vi− ui )αi =−σ0(w)+ σ(w)= θ(w)+ τσ0(w)= θ(w)− τ(θ(w)),

and so y = v− u as desired. �

Proposition 7.12. If Q is a quiver of finite type, then

GrP(u, qw)∼= G̃rP((σ0 ·w 0)− u, pθ(w)).

Proof. Let (x, V ) be the quiver representation corresponding to the P-module qw

and let v = dimQ0 V = σ0 ·w 0. By Proposition 7.10, (x, V ) also corresponds to the
P-module pθ(w). By Remark 2.10, Pn · pw = 0 for sufficiently large n. Therefore

GrP(u, qw)= {U ⊆ V | x(U )⊆U, dim U = u}

= {U ⊆ V | x(U )⊆U, dimQ0 V/U = v− u}
∼= G̃rP(v− u, pθ(w)). �
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By Proposition 7.12, we have

(7-1) L(u, w) GrP(u, qw)∼= G̃rP((σ0 ·w 0)− u, pθ(w))∼=

φw(u)oo

∼=

ψθ(w)((σ0·w0)−u) //L((σ0 ·w 0)− u, θ(w)),

where φw(u) is the isomorphism of Theorem 4.4 (see Corollary A.6), and ψθ(w)(u)
is the isomorphism of Proposition 7.2. Define

φw = (φw(u))u : GrP(qw)→
⊔
u

L(u, w),

ψw = (ψw(u))u : G̃rP(pw)→
⊔
u

L(u, w).

Theorem 7.13. The isomorphism ψθ(w) ◦φ
−1
w induces the involution ζ . More pre-

cisely, we have a ◦ (ψθ(w) ◦ φ−1
w )∗ = (ψθ(w) ◦ φ

−1
w )∗ ◦ ζ(a), a ∈ g, as operators on

Lw, where (ψθ(w) ◦φ−1
w )∗ denotes the pullback of functions along ψθ(w) ◦φ−1

w .

Proof. For u, u′ ∈ NQ0, define

G̃rP(u, u′, pθ(w))= {(U,U ′) ∈ G̃rP(u, pθ(w))× G̃rP(u′, pθ(w)) | U ′ ⊆U }.

The map ψθ(w) induces a isomorphism

G̃rP(u, u′, pθ(w))
∼=
−→ F(u, θ(w); u− u′)

for all u, u′ ∈ NQ0 and we will also denote this collection of isomorphisms by
ψθ(w). Then we have the commutative diagram

L(u−i, w) F(u, w; i)
π1oo π2 // L(u, w)

GrP(u−i, qw)

∼=

��

φw ∼=

OO

GrP(u−i, u, qw)
π1oo π2 //

∼=

��

φw ∼=

OO

GrP(u, qw)

∼=

��

φw ∼=

OO

G̃rP((σ0·w0)−(u−i), pθ(w))

ψθ(w) ∼=

��

4
π2oo π1 //

ψθ(w) ∼=

��

G̃rP((σ0·w0)−u, pθ(w))

ψθ(w) ∼=

��
L((σ0·w0)−(u−i), θ(w)) F((σ0·w0)−u, θ(w); i)

π2oo π1 // L((σ0·w0)−u, θ(w))

where 4 = G̃rP((σ0 ·w 0)− u, (σ0 ·w 0)− (u− i), pθ(w)). It follows that, for f in⊕
u M(L(u, w)), we have

Ei ◦ (ψθ(w) ◦φ
−1
w )∗( f )= (ψθ(w) ◦φ−1

w )∗ ◦ Fi ( f ),

Fi ◦ (ψθ(w) ◦φ
−1
w )∗( f )= (ψθ(w) ◦φ−1

w )∗ ◦ Ei ( f ).
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Furthermore, (ψθ(w)◦φ−1
w )∗ maps the constant function on L(0, w) with value one

to the constant function on L(σ0 ·w 0, θ(w)) with value one. The result follows. �

Remark 7.14. Note that the middle isomorphism in (7-1) depends on our iden-
tification of qw and pθ(w). The isomorphism φw(u) also depends on our fixed
retract π : qw → sw. By Proposition 4.1, all such choices are related by the
natural action of AutP qw; see Definition 2.16. A similar group action appears
in the identification of G̃rP((σ0 ·w 0)− u, pθ(w)) with L((σ0 ·w 0)− u, θ(w)); see
[Lusztig 2000]. Via the isomorphisms φw(u), the group AutP qw acts on the space
of constructible functions on

⊔
v L(v,w) and Lw is a subspace of the space of

invariant functions. The pullback (ψθ(w) ◦ φ−1
w )∗ acting on the space of invariant

functions is independent of the choice of π and the chosen identification of qw

with pθ(w).

Appendix: Isomorphisms of varieties

After an earlier version of the current paper was released [Savage and Tingley
2009], Shipman proved [2010] that the grassmannian type varieties G̃rP(v, pw)
defined by Lusztig are indeed isomorphic as algebraic varieties to the lagrangian
Nakajima quiver varieties L(v,w). A simple “duality” map gives an isomorphism
of varieties between the quiver grassmannian GrP(v, qw) and G̃rP(v, pw). The
purpose of this appendix is to describe this map precisely, and from there to con-
clude that the map from GrP(v, qw) to L(v,w) constructed in Theorem 4.4 is in
fact an isomorphism of algebraic varieties. An alternative approach (not pursued
here) would be an injective version of the argument of [Shipman 2010] that would
directly show that GrP(v, qw) is isomorphic to L(v,w).

Let i ∈ Q0 and fix a nondegenerate bilinear pairing

〈 · , · 〉si : si
× si
→ C,

and a retract π : q i
→ si of P0-modules. For a path β = a1 · · · an in the double

quiver Q̃, let

(A-1) β∨ = ān · · · ā1

be the reverse path. Extending by linearity, this defines an algebra anti-involution
of CQ̃ that induces an algebra anti-involution of P. Then define a bilinear pairing

(A-2) 〈 · , · 〉 : q̃ i
× pi
→ C, 〈v, βei 〉 = 〈π(β

∨v), ei 〉si .

For n ≥ 0, let

pi
n = P≥nei ⊆ pi ,

q i
n = {v ∈ q i

| Pn · v = 0} = {v ∈ q̃ i
| Pn · v = 0},
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where the last equality holds since q̃ i contains all nilpotent elements of q i by
Lemma 4.14. Note that each q i

n is finite-dimensional. We have the obvious inclu-
sions

q i
0 ⊆ q i

1 ⊆ q i
2 ⊆ · · · ,

and it follows from Lemma 4.14 and Theorem 4.15 that q̃ i
=
⋃
∞

n=0 q i
n . It is clear

from the definitions that

〈q i
n, pi

n+1〉 = 0, for all n ≥ 0.

Thus we have the induced bilinear pairing on q i
n × (p

i/pi
n+1).

Lemma A.1. The pairing

〈 · , · 〉 : q i
n × (p

i/pi
n+1)→ C

is nondegenerate.

Proof. Since q i
n is nilpotent of degree n and has socle si , for all nonzero v ∈ q i

n ,
there exists β ∈P≤n such that 0 6=β ·v ∈ si . Then 〈v, β∨ei 〉 6= 0. Thus, it suffices to
show that dim(pi/pi

n+1)≤dim q i
n . Now, (pi/pi

n+1)
∗ is naturally a right P-module.

Via the anti-involution (A-1), this becomes a nilpotent left P-module with socle
si . Therefore, by Proposition 4.1, (pi/pi

n+1)
∗ injects into q̃ i . It is clear that the

image of this injection is contained in q i
n and thus the result follows since q i

n is
finite-dimensional. �

We then have the following corollary, whose proof is immediate.

Corollary A.2. The pairing (A-2) is nondegenerate. Furthermore,

q̃ i ∼= { f ∈ HomC(pi ,C) | f |pi
n
= 0 for n� 0}

as P-modules, where the P-module structure on the right-hand side is given by

(β · f ′)(v)= f ′(β∨ · v),

for β ∈ P, v ∈ pi , and f ′ ∈ { f ∈ HomC(pi ,C) | f |pi
n
= 0 for n� 0}.

Remark A.3. One should compare this result to Definition 2.7 and Lemma 2.8 in
finite type.

Recall that, for w =
∑

i wi i ∈ NQ0, we have

sw =
⊕

i

(si )⊕wi , pw =
⊕

i

(pi )⊕wi , q̃w =
⊕

i

(q̃ i )⊕wi .

By declaring distinct summands to be orthogonal, we have a nondegenerate bilinear
pairing

(A-3) 〈 · , · 〉 : q̃w× pw→ C.



426 ALISTAIR SAVAGE AND PETER TINGLEY

For a subspace U of q̃w, define the subspace

U⊥ = {v ∈ pw | 〈v′, v〉 = 0 for all v′ ∈U }

of pw. Similarly, for a subspace U of pw, define the subspace U⊥ of q̃w.

Proposition A.4. For U ∈ GrP(v, q̃w), we have U⊥ ∈ G̃rP(v, pw), and the map

GrP(v, q̃w)→ G̃rP(v, pw), U 7→U⊥,

is an isomorphism of algebraic varieties.

Proof. It follows from the definition of the pairing (A-3) that U is a submod-
ule of q̃w if and only if U⊥ is a submodule of pw. Also, note that U ⊆ q̃w is
finite-dimensional if and only if U ⊆ qwn for some n. Therefore, it follows from
Lemma A.1 that the maps U 7→U⊥ (in either direction) are mutually inverse bijec-
tions between GrP(v, q̃w) and G̃rP(v, pw). Since these maps are clearly algebraic,
the result follows. �

Theorem A.5. The quiver grassmannian GrP(v, qw) is isomorphic to the lagran-
gian Nakajima quiver variety L(v,w) as an algebraic variety.

Proof. This follows from the isomorphisms of algebraic varieties

GrP(v, qw)= GrP(v, q̃w)∼= G̃rP(v, pw)∼= L(v,w).

Recall that all finite-dimensional submodules of qw are submodules of q̃w. This
gives the first equality. The first isomorphism is Proposition A.4 and the second is
Proposition 7.2. �

Corollary A.6. The map ῑ : GrP(v, qw)→ L(v,w) of Theorem 4.4 is an isomor-
phism of algebraic varieties.

Proof. By Theorem A.5, we know that GrP(v, qw) and L(v,w) are isomorphic
as algebraic varieties. Since ῑ is a bijective algebraic map by Theorem 4.4, the
result follows by [Kaliman 2005, Lemma 1] (while the result there is stated for
irreducible varieties, the proof applies to reducible ones — the only difference is
that the normalization is now a disjoint union of components). �
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NONAUTONOMOUS SECOND ORDER
HAMILTONIAN SYSTEMS

MARTIN SCHECHTER

We study the existence of periodic solutions for a second order nonautono-
mous dynamical system. We make no assumptions on the gradient other
than continuity. This allows both sublinear and superlinear problems. We
also study the existence of nonconstant solutions.

1. Introduction

We consider the following problem. One wishes to solve

(1-1) −ẍ(t)=∇x V (t, x(t)),

where

(1-2) x(t)= (x1(t), . . . , xn(t))

is a map from I =[0, T ] to Rn such that each component x j (t) is a periodic function
in H 1 with period T , and the function V (t, x) = V (t, x1, . . . , xn) is continuous
from Rn+1 to R with

(1-3) ∇x V (t, x)= (∂V/∂x1, . . . , ∂V/∂xn) ∈ C(Rn+1,Rn).

For each x ∈ Rn , the function V (t, x) is periodic in t with period T .
We shall study this problem under several sets of assumptions. First, we make

no assumption on ∇x V (t, x) other than (1-3). This allows both sublinear and su-
perlinear problems.

Theorem 1.1. Assume:

(1) The function V satisfies

0≤
∫ T

0
V (t, x) dt→∞ as |x | →∞, x ∈ Rn.

MSC2000: 35J20, 35J25, 47J30, 49J40, 58E05.
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periodic solution.
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(2) There are positive constants α,m such that∫ T

0
V (t, x) dt ≤ α, |x | ≤ m, x ∈ Rn.

Then the system

(1-4) −ẍ(t)= β∇x V (t, x(t))

has a solution for almost all values of β satisfying β ≤ 6m2/αT . If , in addition,
there are a constant γ > 0 and a function W (t) ∈ L1(I ) such that

V (t, x)≥ γ |x |2−W (t),

then the system (1-4) has a nonconstant solution for almost all β satisfying

2π2

γ T 2 ≤ β ≤
6m2

αT
.

Corollary 1.2. Assume:

(1) The function V satisfies

0≤
∫ T

0
V (t, x) dt→∞ as |x | →∞, x ∈ Rn.

(2) There are positive constants α,m such that

V (t, x)≤ α, |x | ≤ m, x ∈ Rn.

Then the system (1-4) has a solution for almost all values of β satisfying 0 ≤ β ≤
6m2/αT 2.

Theorem 1.3. Assume:

(1) The function V satisfies

0≤
∫ T

0
V (t, x) dt→∞ as |x | →∞, x ∈ Rn.

(2) There is a constant q > 2 such that

V (t, x)≤ C(|x |q + 1), t ∈ I, x ∈ Rn.

(3) there are constants m > 0, α > 0 such that

V (t, x)≤ α|x |2, |x | ≤ m, t ∈ I, x ∈ Rn.

Then the system (1-4) has a solution for almost all β satisfying 0≤ β ≤ 2π2/αT 2.
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Theorem 1.4. Assume:

(1) The function V satisfies

0≤
∫ T

0
V (t, x) dt→∞ as |x | →∞, x ∈ Rn.

(2) There are a constant α > 0 and a function W (t) ∈ L1(I ) such that

V (t, x)≤ α|x |2+W (t), t ∈ I, x ∈ Rn.

Then the system (1-4) has a solution for almost all 0≤ β ≤ 2π2/αT 2. If we assume

B :=
∫

I
W (t) dt < 0,

then (1-4) has a nonconstant solution for almost all such β.

Theorem 1.5. The conclusions of Theorem 1.4 are valid if we replace condition
(2) with:

(2′) There is a constant α > 0 such that

sup
|x |<m

∫ T

0
V (t, x) dt ≤ αm2

+ B for every m > 0,

and require 0≤ β ≤ 6/αT .

The advantage of these theorems is that we obtain solutions under very weak
hypotheses. In fact, we make no assumption on ∇x V (t, x) other than (1-3). The
disadvantage is that we do not obtain a solution for any particular value of β. If
we wish to prove existence for every such β, we will have to make assumptions
concerning ∇x V (t, x) as well. We now present additional hypotheses which guar-
antee existence of solutions for all values of β in the given intervals. We do this
for Theorems 1.1 and 1.3. The hypotheses are:

(1) 0≤ V (t, x)/|x |2→∞ as |x | →∞.

(2) There are a constant C and a function W (t) ∈ L1(I ) such that

H(t, θx)≤ C(H(t, x)+W (t)), 0≤ θ ≤ 1, t ∈ I, x ∈ Rn,

where
H(t, x) := ∇x V (t, x) · x − 2V (t, x).

Theorem 1.6. Assume:

(1) 0≤ V (t, x)/|x |2→∞ as |x | →∞.

(2) There are positive constants α,m such that∫ T

0
V (t, x) dt ≤ α, |x | ≤ m, x ∈ Rn.
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(3) There are a constant C and a function W (t) ∈ L1(I ) such that

H(t, θx)≤ C(H(t, x)+W (t)), 0≤ θ ≤ 1, t ∈ I, x ∈ Rn.

Then the system (1-4) has a solution for all values of β satisfying 0<β < 6m2/αT .

Theorem 1.7. Assume:

(1) 0≤ V (t, x)/|x |2→∞ as |x | →∞.

(2) There is a constant q > 2 such that

V (t, x)≤ C(|x |q + 1), t ∈ I, x ∈ Rn.

(3) There are constants m > 0, α > 0 such that

V (t, x)≤ α|x |2, |x | ≤ m, t ∈ I, x ∈ Rn.

(4) There are a constant C and a function W (t) ∈ L1(I ) such that

H(t, θx)≤ C(H(t, x)+W (t)), 0≤ θ ≤ 1, t ∈ I, x ∈ Rn.

Then the system (1-4) has a solution for all β satisfying 0< β < 2π2/αT 2.

The periodic nonautonomous problem

(1-5) ẍ(t)=∇x V (t, x(t))

has an extensive history in the case of singular systems (see, for example, [Am-
brosetti and Coti Zelati 1993]). The first to consider it for potentials satisfying
(1-3) were Berger and the author [1977]. We proved the existence of solutions to
(1-4) under the condition that

V (t, x)→∞ as |x | →∞

uniformly for a.e. t ∈ I . Subsequently, Willem [1981], Mawhin [1987], Mawhin
and Willem [1989], Tang [1995; 1998], Tang and Wu [1999; 2001; 2002] and
others (see the references therein) proved existence under various conditions.

The periodic problem (1-1) was studied by Mawhin and Willem [1986; 1989],
Long [1995], Tang and Wu [2003] and others. Tang and Wu [2003] proved exis-
tence of solutions of problem (1-1) under the following hypotheses:

(I) V (t, x)→∞ as |x | →∞ uniformly for a.e. t ∈ I .

(II) There exist a ∈ C(R+,R+), b ∈ L1(0, T,R+) such that

|V (t, x)| + |∇V (t, x)| ≤ a(|x |)b(t) for all x ∈ Rn and a.e. t ∈ [0, T ].

and the superquadraticity condition:

(III) There exist 0< µ< 2, M > 0 such that

V (t, x)>0, Hµ :=∇V (t, x)·x−µV (t, x)≤0 for all |x | ≥ M and a.e. t ∈ [0, T ].
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Rabinowitz [1980] proved existence under stronger hypotheses. In particular, in
place of (I), he assumed:

(I′) There exist constants a1, a2 > 0, µ0 > 1 such that

V (t, x)≥ a1|x |µ0 + a2 for all x ∈ Rn and a.e. t ∈ [0, T ]

In place of (III), he assumed:

(III′) There exist 0< µ< 2, M > 0 such that

0< ∇V (t, x) · x ≤ µV (t, x) for all |x | ≥ M and a.e. t ∈ [0, T ].

Mawhin and Willem [1986] proved existence for the case of convex potentials,
while Long [1995] studied the problem for even potentials. They assumed that
V (t, x) is subquadratic in the sense that

there exist a3 < (2π/T )2 and a4 such that
|V (t, x)| ≤ a3|x |2+ a4 for all x ∈ Rn and a.e. t ∈ [0, T ].

Mawhin and Willem [1989] also studied the problem for a bounded nonlinearity.
Tang and Wu [2003] also proved existence of solutions if one replaces (I) with∫ T

0
V (t, x) dt→∞ as |x | →∞

and V (t, x) is γ -subadditive with γ > 0 for a.e. t ∈ [0, T ]. All of these authors
studied only the existence of solutions.

All of the results mentioned above concerned the existence of solutions, which
might be constants. Little was done concerning nonconstant solutions of problem
(1-1). For the homogeneous case, Ben-Naoum, Troestler and Willem [Ben-Naoum
et al. 1994] proved the existence of a nonconstant solution. For the case T = 2π ,
Theorem 1.7, with substantially stronger hypotheses, was proved by Nirenberg;
see [Ekeland and Ghoussoub 2002]. Among other things, they assumed

V (t, x)≤ 3
2π2 , |x | ≤ 1, t ∈ R, x ∈ Rn,

and the superquadraticity condition

V (t, x) > 0, Hµ(t, x)≤ 0, |x | ≥ C, t ∈ R, x ∈ Rn,

for some µ > 2, which implies our hypotheses, and

V (t, x)≥ C |x |µ−C ′, x ∈ Rn,C > 0,

among other things. These results were generalized in [Schechter 2006a; 2006b].
Further results, involving some of the hypotheses used in these last two papers,
were obtained in [Wang et al. 2009].
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We shall prove Theorems 1.1–1.5 in Section 5, and Theorems 1.6 and 1.7 in
Section 7. We use linking and sandwich methods of critical point theory and
then apply the monotonicity trick introduced by Struwe [1988; 1996] for mini-
mization problems. (This trick was also used by others to solve Landesman–Lazer
type problems, for bifurcation problems, for Hamiltonian systems and Schrödinger
equations.)

Jeanjean [1999] shows that for a specific class of functionals having a mountain-
pass (MP) geometry, almost every functional in this class has a bounded Palais–
Smale sequence at the (MP) level. This theorem is used to obtain, for a given
functional, a special Palais–Smale sequence possessing extra properties that help
to ensure its convergence. Subsequently, these abstract results are applied to prove
the existence of a positive solution for a problem of the form (P) −1u + K u =
f (x, u), u ∈ H 1(RN ), K > 0. He assumed that the functional associated to (P) has
an (MP) geometry. His results cover the case where the nonlinearity f satisfies
(i) f (x, s)s−1

→ a ∈ (0,∞] as s→+∞ and (ii) f (x, s)s−1 is nondecreasing as
a function of s ≥ 0, a.e. x ∈ RN .

Here, we obtain a bounded Palais–Smale sequences for functionals that need
not have (MP) geometry. We then apply the theory to situations in which the (MP)
geometry is not present. In particular, we apply it to situations where there is
linking without the (MP) geometry. We also apply it to situations in which there
are sandwich pairs which do not link.

The theory of sandwich pairs began in [Silva 1991; Schechter 1992; 1993] and
was developed in subsequent publications such as [Schechter 2008; 2009].

2. Flows

Let E be a Banach space, and let 6 be the set of all continuous maps σ = σ(t)
from E ×[0, 1] to E such that

(1) σ(0) is the identity map,

(2) for each t ∈ [0, 1], σ(t) is a homeomorphism of E onto E ,

(3) σ ′(t) is piecewise continuous on [0,1] and satisfies

(2-1) ‖σ ′(t)u‖ ≤ constant, u ∈ E .

The mappings in 6 are called flows.

Remark 2.1. If σ1, σ2 are in 6, define σ3 = σ1 ◦ σ2 by

σ3(s)=
{
σ1(2s) if 0≤ s ≤ 1

2 ,

σ2(2s− 1)σ1(1) if 1
2 < s ≤ 1.

Then σ1 ◦ σ2 ∈6.



NONAUTONOMOUS SECOND ORDER HAMILTONIAN SYSTEMS 437

3. Sandwich systems

Let E be a Banach space. Define a nonempty collection K of nonempty subsets
K ⊂ E to be a sandwich system if K has the following property:

σ(1)K ∈ K, σ ∈6, K ∈ K.

Theorem 3.1. Let K be a sandwich system, and let G(u) be a C1 functional on E.
Define

(3-1) a := inf
K∈K

sup
K

G,

and assume that a is finite. Assume, in addition, that there is a constant C0 such
that for each δ > 0 there is a K ∈ K satisfying

(3-2) supK G ≤ a+ δ,

such that the inequality

(3-3) G(u)≥ a− δ, u ∈ K ,

implies ‖u‖ ≤ C0. Then there is a bounded sequence {uk} ⊂ E such that

(3-4) G(uk)→ a, ‖G ′(uk)‖→ 0.

Theorem 3.2. Let K be a sandwich system, and let G(u) be a C1 functional on E.
Assume that there are subsets A, B of E such that

(3-5) a0 := supA G <∞, b0 := infB G >−∞,

A ∈ K and

(3-6) B ∩ K 6=∅, K ∈ K.

Assume, in addition, that there is a constant C0 such that for each δ > 0 there is
a K ∈ K satisfying (3-2) such that the inequality (3-3) implies ‖u‖ ≤ C0. Then
the value a given by (3-1) satisfies b0 ≤ a ≤ a0 and there is a bounded sequence
{uk} ⊂ E such that

(3-7) G(uk)→ a, ‖G ′(uk)‖→ 0.

Definition 3.3. We shall say that sets A, B in E form a sandwich pair if A is a
member of a sandwich system K and B satisfies (3-6).

Theorem 3.4. Let N be a finite dimensional subspace of a Banach space E , and
let p be any point of N . Let F be a continuous map of E onto N such that F = I
on N. Then A = N and B = F−1(p) form a sandwich pair.
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Corollary 3.5. Let N be a closed subspace of a Hilbert space E and let M = N⊥.
Assume that at least one of the subspaces M, N is finite dimensional. Then M, N
form a sandwich pair.

Corollary 3.6. Let N be a finite dimensional subspace of a Hilbert space E with
complement M ′= M⊕{v0}, where v0 is an element in E having unit norm, and let
δ be any positive number. Let ϕ(t) ∈ C1(R) be such that

0≤ ϕ(t)≤ 1, ϕ(0)= 1 and ϕ(t)= 0, |t | ≥ 1.
Let

(3-8) F(v+w+ sv0)= v+
(
s+ δ− δϕ(‖w‖2/δ2)

)
v0, v ∈ N , w ∈ M, s ∈ R.

Then A = N ′ = N ⊕{v0} and B = F−1(δv0) form a sandwich pair.

Proof. One checks that the mapping F given by (3-8) satisfies the hypotheses of
Theorem 3.4 for N ′. �

4. The parameter problem

Let E be a reflexive Banach space with norm ‖·‖, and let A, B be two closed subsets
of E . Suppose that G ∈C1(E,R) is of the form G(u) := I (u)− J (u), u ∈ E , where
I, J ∈ C1(E,R) map bounded sets to bounded sets. Define

Gλ(u)= λI (u)− J (u), λ ∈3,

where 3 is an open interval contained in (0,+∞). Assume one of the following
alternatives holds.

(H1) I (u)≥ 0 for all u ∈ E and I (u)+ |J (u)| →∞ as ‖u‖→∞.

(H2) I (u)≤ 0 for all u ∈ E and |I (u)| + |J (u)| →∞ as ‖u‖→∞.

Furthermore, we suppose that K is a sandwich system satisfying

(H3) a(λ) := infK∈K supK Gλ is finite for each λ ∈3.

Theorem 4.1. Assume that (H1) (or (H2)) and (H3) hold.

(1) For almost all λ∈3 there exists a constant k0(λ) := k0 (depending only on λ)
such that for each δ > 0 there exists a K ∈ K such that

supK Gλ ≤ a(λ)+ δ,

‖u‖ ≤ k0 whenever u ∈ K and Gλ(u)≥ a(λ)− δ.(4-1)

(2) For almost all λ ∈3 there exists a bounded sequence uk(λ) ∈ E such that

‖G ′λ(uk)‖→ 0, Gλ(uk)→ a(λ) := inf
K∈K

supK Gλ as k→∞.



NONAUTONOMOUS SECOND ORDER HAMILTONIAN SYSTEMS 439

Corollary 4.2. The conclusions of Theorem 4.1 hold if we replace Hypothesis (H3)
with:

(H ′3) There is a sandwich pair A, B such that for each λ ∈3,

(4-2) a0 := supA Gλ <∞, b0 := infB Gλ >−∞.

Corollary 4.3. The conclusions of Theorem 4.1 hold if we replace Hypothesis (H3)
with:

(H ′′3 ) There are sets A, B such that A links B and for each λ ∈3,

(4-3) a0 := supA Gλ ≤ b0 := infB Gλ.

5. Proofs of the theorems

We now give the proof of Theorem 1.4.

Proof. Let X be the set of vector functions x(t) described above. It is a Hilbert
space with norm satisfying

‖x‖2X =
n∑

j=1

‖x j‖
2
H1 .

We also write

‖x‖2 =
n∑

j=1

‖x j‖
2,

where ‖ · ‖ is the L2(I ) norm.
Let

N = {x(t) ∈ X : x j (t)≡ constant for 1≤ j ≤ n},

and set M = N⊥. The dimension of N is n, and X = M ⊕ N . See, for example,
[Mawhin and Willem 1989, Proposition 1.3] for details on the following lemma.

Lemma 5.1. If x ∈ M , then

‖x‖2
∞
≤

T
12
‖ẋ‖2 and ‖x‖ ≤ T

2π
‖ẋ‖.

Define

(5-1) G(x)= ‖ẋ‖2− 2
∫

I
V (t, x(t)) dt, x ∈ X.

For each x ∈ X write x = v+w, where v ∈ N , w ∈ M . For convenience, we shall
follow [Mawhin and Willem 1989] and use the equivalent norm for X :

‖x‖2X = ‖ẇ‖
2
+‖v‖2.
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Let
I (x)= ‖ẋ‖2, J (x)= 2

∫
I

V (t, x(t)) dt.

By Hypothesis (1),

J (v)→∞ as ‖v‖→∞, v ∈ N .

Hence,

I (x)+ |J (x)| →∞ as ‖x‖X →∞.

Let

(5-2) Gλ(x)= λ‖ẋ‖2− 2
∫

I
V (t, x(t)) dt = λI (x)− J (x), x ∈ X.

Hypothesis (1) implies

(5-3) supN Gλ(v)=− infN J (v) <∞.

If x ∈ M , we have by Hypothesis (2) and Lemma 5.1 that

Gλ(x)≥ λ‖ẋ‖2− 2
∫
α|x(t)|2 dt − B(5-4)

≥

(4π2λ

T 2 − 2α
)
‖x‖2− B ≥−B,

provided

(5-5) λ≥ αT 2/2π2.

By Corollary 3.5, M and N form a sandwich pair. Then by Corollary 4.2, for
almost every λ satisfying (5-5) there is a bounded sequence {x (k)} ⊂ X such that

Gλ(x (k))= λ‖ẋ (k)‖2− 2
∫

I
V (t, x (k)(t)) dt→ c ≥−B,(5-6)

(G ′λ(x
(k)), z)/2= λ(ẋ (k), ż)−

∫
I
∇x V (t, x (k)) · z(t) dt→ 0, z ∈ X,(5-7)

(G ′λ(x
(k)), x (k))/2= λ‖ẋ (k)‖2−

∫
I
∇x V (t, x (k)) · x (k) dt→ 0.(5-8)

Since
ρk = ‖x (k)‖X ≤ C,

there is a renamed subsequence such that x (k) converges to a limit x ∈ X weakly
in X and uniformly on I . From (5-7) we see that

(G ′λ(x), z)/2= λ(ẋ, ż)−
∫

I
∇x V (t, x(t)) · z(t) dt = 0, z ∈ X,
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from which we conclude easily that x is a solution of (1-4) with β = 1/λ, proving
the first statement of the theorem. To prove the second, note that (5-4) implies

Gλ(x)≥−B, x ∈ M.

Consequently, if B < 0, we see that

b0 = inf
M

Gλ(x) > 0.

Thus, the solution x satisfies Gλ(x)≥ b0 > 0. If x were a constant, we would have
Gλ(x)=−J (x)≤ 0, a contradiction. This gives the result. �

The proof of Theorem 1.5 is similar to that of Theorem 1.4 with the exception
of the inequality (5-4) resulting from Hypothesis (2). In its place we reason as
follows: If x ∈ M and ‖ẋ‖2 = 12m2/T , then |x | ≤ m by Lemma 5.1. Thus, we
have by Hypothesis (2′),

Gλ(x)≥ λ‖ẋ‖2− 2αm2
− B

≥ (12λ− 2αT )m2/T − B ≥−B,

provided λ≥ αT/6. The remainder of the proof is essentially the same.
In proving Theorem 1.1, we follow the proof of Theorem 1.4. Hypothesis (1)

implies

(5-9) Gλ(v)≤ 0, v ∈ N .

If x ∈ M and
‖ẋ‖2 = ρ2

=
12
T

m2,

then Lemma 5.1 implies that ‖x‖∞ ≤ m, and we have by Hypothesis (2) that∫ T
0 V (t, x) dt ≤ α. Hence,

Gλ(x)≥ λ‖ẋ‖2− 2
∫ T

0
V (t, x) dt(5-10)

≥ λρ2
− 2α ≥ 0,

provided λ≥ αT/6m2.
If we take

A = M ∩ Bρ, B = N ,

then A links B by [Schechter 1999, Corollary 13.5]. Thus, we see that Hypoth-
esis (H ′′3 ) of Corollary 4.3 holds with Gλ replaced with −Gλ. By that corollary,
there is a bounded sequence satisfying (5-6)–(5-8). The first result now follows as
before. To prove the second, let

y(t)= v+ sw0,
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where v ∈ N , s ≥ 0, and

w0 = (sin(2π t/T ), 0, . . . , 0).

Then w0 ∈ M , and

‖w0‖
2
= T/2, ‖ẇ0‖

2
= 2π2/T .

Note that

‖y‖2 = ‖v‖2+ s2T/2= T |v|2+ T s2/2.

Consequently,

Gλ(y)= λs2
‖ẇ0‖

2
− 2

∫
I

V (t, y(t)) dt ≤ 2λπ2s2/T − 2γ
∫

I
|y(t)|2 dt + B

≤ 2λπ2s2/T − 2γ (‖v‖2+ T s2/2)+ B

≤ (2λπ2
− γ T 2)s2/T − 2T γ |v|2+ B→−∞ as s2

+ |v|2→∞.

Take

A = {v ∈ N : |v‖ ≤ R} ∪ {sw0+ v : v ∈ N , s ≥ 0, ‖sw0+ v‖ = R},

B = ∂Bρ ∩M, 0< ρ < R,

where
Bσ = {x ∈ X : ‖x‖X < σ }.

By [Schechter 1999, Example 3, page 38], A links B. Moreover, if R is sufficiently
large,

(5-11) supA Gλ ≤ 0≤ infB Gλ.

Hence, we may apply [Schechter 1999, Corollary 2.8.2] and Corollary 4.3 to con-
clude that there is a sequence {x (k)} ⊂ X such that

Gλ(x (k))= λ‖ẋ (k)‖2− 2
∫

I
V (t, x (k)(t)) dt→ c ≥ 0,(5-12)

(G ′λ(x
(k)), z)/2= λ(ẋ (k), ż)−

∫
I
∇x V (t, x (k)) · z(t) dt→ 0, z ∈ X,(5-13)

(G ′λ(x
(k)), x (k))/2= λ‖ẋ (k)‖2−

∫
I
∇x V (t, x (k)) · x (k) dt→ 0.(5-14)

Since
ρk = ‖x (k)‖X ≤ C,

there is a renamed subsequence such that x (k) converges to a limit x ∈ X weakly
in X and uniformly on I . From (5-13) we see that

(G ′λ(x), z)/2= λ(ẋ, ż)−
∫

I
∇x V (t, x(t)) · z(t) dt = 0, z ∈ X,
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from which we conclude easily that x is a solution of (1-1). By (5-12) we see that

Gλ(x)≥ c ≥ 0,

showing that x(t) is not a constant. For if c > 0 and x ∈ N , then

Gλ(x)=−2
∫

I
V (t, x(t)) dt ≤ 0.

If c= 0, we know that d(x (k), B)→ 0 by [Schechter 1999, Theorem 2.1.1]. Hence,
there is a sequence {y(k)} ⊂ B such that x (k)− y(k)→ 0 in X . If v ∈ N , then

(x, v)= (x − x (k), v)+ (x (k)− y(k), v)→ 0,

since y(k) ∈ M . Thus x ∈ M . This completes the proof.
To prove Theorem 1.3, note that Hypothesis (1) implies

(5-15) Gλ(v)≤ 0, v ∈ N .

If x ∈ M , we have by Hypothesis (2)

Gλ(x)≥ λ‖ẋ‖2− 2
∫
|x |<m

α|x(t)|2 dt −C
∫
|x |>m

(|x |q + 1) dt

≥ λ‖ẋ‖2− 2α‖x‖2−C(1+m2−q
+m−q)

∫
|x |>m
|x |q dt

≥ ‖ẋ‖2
(
λ− (2αT 2/4π2)

)
−C ′

∫
|x |>m
|x |q dt

≥
(
λ− (αT 2/2π2)

)
‖x‖2X −C ′′

∫
I
‖x‖qX dt

≥
(
λ−(αT 2/2π2)

)
‖x‖2X−C ′′′‖x‖qX =

(
λ−(αT 2/2π2)−C ′′′‖x‖q−2

X

)
‖x‖2X .

Hence,

(5-16) Gλ(x)≥ ε‖x‖2X , ‖x‖X ≤ ρ, x ∈ M

for ρ > 0 sufficiently small, where ε < λ− (αT 2/2π2) is positive. If we take

A = M ∩ Bρ, B = N ,

then A links B by [Schechter 1999, Corollary 13.5]. Thus, Hypothesis (H ′′3 ) of
Corollary 4.3 holds with Gλ replaced with −Gλ. By that corollary, there is a
bounded sequence satisfying (5-6)–(5-8). The result now follows as before.
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6. Finding the sequences

Proof of Theorem 3.1. Let M = C0+ 1. Then

‖σ(1)v‖ ≤ M

whenever σ ∈6 satisfies ‖σ ′(t)‖ ≤ 1 and v ∈ E satisfies ‖v‖ ≤C0. If the theorem
were false, then there would be a δ > 0 such that

(6-1) ‖G ′(u)‖ ≥ 3δ

when

(6-2) u ∈ {u ∈ E : ‖u‖ ≤ M + 1, |G(u)− a| ≤ 3δ}.

Take δ < 1/3. Since G ∈ C1(E,R), for each θ < 1 there is a locally Lipschitz
continuous mapping Y (u) of Ê = {u ∈ E : G ′(u) 6= 0} into E such that

(6-3) ‖Y (u)‖ ≤ 1, θ‖G ′(u)‖ ≤ (G ′(u), Y (u)), u ∈ Ê

(see, for example, [Schechter 1999]). Take θ > 2/3. Let

Q0 = {u ∈ E : ‖u‖ ≤ M + 1, |G(u)− a| ≤ 2δ},

Q1 = {u ∈ E : ‖u‖ ≤ M, |G(u)− a| ≤ δ},

Q2 = E \ Q0,

η(u)= d(u, Q2)/
(
d(u, Q1)+ d(u, Q2)

)
.

It is easily checked that η(u) is locally Lipschitz continuous on E and satisfies

(6-4)


η(u)= 1 if u ∈ Q1,

η(u)= 0 if u ∈ Q2,

η(u) ∈ (0, 1) otherwise.

Let
W (u)=−η(u)Y (u).

Then
‖W (u)‖ ≤ 1, u ∈ E .

By [Schechter 2009, Theorem 4.5], for each v ∈ E there is a unique solution σ(t)v
of the system

(6-5) σ ′(t)=W (σ (t)), t ∈ R+, σ (0)= v.

We have

dG(σ (t)v)/dt =−η(σ (t)v)(G ′(σ (t)v), Y (σ (t)v))(6-6)

≤ −θη(σ )‖G ′(σ )‖ ≤ −3θδη(σ ).
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Let K ∈K satisfy the hypotheses of the theorem. Let v be any element of K ∩Q1.
Then ‖v‖ ≤ C0. If there is a t1 ≤ 1 such that σ(t1)v /∈ Q1, then

(6-7) G(σ (1)v) < a− δ,

since ‖σ(1)v‖ ≤ M,
G(σ (1)v)≤ G(σ (t1)v)

and the right hand side cannot be greater than a+ δ by (6-6). On the other hand,
if σ(t)v ∈ Q1 for all t ∈ [0, 1], then we have by (6-6)

G(σ (1)v)≤ a+ δ− 3δθ < a− δ.

If v ∈ K\Q1, then we must have

G(σ (1)v)≤ G(v) < a− δ,

since G(v)≥ a− δ would put v into Q1. Hence

(6-8) G(σ (1)v) < a− δ, v ∈ K .

By hypothesis, K̃ = σ(1)K ∈ K. This means that

(6-9) G(w) < a− δ, w ∈ K̃ .

But this contradicts the definition (3-1) of a. Hence (6-1) cannot hold for u satis-
fying (6-2). This proves the theorem. �

Proof of Theorem 3.2. Since A ∈ K, clearly a ≤ a0. Moreover, for any K ∈ K, we
have

b0 = inf
B

Gλ ≤ inf
B∩K

Gλ ≤ sup
B∩K

Gλ ≤ supK Gλ.

Hence, b0 ≤ a. Apply Theorem 3.1. �

Proof of Theorem 3.4. Define

K= {σ(1)A : σ ∈6}.

Then K is a sandwich system. To see this, let K = σ̃ (1)A be a set in K. If σ ∈6,
then σ ◦ σ̃ is also in 6. Thus, K is a sandwich system. Let B = F−1(p). If we
can show that B satisfies (3-6), then the result will follow from Theorem 3.2. Now
(3-6) is equivalent to

F−1(p)∩ σ(1)N 6=∅, σ ∈6.

Let �R(p) be a ball in N with radius R and center p, and let σ(t) be any flow
in 6. Since

(6-10) σ(t)u− u =
∫ t

0
σ ′(τ )u dτ,
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we have

‖σ(t)u− σ(s)u‖ ≤ C |t − s|.

If u ∈ AR = ∂�R(p), and v ∈ B, we have

h(s) := d(σ (s)u, B)≤ ‖σ(s)u− v‖ ≤ ‖σ(t)u− v‖+C |t − s|.

This implies

(6-11) h(s)≤ h(t)+C |t − s|.

Moreover, by [Schechter 2009, Lemmas 4.3 and 4.8], h(s) satisfies

h(s)≥ m(R)→∞ as R→∞, 0≤ s ≤ 1, u ∈ ∂�R(p).

Thus,

‖σ(s)u− F−1(p)‖ ≥ h(s)≥ m(R)→∞, u ∈ AR.

Consequently,

(6-12) F−1(p)∩ σ(1)AR =∅, σ ∈6,

for R sufficiently large. Now AR links B; see, for example, [Schechter 1999]. For
0 ∈8, define

01(s)=
{
σ(2s) if 0≤ s ≤ 1

2 ,

σ (1)0(2s− 1) if 1
2 < s ≤ 1.

Clearly, 01 ∈8. Consequently, there is a t0 ∈ [0, 1] such that

01(t0)AR ∩ B 6=∅.

If t0 ≤ 1
2 , then

σ(2t0)AR ∩ B 6=∅,

contradicting (6-12). If t0 > 1
2 , then

σ(1)0(2t0− 1)AR ∩ B 6=∅.

Take 0(s)u = (1− s)u. Then 0 ∈8 and 0(2t0− 1)AR ⊂ N . Hence,

σ(1)N ∩ B 6=∅.

Thus (3-6) holds, and the theorem is proved. �
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7. The monotonicity trick

Proof of Theorem 4.1. We prove conclusion (1) assuming the first of the alternative
hypotheses, (H1).

By (H1), the map λ 7→ a(λ) is nondecreasing. Hence, a′(λ) := da(λ)/dλ exists
for almost every λ∈3. From this point on, we consider those λ where a′(λ) exists.
For fixed λ ∈ 3, let λn ∈ (λ, 2λ)∩3, λn → λ as n→∞. Then there exists n(λ)
such that

(7-1) a′(λ)− 1≤ a(λn)−a(λ)
λn−λ

≤ a′(λ)+ 1 for n ≥ n(λ).

Next, there exist Kn ∈ KQ, k0 := k0(λ) > 0 such that

(7-2) ‖u‖ ≤ k0 whenever Gλ(u)≥ a(λ)− (λn − λ).

In fact, by the definition of a(λn), there exists Kn such that

(7-3) sup
Kn

Gλ(u)≤ sup
Kn

Gλn (u)≤ a(λn)+ (λn − λ).

If Gλ(u)≥ a(λ)−(λn−λ) for some u ∈ Kn , then, by (7-1) and (7-3), we have that

I (u)= Gλn ( u)−Gλ(u)
λn−λ

(7-4)

≤
a(λn)+(λn−λ)−a(λ)+(λn−λ)

λn−λ

≤ a′(λ)+ 3,

and it follows that

J (u)= λn I (u)−Gλn (u)(7-5)

≤ λn(a′(λ)+ 3)−Gλ(u)

≤ λn(a′(λ)+ 3)− a(λ)+ (λn − λ)

≤ 2λ(a′(λ)+ 3)− a(λ)+ λ.

On the other hand, by (H1), (7-1), and (7-3),

J (u)= λn I (u)−Gλn (u)(7-6)

≥ −Gλn (u)

≥ −(a(λn)+ (λn − λ))

≥ −(a(λ)+ (λn − λ)(a′(λ)+ 2))

≥ −a(λ)− λ|a′(λ)+ 2|.

Combining (7-4)–(7-7) and (H1), we see that there exists k0(λ) := k0 (depending
only on λ) such that (7-2) holds.
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By the choice of Kn and (7-1), we see that

Gλ(u)≤ Gλn (u)≤ supKn
Gλn (u)

≤ a(λn)+ (λn − λ)

≤ (a′(λ)+ 1)(λn − λ)+ a(λ)+ (λn − λ)

≤ a(λ)+ (a′(λ)+ 2)(λn − λ)

for all u ∈ Kn . Take n sufficiently large to ensure that |a′(λ)+2|(λn−λ)< δ. This
proves conclusion (1). Conclusion (2) now follows from Theorem 3.1. The proof
under Hypothesis (H2) is similar, and is omitted. �

In proving Corollary 4.3, we shall make use of the following results of linking.
Let E be a Banach space. The set 8 of mappings 0(t) ∈ C(E × [0, 1], E) is to
have following properties:

(a) For each t ∈ [0, 1), 0(t) is a homeomorphism of E onto itself and 0(t)−1 is
continuous on E ×[0, 1).

(b) 0(0)= I .

(c) For each 0(t) ∈ 8 there is a u0 ∈ E such that 0(1)u = u0 for all u ∈ E and
0(t)u→ u0 as t→ 1 uniformly on bounded subsets of E .

(d) For each t0 ∈ [0, 1) and each bounded set A ⊂ E we have

sup
0≤t≤t0

u∈A

{‖0(t)u‖+‖0−1(t)u‖}<∞.

A subset A of E links a subset B of E if A∩ B =∅ and, for each 0(t) ∈8, there
is a t ∈ (0, 1] such that 0(t)A∩ B 6=∅.

Theorem [Schechter 1999, Theorem 2.1.1]. Let G be a C1-functional on E , and
let A, B be subsets of E such that A links B and

a0 := sup
A

G ≤ b0 := inf
B

G.

Assume that
a := inf

0∈8
sup

0≤s≤1
u∈A

G(0(s)u)

is finite. Then there is a sequence {uk} ⊂ E such that

G(uk)→ a, G ′(uk)→ 0.

If a = b0, then we can also require that

d(uk, B)→ 0.
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Proof of Corollary 4.3. Let

K= {0(s)A : 0 ∈8, s ∈ I }.

Then K is a sandwich system. In fact, if σ ∈6 and 0 ∈8, define

01(s)=
{
σ(2s) if 0≤ s ≤ 1

2 ,

σ (1)0(2s− 1) if 1
2 < s ≤ 1.

Then 01 ∈8. Thus,

σ(1)K ∈ K, σ ∈6, K ∈ K.

Since A links B, we have for each 0(t) ∈ 8, there is a t ∈ (0, 1] such that
0(t)A∩ B 6=∅. Consequently,

(7-7) B ∩ K 6=∅, K ∈ K.

Thus, A, B form a sandwich pair. Let

a(λ) := inf
0∈8

sup
0≤s≤1

u∈A

Gλ(0(s)u).

Then a(λ) := infK∈K supK Gλ is finite for any λ ∈ 3. This shows that Hypothe-
sis (H ′′3 ) implies Hypothesis (H3). We can now apply Theorem 4.1. �

Proof of Theorem 1.6. Take λ = 1/β. Let λ0 = αT/6m2, and let ν < ∞. By
Theorem 1.1, for a.e. λ ∈ (λ0, ν), there exists uλ such that G ′λ(uλ)= 0, Gλ(uλ)=
a(λ) ≥ a(λ0). Let λ satisfy λ0 < λ < ν. Choose λn → λ, λn > λ. Then there
exists xn such that

G ′λn
(xn)= 0, Gλn (xn)= a(λn)≥ a(λ0).

Therefore, ∫
�

2V (t, xn)

‖xn‖
2
X

dt ≤ C.

Now we prove that {xn} is bounded. If ‖xn‖X →∞, let wn = xn/‖xn‖X . Then
there is a renamed subsequence such thatwn→w weakly in X , strongly in L∞(�)
and a.e. in �.

Let�0 be the set where w 6= 0. Then |xn(t)|→∞ for t ∈�0. If�0 had positive
measure, then we would have

C ≥
∫
�

2V (t, xn)

‖xn‖
2
X

dt =
∫
�

2V (t, xn)

x2
n
|wn|

2 dt ≥
∫
w 6=0

2V (t, xn)

x2
n
|wn|

2 dt→∞,

showing that w = 0 a.e. in �. Hence, wn→ 0. Since

‖ẇn‖
2
+‖wn‖

2
= 1,
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we have ‖ẇn‖→ 1. Define θn ∈ [0, 1] by

Gλn (θnxn)= max
θ∈[0,1]

Gλn (θxn).

For any c > 0 and wn = cwn , we have∫
�

V (t, wn) dt→ 0

(see, for example, [Schechter 2008, page 64]). Thus,

Gλn (θnxn)≥ Gλn (cwn)= c2λn‖ẇn‖
2
− 2

∫
�

V (t, wn) dt→ λc2, n→∞.

Hence, Gλn (θnxn) ≥ λc2/2 for n sufficiently large. That is, limn→∞ Gλn (θnxn) =

∞. If there is a renamed subsequence such that θn = 1, then

(7-8) Gλn (xn)→∞.

If 0≤ θn < 1 for all n, then we have (G ′λn
(θnxn), xn)≤ 0. Therefore,∫

�

H(t, θnxn) dt =
∫
�

(
∇x V (t, θnxn)θnxn − 2V (t, θnxn)

)
dt

= Gλn (θnxn)− (G ′λn
(θnxn), θnxn)

≥ Gλn (θnxn)→∞.

By hypothesis,

Gλn (xn)=

∫
�

H(t, xn) dx ≥
∫
�

H(t, θnxn) dt/C −
∫
�

W (t) dt→∞.

Thus, (7-8) holds in any case. But

Gλn (xn)= a(λn)≤ a(ν) <∞,

Thus, ‖xn‖X ≤ C . It now follows that for a renamed subsequence,

G ′λ(xn)→ 0, Gλ(xn)→ a(λ)≥ a(λ0).

Applying [Schechter 1999, Theorem 3.4.1, page 64] gives the desired solution. �

Proof of Theorem 1.7. This time we take λ0 = αT 2/2π2, apply Theorem 1.3 and
follow the proof of Theorem 1.6. �
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GENERIC FUNDAMENTAL POLYGONS
FOR FUCHSIAN GROUPS

AKIRA USHIJIMA

A Dirichlet fundamental polygon for a Fuchsian group is said to be generic
if its combinatorial shape is stable under any small permutation of the cen-
ter of the polygon. Almost all points in the hyperbolic plane are known to be
centers of generic fundamental polygons. We prove that the same property
holds for points in the boundary of the hyperbolic plane.

1. Introduction

For a given topological space with a group action, a fundamental region is a subset
consisting of representatives of the orbits of a given point by the action. In general,
it is chosen to be connected. Such regions are used for the study of groups and their
actions on spaces; they give tessellation of the spaces, which imply presentations
of the groups.

When a metric is given to the space and the group is discrete, the Dirichlet
domain (also known as the Voronoi cell) is an example of a fundamental region;
for a point p free under the group action, the Dirichlet domain for p is the set of
all points closer to p than any other point in the orbit of p. For discrete groups
acting on the hyperbolic plane, such domains are also called Dirichlet fundamen-
tal polygons with center p. We simply call them fundamental polygons in what
follows.

One interesting question about fundamental polygons is how many different
combinatorial shapes of such polygons are obtained from a given hyperbolic sur-
face. This problem was considered for closed surfaces of genus two by Fricke
and Klein [1897], and, independently, by Jørgensen and Näätänen [1982]. They
showed that there were exactly eight types of “generic” fundamental polygons.
Though the precise definition will be given in Section 3, a generic fundamental
polygon has a property of stability of its combinatorial shape under any small
perturbation of its center. Generic fundamental polygons are therefore in a sense
far from the so-called canonical polygons of Fricke [Fricke and Klein 1897; Keen
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MSC2000: primary 20H10; secondary 57M60.
Keywords: Fuchsian group, fundamental polygon.
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1966]. For closed surfaces of genus two, each generic fundamental polygon has
18 edges, while each canonical polygon has 8 edges.

Besides genus two, there are known facts about numbers of combinatorial shapes
of admissible generic fundamental polygons for closed surfaces. The complete list
of generic fundamental polygons of genus three was obtained in [Nakamura 2004].
Each such polygon has 30 edges. The formula to calculate possible numbers of
combinatorial shapes of generic fundamental polygons for closed surfaces of any
genus was obtained in [Bacher and Vdovina 2002]. Counting number of possible
types is related to the study of extremal discs in a surface. For further results on
this subject, see [Girondo and Nakamura 2007; Vdovina 2008].

Once we have known the number of combinatorial shapes of admissible generic
fundamental polygons for a surface, it is also interesting to think about how these
fundamental polygons are related to each other. Such a question was proposed in
[Näätänen and Penner 1991] as follows: what kind of decomposition is given on a
surface by a relation that two points on the surface are equivalent if they are centers
of the fundamental polygon with the same combinatorial shape.

A local figure of such a decomposition of a closed surface of genus two was
given in [Näätänen 1985]. In this figure, the set of points corresponding to non-
generic fundamental polygons seems to have measure zero. Beardon proved [1983,
Theorem 9.4.5] that this is true for any Fuchsian group; for any given such group,
almost all points in the hyperbolic plane are centers of generic fundamental poly-
gons. A corresponding result for three-dimensional hyperbolic geometry, that is,
for Kleinian groups, was proposed in [Jørgensen and Marden 1988]. However, the
proof of Lemma 3.1 in that article, which plays an important role in the proof of
the main result, is incomplete.

As a first try to give a complete proof of Jørgensen and Marden’s result, we
applied their strategy to the case for Fuchsian groups in [Díaz and Ushijima 2009].
We obtained an alternative proof of the result of Beardon there.

The idea of fundamental polygons can be generalized to the case where the
center lies on the boundary of the hyperbolic plane. The main purpose of this paper
is to show, again following the strategy of Jørgensen and Marden, that Beardon’s
result holds even when the centers lie in the boundary of the hyperbolic plane.

2. Preliminaries

Let H2
:= {z ∈C | Im z > 0} be the upper half-plane model of the two-dimensional

hyperbolic space. It is given as a subset of the complex plane C, but it is also
regarded as contained in the Riemann sphere Ĉ := C∪{∞}, where∞ denotes the
point at infinity. The boundary ∂H2 of H2 is considered in Ĉ so that it consists of
the real axis R plus∞. We set H2 := H2

∪ ∂H2.
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A circle in Ĉ means either a Euclidean circle in C or a Euclidean line in C,
as a circle through ∞. Hyperbolic lines in H2 (resp. in H2) are obtained as the
intersection of H2 (resp. H2) and circles in Ĉ which are perpendicular to R. For
two distinct points z and w in H2, we denote by [z, w] the hyperbolic line segment
with endpoints z and w in H2.

The orientation-preserving isometry group of H2 is known to be isomorphic to
the following projective special linear group:

PSL2(R) :=

{(
a b
c d

)∣∣∣∣ a, b, c, d ∈ R, ad − bc = 1
}/
{± I },

where I denotes the identity matrix. The action of an element T in PSL2(R) on Ĉ

is a Möbius transformation

T (z) :=
az+ b
cz+ d

, z ∈ Ĉ.

The restriction of this action on H2 is orientation-preserving and isometric with
respect to the hyperbolic metric. We denote the set of the fixed points of T in H2 by
Fix(T ). Any nontrivial element of PSL2(R) is classified into three types according
to the number of elements in Fix(T ); a nontrivial element T in PSL2(R) is said to
be elliptic if Fix(T ) coincides with Fix(T )∩H2 that is a one point set, parabolic
if Fix(T ) coincides with Fix(T ) ∩ ∂H2 that is a one point set, and hyperbolic if
Fix(T ) coincides with Fix(T )∩∂H2 that consists of two points. For hyperbolic T ,
the axis Ax(T ) is defined to be the hyperbolic line whose endpoints are the fixed
points of T .

For an element T in PSL2(R) and a point z in H2
−Fix(T ), let

B(z; T ) :=
{
w ∈ H2

| d(w, z)= d(w, T (z))
}

be the set of points in H2 that are equidistant from z and T (z) with respect to
the hyperbolic distance d( · , · ). It is a hyperbolic line, the perpendicular bisector
of [z, T (z)]. We remark that our definition of B(z; T ), as in [Díaz and Ushijima
2009], differs from the one given in [Jørgensen and Marden 1988]; there B(z; T )
was defined as the perpendicular bisector of [z, T−1(z)].

The definition of B(z; T ) generalizes to the case that the point z lies in ∂H2. For
a point p in ∂H2

− Fix(T ), a hyperbolic line B(p; T ) is defined to be the limit of
B(z; T ) as z converges to p. In particular, if p is taken to be∞, then B(∞; T ) is
the isometric semicircle for T−1.

We denote by B(z; T ) the closure of B(z; T ) in H2. For further properties and
a proof of the following proposition [Jørgensen and Marden 1988, Section 2].

Proposition 1. Let T be a nontrivial element in PSL2(R).
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(1) If T is elliptic, then B(z; T ) contains the fixed point of T for any point z in
H2−Fix(T ).

(2) If T is parabolic, then B(z; T ) contains the fixed point of T for any point z in
H2− Fix(T ). If the point z approaches the fixed point ζ of T conically, then
B(z; T ) converges to ζ .

(3) If T is hyperbolic, then B(z; T ) does not contain any fixed point of T for any
point z in H2−Fix(T ). Furthermore it intersects perpendicularly with Ax(T ).
If the point z approaches a fixed point ζ of T , then B(z; T ) converges to ζ .

Fuchsian groups are discrete subgroups of the orientation-preserving isometry
group of H2. We regard them as subgroups of PSL2(R) in what follows. For a
given Fuchsian group 0 and a point w in H2, we define a subset P0(w) in H2 as
follows:

P0(w) :=
{
z ∈ H2 ∣∣ d(z, w)≤ d(z, T (w)) for all T ∈ 0

}
when w is in H2, and

P0(w) :=

{
z ∈ H2

∣∣∣∣ for any T ∈ 0−{I }, the point z lies in the closure of
the component of H2

−B(w; T ) that is adjacent to w

}
when w is in ∂H2. The subset P0(w) is a fundamental polygon for 0 when w is
taken from H2

−
⋃

T∈0 Fix(T ). Then P0(w) is called a (Dirichlet) fundamental
polygon for 0. For a point w in ∂H2, on the other hand, the subset P0(w) is not
always a fundamental polygon. Let�(0) be the ordinary set for 0 in Ĉ. It is shown
in [Beardon 1983, Theorem 9.5.2] that P0(w) is a fundamental polygon when w
is taken from �(0). When such w is taken to be ∞, the fundamental polygon
P0(w) is known as the Ford fundamental region. Set P(w) := P0(w) ∩ �(0),
where P0(w) means the closure of P(w) in H2. The point w is called the center
of P0(w), or of P(w).

3. Generic fundamental polygons and the main result

Since the polygon P(w) is defined to be the intersection of P0(w) with �(0), the
vertices of P0(w), or the endpoints in �(0) of edges of P0(w), are vertices of
P(w). Fixed points of elliptic elements of order two on edges of P0(w) are also
called vertices of P(w). Vertices in H2 are called inner vertices, and those in�(0)
are called boundary vertices.

A cusp of P(w) is a parabolic fixed point lying in P(w). Cusps are not bound-
ary vertices, since any parabolic fixed point belongs to the limit set, which is the
complement of �(0) in Ĉ.

The edges of P(w) are either those of P0(w) or closed segments in P(w)∩∂H2.
An edge of P0(w) as a hyperbolic polygon is decomposed into two edges of P(w)
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if it has a vertex corresponding to the fixed point of an elliptic element of order
two. The edges of P(w) which come from those of P0(w) are also called inner
edges. We denote by `(e) the hyperbolic line containing an inner edge e of P0(w).

An inner vertex v of P(w) said to have a vertex cycle of length k if there is
a sequence T1 = I , T2, T3, . . . , Tk , Tk+1 = T1 = I of elements in 0 such that
the sequence T1(P(w))=P(w), T2(P(w)), . . . , Tk(P(w)) of polygons is a cyclic
arrangement around v in the 0-orbit of P(w). In other words, the length of a vertex
cycle is the number of disjoint vertices of P0(w) that are equivalent to v under 0
if v is not fixed by elliptic elements in 0. The sequence T1, T2, . . . , Tk is called
the vertex cycle of v.

Definition. For a Fuchsian group 0, the fundamental polygon P(w) centered at w
in H2

∪�(0) is said to be generic if it satisfies the following conditions:

(1) For an inner vertex, if the length of its vertex cycle is greater than three, then
the vertex is the fixed point of an elliptic element in 0.

(2) For an inner edge e, if `(e) contains the fixed point of an elliptic or a parabolic
element in 0, the element of 0 defining `(e) as the bisector is an elliptic or
a parabolic element fixing the point in question. Similarly, if `(e) intersects
perpendicularly with the axis of a hyperbolic element in 0, the element of 0
defining `(e) as the bisector is a hyperbolic element fixing the axis in question.

(3) Every boundary vertex is an endpoint of exactly one inner edge.

(4) If two inner edges share an endpoint on ∂H2, then the endpoint is a cusp that
is the fixed point of a parabolic element gluing these inner edges.

Analogous notions have been studied before. Our definition of generic funda-
mental polygons is the two-dimensional counterpart of the definition of generic
fundamental polyhedra in [Jørgensen and Marden 1988]. Our Conditions (1), (3),
and (4) correspond to those defining Dirichlet polygons in [Beardon 1983, Theo-
rem 9.4.5].

The conditions for generic fundamental polygons have geometric interpreta-
tions. Condition (1) and (2) together imply that, if a vertex v is fixed by an elliptic
element in 0, its vertex cycle coincides with the cyclic elliptic subgroup with fixed
point v. Another interpretation is that any cone singularity of the surface H2/0 is
cut by the image of exactly one inner edge. Similarly, Conditions (2) and (3) mean
that any border (open end) of H2/0 is also cut by the image of exactly one inner
edge, and Condition (4) means that any cusp of H2/0 is also cut by the image of
exactly one inner edge.

Theorem. For a Fuchsian group 0, there is a subset N0 in ∂H2 of measure zero
such that, for any point w in (�(0)∩ ∂H2)−N0, the fundamental polygon P(w)

is generic.
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Proof. To obtain the subset N0, we define three families of subsets in ∂H2. For
T1, T2, T3 in PSL2(R), define a subset VT1,T2,T3 in ∂H2 as

VT1,T2,T3 :=
{

p ∈ ∂H2 ∣∣ B(p; T1)∩B(p; T2)∩B(p; T3) 6=∅
}
.

For T1, T2 in PSL2(R), define TT1,T2 as

TT1,T2 :=
{

p ∈ ∂H2 ∣∣ B(p; T1)∩B(p; T2)∩ ∂H2
6=∅

}
.

For T1, T2 in PSL2(R), define FT1,T2 as

FT1,T2 :=
{

p ∈ ∂H2 ∣∣ Fix(T1)∩B(p; T2) 6=∅
}

when T1 is elliptic or parabolic, and

FT1,T2 :=
{

p ∈ ∂H2 ∣∣ B(p; T2) intersects perpendicularly with the axis of T1
}

when T1 is hyperbolic.
Using these subsets, we define

N0 :=

( ⋃
{T1,T2,T3}

VT1,T2,T3

)
∪

( ⋃
{T4,T5}

TT4,T5

)
∪

( ⋃
(T6,T7)

FT6,T7

)
,

where {T1, T2, T3} runs over all triples in 0 that are mutually distinct, nontrivial
and neither elliptic with a common fixed point nor parabolic with a common fixed
point, {T4, T5} runs over all pairs in 0 that are distinct, nontrivial and not parabolic
with a common fixed point, and (T6, T7) runs over all ordered pairs of nontrivial
elements in 0 such that Fix(T7) and Fix(T6) are different.

Each of the indexes in the definition of N0 runs over countably many triples
and pairs, because 0 is a discrete group (see [Beardon 1983, Exercise 2.3.3], for
example,). To see that N0 has measure zero, it is thus enough to see that the subsets
VT1,T2,T3 , TT4,T5 and FT6,T7 have measure zero. These are shown in Propositions 5,
7 and 9, respectively.

We next use case analysis to show that the fundamental polygon P(w) is generic
for any w in (�(0)∩ ∂H2)−N0.

For Condition (1), take a vertex v of P0(w). Let Sv be the vertex cycle of v, and
kv the length of Sv. Suppose kv > 3. Then there are at least three nontrivial and
distinct elements, say Ta , Tb and Tc, in Sv. Though w is not in

⋃
{T1,T2,T3}

VT1,T2,T3 ,
the bisectors B(w; Ta), B(w; Tb) and B(w; Tc) contain v. This means that the three
elements Ta , Tb and Tc are either elliptic with a common fixed point or parabolic
with a common fixed point. If they are parabolic, then B(w; Ta), B(w; Tb) and
B(w; Tc) contain a common fixed point in ∂H2. This contradicts the assumption
that v is in H2. If they are elliptic with a common fixed point, Sv is in a cyclic
subgroup of 0 by the discreteness of 0. Then the cyclic subgroup is generated by
an elliptic element, which fixes v.



GENERIC FUNDAMENTAL POLYGONS FOR FUCHSIAN GROUPS 459

For Condition (2), take an inner edge e of P(w). Let Te be an element in 0 such
that `(e) coincides with B(w; Te). Suppose that an endpoint of `(e) coincided with
the fixed point of a parabolic element, say T . This means that Fix(T )∩B(w; Te) is
nonempty. Since w is not in

⋃
(T6,T7)

FT6,T7 , the set Fix(Te) coincides with Fix(T ).
The same argument is applied to the cases that Te is either elliptic or hyperbolic.

For Conditions (3), and (4), take a vertex (in the ordinary sense) v∗ of P(w)

that is in ∂H2. Suppose that v∗ is the endpoint of two inner edges, say a and b,
of P0(w). Let Ta and Tb are elements in 0 such that `(a) and `(b) coincide with
B(w; Ta) and B(w; Tb) respectively. Since w is not in

⋃
{T4,T5}

TT4,T5 , the elements
Ta and Tb are parabolic with a common fixed point. Then v∗ is their common fixed
point so that it is a cusp of P(w) given as the endpoint of a and b that are glued
together by Ta = Tb

−1.
Furthermore, the argument above implies that a vertex v∗ in�(0) is an endpoint

of exactly one inner edge, for any parabolic fixed point is not in �(0). Such a
vertex is a boundary vertex by definition.

We have thus shown that P(w) is generic for any w in (�(0)∩ ∂H2)−N0. �

This theorem is a generalization of [Beardon 1983, Theorem 9.4.5] and [Díaz
and Ushijima 2009, Corollary 3.11]. The algebraic equations defining VT1,T2,T3 ,
TT4,T5 and FT6,T7 can be regarded as defined on C, so the set N0 can be extended
to one in H2. Both N0 and its extension have measure zero, so their complements
are dense in ∂H2 and H2. The fundamental polygon P(w) is thus generic for almost
every point w in H2 and �(0)∩ ∂H2.

4. Propositions

To prove the propositions used in the proof of the theorem, we use the projective
disc model D2 of two-dimensional hyperbolic space. As a set it is the open unit disc
centered at the origin in two-dimensional real projective space RP2. We choose
the isometry from H2 to D2 so that 0, 1,∞ ∈ ∂H2 are mapped, respectively, to
(0,−1), (1, 0), (0, 1) in RP2.

Given an element T =
(a

c
b
d

)
in PSL2(R) and a point z in H2−Fix(T ), let C(z; T )

be the pole in RP2 of the projective line containing the image of B(z; T ) in D2.
For a point p ∈R⊂ ∂H2, a formula in [Jørgensen and Marden 1988, §2.9] tells us
the coordinate of C(p; T ):

(*) C(p; T )=
1

(ap+b)2+(cp+d)2− p2−1

×
(
2((ap+b)(cp+d)− p), (ap+b)2−(cp+d)2− p2

+1
)
.

Using this formula, we have the following proposition, which is a key in proving
others.
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Proposition 2. For distinct and nontrivial elements T1, T2 and T3 in PSL2(R), the
following two conditions are equivalent:

(1) The three points C(p; T1), C(p; T2) and C(p; T3) are collinear in RP2 for any
point p in ∂H2

−
⋃3

i=1 Fix(Ti ).

(2) The elements T1, T2 and T3 either

(a) have the same fixed point set, or
(b) up to conjugation by an element of PSL2(R), satisfy

T1(z)= az, T2(z)= bz+ 1− b, T3(z)=
az

(a− b)z+ b
,

for some a, b in R−{0, 1}.

Proof. This result is closely related to Theorem 4.3 in [Díaz and Ushijima 2009],
which says that Condition (2) of the proposition holds if and only if, for any z ∈H2,
the points z, T1(z), T2(z) and T3(z) are cocyclic in Ĉ. We will see in Proposition 3
that this condition is equivalent to C(z; T1), C(z; T2) and C(z; T3) being collinear
for any z ∈ H2

−
⋃3

i=1 Fix(Ti ). This shows the implication (2)⇒ (1).
Moreover the collinearity of C(z; T1), C(z; T2) and C(z; T3) is an algebraic con-

dition (see proof of the theorem just cited). If T1, T2 and T3 are not one of the triples
listed in Condition (2), the algebraic equation is proper, that is, the solution set is
nowhere dense in C. This, however, does not guarantee that R is not contained in
the solution set. Thus the implication (1)⇒ (2) is not proved yet.

Let T1, T2, T3 be distinct nontrivial elements of PSL2(R) satisfying (1). Then
the determinant 1(p) of the 2× 2 matrix with columns C(p; T1)−C(p; T2) and
C(p; T1)−C(p; T3) vanishes wherever it is defined — that is, for any p ∈ R such
that the points C(p; T1),C(p; T2),C(p; T3) are not on the line at infinity of RP2.
(Here of course the C(p; Ti ) are given by the formula (*).)

Now, as p runs over ∂H, each B(p; Ti ) describes a projective line; we can as-
sume without loss of generality that none of these three lines is the line at infinity.
(If it is, we conjugate T1, T2, T3 by an element of PSL2(R), which is allowed since
desired conclusion, Condition (2), is insensitive to conjugation.) Thus the determi-
nant 1(p) is defined — and, by assumption, vanishes — for all but finitely many
values of p. Hence, in any expression N (p)/D(p) of 1(p) as a rational function
of p, the numerator N (p) is the zero polynomial. We will show, by analyzing the
possible cases, that this implies the desired conclusion.

Case 1. One of Ti (say T1) is hyperbolic and another (say T2) is not elliptic.
We first consider the case that the set Fix(T1) ∩ Fix(T2) is not empty. By

conjugation, we can assume that T1 fixes 0 and ∞, and T2 fixes ∞. The matrix
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presentations in SL2(R) of these elements are

T1 =

(
a1 0
0 1/a1

)
, T2 =

(
a2 b2

0 1/a2

)
, T3 =

(
a3 b3

c3 d3

)
.

The constant term of N is then 4a2b2b3(a2b2d3 − b3). Since a2 is not zero, we
have either b2 = 0, b3 = 0 or a2b2d3 = b3.

When b2 = 0, the coefficient of p2 is −4b3d3(a1
2
− a2

2)(a2
2
− 1). We have

T1 = T2 in PSL2(R) when a1
2
= a2

2, we have T1 is trivial when a2
2
= 1, and

the case that b3 = 0 will be discussed later. So d3 is to be 0, which together with
det T3 = 1 implies −b3c3 = 1. The coefficient of p3 is then 8(a1

2
− a2

2)(a2
2
− 1).

All of the possible cases when it is zero have already been discussed.
When b3 = 0, we have d3 = 1/a3, for det T3 = 1. The coefficient of p3 is then

8a2b2c3(a2
2a3

2
− a1

2)/a3. It is a straightforward calculation that there will be no
new possible cases when either b2 or c3 is zero. We thus assume a3=a1/a2 without
loss of generality. The polynomial N is then expressed as

N (p)= 4
a2

(
(a1

2
− a2

2)(a2
2
− 1)+ a1a2

2b2c3
)
(b2− a1c3z2)p2.

We thus have c3 = (a1
2
− a2

2)(1− a2
2)/(a1a2

2b2). The point a2b2/(1− a2
2) is

fixed by T2. After normalizing this fixed point to be 1, three elements T1, T2 and
T3 coincide with the ones in (2b).

When a2b2d3 = b3, we have c3 = (a3d3 − 1)/(a2b2d3), for det T3 = 1. The
coefficient of p is then 8a2

2b2
2(a2

2d3
2
− 1), which implies T2 = T3, contrary to

assumption.
We next consider the case that Fix(T1)∩ Fix(T2) is the empty set; here T1 can

be assumed to fix 0 and∞, and T2 to fix 1. The matrix presentations in SL2(R) of
these elements are

T1 =

a1 0

0 1
a1

 , T2 =

a2
1

a2−c2
− a2

c2
1

a2−c2
− c2

 , T3 =

a3
a3d3−1

c3

c3 d3

 .
The coefficient of p6 is then −4a1

2c2c3
3(a2− c2)

2(a2c3− a3c2). When it is zero,
we have a2c3 − a3c2 = 0, otherwise we are in the case already considered. This
implies T2 = T3.

Case 2. Two of Ti (say T1 and T2) are parabolic.
We first consider the case that Fix(T1) coincides with Fix(T2); the common fixed

point of T1 and T2 is assumed to be∞. The matrix presentations in SL2(R) of these
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elements are

T1 =

(
1 b1

0 1

)
, T2 =

(
1 b2

0 1

)
, T3 =

(
a3 b3

c3 d3

)
,

where a3d3 − b3c3 = 1. It is then a straightforward calculation that there will be
no new possible cases.

We next consider the case that the set Fix(T1)∩Fix(T2) is empty; T1 is assumed
to fix∞ and T2 is assumed to fix 0. The matrix presentations in SL2(R) of these
elements are

T1 =

(
1 b1

0 1

)
, T2 =

(
1 0
c2 1

)
, T3 =

 a3 b3

a3d3−1
b3

d3

 .
The constant term is then 8b3

3(b1d3− b3), which implies T1 = T3.

Case 3. Two of the Ti are elliptic.
We assume T1 fixes

√
−1 and T2 fixes h

√
−1, for some h > 0. The matrix

presentations in SL2(R) of these elements are

T1 =

(
cos θ1 sin θ1

− sin θ1 cos θ1

)
, T2 =

(
cos θ2 h sin θ2

−
1
h sin θ2 cos θ2

)
, T3 =

(
a b
c d

)
,

where θ1, θ2 ∈ R and ad− bc = 1. Recall sin θi 6= 0 for i = 1, 2 since both T1 and
T2 are not trivial.

Let p2 1 := h(−1+cos θ2)/ sin θ2 and p2 2 := h(1+cos θ2)/ sin θ2. These points
satisfy

√
−1 ∈ B(p2 i ; T2) for i = 1, 2. Since we are assuming (1), we also have

√
−1 ∈ B(p2 i ; T3) for i = 1, 2, which means C(p2 i ; T3) 6∈ R2

⊂ RP2.
Let Di be the denominator of C(p2 i ; T3) for i = 1, 2. They then satisfy

D1− D2 =
−4h

sin2 θ2
d1, D1+ D2 =

4h cos θ2

sin2 θ2
d1+ 2d2,

where d1 := (ab+ cd) sin θ2+ h(a2
+ c2
− 1) cos θ2 and d2 := h2(a2

+ c2
− 1)+

(b2
+ d2
− 1). Since C(p2 i ; T3) 6∈ R2, we have D1 = D2 = 0. This implies, by the

equations above, d1 = d2 = 0.
Similarly, there are points p1 i in ∂H2 satisfying h

√
−1∈B(p1 i ; T1) for i =1, 2.

Let

H :=
(√

h 0
0 1/

√
h

)
.

We then have Fix(H−1T1 H)= {
√
−1/h} and Fix(H−1T2 H)= {

√
−1}. Applying

similar calculations as before we have d3 = d4 = 0, where
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d3 := (ab+ cdh) sin θ1+ (a2
+ c2h2

− 1) cos θ1,

d4 := (a2
+ b2
− 1)+ (c2

+ d2
− 1)h2.

When c = 0, we have a = 1/d and b = h(d2
− 1) cos θ2/(d sin θ2). Substitute

them for both d2 and d4 and we have d4 − d2 = (d4
− 1)(h2

− 1) sin2 θ2. The
condition d4− d2 = 0 implies that T3 is trivial.

When c 6= 0, we have b = (ad − 1)/c. Substitute it for both d2 and d4 and we
have d2 − d4 = c2(a2

− d2)(h2
− 1). When h2

= 1 or a = d , a straightforward
calculation shows that T1, T2 and T3 have a common fixed point. When a = −d ,
we have the following expression of d1:

d1 =−a(a2
+ c2
+ 1) sin θ2+ ch(a2

+ c2
− 1) cos θ2.

Suppose a2
+ c2
−1 6= 0, otherwise we have no new triple. Then h is expressed as

h =
a(a2
+ c2
+ 1) sin θ2

c(a2+ c2− 1) cos θ2
.

Substitute them for d2 and we have the expression of sin2 θ2 as

sin2 θ2 =
(a2
+ c2
− 1)

(
(a2
+ c2
− 1)(a2

− 1)+ 4a2
)

4c2− (a2+ c2+ 1)
.

Similarly, substitute them for d3 and we have the expression of sin2 θ1 as

sin2 θ1 =
(2ac)2

(a2+ c2+ 1)− 4c2 .

These expressions imply, after a few more calculations, that there will be no new
triple in this case. This concludes the proof of Proposition 2. �

Proposition 3. For i = 1, 2, let Bi be the perpendicular bisector of the hyperbolic
line segment [z0, zi ] with endpoints z0 and zi in H2, and Ci the pole in RP2 of
the projective line containing the image of Bi . In each of the following triples of
statement, the three conditions are equivalent:

(1-1) The points z0, z1 and z2 are on a hyperbolic circle with center w ∈ H2.

(1-2) The projective lines B1 and B2 intersect at w ∈ H2.

(1-3) The projective line in RP2 through C1 and C2 does not intersect D2, and its
pole corresponds to w ∈ H2.

(2-1) The points z0, z1 and z2 are on a horocycle with center w ∈ ∂H2.

(2-2) The projective lines B1 and B2 intersect at w ∈ ∂H2.

(2-3) The projective line in RP2 through C1 and C2 touches ∂D2, and the tangen-
tial point corresponds to w ∈ ∂H2.



464 AKIRA USHIJIMA

(3-1) The points z0, z1 and z2 are on an equidistant point set whose axis is `.

(3-2) The projective lines B1 and B2 intersect perpendicularly with `.

(3-3) The projective line in RP2 through C1 and C2 intersects with D2, and it
contains the image of `.

Proof. For j = 1, 2, 3, the equivalence between ( j-2) and ( j-3) comes from the
duality for the pole and the projective line in RP2.

Suppose that (1-1) holds. Since any point on B1 is equidistant from z0 and z1,
the center w lies on B1, and so does on B2. Thus (1-3) holds, and the converse is
also true by the same argument. The equivalence between (2-1) and (2-2) comes
by a continuity argument from the equivalence above. The equivalence between
(3-1) and (3-2) comes from Proposition 1 (3). �

Lemma 4. Let T1, T2 and T3 be mutually distinct and nontrivial elements in a
Fuchsian group. Suppose that three points C(p; T1), C(p; T2) and C(p; T3) are
collinear in RP2 for any p in ∂H2

−
⋃3

i=1 Fix(Ti ), and that there is a point p0 in
∂H2
−
⋃3

i=1 Fix(Ti ) such that the set

B(p0; T1)∩B(p0; T2)∩B(p0; T3) (resp. B(p0; T1)∩B(p0; T2)∩B(p0; T3))

is not empty. Then T1, T2 and T3 belong to a cyclic elliptic (resp. parabolic) sub-
group.

Proof. Suppose that C(p; T1), C(p; T2) and C(p; T3) are collinear in RP2 for any
p in ∂H2

−
⋃3

i=1 Fix(Ti ). Since Proposition 2(2b) does not occur from elements
in a Fuchsian group, the elements T1, T2 and T3 have the same fixed point set.
Furthermore, they belong to a cyclic subgroup generated by, say T , since they
come from a Fuchsian group.

We first consider the case that T is hyperbolic; in particular, the axis of T is
assumed to be contained in the imaginary axis of C. The circle in Ĉ through
p, T1(p), T2(p) and T3(p) is a Euclidean line through the origin for any p in
∂H2
−{0,∞}. Then the hyperbolic lines B(p; Ti ) are ultraparallel by Proposition 3

so that there is no such point p0 in question.
We next consider the case that T is parabolic; in particular, T is assumed to

fix∞. For each i = 1, 2, 3, the hyperbolic line B(p; Ti ) is contained in a vertical
Euclidean line for any p in ∂H2

−{∞}. The set

B(p; T1)∩B(p; T2)∩B(p; T3)

then coincides with {∞}.
Finally, if T is elliptic, then the four points are on a hyperbolic circle centered

at the fixed point of T for any p in ∂H2. �
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Proposition 5. Let T1, T2 and T3 be elements in a Fuchsian group. Suppose that
they are mutually distinct, nontrivial and neither elliptic with a common fixed point
nor parabolic with a common fixed point. Then VT1,T2,T3 has measure zero.

Proof. We first consider the case that T1, T2 and T3 belong to a cyclic subgroup
of a given Fuchsian group 0. By the assumption, the subgroup is generated by a
hyperbolic element T . By Proposition 1, the set VT1,T2,T3 coincides with the fixed
point set Fix(T ) of T , which consists of two points. So VT1,T2,T3 has measure zero.

We next consider the case that T1, T2 and T3 do not belong to any cyclic subgroup
of 0. Define

V′T1,T2,T3
:=
{

p ∈ ∂H2 ∣∣ C(p; T1),C(p; T2) and C(p; T3) are collinear in RP2}.
As is mentioned in the proof of Proposition 2, the set V′T1,T2,T3

is the solution set
of a real algebraic equation with variable p. By the assumption together with
Proposition 2, the equation is proper. So V′T1,T2,T3

has measure zero in ∂H2. By
Proposition 3 the set VT1,T2,T3 is contained in V′T1,T2,T3

; when the projective line
through C(p; T1), C(p; T2) and C(p; T3) intersects with D2, the point p is not
contained in VT1,T2,T3 . The set VT1,T2,T3 then has measure zero in ∂H2 as well. �

Lemma 6. Let T1 and T2 be distinct and nontrivial elements in PSL2(R). Suppose
that they are not parabolic with a common fixed point. Then there is a point p0

in ∂H2
− (Fix(T1)∪Fix(T2)) such that B(p0; T1) and B(p0; T2) do not share their

endpoints.

Proof. We first consider the case that both T1 and T2 are elliptic. Take the hyper-
bolic line ` through their fixed points (choose any hyperbolic line which contains
the fixed point if their fixed points are identical). Then there is a point p0 in ∂H2

such that ` coincides with B(p0; T1). On the other hand, B(p0; T2) always contains
the fixed point of T2 by Proposition 1. So B(p0; T2) intersects with B(p0; T1)=` at
the fixed point of T2. If ` happen to coincide with B(p0; T2), then take another point
p0 satisfying the same condition, or switch T1 and T2 and do the same argument.
Then you can find a point in question on ∂H2 since T1 and T2 are different.

We next consider the case that T1 is elliptic and that T2 is either parabolic or
hyperbolic. For any point in H2

− Fix(T2), there is p in ∂H2
− Fix(T2) such that

B(p; T2) contains the point. So there is a point p0 in ∂H2 such that B(p0; T2)

contains the fixed point of T1, which is on B(p0; T1) since T1 is elliptic.
We then consider the case that both T1 and T2 are not elliptic. Suppose first

that their fixed point sets are different. Let p1 be a fixed point of T1 which is not
fixed by T2, for example. Since T1 and T2 are not elliptic, B(p; T1) converges to
p1 when p approaches to p1. A point p close enough to p1 is mapped to another
point T2(p) by T2, which is not close to p1. Then the endpoints of B(p; T2) are
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not close to p1 as well, which means that B(p; T1) and B(p; T2) do not share their
endpoints.

If T1 and T2 are not elliptic and their fixed point sets coincide with each other,
then they are hyperbolic by the assumption. Then B(p; T1) and B(p; T2) are ul-
traparallel for any p in ∂H2

− (Fix(T1)∪Fix(T2)) by Proposition 3. �

Proposition 7. Let T1 and T2 be distinct and nontrivial elements in PSL2(R).
Suppose that they are not parabolic with a common fixed point. Then TT1,T2 has
measure zero.

Proof. The set TT1,T2 is defined as the solution set of an algebraic equation. Actu-
ally it is given by calculating the Euclidean distance between the origin in D2 and
the projective line through C(p; T1) and C(p; T2). See [Jørgensen and Marden
1988, Lemma 3.3]. Lemma 6 means that the equation is proper. So TT1,T2 has
measure zero. �

Lemma 8. Let T be a nontrivial element in PSL2(R). If there is a point w in H2

such that B(p; T ) contains w for any p in ∂H2
− Fix(T ), then T is either elliptic

or parabolic and w is its fixed point. Similarly, for a hyperbolic line `, if B(p; T )
intersects perpendicularly with ` for any p in ∂H2

− Fix(T ), then T is hyperbolic
and ` is its axis.

Proof. Suppose that T fixes w. Then the statement holds only if T is elliptic or
parabolic by Proposition 1.

Suppose that T does not fix w. If T is elliptic, there is a point p0 in ∂H2 such
that B(p0; T ) does not contain w, for the fixed point of T is the unique point that
lies in B(p; T ) for any p in ∂H2. If T is parabolic, then B(p; T ) does not contain
w for any point p close enough to the fixed point of T , for B(p; T ) converges to
the fixed point. The same argument holds when T is hyperbolic.

For a hyperbolic line `, consider its image in D2. Let C` be the pole of the
image of `. Then we interpret the assumption as the projective line L p containing
the image of B(p; T ) contains C` for any p in ∂H2

− Fix(T ). If T is elliptic or
parabolic, then L p contains the image of its fixed point for any p in ∂H2

−Fix(T ).
If T is hyperbolic, then L p contains the pole of the image of its axis for any p
in ∂H2

− Fix(T ). This implies that, if the assumption holds, then T is hyperbolic
with axis `. �

Proposition 9. Let T1 and T2 be distinct and nontrivial elements in PSL2(R). Sup-
pose that Fix(T1) and Fix(T2) are different. Then FT1,T2 has measure zero.

Proof. Let z1 be a point in RP2 which corresponds to the fixed point of T1 if it is
elliptic or parabolic, or to the pole of the axis of T1 if it is hyperbolic. We denote
by `2 the projective line in RP2 containing the image of B(p; T2). Then FT1,T2 is
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interpreted as
FT1,T2 = {p ∈ ∂H2

| `2 contains z1}.

Using this interpretation, the set FT1,T2 is defined as the solution set of an alge-
braic equation. To see it, use the Minkowski space model. The equation is given by
the Minkowski inner product of p1 and the normal vector of `2. Lemma 8 means
that this algebraic equation is proper. So the set FT1,T2 has measure zero. �
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STABILITY OF THE KÄHLER–RICCI FLOW
IN THE SPACE OF KÄHLER METRICS

KAI ZHENG

We prove that on a Fano manifold M admitting a Kähler–Ricci soliton
(ω, X), if the initial Kähler metric ωϕ0 is close to ω in a certain weak sense,
then the weak Kähler–Ricci flow exists globally and converges in the sense of
Cheeger and Gromov. In particular, ϕ0 is not assumed to be KX -invariant.
The methods used are based on the metric geometry of the space of the
Kähler metrics and are potentially applicable to other stability problems of
geometric flows near the corresponding critical metrics.

1. Introduction

The Ricci flow was first introduced by Hamilton [1982] and now plays an important
role in understanding the geometric and topological structure of the manifolds it
lives on. We call the Ricci flow a Kähler–Ricci flow if the underlying manifold is
a Kähler manifold. The normalized Kähler–Ricci flow is given by

(1-1)


∂

∂t
ω =−Ric+λω,

ω(0)= ωϕ0,

where ω(0) stays in the canonical class 2πC1(M) and λ is the sign of the first
Chern class. Cao [1985] first showed that the Kähler–Ricci flow (1-1) has long-
time existence. He also proved that the Kähler–Ricci flow converges to a Kähler–
Einstein metric when the first Chern class is negative or zero. Now we restrict
ourselves to the case where the first Chern class is positive. Since the Kähler–
Ricci flow preserves the Kähler class, we can rewrite the Kähler–Ricci flow in
terms of the Ricci potential:

(1-2)


∂ϕ

∂t
= log

ωn
ϕ

ωn +ϕ− hω+ a(t),

ϕ(0)= ϕ0,

where a is a function of t and the Ricci potential hω of the reference metric ω is

MSC2000: primary 32Q20, 53C25; secondary 53C55, 58E11.
Keywords: Kähler–Ricci flow, space of Kähler metrics, stability.
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defined by

√
−1 ∂∂̄hω = Ric(ω)−ω and

∫
M

ehωωn
= Vol(M).(1-3)

The convergence of the Kähler–Ricci flow has been studied by many authors.
Chen and Tian [2002; 2006] proved it for Kähler–Einstein manifolds under the
assumption of positivity of the Ricci curvature along the flow. Perelman (unpub-
lished; see detailed proof in [Sesum and Tian 2008]) obtained an estimate of the
Kähler–Ricci flow and proved that it converges to a Kähler–Einstein metric in the
sense of Cheeger–Gromov, when one exists for any initial Kähler metric. Tian and
Zhu [2007] extended this to the case of a Kähler–Ricci soliton for a KX -invariant
initial metric; a Kähler–Ricci soliton is a Kähler metric such that there is a holo-
morphic vector field X satisfying

(1-4) L Xω = Ric−ω.

Since the right side of (1-4) is real-valued, we obtain L Im Xω = 0 and Im X , the
imaginary part of X , generates a one-parameter isometry group KX . Without as-
suming that M admits a Kähler–Einstein metric or a Kähler–Ricci soliton, the
analytic and geometric conditions of the convergence of the Kähler–Ricci flow are
studied in [Phong and Sturm 2006; Phong et al. 2009, 2008; 2011, Tosatti 2010;
Székelyhidi 2010; Munteanu 2009; Pali 2009; Chen and Wang 2010; Rubinstein
2009.

In order to study the asymptotic behavior of the Kähler–Ricci flow, we consider
the flow’s stability problem. That is, on a Kähler manifold M admitting a Kähler–
Ricci soliton (ω, X), for what kind of neighborhood of ω does the Kähler–Ricci
flow with initial datum in that neighborhood converge (in some sense — maybe
exponentially) to the Kähler–Ricci soliton?

This stability problem has been investigated by many people; for references, see
[Chen and Li 2009]. That work and [Tian and Zhu 2008] consider perturbing both
the initial metric and the complex structure near a Kähler–Einstein metric.

In this paper, we focus on perturbing the initial metric near the Kähler–Ricci
soliton without changing the complex structure. The main results of this paper are
as follows, where N(ε0; B, p) is a small neighborhood of the zero function, to be
specified in Section 6.

First we will give a direct proof, based on the geometry of the space of Kähler
metrics, of long-time existence and convergence in the Cheeger–Gromov sense,
within the frame of Donaldson’s program [2004]. The result is this:

Theorem 1.1. If a Kähler manifold admits a Kähler–Ricci soliton (ω, X), there
exists a positive constant ε0 such that, if the initial potential ϕ0 stays in N(ε0; B, p),
the weak Kähler–Ricci flow exists globally and converges in the Cheeger–Gromov
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sense. If , moreover, ϕ0 is KX -invariant, the weak modified Kähler–Ricci flow con-
verges exponentially to a unique Kähler–Ricci soliton nearby.

When the Futaki invariant vanishes, it is obvious that the holomorphic vector
fields X is zero and the Kähler–Ricci soliton is a Kähler–Einstein metric.

Theorem 1.2. On a Kähler–Einstein manifold, there exists a positive constant ε0

such that, if the initial potential ϕ0 stays in N(ε0; B, p), the weak Kähler–Ricci flow
exists globally and converges exponentially to a unique Kähler–Einstein metric
nearby.

Simon [1983] studied the asymptotic behavior of the gradient flow of the varia-
tion problem via the Łojasiewicz–Simon inequality, which compares the distance
to the critical set with the norm of the gradient of the functional in the L2 space
under the condition that the functional should be analytic. The underlying idea is to
reduce the infinite-dimensional problem to a finite-dimensional problem. Perelman
[2002] introduced a new functional, called the µ functional, and pointed out that
the Ricci flow is the gradient flow of the µ functional up to a diffeomorphism.

We will not apply the Łojasiewicz–Simon inequality to the µ functional directly.
Instead, we provide a new approach to the study of the asymptotic behavior of
the flow which is merely a pseudogradient flow of some functional, since in the
Kähler setting, geometry gives us more information. To be precise, the critical
set in the space of Kähler metrics is a finite-dimensional Riemannian symmetric
space, which we will explain later.

Since the Kähler–Ricci flow is the pseudogradient flow of the K-energy, in order
to make the mechanism of our proof more clear, we first prove Theorem 1.2 under
the assumption that the C2,α norm of ϕ0 is small. Then we generalize our approach
to the case of a Kähler–Ricci soliton (Theorem 1.1).

A sketch of the proofs goes as follows. We first prove that the Kähler–Ricci
flow (1-2), after pullback by the corresponding holomorphic transformations, will
always stay in a small neighborhood of the background Kähler–Einstein metric.
When M has no nontrivial holomorphic vector field, it is not necessary to find
the transformations; Section 3 gives a proof of this. However, in general, when
M admits nontrivial holomorphic vector fields, we need a new method, developed
in Section 4A, to pick up the appropriate transformations following the trace of
the Kähler–Ricci flow in the space of normalized Kähler potential H0; see (2-2).
It has been shown by Mabuchi [1987], Donaldson [1999] and Semmes [1992]
independently that H0 is an infinite-dimensional symmetry space of negative cur-
vature. Later, Chen [2000b] proved H0 is also a metric space. Since the space E0

of potentials of Kähler–Einstein metrics is a totally geodesic submanifold in H0,
the projection ρ minimizing the distance function from the Kähler–Ricci flow to
E0 is uniquely determined. The Bando–Mabuchi uniqueness theorem [1987] on
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the Kähler–Einstein metric implies that ωρ is different from the reference Kähler–
Einstein metric by a holomorphic transformation. The projection Kähler–Einstein
metric is exactly the new reference metric we’ve acquired.

Another way to derive a holomorphic transformation (Section 7) of ϕ ∈H0 is to
minimize in E0 the I − J functional, introduced in [Bando and Mabuchi 1987] to
prove the uniqueness of the Kähler–Einstein metric. However, this method cannot
be applied in our case directly, since in general the hessian of the I − J functional
is not strictly positive; that is, the minimizer is not unique. Nevertheless, as we
observed when the C2,α norm of ϕ is small, the hessian of the I − J functional
is indeed strictly positive. Therefore, the holomorphic transformation is uniquely
determined.

In Section 5, we prove stability of the Kähler–Ricci flow near a Kähler–Ricci
soliton (ω, X), similarly to the case of Kähler–Einstein metric. We use (ω, X) as
the background metric. We first prove that the Kähler–Ricci flow (1-2) with small
C2,α initial Kähler potential will always stay in a small neighborhood of ω in the
Cheeger–Gromov sense. The key idea is to use Perelman’s µ functional [2002]
instead of the K-energy, since the hessian of the µ functional is nonnegative at a
Kähler–Ricci soliton within the canonical class [Tian and Zhu 2008]. Furthermore,
we reparametrize the Kähler–Ricci flow (1-1) by the automorphisms ς(t) generated
by the real part Re X of X such that

(1-5)


∂

∂t
ωφ =−Ric(ωφ)+ωφ + LRe Xωφ,

ωφ(0) = ωϕ0 .

It is obvious that the Kähler–Ricci soliton is the stationary solution of the modified
Kähler–Ricci flow (1-5). Since the Kähler–Ricci soliton (ω, X) is KX -invariant and
the Kähler–Ricci flow is also invariant under the holomorphic diffeomorphism, we
assume without loss of generality that the initial datum is KX -invariant. Then the
exponential convergence of the modified Kähler–Ricci flow follows from [Phong
et al. 2011].

Finally, in Section 6, at a fixed time, we show that the C2,α norm of the potential
is small when the initial value is small under certain weak conditions. The main
idea is to use the estimate introduced in [Chen et al. 2008].

As a corollary of Theorem 1.1, we deduce that the limit metric of the Kähler–
Ricci flow is unique. Let {ϕ(ti )} be a sequence of solutions of the Kähler–Ricci flow
converging to a Kähler–Einstein metric or Kähler–Ricci soliton g∞, if one exists;
then there exists some ϕ ∈ {ϕ(ti )} satisfying the stability condition of Theorem 1.1.
According to that condition, the Kähler–Ricci flow with initial value ϕ converges
exponentially to a Kähler–Einstein metric g1

∞
or Kähler–Ricci soliton, respectively.

Further, since we assume that {ϕ(ti )} → g∞, we must have g1
∞
= g∞.
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We stress that the approach used to prove Theorem 1.1 is also applicable to the
case of the general pseudogradient flow: neither the condition that the flow is the
gradient flow of some functional, nor Perelman’s deep estimate, nor a prior long-
time existence of the flow is required. It is possible that our method can be used to
solve other, similar problems of geometric flow, such as the stability of the pseudo-
Calabi flow near a constant scalar curvature Kähler metric in [Chen and Zheng
2010] and of the Calabi flow near a extremal metric in [Huang and Zheng 2010].

The paper is organized as follows: in Section 2 we review known results on the
space of Kähler metrics and the well-posedness of the pseudo-Calabi flow obtained
in [Chen and Zheng 2010] — see (2-10). In Sections 3 and 4 we prove Theorem 1.2
under the assumption that the C2,α norm of the initial Kähler potential is small.
Then we prove Theorem 1.1 under the same assumption in Section 5. Finally,
in Section 6 we explain how to weaken the initial condition to the one stated in
Theorem 1.2 and Theorem 1.1. In Section 7, we explain another method to choose
the holomorphic transformation.

2. Notation and basic results

Let M be a compact Kähler manifold of complex dimension n with positive first
Chern class C1(M) and let ω be a Kähler form representing the canonical class
2πC1(M). In a local holomorphic coordinate z1, z2, . . . , zn , the form ω is ex-
pressed by

ω =
√
−1

n∑
i=1

gi j̄ dzi
∧ dz j̄ .

The corresponding Riemannian metric is given by

g =
n∑

i=1
gi j̄ dzi

⊗ dz j̄ .

For a Kähler metric ω, the volume form is

dV = ωn
= (
√
−1)

n
det(gi j̄ )dz1

∧ dz1̄
∧ · · · ∧ dzn

∧ dzn̄.

The Ricci form

Ric=
√
−1

n∑
i=1

Ri j̄ dzi
∧ dz j̄

=−
√
−1 ∂∂̄ log detωn

is a closed real (1, 1)-form and belongs to 2πC1(M). Accordingly, the scalar
curvature satisfies

Sωn
= n Ric∧ωn−1.

A direct calculation gives the average scalar curvature:

S =
1
V

∫
M

S dV =
n
V

∫
M

Ric∧ωn−1
= n.
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Let K be the set of Kähler forms on M representing 2πC1(M) and let E be the set
of Kähler–Einstein metrics in K. According to the ∂∂̄ lemma, for any Kähler metric
ω′ in K there exists a smooth real-valued function ϕ such that ω′ =ω+

√
−1 ∂∂̄ϕ.

Then the space of Kähler potentials of K is given by

H=
{
ϕ ∈ C∞(M,R) | ω+

√
−1 ∂∂̄ϕ ∈ K

}
.

Apparently, we have an isomorphism

T H∼=H×C∞(M,R).

Mabuchi [1987], Donaldson [1999] and Semmes [1992] independently defined a
Riemannian metric on H by ∫

M
f1 f2ω

n
ϕ,

for any f1, f2 ∈ TϕH. For any path ϕ(t) (0≤ t ≤ 1) in H, the length is given by

(2-1) L(ϕ(t))=
∫ 1

0

√∫
M
ϕ′(t)2ωn

ϕ(t)dt,

and the geodesic equation is

ϕ′′(t)− 1
2 |∇tϕ

′(t)|2ϕ(t) = 0,

where ′ denotes differentiation in t and ∇t denotes the covariant derivative for
the metric gϕ(t). The geodesic equation enables us to define the connection on the
tangent bundle. For any tangent vector field ψ(t) along the path ϕ(t), the covariant
derivative along ϕ(t) is defined by

Dtψ =
∂ψ

∂t
−

1
2(∇tψ,∇tϕ

′)gϕ .

Then the connection at ϕ is given by

G(X |Y )(ψ1, ψ2)=−
1
2(∇ψ1,∇ψ2)gϕ ,

for any ψ1 and ψ2 in TϕH. G(X |Y ) is torsion-free and metric-compatible.

Theorem 2.1 [Mabuchi 1987; Donaldson 1999; Semmes 1992]. The Riemannian
manifold H is an infinite-dimensional symmetric space; it admits a Levi-Civita
connection whose curvature is covariant constant. At a point ϕ ∈H the curvature
is given by

Rϕ(δ1ϕ, δ2ϕ)δ3ϕ =−
1
4

{
{δ1ϕ, δ2ϕ}ϕ, δ3ϕ

}
ϕ
,

where { , }ϕ is the Poisson bracket on C∞(M) of the symplectic form ωϕ .
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Theorem 2.2 [Chen 2000b]. H is a metric space, and is convex by C1,1 geodesics.

Calabi and Chen [2002] proved H is negatively curved in the sense of Alexan-
droff. We denote the space of normalized Kähler potentials by

(2-2) H0 = {ϕ ∈ C∞(M, R) | ω+
√
−1 ∂∂̄ϕ > 0 and I (ϕ)= 0},

where

I (ϕ)=
1
V

n∑
p=0

1
(p+ 1)! (n− p)!

∫
M
ϕωn−p

∧ (∂∂̄ϕ)p.

In fact, H can be naturally split as

H=H0×R.

This leads to a decomposition of the tangent space:

Tϕ =
{

f
∣∣∣∣ ∫

M
f ωn

ϕ = 0
}
⊕R.

On a Kähler–Einstein manifold (M, ω), choose ω be the reference metric. It is
clear from the definition (1-3) that hω = 0. Substituting this into the potential
equation (1-2) of the Kähler–Ricci flow, we obtain

(2-3)


∂ϕ

∂t
= log

ωn
ϕ

ωn +ϕ+ a(t),

ϕ(0)= ϕ0.

If we choose the normalization constant in (2-3) appropriately, namely,

(2-4) a(t)=−
1
V

∫
M

(
log

ωn
ϕ

ωn +ϕ
)
ωn
ϕ,

we see that

(2-5) ∂t I (ϕ)=
1
V

∫
M
∂tϕω

n
ϕ = 0.

We first assume that ϕ0 ∈H0 satisfies I (ϕ0)= 0; the general case will be treated
in Section 6. Then (2-5) implies I (ϕ) = 0, which ensures that the solution ϕ of
(2-3) always stays in H0.

For any ϕ ∈H, Mabuchi [1986] defined the K-energy of (M, ω) as

(2-6) ν(ω, ωϕ)=−
1
V

∫ 1

0

∫
M
ϕ̇(τ )(Sϕ(τ)− S)ωn

ϕ(τ)dτ,
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where ϕ(τ) is an arbitrary piecewise smooth path from 0 to ϕ. An explicit expres-
sion of the K-energy is formulated in [Chen 2000a; Tian 2000] as

(2-7) νω(ϕ)=
1
V

∫
M

log
ωn
ϕ

ωn ω
n
ϕ +

Sn!
V

I (ϕ)

−
1
V

n−1∑
i=0

n!
(i + 1)!(n− i − 1)!

∫
M
ϕ Ric∧ωn−1−i

∧ (∂∂̄ϕ)i .

In later sections we will simply write ν(ϕ) instead of νω(ϕ).

Theorem 2.3 [Mabuchi 1987]. If ω is a critical point of ν(ϕ), the second variation
of the K-energy satisfies

d2

dt2 ν(θt)|t=0 ≥ 0

for every smooth path {θt | −ε ≤ t ≤ ε} in K such θ0 = ω.

Let Aut(M) be the group of holomorphic automorphisms of M and Aut0(M)
its identity component.

Theorem 2.4 [Bando and Mabuchi 1987; Bando 1987]. Assume E 6=∅.

(i) The K-energy is bounded from below on K and takes its absolute minimum
exactly on E.

(ii) E consists a single Aut0(M)-orbit.

Indeed, the normalization constant a(t) can be estimated by the K-energy.

Lemma 2.5. Let ϕ be the solution of (2-3). The relation between a(t) and the
K-energy ν(ϕ) is given by

(2-8) a(t)+ ν(ϕ)= a(0)+ ν(ϕ0).

Proof. We calculate the evolution of a(t) along the Kähler–Ricci flow directly:

V
d
dt

a(t)=−
∫

M
(4ϕ + 1)ϕ̇ωn

ϕ −

∫
M

(
log

ωn
ϕ

ωn +ϕ
)
4ϕϕ̇ω

n
ϕ.

By Stokes’ theorem and (2-5) the first term vanishes identically. Integration by
parts and the use of (2-3) gives for the second term∫

M
(Sϕ − n)ϕ̇ωn

ϕ.

Since (2-6) implies

(2-9)
d
dt
ν(t)=−

1
V

∫
M
(Sϕ − n)ϕ̇ωn

ϕ,

we obtain d
dt

a(t)=− d
dt
ν(t). We conclude by integrating both sides with respect

to t . �
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Since the K-energy is decreasing along the Kähler–Ricci flow, we immediately
conclude the following according to Theorem 2.4.

Corollary 2.6. On a Kähler–Einstein manifold, a(t) is uniformly bounded along
the Kähler–Ricci flow.

Set
X = C0([0, T ),C2+α(M, g))∩C1([0, T ),Cα(M, g)).

The following theorems asserting short-time existence, regularity and continuous
dependence on initial data for the Kähler–Ricci flow were proved by Chen and the
author, who defined a new second-order Monge–Ampère flow, called the pseudo-
Calabi flow and coinciding with the Kähler–Ricci flow when the initial datum is
restricted in the canonical Kähler class:

(2-10)


∂ϕ

∂t
=− f (ϕ),

4ϕ f (ϕ)= S(ϕ)− S.

Theorem 2.7 [Chen and Zheng 2010]. Let ϕ0 ∈ C2,α(M, g) be such that

λω ≤ ωϕ0 ≤3ω,

for two positive constants λ and 3. Then the pseudo-Calabi flow has a unique
solution ϕ(x, t) ∈ X , where T is the maximal existence time.

Theorem 2.8 [Chen and Zheng 2010]. The solution of the pseudo-Calabi flow
ϕ ∈ X is smooth for any t > 0. More precisely, if |ϕ(t)|C2,α ≤ A for any 0≤ t ≤ T ,
there exists a constant C (depending on A, g, t0 and k) such that |ϕ(t)|Ck,α ≤C for
any T − t0 ≤ t ≤ t0 < T .

Theorem 2.9 [Chen and Zheng 2010]. If φ is the solution of the pseudo-Calabi
flow for an initial datum φ0 on [0, T ], there is a neighborhood U of φ0 such that the
pseudo-Calabi flow has a solution ϕ(t) on [0, T ] for any ϕ0 ∈U and the mapping
ϕ0 7→ ϕ(t) is Ck for k = 0, 1, 2, . . . .

As a corollary of the continuous dependence on initial data we have:

Theorem 2.10 [Chen and Zheng 2010]. Suppose M admits a constant scalar cur-
vature Kähler metric ω. Let ϕ0 ∈ C2,α(M, g) be such that λω ≤ ωϕ0 ≤ 3ω for
positive constants λ and 3. Then for any T > 0 there exits a positive constant
ε0(T ) such that, if |ϕ0|C2,α(M,g) ≤ ε0(T ), the pseudo-Calabi flow has a unique
solution on [0, T ] and

|ϕ̇|Cα(M,g)+ |ϕ|C2,α(M,g) ≤ Cε0(T ) for all t ∈ [0, T ],

where C depends on M , g and T . As T goes to infinity, ε0(T ) goes to zero.
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3. No nontrivial holomorphic vector fields

Let η(M) be the set of all holomorphic vector fields on M . We start with the case
η(M)=∅. We shall prove the following proposition in this section.

Proposition 3.1 [Tian and Zhu 2008; Zhu 2009]. Assume M admits a Kähler–
Einstein metricω and has no holomorphic vector fields. There exits a small positive
constant ε0 such that, if the initial datum satisfies

|ϕ0|C2,α(M) ≤ ε0,

then the Kähler–Ricci flow gϕ converges smoothly to g.

Proof. We at first show that under the assumption of the proposition, the solution
of (2-3) always stays in some small ε1-neighborhood of the zero function.

Lemma 3.2. For any ε1 > 0, there exits a small positive constant ε0 such that, if
|ϕ0|C2,α(M) ≤ ε0, then |ϕ(t)|2,α ≤ ε1 for all t ∈ [0,+∞).

Proof. Suppose that the conclusion fails; then there exists a sequence of initial data
ϕ0

s such that

|ϕ0
s |C2,α ≤

1
s
.

By virtue of Theorem 2.10, we get a sequence of solutions ϕs(t) satisfying the flow
equations (2-3) with ϕs(0)= ϕ0

s . Let Ts be the first time such that

(3-1) |ϕs(Ts)|C2,α = ε1 and |ϕs(t)|C2,α < ε1 for 0≤ t < Ts .

According to Theorem 2.10 again, we have Ts ≥ T1 > 0. Moreover, we apply
Theorem 2.8 to (2-3) on [Ts − 2a, Ts] for fixed a such that 0 < a < Ts/2− T1/4,
then we obtain a uniform higher-order bound for the sequence of solutions:

|ϕs |Ck,α(M) ≤ C(k, ε1, a) on [Ts−a, Ts], for all k ≥ 0.

Consequently, there is a subsequence of φs = ϕs(Ts) converges smoothly to φ∞
satisfying

(3-2) |φ∞|C2,α = ε1.

It is obvious that gφ∞ is still a Kähler metric. Since the K-energy is not only well de-
fined for ϕ0

s by (2-7) but also decreasing along the Kähler–Ricci flow, Theorem 2.4
implies that

0≤ νω(φs)≤ νω(ϕs(0))≤
C
s
.

By passing the limit we obtain

lim
s→∞

νω(ϕs)= νω(ϕ∞)= 0.
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Using Theorem 2.4, we obtain that gφ∞ is a Kähler–Einstein metric. From the same
theorem we deduce that φ∞ must be a constant. Furthermore the normalization
condition I (φ∞) = 0 leads to φ∞ = 0, which contradicts to (3-2). The lemma
follows. �

According to Theorem 2.8 and Lemma 3.2, we have |ϕ(t)|Ck ≤Ck for any k ≥ 3
away from t=0. It follows that for any sequence ti there is a subsequence such that
φ(ti ) converges smoothly to a limit function ϕ∞. Moreover, since the K-energy
has a lower bound and it decays along the flow, ωϕ∞ must be a Kähler–Einstein
metric. This, together with Theorem 2.4 and the normalization condition, implies
that ϕ∞= 0. Because the ti can be chosen arbitrarily, we conclude that the Kähler–
Ricci flow converges smoothly to the original Kähler–Einstein metric. �

4. M admits nontrivial holomorphic vector fields

4A. Choice and estimate of holomorphic transformations. When M admits holo-
morphic vector fields, we need to find an appropriate holomorphic transformation.
Let E0 ⊂H0 be the space of Kähler potentials of Kähler–Einstein metrics.

Let σ ∗t ω be any curve with σ0 = id in E0. The tangent vector at ω is

d
dt
σ ∗t

∣∣
t=0ω = L Xω.

Here X = (σt)
−1
∗
∂tσt |t=0 is the real part of some holomorphic vector field. Since

C1(M) > 0 implies that M is simply connected by [Kobayashi 1961], we obtain
L Xω =

√
−1∂∂̄θX for some function θX . Hence, the finite-dimensionalness of

the space of holomorphic vector fields implies that of E0. Moreover, according
to [Mabuchi 1987], E0 is also a totally geodesic submanifold of H0. Then the
point ρ ∈ E0 realizes the shortest distance between ϕ, and E0 is uniquely deter-
mined. In fact, according to Theorem 2.4, we obtain a holomorphic diffeomor-
phism σ ∈ Aut0(M) such that σ ∗ω = ω +

√
−1∂∂̄ρ. The K-energy is invariant

under holomorphic transformations:

Lemma 4.1 [Mabuchi 1986]. ν(ω, ω(σ−1)∗(ϕ−ρ))= ν(ω, ωϕ)= ν(ωρ, ωϕ).

Proof. Since ω and ωρ are both Kähler–Einstein metrics, Lemma (5.4.1) and The-
orem (5.3) of [Mabuchi 1986] yield, respectively, the equalities

ν(ω, ω(σ−1)∗(ϕ−ρ))= ν(σ
∗ω,ωϕ)= ν(ωρ, ωϕ)

= ν(ωρ, ω)+ ν(ω, ωϕ)= ν(ω, ωϕ). �

We next state two lemmas from [Chen and Zheng 2010] regarding the metric
rephrased for economy

geometry of the space of constant scalar curvature Kähler metrics. They show that
when metrics stay close to ω, their projection metrics are uniformly bounded.
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Lemma 4.2 [Chen and Zheng 2010]. There exists a positive constant ε such that
|ρ|C3,α ≤ C2ε for any ρ satisfying d(0, ρ)≤ ε.

Proof. Since E0 is a finite-dimensional Riemannian symmetric space, a small ε
neighborhood near ρ= 0 in this submanifold can be pulled back by the exponential
map exp0 to the tangent space T0(E0) at 0. Setψ= exp−1

0 (ρ). Then the length from
ψ to 0 is ε. The norm induced by the distance on T0(E0) is equivalent to the C2,α

norm, since all norms on a finite-dimensional vector space are equivalent. Thus
| exp−1

0 (ρ)|C2,α is bounded by C1ε. Since the exponential map is a diffeomorphism
in the ε neighborhood near ρ = 0, we obtain |ρ|C2,α ≤ C2ε for some constant C2.
The lemma follows by an appropriate choice of ε. �

We can improve this conclusion for Ck for fixed k ≥ 0, not only for C3,α norm.

Lemma 4.3 [Chen and Zheng 2010]. There exists a positive constant ε1 such that
|ϕ|C2,α ≤ ε1 implies

|ρ|C3,α ≤ C4 and |σ |h ≤ C5,

where h is the left invariant metric in Aut(M).

Proof. Choose a path γt = tϕ − I (tϕ) ∈ H0 for 0 ≤ t ≤ 1. Denote d(0, ϕ) the
distance between 0 and ϕ. Using (2-1), we compute

d(0, ϕ)≤ L(γt)=

∫ 1

0

(∫
M

(
∂γt

∂t

)2

ωn
γt

)1/2

dt

=

∫ 1

0

(∫
M
(ϕ− ∂t I (tϕ))2ωn

γt

)1/2

dt ≤ C3ε1

for |ϕ|C2,α ≤ ε1. Moreover, the choice of the ρ implies

d(0, ρ)≤ d(0, ϕ)+ d(ϕ, ρ)≤ 2d(0, ϕ)≤ C3ε1,

by the triangle inequality. From Lemma 4.2, it follows that |ρ|C3,α ≤C4=C2C3ε1.
Using [Chen and Tian 2006, Lemma 4.6], we derive |σ |h ≤ C5 and the lemma
follows. �

Remark. Alternatively the holomorphic transformation can be derived by mini-
mizing the I− J functional, as in [Bando and Mabuchi 1987], which will be further
discussed in Section 7. Those authors use this minimizer to prove the uniqueness
of the Kähler–Einstein metric when the first Chern class is positive. The minimizer
of the I − J functional is not unique in general, since the second variation of this
functional is not strictly positive. However, when the potential is small enough,
the minimizer is unique. We mention also that Corollary 7.2 provides an estimate
similar to Lemma 4.3.
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4B. Long time existence and Cheeger–Gromov convergence. Set

S(ε1,C(k, ε1))=
{
ϕ
∣∣ ϕ|C2,α ≤ ε1; |ϕ|Ck,α(M) ≤ C(k, ε1)

}
.

It is obvious that 0 ∈ S. We will show that when the initial potential is small, the
solution of (2-3) always stays in S after pulling back by a sequence of holomorphic
transformations.

Lemma 4.4. For any ε > 0, there is a small positive constant o depends on ε and
S such that, for any ϕ ∈ S, if νω(ϕ)≤ o, then |(σ−1)∗(ϕ− ρ)|C2,α < ε.

Proof. If the conclusion fails, we take a positive constant ε and a sequence of
ϕs ∈ S satisfying

νω(ϕs)≤
1
s

and such that

(4-1) |(σ−1
s )∗(ϕs − ρs)|C2,α ≥ ε.

Since ϕs ∈S(ε1,C(k, ε1)), we obtain a subsequence ϕs j of ϕs converging smoothly
to ϕ∞. Let ϕ̂s = (σ

−1
s )∗(ϕs − ρs). Lemma 4.3 gives

|ρs |C3,α ≤ C4 and |σs |h ≤ C5,

which implies that there are, by the Arzelà–Ascoli theorem and the Bolzano–
Weierstrass theorem respectively, subsequences of ρs j and σs j for which (using
the same notation)

ρs j → ρ∞ in C3,β for any β < α
and

σs j → σ∞ in the left invariant metric.

Combining with Lemma 4.1, which implies that

νω(ϕ∞)= νω(ϕ̂∞)= 0,

we derive that ϕ̂s j converges to ϕ̂∞ = (σ−1
∞
)∗(ϕ∞−ρ∞) ∈ E0 in C3,β and σ ∗

∞
ω=

ω+ ∂∂̄ρ∞. Moreover, according to Theorem 2.4, we have ϕ̂∞, ϕ∞ ∈ E0.
We claim that

d(ϕ∞, ρ∞)= 0.

Otherwise, for some sufficient large N , when s j > N ,

d(ϕs j , ρs j )= d(ϕs j ,E0)

has a strictly positive lower bound. Since the distance function is at least C1 (see
[Chen 2000b]), we have d(ϕ∞,E0) > 0, contradicting ϕ∞ ∈ E0. Consequently,
the claim holds. It follows that ϕ̂∞ = 0, in contradiction with the lower bound
|ϕ̂∞|C2,α ≥ ε of (4-1). �
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Proposition 4.5. Assume M admits a Kähler–Einstein metric ω and has nontrivial
holomorphic vector fields. There is a small positive constant ε0 such that, if
|ϕ0|C2,α(M) ≤ ε0, there is a unique solution ϕ(t) and a corresponding holomorphic
transformation %(t) such that the normalization potential of %(t)∗ω(t) always stays
in S. Moreover, any sequence t j has is a subsequence (still denoted by t j ) such
that %(t j )

∗ω(t j ) converges smoothly to a Kähler–Einstein metric ω∞.

Proof. We prove this proposition by contradiction. Let ε1 be as in Lemma 4.3.
Using Theorem 2.10, we assume there is a maximal time T such that

|ϕ|C2,α < ε1 on [0, T ) and |ϕ(T )|C2,α = ε1.

According to Theorem 2.8 we obtain |ϕ(T )|Ck,α ≤C(k, ε1, t0, g) on [T − t0, T ] for
a fixed T/2≤ t0 ≤ T . Let the constant C(k, ε1) be C(k, ε1, t0, g). So we get

ϕ(T ) ∈ S(ε1,C(k, ε1)).

There are two situations. If ϕ(T ) is a Kähler–Einstein metric, the flow will stop
here and our theorem is proved. Otherwise, we will extend the flow as follows.

We first choose ε0 small enough to guarantee

νω(ϕ0)≤ o
( ε1

2
,S(ε1,C(k, ε1))

)
,

where the constant o(ε1/2,S(ε1,C(k, ε1))) is determined in Lemma 4.4. Let the
holomorphic transformation σ be the projection of ϕ(T ) in E0 with

σ ∗ω = ω+
√
−1∂∂̄ρ.

We set ϕ0
1 be the Kähler potential of the metric pulled back by σ , that is,

(σ−1)∗ωϕ(T ) = ω+
√
−1∂∂̄[(σ−1)∗(ϕ(T )− ρ)] = ω+

√
−1∂∂̄ϕ0

1 .

Since the K-energy decreases along the Kähler–Ricci flow, Lemma 4.1 yields

(4-2) νω(ϕ
0
1)≤ o

(ε1

2
,S(ε1,C(k, ε1))

)
.

Idea of the proof of Proposition 4.5: solving the equation after pulling back.
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Letting ψ = (σ−1)∗(ϕ(T )− ρ), Lemma 4.4 implies that

(4-3) |ψ |C2,α(g) =
∣∣(σ−1)∗(ϕ(T )− ρ)

∣∣
C2,α(g) <

ε1

2
.

We next show that the Kähler–Ricci flow is invariant under the transformation.
Let ϕ1 = (σ

−1)∗(ϕ(t)− ρ). We compute

∂

∂t
ϕ1 = (σ

−1)∗
[

log
ωn
ϕ

ωn +ϕ−
1
V

∫
M

(
log

ωn
ϕ

ωn +ϕ
)
ωn
ϕ

]
= (σ−1)∗

[
log

ωn
ϕ

ωn
ρ

+ϕ− ρ−
1
V

∫
M

(
log

ωn
ϕ

ωn
ρ

+ϕ− ρ
)
ωn
ϕ

]
=

[
log

ωn
ϕ1

ωn +ϕ1−
1
V

∫
M

(
log

ωn
ϕ1

ωn +ϕ1

)
ωn
ϕ1

]
.

The second equality follows form the fact that ωρ is a Kähler–Einstein metric. We
conclude that ϕ1 is the solution of an equation of the form

(4-4)


∂

∂t
ϕ1 = log

ωn
ϕ1

ωn +ϕ1+ a(t),

ϕ1(0) = ϕ0
1 = (σ

−1)∗(ϕ(T )− ρ),

where (4-3) and (4-2) hold. Again, Theorem 2.10 implies (4-4) has a solution on
[0, T1] with T1 ≥ T such that

|ϕ1(T1)|C2,α = ε1.

According to Theorem 2.8, we also obtain

|ϕ(T1)|Ck,α ≤ C(k, ε1, t0, g) on [T1− t0, T1].

So we still have ϕ(T1) ∈ S(ε1,C(k, ε1)). Moreover, if we let

ϕ(t)= σ ∗ϕ1(t − T )+ ρ on [T, T+T1),

the new ϕ(t) is the solution of (2-3) on [0, T+T1].
We repeat the same steps inductively for

ϕs−1(Ts−1) ∈ S(ε1,C(k, ε1)),

with Ts−1 ≥ T obtained in Theorem 2.10, until ϕs becomes a Kähler–Einstein at
time Ts , with Ts <∞. If this does not happen, the Kähler–Ricci flow has long-time
existence and the solution ϕ(t) for all t ≥ 0 is given by

ωϕ(t) =

s−1∏
i=0

σ ∗i ωϕs(t) on
[ s−1∑

i=0

Ti ,

s∑
i=0

Ti

)
.
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Finally, we prove the convergence of the Kähler–Ricci flow. For any sequence
{ϕt j }, there is s such that

∑s−1
i=0 Ti ≤ t j ≤

∑s
i=0 Ti . Let

% j =

( s−1∏
i=0

σi

)−1

.

We have

|%∗jωϕt j
−ω|Cα ≤ ε1 and |%∗jωϕt j

−ω|Ck ≤ C(k, ε1).

Therefore all metrics are equivalent and their derivatives are bounded. We set

ωψt j
= %∗jωϕt j

.

It follows that there is a subsequence of ωψt j
that converges to a limit metric ω∞

(which depends on the choice of the subsequence). Since the K-energy is bounded
below, we have lims→∞ ν(ω, ωψt j

)= 0. It follows from Theorem 2.4 that g∞ is a
Kähler–Einstein metric. The proposition is proved. �

Let ts =
∑s

i=0 Ti . Following the argument in [Chen and Tian 2006], we can
first connect each pair of points ϕts and ϕts+1 by a geodesic in the space of Kähler–
Einstein metrics, so

%(t)= %(s) exp((t − s)Xs) for all t ∈ [s, s+ 1],

with Xs uniformly bounded by Lemma 4.3. We then smooth the corner at each
point ts by replacing the broken line by a smooth curve in a small neighborhood
of ts without changing the value and the t derivative at the endpoints. Hence we
have extended the holomorphic transformation to all t , while ensuring Lipschitz
continuity in t .

Let ωψ(t) = %(t)∗ωϕ(t). We have already seen that the Kähler–Ricci flow con-
verges to a Kähler–Einstein metric in Cheeger–Gromov sense; i.e., for any se-
quence g(ti ), there is a subsequence g(ti j ) and a holomorphic transformation %(ti j )

such that %(ti j )
∗g(ti j ) converges smoothly to a Kähler–Einstein metric g∞. So we

have
lim

t→∞
Ric(gψt )−ωψt = 0,

which leads to the convergence of the eigenvalue. To obtain the compactness of the
sequence of holomorphic transformations %(t) and the exponential convergence of
the Kähler–Ricci flow, we use an auxiliary result:

Theorem 4.6 [Phong et al. 2009, Theorem 2 and Remark (7)]. If the Kähler–Ricci
flow converges to a Kähler–Einstein metric in Cheeger–Gromov sense. Then the
Kähler–Ricci flow must converge exponentially to a unique Kähler–Einstein metric
nearby.
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5. Kähler–Ricci solitons

In this section we generalize our argument to the Kähler–Ricci solitons. According
to [Fujiki 1978], the identity part of holomorphic transformation group Aut0(M)
is meromorphically isomorphic to a linear algebraic group L(M) and the quotient
Aut0(M)/L(M) is a complex torus. Futaki and Mabuchi [1995] used the Chevalley
decomposition to L(M) to obtain a semidirect decomposition

Aut0(M)= Autr (M)n Ru .

Here Autr (M) is the reductive algebra group, which is the complexification of a
maximal compact subgroup K , and Ru is the unipotent radical of Aut0(M). Let ηr

be the Lie algebra of Autr (M). Recall that a Kähler metric ω is called a Kähler–
Ricci soliton if there is a holomorphic vector field X such that

(5-1) L Xω = Ric−ω.

Tian and Zhu [2000] proved the uniqueness of Kähler–Ricci solitons for a fixed X
in the Lie algebra of Aut0(M).

Theorem 5.1 [Tian and Zhu 2000]. If (ω, X) and (ω′, X) are Kähler–Ricci soli-
tons, there are holomorphic transformations σ ∈ Aut0(M) and τ ∈ Autr (M) such
that σ ∗ω = τ ∗σ ∗ω′ and σ ∗X ∈ ηr .

Theorem 5.2 [Tian and Zhu 2002]. If (ω, X) and (ω′, X ′) are two Kähler–Ricci
solitons, then there is a holomorphic transformation group σ ∈Aut0(M) such that
ω = σ ∗ω′ and X = σ−1

∗
X ′.

Since L Im Xω = 0, Im X generates a one-parameter isometric group KX . We
further choose K such that K X ⊆ K . According to Proposition 2.1 of [Tian and
Zhu 2002], X lies in the center of ηr .

Now we fix a holomorphic vector field X . By the Hodge theory there is a real
value function θX such that L Xω =

√
−1∂∂̄θX with

∫
M eθXωn

= V . Then the
potential equation of the Kähler–Ricci flow (1-2) is

(5-2)


∂ϕ

∂t
= log

ωn
ϕ

ωn +ϕ− θX + a(t),

ϕ(0)= ϕ0.

We choose

a(t)=−
1
V

∫
M

(
log

ωn
ϕ

ωn +ϕ− θX

)
ωn
ϕ;

moreover I (ϕ0)= 0, so the Kähler–Ricci flow stays in H0.
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Recall the W -functional of [Perelman 2002], defined by

W(g, f, τ )= (4πτ)−n/2
∫

M

[
τ(|∇ f |2+ S)+ f − n

]
e− f dV,

and invariant under diffeomorphisms σ and scaling C :

(5-3) W(Cσ ∗g, σ ∗ f,Cτ)=W(g, f, τ ).

Recall also Perelman’s µ functional, defined by

µ(g, τ )= inf
{
W(g, f, τ )

∣∣ (4πτ)−n/2
∫

M e− f dV = 1
}
,

and also invariant under diffeomorphism. Its minimum is achieved by some smooth
function f satisfying τ [(24 f −|∇ f |2)+ S]+ f −n=µ(g, τ ). The first variation
of µ(g, τ ) at g′i j = vi j for fixed τ is

µ′(vi j , τ )= (4πτ)−n/2
∫

M

{
−τ
(
vi j ,Ric+D2 f − 1

2τ
g
)}

e− f dVg.

So the (shrinking) Kähler–Ricci soliton is the critical point of µ(g, τ = 1
2). The

gradient flow of the µ functional equals to (1-1) with λ= 1 up to a diffeomorphism
generated by ∇ f . So the µ functional is nondecreasing along the Ricci flow. The
second variation of this functional near a Kähler–Ricci soliton in the canonical
class has been calculated:

Theorem 5.3 [Tian and Zhu 2008, Proposition 2.1]. We have

(5-4) ∂2

dt2µ
(
ω+
√
−1 ∂∂̄ϕ

)
|t=0 ≤ 0,

and equality holds if and only if ϕ̇(0) is the real part of the holomorphic potential
of some holomorphic vector field.

So the only directions in which the Kähler–Ricci soliton ω in (5-4) vanishes are
those tangent to the orbit of ω under the action of Aut0(M). We thus obtain the
following local property of the µ functional:

Lemma 5.4. A Kähler–Ricci soliton is a local maximum of µ(g) in H0.

Proof. Near a Kähler–Ricci soliton g, the tangent space Tω(H0) splits as η(M)⊕N ,
where N is the orthonormal part. Due to Theorem 5.3, µ(g′) < µ(g) along any
direction in N . Moreover, since σ ∗g is still a Kähler–Ricci soliton for any σ ∈
Aut0(m), we have µ(g′)≡ µ(g) along any direction in η(M). �

As a result we deduce that a Kähler metric that achieves the maximum value of
the µ(g) functional near a Kähler–Ricci soliton must be a Kähler–Ricci soliton.

Let E0 ⊂H0 be the space of potentials of Kähler–Einstein solitons with respect
to the holomorphic vector field X . Due to Theorem 5.1, E0 is a single orbit under
the action of Autr (M).
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Lemma 5.5. E0 is a finite-dimensional totally geodesic submanifold of H0.

Proof. Analogously to the case of the extremal metric in [Calabi 1985], Lemma A.2
and Theorem A of [Tian and Zhu 2000] imply that the identity component of
the holomorphic isometric group of the Kähler–Ricci soliton (ω, X) is a maximal
compact subgroup of Autr (M) containing K X . So (Autr (M), K ) is a Riemannian
symmetric pair and E0 is Autr (M)-equivariantly diffeomorphic to the Riemannian
symmetric space Autr (M)/K . Then for any ω ∈ E0, each geodesic starting at ω in
E0 can be written in the form

γ (t)= exp(t Re Y )∗ω,

for some nonzero Y whose imagine part is a Killing vector field. Then Theorem
3.5 and Remark 3.3 in [Mabuchi 1987] show that γ (t) is also a geodesic in H0. �

Now choose ωρ =ω+∂∂̄ρ such that ρ realizes the shortest distance between ψ
and E0. Clearly, ρ is uniquely determined. In fact, due to Theorem 5.1 we obtain
a holomorphic diffeomorphism σ ∈ Autr (M) such that

σ ∗ω = ωρ = ω+
√
−1 ∂∂̄ρ,

with ρ ∈ E0. By an argument analogous to the one in Proposition 4.5, but using
the µ functional instead of the K-energy, we obtain:

Lemma 5.6. For any ε > 0, There is a small positive constant o depends on ε and
S such that for any ϕ ∈ S, if µ(ωϕ)≥ µ(ω)− o, then |(σ−1)∗(ϕ− ρ)|C2,α < ε.

Proof. If the conclusion fails, take a positive ε and a sequence of ϕs ∈S satisfying

µ(ωϕs )≥ µ(ω)−
1
s

and
∣∣(σ−1

s )∗(ϕs − ρs)
∣∣
C2,α ≥ ε.

Since ϕs ∈ S, we obtain a subsequence ϕs j of ϕs converging smoothly to ϕ∞.
Lemma 4.3 gives

|ρs |C3,α ≤ C4 and |σs |h ≤ C5,

which implies that (σ−1
s j
)∗(ϕs j − ρs j ) converges in C3,β towards

ϕ̂∞ = (σ
−1
∞
)∗(ϕ∞− ρ∞) ∈ E0, with σ ∗

∞
ω = ω+ ∂∂̄ρ∞.

Then (5-3) implies that µ(ωϕ∞) = µ(ωϕ̂∞) = µ(ω). The rest of this proof is the
same as for Lemma 4.4. �

Proposition 5.7. Assume M admits a Kähler–Ricci soliton (ω, X). There exits a
small constant ε0 such that, if |ϕ0|C2,α(M) ≤ ε0, there is a unique solution ϕ(t) and
a corresponding holomorphic transformation %(t) ∈ Autr (M) such that the nor-
malization potential of %(t)∗ωϕ(t) always stays in S. Moreover, for any sequence
ti , there is a subsequence ti j such that %(ti j )

∗gϕ(ti j )
converges smoothly to g∞.



488 KAI ZHENG

Proof. The proof, by contradiction, is similar to that of Proposition 4.5. Let ε1

be as in Lemma 4.3. Applying Theorem 2.10 to the potential equation (5-2), we
assume there is a maximal time T such that

|ϕ|C2,α < ε1 on [0, T ) and |ϕ(T )|C2,α = ε1.

From Theorem 2.8 we obtain |ϕ(T )|Ck,α ≤C(k, ε1, t0, g) on [T − t0, T ] for a fixed
T/2≤ t0 ≤ T . Let the constant C(k, ε1) be C(k, ε1, t0, g). So we get

ϕ(T ) ∈ S(ε1,C(k, ε1)).

There are two situations. If ϕ(T ) is a Kähler–Ricci soliton, the flow will stop
here and our theorem is proved. Otherwise, we will extend the flow as in the proof
in Proposition 4.5.

We first choose ε0 small enough to guarantee that

µ(ωϕ0)≥ µ(ω)− o
(ε1

2
,S(ε1,C(k, ε1))

)
,

where the constant o(ε1/2,S(ε1,C(k, ε1))) is determined in Lemma 4.4. Let the
holomorphic transformation σ be the projection of ϕ(T ) in E0 with

σ ∗ω = ω+
√
−1∂∂̄ρ.

Let ϕ0
1 be the Kähler potential of the metric pulled back by σ , that is,

(σ−1)∗ωϕ(T ) = ω+
√
−1∂∂̄

[
(σ−1)∗(ϕ(T )− ρ)

]
= ω+

√
−1∂∂̄ϕ0

1 .

Since the µ functional is nondecreasing along the Kähler–Ricci flow, we obtain

(5-5) µ(ω
ϕ0

1
)≥ µ(ω)− o

(ε1

2
,S(ε1,C(k, ε1))

)
.

Lemma 4.4 implies that

(5-6)
∣∣(σ−1)∗(ϕ(T )− ρ)

∣∣
C2,α(g) <

ε1

2
.

Set ϕ1(t)= (σ−1)∗(ϕ(t)−ρ). Combining (5-2) and (5-1), we obtain that ϕ1 is the
solution of an equation of the form

(5-7)


∂

∂t
ϕ1 = log

ωn
ϕ1

ωn +ϕ1− θX + a(t),

ϕ1(0)= ϕ0
1 = (σ

−1)∗(ϕ(T )− ρ),

where (5-6) and (5-5) hold.
Again, Theorem 2.10 implies that (5-7) has a solution on [0, T1], with T1 ≥ T ,

such that
|ϕ1(T1)|C2,α = ε1.
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From Theorem 2.8, we also obtain |ϕ(T1)|Ck,α ≤ C(k, ε1, t0, g) on [T1−t0, T1]. So
we still have

ϕ(T1) ∈ S(ε1,C(k, ε1)).

If we set ϕ(t) = σ ∗ϕ1(t − T )+ ρ on [T, T+T1), the new ϕ(t) is the solution of
(5-2) on [0, T+T1].

We repeat the same steps inductively for

ϕs−1(Ts−1) ∈ S(ε1,C(k, ε1)),

with Ts−1 ≥ T obtained in Theorem 2.10. We thus obtain a sequence of holomor-
phic transformations σi and the solution ϕ(t) for all t ≥ 0 given by

ωϕ(t) =

s−1∏
i=0

σ ∗i ωϕs(t) on
[ s−1∑

i=0

Ti ,

s∑
i=0

Ti

)
.

Set % j =

( s−1∏
i=0
σi

)−1
. We have

|%∗jωϕt j
−ω|Cα ≤ ε1 and |%∗jωϕt j

−ω|Ck ≤ C(k, ε1).

It follows that there is a subsequence of %∗jωϕt j
converging to a limit metric ω∞.

According to Lemma 5.4, the µ functional is bounded above and ω∞ is a Kähler–
Ricci soliton. �

Assume ς is generated by Re X :

Re X = (ς−1)∗
∂

∂t
ς.

Let % and φ satisfy ς∗ω = ω% and φ = ς∗ϕ+ %. We obtain the modified Kähler–
Ricci flow of the form

∂

∂t
ωφ =−Ric(ωφ)+ωφ + LRe Xωφ,

ωϕ(0) = ωϕ0 .

We apply [Phong et al. 2011, Theorem 1] to obtain:

Theorem 5.8. If the Kähler–Ricci flow converges to a Kähler–Ricci soliton in the
Cheeger–Gromov sense and the initial Kähler potential is K X -invariant, then the
modified Kähler–Ricci flow converges exponentially to a unique Kähler–Ricci soli-
ton nearby.

Zhu [2009] also discussed the stability of Kähler–Ricci flow near a Kähler–Ricci
soliton by using Perelman’s estimate (unpublished) and Chen and Tian’s energy
method [2002; 2006].
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6. Weak flow

In this section we weaken the initial condition. Let a(t)= 0 in (2-3); the potential
equation then reads

(6-1)


∂ϕ

∂t
= log

ωn
ϕ

ωn +ϕ,

ϕ(0)= ϕ0.

We defined ϕ0 is the limit of ϕs ∈ PSH(M, ω)∩ L∞(M) in L∞ norm. Meanwhile,
ωϕ0 ≥ 0 in the sense of currents. Let the weak solution be a limit of a sequence of
approximation solutions by

ϕ(t)= lim
s→0

ϕ(s, t).

The Kähler–Ricci flow with weak initial data was studied in [Chen and Ding 2007;
Chen and Tian 2008; 2008]. We also have:

Theorem 6.1 [Song and Tian 2009, Proposition 3.2]. If ϕ0 is defined above with
|ϕ0|L∞ ≤ A and |ωn

ϕ0
/ωn
|L p(M,ω) ≤ B for p > 1, there is a unique smooth solution

gϕ(t) of (1-1) for t > 0 such that

lim
t→0+

ϕ(t)= ϕ0.

The estimate in Song and Tian’s proof is that

(6-2) |ϕ(t)|Ck ≤ C(t, T, k, A, B) on (0, T ].

For fixed B and p, introduce the space

N(ε0; B, p)=
{
ϕ

∣∣∣∣ ϕ|L∞ ≤ ε0,

∣∣∣∣ωn
ϕ

ωn

∣∣∣∣
L p(M,ω)

≤ B for some p > 1
}
,

Here B and p should be chosen such that N(ε0; B, p) is not the empty set. Clearly,
if |ϕ0|C1,1 ≤ ε0, then ϕ0 ∈ N

(
ε0, 1+ (2n

− 1)ε0,∞
)
. Actually, we have:

Lemma 6.2. Fix t0 ∈ (0, T ]. For any ε1 > 0 there is a small ε0 such that for any
ϕ0 ∈ N(ε0; B, p) we have |ϕ(t0)|C2,α ≤ ε1.

Proof. If the conclusion fails, choose a sequence of ϕs such that

|ϕs |L∞ ≤
1
s

and
∣∣∣∣ωn

ϕs

ωn

∣∣∣∣
L p(M,ω)

≤ B.

For each corresponding solution ϕs(t) constructed by Theorem 6.1, we have

(6-3) |ϕs(t0)|C2,α > ε1.
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Setting gaϕi j̄ =
∫ t

0 (gi j̄ + aϕi j̄ )da > 0, we rewrite (6-1) as follows
∂ϕ

∂t
=4gaϕϕ+ϕ,

ϕs(0)= ϕs .

From the maximum principle we obtain

(6-4) supM |ϕs(t0)| ≤ et0 supM |ϕs |.

By (6-2), we can pass a subsequence of ϕsi (t0) such that limi→∞ ϕsi (t0)= ϕ∞(t0)
in Ck for k ≥ 0. Let s = si in (6-4). Then the limit approaches supM |ϕ∞(t0)| ≤ 0,
which contradicts (6-3). �

Now we have a C2,α small initial datum ϕ(t0); we normalize it to be ϕ0− I (ϕ0)

which is also C2,α small. Then we can solve Equation (2-3) with this initial datum.
Combining Propositions 3.1 and 4.5, Theorem 4.6, and Lemma 6.2, we obtain
Theorem 1.2. Analogously, we apply Proposition 5.7, Theorem 5.8 and Lemma 6.2
to obtain Theorem 1.1.

7. Another choice of holomorphic transformations

In this section, we follow the arguments in [Bando and Mabuchi 1987; Chen and
Tian 2002] to find a good holomorphic transformation. The I and J functionals
are defined as

I (ω, ωϕ)=
1
V

∫
M
ϕ(ωn

−ωn
ϕ),

J (ω, ωϕ)=
1
V

n−1∑
i=0

∫
M

i+1
n+1
√
−1 ∂ϕ ∧ ∂̄ϕ ∧ ωi

∧ ωn−1−i
ϕ .

From [Aubin 1998] we know that I and J are both semipositive functionals and
satisfy

(7-1) 0≤ I (ω, ωϕ)≤ (n+1)(I (ω, ωϕ)− J (ω, ωϕ))≤ nI (ω, ωϕ) for ϕ ∈H.

Fix ϕ ∈H0. Consider the functional

9(σ)= (I − J )(ωϕ, σ ∗ω)= (I − J )(ωϕ, ωρ),

which is defined for any σ in the reductive subgroup Aut(M) with σ ∗ω=ω+∂∂̄ρ.
Since ωρ is a Kähler–Einstein metric, it satisfies

(7-2) log
ωn
ρ

ωn + ρ = 0 and I (ρ)= 0.
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If ωρ is the minimal point of 9, for any u ∈31(ωρ), we have

(7-3)
∫

M
(ρ−ϕ)uωn

ρ = 0.

It is known that η(M) ∼= 31(ω) for any Kähler–Einstein metric ω [Matsushima
1957]. To prove that the minimizer of 9 is always attained, it suffices to prove:

Proposition 7.1 [Bando and Mabuchi 1987]. For all

ρ ∈
{
ρ | σ ∗ω = ωρ, σ ∈ Autr (M),9(σ)≤ r

}
,

we have
|ϕ− ρ|C2,α(gϕ) ≤ C(|ϕ|C4,α ).

Proof. Clearly,

−4ϕ(ρ−ϕ) < n and −4ρ(ρ−ϕ) >−n.

A lower bound for the Green function is given by

(7-4) Gϕ ≥−γ
D2
ϕ

Volϕ
.
=−Aϕ,

since the volume is constant in a fixed Kähler class and the diameter of gϕ is
bounded by C diam(g) when |ϕ|C2 ≤ C . Using Green’s formula and (7-4), we
obtain

(7-5) supM(ρ−ϕ)

=
1
V

∫
M
(ρ−ϕ)ωn

ϕ −
1
V

∫
M
4ϕ(ρ−ϕ)(y)(Gϕ(x, y)+ Aϕ)ωn

ϕ(y)

≤
1
V

∫
M
(ρ−ϕ)ωn

ϕ + n Aϕ.

Similarly, we deduce that

(7-6) infM(ρ−ϕ)

=
1
V

∫
M
(ρ−ϕ)ωn

ρ −
1
V

∫
M
4ρ(ρ−ϕ)(y)(Gρ(x, y)+ Aρ)ωn

ρ(y)

≥
1
V

∫
M
(ρ−ϕ)ωn

ρ − n Aρ .

Because Ric(ρ)=ωρ , we have diam(gρ)≤
√

2n− 1π Myers’ theorem. Combining
(7-5) and (7-6) we get

(7-7) OscM(ρ−ϕ)≥
1
V

∫
M
(ρ−ϕ)(ωn

ϕ −ω
n
ρ)+C(|ϕ|C2).
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From (7-1) we obtain

1
V

∫
M
(ρ−ϕ)(ωn

ϕ −ω
n
ρ)= I (ωϕ, ωρ)≤ (n+ 1)(I − J )(ωϕ, ωρ)≤ (n+ 1)r.

Since ωρ is a Kähler–Einstein metric, we have

(7-8)
(
ωϕ +

√
−1 ∂∂̄(ρ−ϕ)

)n
= e−(ρ−ϕ)+hϕωn

ϕ,

with
√
−1 ∂∂̄hϕ = Ric(ωϕ)−ωϕ and

∫
M

ehϕωn
ϕ = Vol(M).

By using the second-order estimate in [Yau 1978], we get

n+4ϕ(ρ−ϕ)≤ eC OscM (ρ−ϕ)C
(
supM(inf

i 6=k
|Rϕi īkk̄ |), infM Sϕ, supM hϕ

)
≤ eC OscM (ρ−ϕ)C(|ϕ|C4).

Then the Krylov estimate shows that ρ−ϕ has C2,α bound. �

Thus we also obtain a uniform bound for the gauge ρ. Our previous discussion
implies:

Corollary 7.2. If |ϕ|C4,α is bounded and ρ is the minimizer of 9, then |ϕ− ρ|C2,α

and |ρ|C2,α are both bounded.

This implies that gρ is equivalent to g.
We now turn to the uniqueness of the critical points of the functional 9 when ϕ

is small. The second variation of 9 at ρ is given by

(7-9) D29ρ(u, v)=
1
V

∫
M

(
1+ 1

24ρρ
)

uvωn
ρ .

Lemma 7.3. For all |ϕ|C2,α ≤ ε1 and u ∈31(ωρ), the bilinear form D29ρ(u, u) is
positive definite. Hence ρ is unique.

Proof. Note that (7-8) can be rewritten as

(7-10) (ωρ +
√
−1 ∂∂̄(ϕ− ρ))n = e−(ϕ−ρ)−hϕωn

ρ .

By definition, hϕ is given by

hϕ =− log
ωn
ϕ

ωn −ϕ− log
(

1
V

∫
M

e−ϕ
)
ωn.

We conclude that

(7-11) |hϕ|C2,α(gρ) ≤ Cε1 ≤ δ,
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by the assumption on ϕ. Let

C2,α
⊥
(M)=

{
ϕ ∈ C2,α(M)

∣∣∣∣ ∫
M
ϕuωn

ρ for all u ∈31(ωρ)

}
.

Define the operator of (7-10) by

8(a, b)= log
(ωρ +

√
−1 ∂∂̄a)n

ωn
ρ

+ a+ b, C2,α
⊥
(M)×Cα(M)→ Cα(M).

It is clear from (7-10) that 8(ϕ− ρ, hϕ)= 0. The linearized operator of (7-10) at
(a, b)= (0, 0) is given by

δa8(v)=4ρv+ v.

We infer that δa8 is invertible from C2,α
⊥
(M) to Cα

⊥
(M). The implicit function

theorem implies that there is a small δ neighborhood of 0 in Cα(M) such that
when |hϕ|C2,α(gρ) ≤ δ, we have from (7-3) that

|ϕ− ρ|C2,α(gρ) ≤ Cδ.

Then we use Corollary 7.2 and (7-11) to obtain

|ρ|C2,α ≤ |ϕ− ρ|C2,α + |ϕ|C2,α ≤ Cε1.

Hence |ρ|C2,α is small if we choose appropriate ε1 and the bilinear form D29ρ(u, u)
is positive definite. �
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THE SECOND VARIATION
OF THE RICCI EXPANDER ENTROPY

MENG ZHU

The critical points of the W+ functional introduced by M. Feldman, T. Ilma-
nen and L. Ni are the expanding Ricci solitons, which are special solutions
of the Ricci flow. On compact manifolds, expanding solitons coincide with
Einstein metrics. In this paper, we compute the first and second variations
of the entropy functional of the W+ functional, and briefly discuss the linear
stability of compact hyperbolic space forms.

1. Introduction

Perelman [2002] introduced two important functionals, denoted by F and W. The
corresponding entropy functionals λ and ν are monotone along the Ricci flow
∂gi j/∂t = −2Ri j and are constant precisely on steady and shrinking solitons.
H.-D. Cao, R. Hamilton and T. Ilmanen [Cao et al. 2004] presented the second
variations of both entropy functionals and studied the linear stabilities of certain
closed Einstein manifolds of nonnegative scalar curvature.

To find the corresponding variational structure for the expanding case, M. Feld-
man, T. Ilmanen and L. Ni [Feldman et al. 2005] introduced the functional W+.
Let (Mn, g) be a compact Riemannian manifold, f a smooth function on M , and
σ > 0. Define

W+(g, f, σ )= (4πσ)−n/2
∫

M
e− f (σ(|∇ f |2+ R)− f + n

)
dV,

µ+(g, σ )= inf
{

W+(g, f, σ )
∣∣∣ f ∈ C∞(M) with (4πσ)−n/2

∫
M

e− f dV = 1
}
,

ν+(g)= sup
σ> 0

µ+(g, σ ).

Then ν+ is nondecreasing along the Ricci flow and constant precisely on expanding
solitons.

Research is partially supported by NSF grant DMS-0354621.
MSC2000: 53C21, 53C25, 53C44, 58J60.
Keywords: entropy functional, ν+ functional, W+ functional, linear stability, linear variation,

negative Einstein manifold, second variation.
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In this note, analogous to [Cao et al. 2004], we present the first and second
variations of the entropy ν+. By computing the first variation of ν+, one can see
that the critical points are expanding solitons, which are actually negative Einstein
manifolds (see [Cao and Zhu 2006], for example). Our main result is this:

Theorem 1.1. Let (Mn, g) be a compact negative Einstein manifold. Let h be a
symmetric 2-tensor. Consider the variation of metric g(s) = g + sh. Then the
second variation of ν+ is

d2ν+(g(s))
ds2

∣∣∣
s=0
=

σ

Vol g

∫
M
〈N+h, h〉,

where

N+h := 1
21h+ div∗ div h+ 1

2∇
2vh +Rm(h, · )+

g
2nσ Vol g

∫
M

tr h;

here tr is the trace with respect to g and vh is the unique solution of

1vh −
vh

2σ
= div(div h),

∫
M
vh = 0.

In this case, we may still define the concept of linear stability. We say that an
expanding soliton is linearly stable if N+ ≤ 0; otherwise it is linearly unstable.
Similar to [Cao et al. 2004], the N+ operator is nonpositive definite if and only
if the maximal eigenvalue of the Lichnerowicz Laplacian acting on the space of
transverse traceless 2-tensors has a certain upper bound. Using the results in [Delay
2002; 2008] or [Lee 2006], one can then see that compact hyperbolic spaces are
linearly stable. But unlike the positive Einstein case, it seems hard to find other
examples of negative Einstein manifolds which are either linear stable or linear
unstable.

2. The first variation of the expander entropy

Recall that in [Perelman 2002], the F functional is defined by

F( f, g)=
∫

M
(|∇ f |2+ R)e− f dV,

and its entropy λ(g) is

λ(g)= inf
{

F( f, g)
∣∣∣ f ∈ C∞(M) with

∫
M

e− f
= 1

}
,

where R is the scalar curvature. By [Feldman et al. 2005, Theorem 1.7], we know
that µ+(g, σ ) is attained by some function f . Moreover, if λ(g) < 0, then ν+(g)
can be attained by some positive number σ .
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Lemma 2.1. If ν+(g) is realized by some f and σ , it is necessary that the pair
( f, σ ) solves the equations

(1) σ(−21 f + |∇ f |2− R)+ f − n+ ν+ = 0

and

(2) (4πσ)−n/2
∫

M
f e− f dV =

n
2
− ν+.

Proof. For fixed σ > 0, suppose that µ+(g, σ ) is attained by some function f .
Using the Lagrange multiplier method, consider the following functional

L(g, f, σ, λ)

= (4πσ)−n/2
∫

M
e− f (σ(|∇ f |2+R)− f +n

)
dV+ λ

(
(4πσ)−n/2

∫
M

e− f dV−1
)
.

Denote by δ f the variation of f . Then the variation of L is

0= δL

= (4πσ)−n/2
∫

M
e− f (−δ f )

(
σ(|∇ f |2+ R)− f + n

)
dV

+ (4πσ)−n/2
∫

M
e− f (2σ∇ f∇(δ f )− δ f

)
dV − (4πσ)−n/2

∫
M
λ(δ f )e− f dV

= (4πσ)−n/2
∫

M
e− f (δ f )

(
σ(−21 f + |∇ f |2− R)

)
dV

+ (4πσ)−n/2
∫

M
e− f (δ f )( f − n− 1− λ) dV

Therefore,
σ(−21 f + |∇ f |2− R)+ f − n− 1− λ= 0.

Integrating both sides with respect to the measure (4πσ)−n/2e− f dV , we get

−λ− 1= (4πσ)−n/2
∫

M
e− f (σ(|∇ f |2+ R)− f + n

)
dV = µ+(g, σ ).

When σ and f realize ν+(g), this is just Equation (1).
Now we consider the variations δσ and δ f of both σ and f . We have

(3) 0= (4πσ)−n/2
∫

M
e− f

(
−

n
2σ
δσ − δ f

)(
σ(|∇ f |2+ R)− f + n

)
dV

+ (4πσ)−n/2
∫

M
e− f (δσ (|∇ f |2+ R)+ 2σ∇ f∇(δ f )− δ f

)
dV

and

(4) (4πσ)−n/2
∫

M
e− f

(
−

n
2σ
δσ − δ f

)
dV = 0.
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Using (1) and (4), we can write (3) as

0= (4πσ)−n/2
∫

M
e− f (δσ (|∇ f |2+ R)− δ f

)
dV

= (4πσ)−n/2
∫

M
e− f

( 1
σ
δσ(ν++ f − n)+ n

2σ
δσ
)

dV

= (δσ )
1
σ
(4πσ)−n/2

∫
M

e− f
(
ν++ f − n

2

)
dV,

which gives (2). �

Before computing the variations of the ν+ functional, let’s recall some variation
formulas for curvatures. By direct computation, we have:

Lemma 2.2. Suppose that h is a symmetric 2-tensor and g(s)= g+ sh is a varia-
tion of g. Then

(5)
∂R
∂s

∣∣∣
s=0
=−hkl Rkl +∇p∇kh pk −1 tr h

and

(6)
∂2 R
∂s2

∣∣∣
s=0
= 2hkph pl Rkl − 2hkl

∂Rkl

∂s

∣∣∣
s=0
+ gkl ∂

2 Rkl

∂s2

∣∣∣
s=0

= 2hkph pl Rkl − hkl(2∇p∇kh pl −1hkl −∇k∇l tr h)

−∇p
(
h pq(2∇khkq −∇q tr h)

)
+∇k(h pq∇kh pq)

+
1
2∇p tr h(2∇khkp −∇p tr h)+ 1

2(∇kh pq∇kh pq − 2∇phkq∇qhkp),

where ∇ is the Levi-Civita connection of g and tr h is the trace of h taken with
respect to g.

Now we are ready to compute the first variation of ν+(g).

Proposition 2.3. Let (Mn, g) be a compact Riemannian manifold with λ(g) < 0.
Let h be any symmetric covariant 2-tensor on M , and consider the variation

g(s)= g+ sh.

Then the first variation of ν+(g(s)) is

dν+(g(s))
ds

∣∣∣
s=0
= (4πσ)−n/2

∫
M
σe− f

(
−Ri j −∇i∇ j f − 1

2σ
gi j

)
hi j dV,

where the smooth function f and σ > 0 realize ν+(g).
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Proof. By taking derivatives directly, we have

(7) ∂ν+
∂s
= (4πσ)−n/2

∫
M

e− f
(
−

n
2σ
∂σ

∂s
−
∂ f
∂s
+

1
2

gi j hi j

)(
σ(|∇ f |2+ R)

)
dV

+ (4πσ)−n/2
∫

M
e− f

(
−

n
2σ
∂σ

∂s
−
∂ f
∂s
+

1
2

gi j hi j

)
(− f + n) dV

+ (4πσ)−n/2
∫

M
e− f ∂σ

∂s
(|∇ f |2+ R) dV

− (4πσ)−n/2
∫

M
e− f (σgi pg jqh pq∇i f∇ j f ) dV

+ (4πσ)−n/2
∫

M
e− f

(
σ
(

2gi j
∇i f∇ j

∂ f
∂s
+
∂R
∂s

)
−
∂ f
∂s

)
dV .

Since (4πσ)−n/2
∫

M
e− f dV = 1, we have

(8) (4πσ)−n/2
∫

M

(
−

n
2σ
∂σ

∂s
−
∂ f
∂s
+

1
2

gi j hi j

)
e− f dV = 0.

Substituting (1), (2) and (8) in (7), we obtain

∂ν+(s)
∂s
|s=0

= (4πσ)−n/2
∫

M

(
2σ(|∇ f |2−1 f )+ν+(0)

)(
−

n
2σ
∂σ

∂s
−
∂ f
∂s
+

1
2

gi j hi j

)
e− f dV

+ (4πσ)−n/2
∫

M

(
∂σ

∂s
(|∇ f |2+ R)− ∂ f

∂s
− σhi j∇i f∇ j f

)
e− f dV

+ (4πσ)−n/2
∫

M
σ
(

2∂ f
∂s
(|∇ f |2−1 f )+∇i∇ j hi j −1 tr h− hi j Ri j

)
e− f dV

= (4πσ)−n/2
∫

M

(
∂σ

∂s
(|∇ f |2+ R)− ∂ f

∂s
− σ(hi j∇i∇ j f + hi j Ri j )

)
e− f dV

= (4πσ)−n/2
∫

M

(
∂σ

∂s
(|∇ f |2+ R)+ n

2σ
∂σ

∂s

)
e− f dV

− (4πσ)−n/2
∫

M
σhi j

(
Ri j +∇i∇ j f + 1

2σ
gi j

)
e− f dV

= (4πσ)−n/2
∫

M

1
σ

∂σ

∂s

(
f (0)− n

2
+ ν+(0)− 2σ(|∇ f |2−1 f )

)
e− f dV

−(4πσ)−n/2
∫

M
σhi j

(
Ri j +∇i∇ j f + 1

2σ
gi j

)
e− f dV

=−(4πσ)−n/2
∫

M
σhi j

(
Ri j +∇i∇ j f + 1

2σ
gi j

)
e− f dV .
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Hence, the first variation of ν+ is

dν+(g(s))
ds

∣∣∣
s=0
= (4πσ)−n/2

∫
M
σe− f

(
−Ri j −∇i∇ j f − 1

2σ
gi j

)
hi j dV . �

From the proposition, we can see that a critical point of ν+(g) satisfies

Rc+∇2 f +
1

2σ
g = 0,

which means that (M, g) is a gradient expanding soliton.

3. The second variation

Now we compute the second variation of ν+. Since any compact expanding soliton
is Einstein (see [Cao and Zhu 2006], for example), f is a constant. After adding a
constant to f we may assume that f = n/2.

In the following, as in [Cao et al. 2004], we set Rm(h, h)= Ri jklhikh jl , divω=
∇iωi , (div h)i = ∇ j h j i , and (div∗ ω)i j =−(∇iω j +∇ jωi )=−

1
2 Lω# gi j , where h

is a symmetric 2-tensor, ω is a 1-tensor, ω# is the dual vector field of ω, and Lω#

is the Lie derivative.

Proof of Theorem 1.1. Let (M, g) be a compact negative Einstein manifold with
f = n/2 and Ri j = −1/(2σ)gi j . For any symmetric 2-tensor h, consider the
variation g(s)= g+ sh. By Proposition 2.3, we know that (dν+/ds)|s=0 = 0.

From (1) and (2), we get

(9)
n

2σ
∂σ

∂s
(0)− 2σ1

∂ f
∂s
(0)− σ

∂R
∂s
(0)+

∂ f
∂s
(0)= 0,

and

(4πσ)−n/2
∫

M
e−n/2

(
n
2

(
−

n
2σ
∂σ

∂s
(0)− ∂ f

∂s
(0)+ 1

2
tr h
)
+
∂ f
∂s
(0)
)

dV = 0.

It follows by (8) that

(10) (4πσ)−n/2
∫

M

∂ f
∂s
(0)e−n/2dV = 0

and

(11)
n

2σ
∂σ

∂s
(0)=

1
Vol g

∫
M

1
2

tr h dV,
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where (4πσ)−n/2e−n/2
=

1
Vol g

. Thus

dν+
ds
= (4πσ)−n/2

∫
M

e− f (−
n

2σ
∂σ

∂s
−
∂ f
∂s
+

1
2

gi j hi j )
(
σ(|∇ f |2+ R)− f + n

)
dV

+ (4πσ)−n/2
∫

M
e− f

(
∂σ

∂s
(|∇ f |2+ R)− ∂ f

∂s

)
dV

+ (4πσ)−n/2
∫

M
σe− f

(
−gi pg jqh pq∇i f∇ j f + 2gi j

∇i f∇ j
∂ f
∂s
+
∂R
∂s

)
dV

= (4πσ)−n/2
∫

M
e− f

(
−

n
2σ
∂σ

∂s
−
∂ f
∂s
+

1
2

gi j hi j

)(
2σ(|∇ f |2−1 f )+ν+

)
dV

+ (4πσ)−n/2
∫

M
e− f

(
∂σ

∂s
(|∇ f |2+ R)− ∂ f

∂s

)
dV

+ (4πσ)−n/2
∫

M
σe− f

(
−gi pg jqh pq∇i f∇ j f + 2gi j

∇i f∇ j
∂ f
∂s
+
∂R
∂s

)
dV

= (4πσ)−n/2
∫

M
σe− f gi j hi j (|∇ f |2−1 f ) dV

+ (4πσ)−n/2
∫

M
e− f

(
σ
(
− gi pg jqh pq∇i f∇ j f + ∂R

∂s

)
−

1
2

gi j hi j

)
dV,

where we note that∫
M

2σe− f gi j
∇i f∇ j

∂ f
∂s

dV =
∫

M
2σe− f ∂ f

∂s
(|∇ f |2−1 f ) dV

and∫
M

e− f
(
∂σ

∂s
(|∇ f |2+ R)− ∂ f

∂s

)
dV

=

∫
M

e− f
(
∂σ

∂s
(|∇ f |2+ R)+ n

2σ
∂σ

∂s
−

1
2

gi j hi j

)
dV

=

∫
M

e− f
( 1
σ

∂σ

∂s

(
σ(|∇ f |2+ R)+ n

2

)
−

1
2

gi j hi j

)
dV

=

∫
M

e− f 1
σ

∂σ

∂s

(
σ(2|∇ f |2− 21 f )+ f − n

2
+ ν+

)
dV −

∫
M

e− f
·

1
2 gi j hi j dV

=−

∫
M

e− f
·

1
2 gi j hi j dV .

Since f (0)= n
2

, we have



506 MENG ZHU

(12) d2ν+
ds2

∣∣∣
s=0
=−

1
Vol g

∫
M
σ tr h1∂ f

∂s
dV

+
1

Vol g

∫
M

(
−

n
2σ
∂σ

∂s
−
∂ f
∂s
+

1
2

tr h
)(
σ
∂R
∂s
−

1
2

tr h
)

dV

+
1

Vol g

∫
M

(
∂σ

∂s
∂R
∂s
+ σ

∂2 R
∂s2 +

1
2
|hi j |

2
)

dV .

In the following, all quantities are evaluated at s = 0. First, we have

(13) 1
Vol g

∫
M
σ
∂2 R
∂s2 dV

=
σ

Vol g

∫
M

(
−

1
σ
|hi j |

2
− hkl(2∇p∇kh pl −1hkl −∇k∇l tr h)

−∇p
(
h pq(2∇khkq −∇q tr h)

)
+∇k(h pq∇kh pq)

+
1
2∇p tr h(2∇khkp −∇p tr h)+ 1

2(∇kh pq∇kh pq − 2∇phkq∇qhkp)

)
dV

=
σ

Vol g

∫
M

(
−

1
σ
|hi j |

2
− hkl∇p∇kh pl −

1
2
|∇h|2− 1

2
|∇ tr h|2

)
dV

=
σ

Vol g

∫
M

(
−

1
σ
|hi j |

2
−

1
2
|∇h|2− 1

2
|∇ tr h|2

)
dV

−
σ

Vol g

∫
M

hkl(∇k∇ph pl + Rkqhql + Rpkqlh pq) dV

=−
1

Vol g

∫
M

1
2
|hi j |

2dV

+
σ

Vol g

∫
M

(
|div h|2+Rm(h, h)− 1

2 |∇h|2− 1
2 |∇ tr h|2

)
dV .

Moreover,

(14)
1

Vol g

∫
M

∂σ

∂s
∂R
∂s

dV =
σ

n
1

Vol g

∫
M

tr h dV
1

Vol g

∫
M

∂R
∂s

dV

=
1

2n

( 1
Vol g

∫
M

tr h dV
)2
.

Let vh be the solution to the equation

1vh −
vh

2σ
= div div h =∇p∇qh pq ,

∫
M
vh = 0.

Then
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1
Vol g

∫
M

(
−

n
2σ
∂σ

∂s
−
∂ f
∂s
+

1
2

tr h
)
σ
∂R
∂s

dV

=
σ

Vol g

∫
M

(
−

n
2σ
∂σ

∂s
−
∂ f
∂s
+

1
2

tr h
)(
1vh −

vh
2σ
+

1
2σ

tr h−1 tr h
)

dV

=−

(
1

Vol g

∫
M

1
2

tr h dV
)2

+
σ

Vol g

∫
M
vh

(
−1

∂ f
∂s
+

1
2σ
∂ f
∂s

)
dV

+
σ

Vol g

∫
M

tr h
(
1
∂ f
∂s
−

1
2σ
∂ f
∂s

)
dV

+
σ

Vol g

∫
M

1
2

tr h
(
1vh −

vh
2σ
+

1
2σ

tr h−1 tr h
)

dV,

where we have used (11) to derive the first term in the last equality. Meanwhile,

−
1

Vol g

∫
M

1
2

tr h
(
−

n
2σ
∂σ

∂s
−
∂ f
∂s
+

1
2

tr h
)

=−
1

Vol g

∫
M

1
2

tr h
(
−2σ1∂ f

∂s
− σ

∂R
∂s
+

1
2

tr h
)
.

It follows that

1
Vol g

∫
M

(
−

n
2σ
∂σ

∂s
−
∂ f
∂s
+

1
2

tr h
)(
σ
∂R
∂s
−

1
2

tr h
)

dV

=
1

Vol g

∫
M
σ tr h1∂ f

∂s
dV − 1

Vol g

∫
M

1
4
(tr h)2dV

−

(
1

Vol g

∫
M

1
2

tr h dV
)2

+
σ

Vol g

∫
M
vh

(
−1

∂ f
∂s
+

1
2σ
∂ f
∂s

)
dV

+
σ

Vol g

∫
M

tr h
(
1
∂ f
∂s
−

1
2σ
∂ f
∂s

)
dV

+
σ

Vol g

∫
M

tr h
(
1vh −

vh
2σ
+

1
2σ

tr h−1 tr h
)

dV .

Now since

σ

Vol g

∫
M
vh

(
−1

∂ f
∂s
+

1
2σ
∂ f
∂s

)
dV = σ

Vol g

∫
M
vh

(
−

n
4σ 2

∂σ

∂s
+

1
2
∂R
∂s

)
dV

=
σ

Vol g

∫
M

1
2
vh

(
1vh −

vh
2σ
+

1
2σ

tr h−1 tr h
)

dV

=
σ

Vol g

∫
M
−

1
2
|∇vh|

2
−
v2

h
4σ
+
vh
4σ

tr h− 1
2
vh1 tr h dV
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and

σ

Vol g

∫
M

tr h
(
1
∂ f
∂s
−

1
2σ
∂ f
∂s

)
dV

=
σ

Vol g

∫
M

tr h
( n

4σ 2
∂σ

∂s
−

1
2
∂R
∂s

)
dV

=

( 1
Vol g

∫
M

1
2

tr h dV
)2
−

σ

Vol g

∫
M

1
2

tr h
(
1vh−

vh
2σ
+

1
2σ

tr h−1 tr h
)

dV,

we have

(15)
1

Vol g

∫
M

(
−

n
2σ
∂σ

∂s
−
∂ f
∂s
+

1
2

tr h
)(
σ
∂R
∂s
−

1
2

tr h
)

dV

=
1

Vol g

∫
M
σ tr h1

∂ f
∂s

dV +
σ

Vol g

∫
M

(
−

1
2
|∇vh|

2
−
v2

h

4σ
+

1
2
|∇ tr h|2

)
dV .

Substituting (13), (14) and (15) in (12), we get

d2ν+
ds2

∣∣∣
s=0
=

σ

Vol g

(∫
M

(
|div h|2+Rm(h, h)− 1

2
|∇h|2− 1

2
|∇vh|

2
−
v2

h
4σ

)
dV
)

+
1

2n

(
1

Vol g

∫
M

tr h dV
)2

=
σ

Vol g

∫
M
〈N+h, h〉. �

As a simple application, we discuss briefly the linear stability of negative Ein-
stein manifolds. In analogy with [Cao et al. 2004], we say that a negative Einstein
manifold is linearly stable if N+ ≤ 0, otherwise it is linearly unstable. As in that
paper, decompose the space of symmetric 2-tensors as

ker div⊕im div∗,

and further decompose ker div as

(ker div)0⊕Rg,

where (ker div)0 is the space of divergence free 2-tensors h with
∫

M
tr h = 0. It is

easy to see that N+ vanishes on im div∗, and on (ker div)0

N+ =
1
2

(
1L −

1
σ

)
,

where 1L =1+ 2 Rm( · , · )− 2 Rc is the Lichnerowicz Laplacian on symmetric
2-tensors.



THE SECOND VARIATION OF THE RICCI EXPANDER ENTROPY 509

Moreover, we may write (ker div)0 as

(ker div)0 = S0⊕ S1,

where S0 is the subspace of trace free 2-tensors and

S1=

{
h∈(ker div)0

∣∣∣hi j=

(
−

1
2σ

u+1u
)

gi j−∇i∇ j u, u∈C∞(M) and
∫

M
u=0

}
;

see [Buzzanca 1984], for example.
Define

T u :=
(
−

1
2σ

u+1u
)

gi j −∇i∇ j u.

Since 1L(T u) = T (1u) for all smooth functions u and ker T = {0}, we can see
that the Lichnerowicz Laplacian and the Laplacian on function space have the same
eigenvalues. Thus N+ is always negative on S1. Therefore, to study the linear
stability of negative Einstein manifolds, it remains to look at the behavior of 1L

acting on S0 which is the space of transverse traceless 2-tensors.

Example. Suppose that M is an n dimensional compact real hyperbolic space with
n ≥ 3. By [Delay 2002] or [Lee 2006], the biggest eigenvalue of 1L on trace free
symmetric 2-tensors on real hyperbolic space is −1

4(n−1)(n−9). Since on M we
have Rc=−(n− 1)g, we obtain

1
σ
= 2(n− 1).

Thus the biggest eigenvalue of N+ on S0 is not greater than − 1
8(n − 1)2. This

implies that M is linearly stable for n ≥ 3.

Remarks. (1) When n= 3, D. Knopf and A. Young [2009] proved that closed 3-
folds with constant negative curvature are geometrically stable under certain
normalized Ricci flow. R. Ye [1993] had obtained a more powerful stability
result earlier.

(2) For n = 2, R. Hamilton [1988] proved that when the average scalar curvature
is negative, the solution of the normalized Ricci flow with any initial metric
converges to a metric with constant negative curvature. In particular, they are
linearly stable. On the other hand, in [Delay 2008] we see that the biggest
eigenvalue of the Lichnerowicz Laplacian on trace free symmetric 2-tensors
is 2. Thus N+ is nonpositive definite on (ker div)0, which also implies the
linear stability.

(3) For the noncompact case, V. Suneeta [2009] proved certain geometric stability
of Hn using different methods.
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